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Abstract
Searches are presented for new heavy resonances decaying into leptonically decaying weak
gauge bosons and Higgs bosons decaying into a bottom quark pair using 139 fb−1of proton
collision data of the ATLAS detector of the LHC at 13 TeVcenter-of-mass energy. Such
diboson resonances are predicted by many extensions of the Standard Model of particle
physics. The reconstruction of strongly boosted h → bb̄ decays has been optimized
based on b-tagging of track jets and analysis of jet substructure. The searches are is
performed in a model-independent way, and the results are interpreted in benchmark
models predicting spin-0 or spin-1 resonances. No significant excess has been observed,
and improved upper limits have been set on the production cross section times branching
ratio. The sensitivity for another fermiophobic spin-1 resonance model has been studied
for the first time in the ATLAS experiment.
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INTRODUCTION

The fundamental interactions of the known elementary constituents of matter are described by
the Standard Model (SM) of particle physics. In numerous precision experiments, no significant
deviations from its predictions have been found so far. With the Higgs boson discovery by ATLAS [1]
and CMS [2] in 2012, the last missing particle predicted by the SM was discovered. Since then,
measurements of the Higgs boson properties show that the new particle is consistent with the neutral
scalar boson as predicted by the Brout-Englert-Higgs mechanism of the SM.

Nevertheless, the SM leaves many questions unanswered, such as the explanation of the low value of
the Higgs boson mass despite large radiative corrections, the observed asymmetry between matter and
antimatter in the universe, and the existence of Dark Matter.

A large number of theoretical models extending the SM have been introduced to provide answers to
the open questions in the SM, including extended Higgs sectors or new strong interactions breaking
the weak gauge symmetry dynamically. Many of these theories predict new particles that decay into
the discovered Higgs boson h and a weak gauge boson (V = Z,W). The postulated particles typically
have masses at the TeV scale and could, therefore, be produced in proton-proton collisions at the
Large Hadron Collider (LHC). In this thesis, a search for such heavy new resonances decaying into
V h is performed using the LHC Run-II data recorded in the period from 2015 to 2019 by the ATLAS
detector. The search is performed in the semi-leptonic final state with leptonic vector boson decays
and Higgs boson decay into a bb̄-quark pair. The leptons from the vector boson decay allow for an
efficient event trigger and the suppression of QCD background contributions. The hadronic Higgs
boson decay channel h→ bb̄, although challenging to reconstruct, has the highest branching ratio of
60%, much larger than the cleaner di-photon or four-lepton decay channels with branching ratios of
0.23% and 0.01%, respectively.

The b-quarks from the Higgs boson decay undergo a hadronization process, leading to hadronic jets.
For low V h resonance masses, the Higgs boson decay into bb̄ results in jets of relatively small radius
around the b-quark direction, which are well separated. Each of the two jets can be tagged by the
reconstruction algorithms as originating from b-quarks. For higher V h masses, on the other hand, the
Higgs bosons are strongly boosted such that their decay products are strongly collimated, and the two
b-jets merge into just one jet with a large radius. In order to tag such large-radius jets originating
from boosted h→ bb̄ decays, a dedicated Higgs tagger algorithm has been developed. The standard
b-tagging algorithm cannot be applied to the merged large-radius jets but only to a jet reconstructed
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from tracks of charged particles originating from the hadronization of the two b-quarks. Additional
requirements on the jet substructure, such as the jet mass and the number of jet constituents, further
improve the Higgs tagger performance. The Higgs tagger is employed for the V h resonance search in
this thesis and in many other ATLAS searches with boosted Higgs bosons.

The V h resonance search covers a wide range of resonance masses from 300 to 5000 GeV. Thus,
both the resolved final state topologies with well-separated b-jets from Higgs decays and the merged
topologies with the b-jets from Higgs decays merged into a single large-size jet are taken into account.
The signal signature consists of a peak in the invariant mass distribution of the V h decay products,
essentially providing a model-independent search. The measurements are also used to set upper
limits on free parameters of several benchmark models beyond the SM (BSM) by comparing Monte
Carlo (MC) predictions for signal and background processes with the data. The relevant background
processes are additionally constrained, employing dedicated signal-depleted control data.

In addition to the dominant resonance production via quark-antiquark annihilation, the production
mode via vector boson fusion (VBF) has been explored in this thesis for the first time in ATLAS. The
VBF production process becomes dominant in BSM models in which couplings of the hypothetical
new resonance to fermions are forbidden. The vector bosons are irradiated from two quarks in the
proton-proton collision, where the emitting quarks leave the characteristic signature of two jets in
opposite forward detector regions. This feature of a large rapidity gap between the two jets allows for
strong SM background suppression, increasing the signal sensitivity.

The thesis is structured as follows: The SM of particle physics and several extensions which are probed
by the V h resonance search are introduced in Chapter 1. Descriptions of the Large Hadron Collider
and the ATLAS detector and the event reconstruction algorithms are given in Chapter 2. In Chapter 3,
the studies of the Higgs tagger performance are discussed, including possible improvements using
the jet substructure information. The search for the V h resonances with Run-II ATLAS data is then
described in Chapter 4. The extension of the V h resonance search to the VBF production channel is
presented in Chapter 5, followed by conclusions and outlook.
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CHAPTER ONE

THEORETICAL FRAMEWORK

In the middle of the last century more and more particles were found which interact via the strong and
electroweak nuclear forces, and a fundamental theory describing these particles and interactions was
developed, the Standard Model (SM) of particle physics. The SM describes all known elementary
particles and their interactions, the electromagnetic, the weak and the strong force in the framework of
quantum field theory (QFT) with local gauge symmetries.

Amodel of a successful QFTs was Quantum Electrodynamics (QED) predicting precisely the hyper-fine
structures in atomic energy levels and electron scattering cross sections. The extension of this theory
to the weak and strong forces lead to an unified theory of all forces based on local gauge invariance. It
has been extensively tested and confirmed by all experiments so far.

The SM is introduced in Section 1.1. Basic concepts of SM predictions for the LHC are discussed
in Section 1.2. Finally, Section 1.3 explains the limitations of the SM and introduces the possible
extensions investigated in this thesis. The units used in this thesis are the natural units with
~ = c = 1.

1.1 The Standard Model of particle physics

The elementary particles of the SM are consist of the matter particles, fermions, and particles mediating
the interactions, vector gauge bosons. All interactions are described by Yang-Mills theories [3] based
on local gauge symmetries. To give masses to the elementary particles, the SM also predicts a scalar
boson field with the Higgs boson as an excitation which is described in Section 1.1.2. The particle
content of the SM is shown in Fig. 1.1.

The fermions in the SM have spin quantum number 1/2. There are two different kinds of elementary
fermion fields, leptons and quarks. Both types of fermions appear in three generations with the same
quantum numbers but different masses. The charge quantum numbers of the fermions are related to
via the Gell-Mann-Nishijima relation,

Q = T3 +
1
2

Y, (1.1)

with Q the electric charge.
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1 Theoretical Framework

Figure 1.1: The particle content of the SM. Figure from [4].

The earliest known lepton is the electron. The electron and its much more massive partners, the muon
and the τ-lepton have one unit of negative elementary electric charge e, the weak isospin T3 and the
hypercharge Y quantum numbers.

The charged leptons have weak isospin quantum numbers T = 1/2 and T3 = −1/2 and the hypercharge
Y = −1. The charged leptons appear in fundamental doublets of the weak isospin gauge symmetry
together with their associated neutrinos with Q = 0, T = 1/2, T3 = +1/2 and Y = −1. The
anti-particles of the fermions have opposite additive charge quantum numbers T3, Y and Q. Neutrinos
are considered to be massless in SM. Neutrinos only interact weakly and were first observed in
1956 [5].

The three quark generations have hypercharge Y = +1/3. The up (u), charm (c) and top (t)1, have
like the neutrinos weak isospin T3 = +1/2 form left-handed SU(2)L doublets together with down (d),
strange (s) and bottom (b) quarks2, with T3 = −1/2. Quarks have color quantum numbers (r ,g,b), the
anti-quarks anticolors (r̄ ,ḡ,b̄). Forming fundamental triplets of the SU(3)C color groups of the strong
gauge interaction. The heaviest quark, the top quark was detected in 1995 at the Tevatron and has a
mass of mt = 172, 76 GeV [6, 7].

Vector bosons with spin 1, photons (γ), the Z and W± bosons and the gluon are the mediators of the
gauge interactions. Photons are the mediators of the electromagnetic force, the gluons of the strong

1 collectively referred to as up-type quarks (ui , with i = 1, 2, 3)
2 collectively referred to as down-type quarks (di , with i = 1, 2, 3)
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1.1 The Standard Model of particle physics

force and the W± and Z0 bosons of the weak force. The W and Z bosons were first observed at Super
Proton Syncrotron (SPS) at CERN in 1983 and have masses mW = 80.38 GeV and mZ = 91.19 [6,
8].

The gauge symmetries of the interactions in the SM require vanishing masses of the gauge bosons
and of the fermions as well in the presence on maximum parity violation by the weak interaction
in contradiction to the observations. To solve this problem the electroweak gauge symmetry
SU(2)L ×U(1)Y is broken spontaneously by a non-vanishing vacuum expectation value (VEV) of an
additional scalar field, the Higgs field. With the discovery of the Higgs boson in 2012, a massive
excitation of the Higgs field, by the ATLAS and CMS experiments at the LHC the last missing piece
of the SM has been found.

1.1.1 Gauge symmetries and interactions

The fundamental interactions of the SM are all described by Yang-Mills theories [3] while introducing
local gauge symmetries in the Lagrangian

L = −1
4

Va
µνV

µνa

+ iψ̄γµDa
µψ + h.c.

+ ψ̄iyi jψjφ + h.c.

+ |Dµφ|2 −V(φ), (1.2)

where a runs over the generators of the SM gauge symmetries and i/ j are the fermion generation
indices. The different terms are described in the following.

Invariance of the Lagrangian under local gauge transformations requires the introduction of gauge-
covariant derivatives,

Dµ = ∂µ − igVa
µ (x)τ̂aψ(x). (1.3)

Insertion of Dµ in Eq. (1.2) results in interaction terms between the fermions ψ and gauge bosons Vµ
of the form:

Linteraction = gψ̄γµVa
µ τ̂

aψ. (1.4)

From the Lagrangian, the general equations of motion are derived according to Hamilton’s principle.
The wave equation of a massive relativistic free fermion field ψ is given by the Dirac equation derived
from the term

L = iψ̄γµ∂µψ − mψ̄ψ (1.5)

in the Lagrangian where γµ are the Dirac γ-matrices (µ = 0, 1, 2, 3).
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1 Theoretical Framework

The symmetry group of the SM is the direct product of the simplest special unitary:

SU(3)C × SU(2)L ×U(1)Y . (1.6)

The elements of the gauge symmetry are local phase transformations of the fermion and the scalar
fields depending on the space-time coordinates,

φ(xµ) → e−igα
a (xµ )τaφ(xµ), (1.7)

where τ̂a are the generators (charge operators) and αa the scalar phase parameters of the gauge
symmetry group. g is the coupling strength parameter of the respective interaction.

The first term of Eq. (1.2) contains the kinetic terms of the gauge fields with the filed strength tensors

Va
µν = ∂µVa

ν − ∂νVa
µ + g f abcVb

µ Vc
ν (1.8)

where Va = G1,...,8, W1,2,3 and B are the vector potentials of the gauge fields of the SU(3)C , SU(2)L
and U(1)Y groups, respectively. The structure constants f abc are specific for each symmetry group.
The generators of the SU(2)L group are represented by the three Pauli matrices, those of the SU(3)C
group by the eight Gell-Mann matrices and the generator of the Abelian U(1) group by the weak
hypercharge. The charges of the SU(2)L symmetry are the three components of the weak isospin
T and the charges associated to the SU(3)C are eight color charges. There is a gauge field for each
operator of the gauge groups.

The fermion fields are spinors, ψ(xµ), which are solutions to the Dirac equation. The spinors ψ have
right-handed and left-handed chiral components,

ψL =
1 − γ5

2
ψ ψR =

1 + γ5

2
ψ, (1.9)

with γ5 = −iγ0γ1γ2γ3.

The weak interaction only couples to left-handed doublets of the SU(2)L , while the right-handed
fermion states are SU(2)L singlets This is described in gauge theory by the fact that right- and
left-handed spinor fields are represented by different multiplets. The left-handed parts transform as
doublets, the right-handed ones trivially as singlets,

®Qi
L =

(
uiL
di
L

)
, ®Li

L =

(
νiL
eiL

)
, ®eiR, ®uiR, ®di

R, (1.10)

where i = 1, 2, 3 denotes the three fermion generations. There are no right-handed neutrinos in the
SM.

The quarks transform as triplets under SU(3)C ,

ui = ©­«
uir
uig
uib

ª®¬ , di =
©­«
di
r

di
g

di
b

ª®¬ , (1.11)
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1.1 The Standard Model of particle physics

while all other fermions form SU(3)C singlets and do not carry color. The eigenstates of the electroweak
and of the strong interaction (mass eigenstates) are not the same but related by unitary transformations
combined in the Cabibbo-Kobayashi-Maskawa (CKM) matrix, UCKM, transforming the down-type
quark states coupling to the up-type quark mass eigenstates in the charged weak interaction, where the
absolute values of the CKM matrix elements have been measured to be [6]:

©­«
|Uud | |Uus | |Uub |
|Ucd | |Ucs | |Ucb |
|Utd | |Uts | |Utb |

ª®¬ = ©­«
0.97 0.22 0.0038
0.22 0.99 0.04
0.008 0.04 1.01

ª®¬ . (1.12)

The gauge bosons associated to the SU(3)C group are the eight gluons mediating the strong interaction
inQCD. The vector fieldsWa

µ and Bµ correspond to the gauge bosons of the electroweak SU(2)L×U(1)Y
symmetry.

1.1.2 Electroweak symmetry breaking

The gauge bosons are required to be massless. Gauge invariance together with parity violation in
the weak interaction requires also massless fermions. Particle mass are generated in the SM by
spontaneous symmetry breaking of the SU(2)L ×U(1)Y symmetry. For this purpose, a complex scalar
SU(2)L doublet field φ with hypercharge Y = +1/2 with the potential

V(φ) = µ2 |φ†φ| + λ
(
|φ†φ|

)2
(1.13)

is introduced. The potential has an infinite set of minima at the so-called VEV |phi0 | = v of the scalar
field. While the Lagrangian and the set of minima is invariant under SU(2)L ×U(1)Y , the choice of
one particular vacuum state spontaneously breaks the symmetry. An expansion around the ground
state can be expressed as

Φ(xµ) =
(
ξ1(xµ) + iξ2(xµ)

v + h(xµ) + iξ3(xµ)
)
, (1.14)

where h is a physical massive scalar field, the Higgs boson and ξi are massless excitations of the
ground state, referred to as Goldstone bosons. By a choice of the gauge the latter degrees of freedom
can be canceled while generating mass terms for the weak gauge bosons W± and Z0. The U(1)Q
of QED remains unbroken and the photon massless. The Goldstone bosons are absorbed into the
longitudinal degrees of freedom of the weak gauge bosons.

The mass matrix of the neutral fields B and W3
µ of the electroweak interaction is not diagonal.

Diagonalization gives the mass eigenstates,(
Zµ
Aµ

)
=

(
cos θW sin θW
− sin θW cos θW

) (
W3
µ

Bµ

)
, (1.15)

with weak mixing angle (Weinberg angle) θW , the massless photon field Aµ and the massive neutral
vector boson field Zµ. The Weinberg angle is related to the coupling constants gY and qW of the U(1)Y

7



1 Theoretical Framework

Figure 1.2: Illustration of QCD processes and hadronization in proton-proton collisions: The red point represents
the hard interaction, which is characterized by the largest momentum transfer. In red final-state radiation (FSR)
of gluons and qq̄ production are shown and in green the fragmentation of the final state partons in a parton
shower (PS) with subsequent hadronization into mesons and baryons. The underlying event (UE) comprising
the interaction of the proton debris is shown in purple. A certain fraction of the initial momenta is also emitted
as initial-state radiation (ISR). Figure from [9].

and SU(2)L via

cos θW =
gW√

g2
W + g

2
Y

=
mW

mZ
. (1.16)

Fermions obtain their masses via Yukawa couplings yi j to the Higgs field (see. Eq. (1.2)).

1.2 Phenomenology in proton-proton collisions

1.2.1 Cross section calculation

The cross section for proton-proton collision processes at the LHC,

σpp→X =
Npp→X

L · t , (1.17)

8



1.2 Phenomenology in proton-proton collisions

Figure 1.3: Parton density functions (PDFs) in the proton for momentum transfers of Q = 2 GeV (left) and of
Q = 100 GeV (right) in the CT14 PDF set at next-to-next-to leading order (NNLO). Figure from Ref. [11].

gives the number of reactions pp→ X per time interval t for given instantaneous luminosity L.

Since the protons are a bound states of quarks and gluons (partons), the cross section of this process is
given by

σpp→X =
∑
i

∑
j

∫ 1

0
dx1

∫ 1

0
dx2 fi(x1, µF ) fj(x1, µF )σi j→X′(x1, p1, x1, p1, µR, µF ) (1.18)

using the factorization theorem, where i and j label the incident partons involved in the hard scattering
process i j → X ′ and fi is the parton density function (PDF) of the respective parton i. The PDFs
depend on the factorization energy scale µF . Frequently µF = |Q | is used where Q is the momentum
transfer in the hard scattering process.

The PDFs fi(x1, µF ) have been measured in various experiments [10–12]. The PDFs are p.d.f.s
depending on the momentum fraction xi =

pz, i√
s/2 of the partons in the protons. The center-of-mass

energy of the two scattering partons is given by ŝ = xixj s. A set of PDFs determined by the CT14
collaboration [11] for instance is shown in Fig. 1.3 for the momentum transfers Q = 2 and 100 GeV.
The proton valence quarks u and d have their maximum density slightly below x = 1/3, the remaining
momentum fraction is carried by the sea quarks and gluons. With higher momentum transfer Q, the
fraction of gluons and sea quarks increases at small x. The PDFs are available for cross sections
calculations in the LHA library [13].

The cross section for the parton-parton hard scattering process i j → X ′ is given as a function of the

9



1 Theoretical Framework

parton momentum fractions xi and the energy transfer Q by

σi j→X′(xip1, xjp2, µR, µF ) = 1
2ŝ

∫
dΦn |Mi j→X(xip1, xjp2, pa, pb, µR, µF )|2, (1.19)

whereMi j→X is the scattering matrix element calculated in perturbation theory in the interaction
terms in the Lagrangian and

dΦn =

n∏
i=1

[
dp4

i

(2π)4 (2π)δ(p
2
i − m2

i )
]
(2π)4δ(4) (pa + pb − pX′) , (1.20)

the n-body phase space element.

1.2.2 Phenomenology of Quantum Chromodynamics

The strong interaction between quarks and gluons described by Quantum Chromodynamics (QCD)
based on the SU(3)C gauge group, differs from the electroweak interaction. The strong coupling
constant diverges below an energy scale of Λ ≈ 1 GeV, where perturbative theory breaks down.
Perturbative QCD is valid only at sufficiently large energies. The binding force between color-charged
partons in a hadron increases linearly with distance. The potential energy built up by the separation of
the partons eventually reaches a level sufficient to generate quark-antiquark pairs from the vacuum
which again form color-neutral states, the hadrons. The non-existence of free color-charged particles
is called confinement.

The non-perturbative process of hadronization is described by models like the Lund model or the
cluster model taking place after the perturbative parton shower (PS) process at a certain low energy
cut-off scale. Matching between the PS and the hadronization process is needed to avoid double
counting of partons. Fragmentation and hadronization produce by collinear splitting collimated hadron
jets, whose total momentum is constrained to the momentum of the (virtual) final state parton.

Jets are formed by certain algorithms in the reconstruction and theoretical predictions. A simple
and intuitive jet definition is provided by cones containing hadrons. In the Snowmass accord
1990 [14], the baseline criteria for jet definition were agreed upon taking into account the experimental
implementability. On the other hand, the jets must be theoretically well-defined in each order of
perturbation theory, i.e. predicting a finite cross section at each order. Furthermore, the obtained cross
sections must be relatively insensitive to the hadronization process, including the requirement that
collinear and infrared parton splitting does not change the jet multiplicity in the events and the jet
four-momenta. This so-called infrared and collinear safety (IRC) requirement is illustrated in Fig. 1.4.
Most cone-based jet algorithms do not fulfill this requirement. An exception is the seedless IRC safe
cone (SISCone) algorithm [15]. An alternative to the cone-based definitions are so-called sequential
jet algorithms. Sequential jet algorithms ensuring IRC safety are provided by the kt -algorithms [16]
which allow for reconstructing jets two orders of magnitude faster than the SISCone algorithm. The kt
algorithms iteratively group four-vectors together in so called called proto-jets. These four-vectors can
belong to final state quarks at a certain order of perturbation theory in the PS o hadrons propagating
through the detector as used in Section 2.4.5. The algorithm further combines proto-jets which are
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1.3 Beyond the Standard Model

(a) (b)

Figure 1.4: Illustration of infrared and collinear safety. The examples illustrate jet definitions not stable against
a (a) collinear and (b) infrared splitting of partons.

closest in momentum space. The distance between two proto-jets i and j is defined by

di j = min
(
p2p
T,1, p2p

T,1

) Ri j

R
, with


p = 1 for kt -algorithm [16, 17]
p = 0 for Cambridge-Aachen (C/A) [18]
p = −1 for anti-kt -algorithm [19],

(1.21)

in different kt-type algorithms, where R is the jet radius parameter, the maximum angular distance
between two proto-jets, and Ri j =

√
∆η2 + ∆φ2 is the angular distance between the two proto-jets. All

combinations of proto-jets are considered. A proto-jet whose smallest distance to all other proto-jets
is greater than its p2p

T is taken as a jet and removed from the set of proto-jets. The pair of proto-jets
with the smallest distance di, j is replaced by a proto-jet with momentum four-vector equal to the sum
of the four-momenta of proto-jets i and j. This procedure is repeated until all proto-jets have been
removed.

In the case of kt-jets (p = 1) and, to a lesser extent, for C/A-jets (p = 0), the proto-jet distance in
momentum space is most similar to the Euclidean distance ∆p = | ®p1 − ®p2 |. In the PS development
this corresponds most closely to parton splitting, and the kt -algorithm can be interpreted as reversal of
the PS development making jet substructures more accessible. On the other hand, in contrast to the
anti-kt-algorithm, the shape of the kt-algorithm jets is quite irregular making jet energy calibration
difficult. The results of the different jet finding algorithms for the same set of input constituents is
illustrated in Fig. 1.5. Due to the regular shape of its resulting jets, the anti-kt algorithm is the most
commonly used algorithm in ATLAS.

1.3 Beyond the Standard Model

Although the SM is a consistent theory and very successful describing the measurements so far, there
are nevertheless a number of open theoretical questions as well as experimental observations which
are not addressed by the SM. Gravitation as described by the General Theory of Relativity cannot
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1 Theoretical Framework

Figure 1.5: Results of the different jet finding algorithms for the same parton-level event. The resulting jets are
indicated by different colors. Figure from Ref. [19].

be reconciled with the gauge theories of the SM in a mathematically consistent quantum theory.
Measurements of neutrino oscillations show that neutrinos described as massless by the SM must
have non-vanishing though small masses (mνe . 1.12 eV [6]). Moreover, astrophysical observations
suggest that only a small fraction of the energy content of the universe consists of baryonic matter,
where the predominant part is at most weakly interacting, massive Dark Matter and so-called Dark
Energy responsible for the accelerated the expansion of the universe. Moreover, CP violating effects
within the SM are not large enough to explain the observed asymmetry between (baryonic) matter and
antimatter in the universe. Baryogenesis models [20] with additional CP violation extending the SM
are required.

In the SM, the Higgs boson mass receives quadratic loop corrections from all particles interacting
with the Higgs field, with cut-off at the energy scale of the validity of the SM which may be as high as
the Planck scale (mPl = 1/√8πG ≈ O(1018 GeV) with the gravitational constant G), which are many
orders of magnitude larger than the experimentally determined mass of 125 GeV. This problem caused
by the large difference between the electroweak and new physics scale is known as the hierarchy
problem [21–23]. The large radiative corrections have to be compensated by extreme fine-tuning of
the mass parameter in the Lagrangian.
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1.3 Beyond the Standard Model

Theories beyond the SM (BSM) have been introduced to tackle the above shortcomings introducing
new particles and energy scales below the Planck scale. There is no reason that there has to be only one
scalar field breaking the SU(2)L×U(1)Y electroweak gauge symmetry to generate the particle masses as
in the SM. Supersymmetric extensions of the SM [24] or theories predicting axions require an extended
scalar sector. Theories with two Higgs doublets are introduced in Section 1.3.1. A phenomenological
theory introducing new interactions at higher energy scales is introduced in Section 1.3.2.

1.3.1 Two-Higgs doublet models

The SM Higgs sector constitutes the simplest possible implementation of the Higgs mechanism for
spontaneous electroweak symmetry breaking necessary for fermions and weak gauge bosons to obtain
their masses. However, further SU(2)L Higgs multiplets are not ruled out. The most straight-forward
extension of the scalar sector consists one additional complex Higgs doublet in 2HDMs [25]. 2HDMs
can introduce enough CP symmetry violation to explain the large observed asymmetry between baryons
and antibaryons in the universe and are included in various baryogenesis models [20]. Furthermore,
supersymmetric extensions of the SM [24, 26–29] like the Minimal Supersymmetric Standard Model
(MSSM) require a second Higgs doublet. Another motivation comes from the strong CP-problem to
explain the smallness of the CP-violating term in QCD by a additional globalU(1) symmetry [30]. The
spontaneous symmetry breaking of this additional U(1) predicts a pseudo-Goldstone boson, known as
Axion. Some of these Axion models [31] require the existence of a second Higgs doublet.

The scalar potential

The 2HDM models considered in this thesis are CP conserving. The most general CP conserving
scalar potential for two doublets Φ1 and Φ2 with hypercharge Y = +1 and imposedZ2

3 symmetry is
given by [25, 32]

V(Φ1,Φ2) = m2
11Φ

†
1Φ1 + m2

22Φ
†
2Φ2 − m2

12(Φ†1Φ2 + Φ
†
2Φ1)

+
λ1

2

(
Φ
†
1Φ1

)2
+
λ2

2

(
Φ
†
2Φ2

)2

+ λ3Φ
†
1Φ1Φ

†
2Φ2 + λ4Φ

†
1Φ2Φ

†
2Φ1

+
λ5

2

[(
Φ
†
1Φ2

)2
+

(
Φ
†
2Φ1

)2
]
, (1.22)

with eight free real parameters m11,m12,m22 and λ1, ..., λ5. As for the single doublet in the SM an
appropriate choice of the free parameters leads to non-vanishing VEVs

〈Φa〉0 =
(

0
va√

2

)
with a = 1, 2, (1.23)

3 For example the invariance under Φ1 → −Φ1 as imposed for type I 2HDM.
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where va are real parameters due to the imposed CP. In order to reproduce the masses of the SM W
and Z bosons, the VEVs have to satisfy,

v2
1 + v

2
2 = v2 ≈ (246 GeV)2. (1.24)

These non vanishing VEVs spontaneously break the the electroweak SU(2)L × U(1)Y symmetry
leading to eight real scalar fields as excitations from the symmetry breaking vacuum in the expansion
of the two doublets

Φa(x) =
(

φ+a(x)
va+ρa (x)+iηa (x)√

2

)
, (1.25)

and their hermitian conjugates. Three of these real fields (one charged and one neutral scalar) are
massless Goldstone boson excitations which are eliminated by appropriate choice of gauge providing the
longitudinal degrees of freedom of the weak gauge fields Z,W±. Due to the imposed CP conservation,
the fields η and ρ decouple. The neutral Goldstone boson is given by G0 = η1 cos β + η2 sin β. The
massive field orthogonal to G0 is a real pseudo-scalar field

A = η1 sin β − η2 cos β. (1.26)

The mixing angle β chosen by convention without loss of generality in the interval [0, π/2] is
determined by the ratio of the two VEVs,

tan β ≡ v2

v1
. (1.27)

while β is chosen by convention and without limiting any physics to be within [0, π/2].

The remaining four scalar fields, two real neutral scalar fields ρa, a charged scalar field ηa are massive
as well. The mass matrices of these fields are non-diagonal. Diagonalization results in a real charged
scalar field H± and two neutral scalar fields

h = ρ1 sinα − ρ2 cosα,
H = −ρ1 cosα − ρ2 sinα, (1.28)

with a mixing angle α. By convention, the lighter CP-even state is called h and the heavier one H.
The SM Higgs boson is obtained as superposition of the two neutral scalar fields, as

hSM = ρ1 cos β − ρ2 sin β, (1.29)
= H cos(α − β) − h sin(α − β). (1.30)

Hence, in the special case α = β, the SM Higgs boson corresponds to the heavier scalar, while for
sinα = cos β to the lighter one.

The free parameters of the Higgs potential in Eq. (1.22) can be expressed in terms of seven physical
parameters, the four Higgs mass parameters, mh,mH ,mA,mH± , the two mixing angles α, β and the
VEV v.
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1.3 Beyond the Standard Model

Table 1.1: The four two-Higgs doublet models (2HDMs) considered in this thesis and their couplings of fermions
to the Higgs doublets. The i denotes the fermion generation, with uiR = (uR, cR, tR), di

R = (dR, sR, bR) and
eiR = (lR, µR, τR);

Model uiR di
R eiR

Type I Φ2 Φ2 Φ2
Type II Φ2 Φ1 Φ1
Lepton specific Φ2 Φ2 Φ1
Flipped Φ2 Φ1 Φ2

Fermion couplings

The most general interaction terms of the Higgs bosons to fermions also contain flavor changing
neutral current terms mediated by the Higgs bosons at tree level. To prevent those, each fermion type4
is restricted to interact only with one of the two Higgs doublets.

Four 2HDMs are usually considered as summarized in Table 1.1. In type I only one of the two
doublets, chosen to be Φ2 by convention, couples to fermions while the other one only interacts with
the gauge bosons. The aforementionedZ2 symmetry is here imposed to be

Φ1 → −Φ1, (1.31)

preventing a coupling of the fermions to the second Higgs doublet.

In 2HDM type II, the Φ1 doublet couples only to the right-handed (RH) down-type quarks, while the
RH up-type quarks and the RH leptons couple to the Φ2 doublet5. To prevent coupling of fermions to
the respective other Higgs doublet, a discreteZ2 symmetry

Φ1 → −Φ1, di
R → −di

R, (1.32)

is imposed6.

In type I and type II models it is assumed, that the right-handed leptons obey the sameZ2 symmetry
as the down-type quarks. Two further possibilities exist, the lepton-specific model (also referred to as
type X) and the flipped model (also referred to as type Y). In the lepton-specific model all leptons
couple to Φ1 and all quarks to Φ2. In the flipped model, the leptons couple to the same doublet as the
up-type quarks (Φ2) and the down-type quarks couple to the other doublet (Φ1).

4 up-type quarks ui
R
, down-type quarks di

R
and charged leptons ei

R
with i = 1, 2, 3

5 Note that these fermion coupling terms of the scalar doublets also involves the left-handed fermion doublets Qi
L
=

(
ui
L

di
L

)
and Li

L
=

(
νi
L

ei
L

)
, without an explicit distinction between up- and down-type quarks.

6 The two-Higgs doublet model (2HDM) incorporated in the MSSM has the same fermion couplings as the type II but
instead of a discrete Z2 symmetry, a continuous symmetry is imposed to prevent the coupling to the second doublet.
Furthermore, the Higgs doublet in the MSSM model has only two independent parameters, in contrast to the seven
independent parameters in the more general models discussed here.
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1 Theoretical Framework

Table 1.2: Gauge boson and fermion couplings of the pseudo-scalar A relative to corresponding SM Higgs
couplings [32]. Couplings (*) do not have corresponding SM couplings and only the dependence on the mixing
angles is given [32].

Vertex Type I Type II
AVV 0 0
Att̄ iγ5 cot β iγ5 cot β
Abb̄ −iγ5 cot β iγ5 tan β
Aτ+τ− −iγ5 cot β iγ5 tan β
AZh (*) ∝ − cos(β − α)
AZH (*) ∝ sin(β − α)

Phenomenology of the pseudo-scalar A

For the phenomenology of the pseudo-scalar A [32], the absence of couplings between the A boson
and gauge bosons at tree level is of crucial importance. It prevents the production via vector boson
fusion (VBF) as well as the clean decay signature of a gauge boson pair. The dependence of the A
couplings to boson and fermion fields on the mixing angles β is shown in Table 1.2.

The dominant production mode of the pseudo-scalar A is via gluon-gluon fusion (ggA mode), where
the initial state gluons couple via quark loops to the pseudo-scalar. A further production mechanism is
b-associated production (gg → bb̄A) providing a very clean signature with additional two b-quarks in
the final state. The dominant A decay modes are A→ bb̄, cc̄, tt̄, τ+τ−,W±H∓, Zh, ZH, gg, γγandZγ,
while the latter three couple via a quark loop, as for the gluon-gluon fusion production. H and h is
connected to the SM Higgs boson via Eq. (1.28).

The heavy resonance searches performed in this thesis are sensitive to a pseudo-scalar A decaying into
a Z boson and a SM-like Higgs boson. This decay mode is the most relevant one for a pseudo-scalar
mass mA . 2mt , with the top quark mass mt . At higher masses, the decay into tt̄ pairs is the dominant
and the sensitivity for the A→ Zh decay mode, for cos(α − β) → 0 is considerably worse.

1.3.2 Heavy vector triplet models

In many BSM theories the hierarchy problem is solved by introducing new physics at energy scales
between the electroweak and the Planck scale. The new physics can be for example an extended weak
gauge symmetry [33] or the Higgs boson is described as a strong bound state like in the Little Higgs
models [34], and in Composite Higgs [35, 36] and certain Technicolor models [37–39].

The models make predictions for physics processes accessible at the LHC. These models, in most
cases, have a large number of free parameters and a complete scan of all the parameter space is hardly
feasible.

What all models, however, have in common is the prediction of heavy, electroweakly interacting
spin-1 resonances with not too large decay widths (Γ/M < 0.1). For the experimental searches, one
simplified model [40] with a phenomenological Lagrangian describing an additional heavy vector
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1.3 Beyond the Standard Model

triplet (HVT) are assumed, which includes as free parameters only the masses and coupling strengths
of the heavy resonances.

This simplified model serves as a guideline and is not a complete theory. Incorporation into these
theories can for instance change the tails of the resonance in the mass distribution.

Effective Lagrangian and model parameters

In addition to the SM fields a real vector field Va
µ in the adjoint 3-dimensional representation of the

weak SU(2)L gauge group is introduced, representing a charged and a neutral massive spin-1 particle.
The dynamics of of this new field is described by the phenomenological Lagrangian

LV = −1
4

D[µVν]aD[µVν]a +
m2
V

2
Va
µ Vµa

+ igV cHVa
µ H†τa

←→
D µH +

g2

gV
cFVa

µ JµaF

+
gV

2
CVVV εabcVa

µ Vb
ν D[µVν]c + g2

V cVVHHVa
µ VµaH†H − g

2
cVVW εabcWµνaVb

µ Vc
ν , (1.33)

with the generators of the SU(2) Lie-algebra τa = σa/2 (a = 1, 2, 3) and the totally antisymmetric
Levi-Civita tensor εabc and where Wµνa are the SM isospin field tensors. The first line in Eq. (1.33)
contains the kinetic term, the mass term and trilinear and quadrilinear interaction terms from the
covariant derivative,

D[µVν]a = DµVa
ν − DνVa

µ , DµVa
ν = ∂µVa

ν + gε
abcWb

µVc
ν , (1.34)

where g is the usual SU(2)L gauge coupling constant. Since the Va
µ fields mix with the gauge

boson fields Wa
µ after electroweak symmetry breaking (EWSB), they are not mass eigenstates and

the mass parameter mV does not correspond to the physical mass of the introduced new particles.
Diagonalization of the mass matrices of the neutral and the charged vector bosons gives the physical
masses and the custodial symmetry relation between the SM gauge boson masses and new heavy
boson masses,

MW M± = cos2 θWm2
ZM2

0 , (1.35)

with the physical masses M± and M0 of the charged and neutral heavy vector bosons, respectively.
Since lower masses for the new vector bosons are already excluded [41], the measured value of the
weak mixing angle sin2 θW,exp = 0.223 [6] is only restored for

M2
± = M2

0 (1 + O(1%)). (1.36)

The second line in Eq. (1.33) contains direct interactions of Va with the unbroken SM Higgs doublet
current, which is defined as

iH†τa
←→
D µH = iH†τaDµH − iDµH†τa (1.37)
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and the fermion currents,

JµaF =
∑
f

f̄Lγµτa fL, (1.38)

with couplings gV cH and g2

gV
cF , respectively assuming universality of the coupling to the different

fermion types in the context of this thesis. The coupling term to the Higgs current includes, in
particular, the coupling to the three Goldstone boson resulting from EWSB which represent the
longitudinal degrees of freedom of the gauge fields Z,W± after EWSB. The parameters gH = gV cH ,
therefore, describes the couplings of the field Va to the Higgs boson as well as to the SM gauge
bosons determining the decay rates of the heavy vector bosons into final states Zh,Wh as well as the
production cross section via VBF. The parameters gF = g2cF/gV control the fermionic decay rates
and the production cross section via quark-antiquark annihilation, referred to as Drell-Yan-like (DY)
production mode. The last line in Eq. (1.33) contains quadratic and cubic Va couplings which do not
contribute directly to Va decays and for phenomenology at the LHC, where only single-production
processes are relevant. Therefore, the last line can be neglected and the only free parameters (see [40])
are

gH = gV cH, gF =
g2cF
gV

andmV . (1.39)

These parameters are useful when connecting the simplified HVT model to explicite models. The
parameter gV represents the typical strength of the V interactions while cH/F describe the difference
between couplings to the bosons and to the fermions and are usually assumed in to be on the order
of unity. The coupling gV can vary over one order of magnitude between different scenarios, from
gV ≈ g ≈ 1 for the weakly-coupled case to gV ≈ 4π in the strong coupling limit.

Benchmark models

Ref. [40] proposes two simplified benchmark models, model A and model B which are inspired by
specific BSM theories describing heavy vector boson production and decay. In these models, the
parameters cH and cF are fixed to specific values and the coupling strength gV and the resonance mass
remain as the only free parameters. The latter is used as a final discriminating variable in the search.

Model A is inspired by a weakly coupled extension of the SM gauge group introducing a second
SU(2) gauge symmetry [33] where gV has typically small values [40]. The Monte Carlo simulation
predictions in this thesis have been generated with gV = 1. In this model, cH is chosen such that

gV cH � g2cF/gV, (1.40)

resulting in similar decay branching fractions for the dileptonic and the dibosonic decay channel. The
coupling to SM particles is thus equally suppressed by the factor g2cF/gV .

Model B, on the other hand, is inspired by strongly coupled extensions of the SM [42], like composite
Higgs models with larger typical values of gV . In this thesis gV = 3 is assumed to study this case.
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1.3 Beyond the Standard Model

Although this specific theory has additional freedom in the choice of cH , it is by definition of model B
set equal to −1, leading to unsuppressed bosonic coupling

gV cH � −gV, (1.41)

while the fermionic couplings are still suppressed by the factor g2cF/gV � g2/gV 7. This results in
dominant decay of the resonance into SM boson pairs with strongly suppressed fermionic decays on
the order of . O(1%) branching fraction.
For both model A and model B, the DY production mode is dominant. VBF by more than 4 orders of
magnitude compared to the DY production mode.

Apart from the both yet introduced benchmark models, VBF can only become comparable to DY
production if the resonance width of qq̄ is much narrower than the one of diboson8. Large parameter
values for gV lead to a very broad resonance and is therefore not suitable for a diboson resonance
search. Therefore, following the classification of the benchmark models A and B proposed in Ref. [40],
an additional model C has been defined where the parameter cF is set to zero, excluding the couplings
to fermions and thus not only fermionic decays but also DY production leaving only VBF production
and providing a specific benchmark model for the search for diboson resonances produced via VBF.

7 The change of sign here has no effect on the calculated tree level production cross sections since the matrix element goes
in in square, but is necessary to link the results of the model B with the motivating specific theory [42].

8 Here, the resonance width concerns in particular the production vertex of either qq̄ fusion or the VBF.
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CHAPTER TWO

THE ATLAS DETECTOR AT THE LHC

THe goals of experiments at high-energy accelerators such as the LHC [43] are to test the Standard
Model (SM) and precisely determinate of parameters as well as the search for beyond the prediction of
the SM

In this chapter, the LHC and the ATLAS detector are described, whose data have been used analyzed in
this thesis. A more detailed description of the LHC can be found in Ref. [43] and a detailed summary
of the ATLAS detector in Ref. [44].

2.1 The Large Hadron collider

The Large Hadron Collider (LHC) [43] is a circular particle accelerator designed to accelerate and
collide proton or heavy ion pairs from two counter-directed particle beams to up to 14 TeV (5.5 TeV)
for proton (lead ion) collisions. The LHC was built in the same tunnel at CERN near Geneva that
previously housed the Large Electron-Positron Collider (LEP). It has a circumference of 27 km. The
proton-proton collision design luminosity is 1034 cm−2s−1. The results discussed in this thesis were
obtained from the data of LHC Run where the LHC was operated at a center-of-mass energy of 13
TeV and with peak luminosities of up to 2.1 × 1034 cm−2s−1.

The acceleration of the proton beams to the target energy is performed by several pre-accelerators
which are outlined in Fig. 2.1. Taken from hydrogen bottles, the hydrogen atoms are ionized and
first accelerated to an energy of 50 MeV by the linear accelerator LINAC2. Subsequently, they are
brought to an energy of 25 MeV by means of the Proton Syncrotron Booster (BOOSTER) and the
Proton Syncrotron (PS). The BOOSTER consists of four stacked syncrotrons with a radius of 25 m.
The PS with a radius of 100 m is successively filled by the four components of the BOOSTER with
four bunches of protons each. The beam is bunched using of pulsed dipole magnets. The bunches of
protons are then passed to the Super Proton Syncrotron (SPS) where their energy is ramped up to
450 MeV.

The proton bunches of 1011 protons each are then successively injected into the LHC ring in opposite
directions until it is filled with up to 2808 proton bunches. After complete filling, the beam energy
is further increased in radio frequency cavities, which are operated at a frequency of 400 MHz and
achieve an energy increase of 485 keV per revolution. The revolution frequency is 40 MHz. The
protons are kept in their orbit by 1232 superconducting niobium-titanium magnets operated at 1.9 K,
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2.1 The Large Hadron collider

Figure 2.1: The acceleration complex at CERN that are used to ramp up the proton beams energies up to a
center-of-mass energy of

√
s = 13 TeV in the LHC. Figure from [45].

which reach a magnetic field strength of up to 9 T. The strong collimation of the particle beams to 16
µm is achieved by 858 quadrupole and higher multipole magnet systems.

The beams are collided at four interaction points with the four main LHC experiments ALICE[46],
LHCb [47], CMS [48] and ATLAS [44] located in underground caverns. The latter two experiments
are general purpose detectors for high-pT physics.

The luminosity of the proton-proton collisions is determined using dedicated forward scattering
detectors and calibrated using van der Meer scans. The first of the two luminosity detectors used,
LUCID (LUminosity measurement using Cerenkov Integrating Detector), is located at a distance
of 17 m from the interaction point. LUCID measures the inelastic scattering in the forward region
to determine the instantaneous luminosity during operation. The second detector, ALFA (Absolute
Luminosity For ATLAS) is located 240 m from the interaction point and can thus be positioned as
close as one millimeter to the beam to precisely measure the luminosity in a collision run.

The integrated luminosity in Run 2 is shown in Fig. 2.2(a). It accumulates to a total of 147 fb−1.

The large amount of recorded data obtained by this high luminosity makes it possible to study even
physical processes that happen very rarely. The flip side of the high luminosity, however, is a large
number of proton-proton pairs colliding simultaneously or in adjacent bunchcrossing. The average
number of collisions per bunch crossing within one filling of the LHC depends very much on the set
operating conditions of the LHC. These conditions have been varied over the different data taking
periods. The global average value is about 33 interactions per bunch crossing and the differences in
the individual years are shown in Fig. 2.2(b).
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Figure 2.2: (a) Integrated luminosity in Run 2 of the LHC in proton-proton collisions during stable beam
operation at

√
s = 13 TeV. (b) The average number of interactions per bunch crossing in Run 2. Figures from

Ref. [49].

2.2 The ATLAS experiment

The ATLAS detector is one of the two general purpose detectors at the LHC. It was built to explore
physics at the TeV scale with unprecedentedly high luminosity. With a length of 44 m and a diameter
of 25 m, the ATLAS detector is the largest collider detector ever built and weighs about 7 tons.

The high energies, as well as the high luminosity and the associated radiation exposure pose special
design challenges for the electronics and detector technology used. The detectors have to provide high
granularity up to close to the interaction point to allow for differentiation between the hard scattering
event and pile-up events from secondary proton-proton interactions and to reconstruct secondary
decay vertices. For the reconstruction of a missing transverse momentum caused by unreconstructed
particles such as neutrinos or new stable particles beyond the SM (BSM), as complete as possible
coverage of the full solid angle is needed as well as a high energy and momentum resolution. Finally
a trigger system capable of detecting events of interest with a high efficiency while rejecting the
overwhelming background is required.

A schematic cut-away view of the ATLAS detector showing the different subsystems is shown
in Fig. 2.3.

The detector is divided into three main regions: a barrel region enclosing the interaction point and
concentric with the beam axis, and two disk-shaped endcap regions at either end of the barrel part. The
arrangement is forward-backward symmetric with respect to the beams and has an eightfold azimuthal
symmetry in the Muon Spectrometer. For the description of physical processes a right-handed
coordinate system with the x-axis pointing to the center of the LHC ring, the y-axis pointing upwards
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2.2 The ATLAS experiment

Figure 2.3: Schematic view of the subsystems of the ATLAS detector. Figure from Ref. [44].

and the z-axis along one beam axis. Polar coordinates are defined by

r =
√

x2 + y2, (2.1)

φ = arctan
y

x
, (2.2)

θ = arctan

(
z√

x2 + y2

)
. (2.3)

Due to the composite nature of the colliding protons, the initial momenta of the colliding partons
involved in the hard process cannot be determined individually, and large part of the spectator partons
leaves the detector unmeasured along the beamline. However, the transverse momentum of the
colliding proton-proton system with respect to the beam axis is zero. The precision measurements
therefore are performed in the transverse plane and using the transverse momenta pT =

√
p2
x + p2

y of
the produced particles. The pseudo-rapidity

η = − ln
(
tan

θ

2

)
(2.4)

(2.5)

23



2 The ATLAS Detector at the LHC

is mapped isomorphically to the polar coordinate θ and is related to the transverse momentum via,

pT =
√

p2
x + p2

y = | ®p| ·
1

cosh η,
. (2.6)

In the relativistic or massless particle limit, the pseudo-rapidity equals the rapidity, y. The rapidity of
initial parton-parton system is unknown. The difference in the rapidity of two outgoing particles is
invariant under Lorentz boosts along the beam axis. Thus a Loretz invariant measure of the angle
between two objects is given by

∆R =
√
∆η2 + ∆φ2, (2.7)

in the relativistic limit.

The detector is divided into three main subdetector systems. In the innermost subsystem, the Inner
Detector (ID) records the tracks of charged particles by means of highly granular silicon sensors and
straw drift tubes which curve of a solenoidal superconducting coil surrounding it. Surrounding the ID
is the Calorimeter System, which absorbs electrons, photons and hadrons and records the deposited
energy. Apart from neutrinos, muons are the only SM particles that traverse the Calorimeter System.
Their identification and the measurement of their momenta is performed in the Muon Spectrometer
(MS), outside of the Calorimeter System and immersed in a toroidal magnetic field.

In the following sections, the magnet system as well as the three subdetectors and the data acquisition
system are described.

2.2.1 The Magnet System

Momentum and charge of charged particles are determined in the ATLAS detector by the curvature
of their particle tracks in magnetic fields. Four large magnets generate the required fields, and the
lightweight design is always optimized to minimize the interaction of the particles to be measured.
All four magnets are superconducting niobium-titanium coils cooled by 4.5 K liquid helium-3.

The ATLAS magnet system consists on the one hand of an axial magnetic field which extends through
the region of the inner detector by a solenoidal magnet with a field strength of 2 T and thereby bends
charged particles in the azimuthal direction, allowing the transverse component of the momentum to
be determined. The solenoid has a length of 5.3 m and a diameter of 2.5 m and is installed between
the inner detector and the calorimeter system.

Three additional, large, air-core toroidal magnets generate a magnetic field within the measuring range
of the Muon Spectrometer. They extend at a radial distance of 9.4 m to 20.3 m from the beam axis.
Each of these magnets consists of eight coils and is arranged radially symmetrically around the beam
axis. The toroidal magnet provides a magnetic field in the barrel region with an average strength of
about 0.5 T, which depends strongly on the pseudo-rapidity region. At each end is another endcap
magnet, embedded in the barrel toroid and aligned with the central solenoid magnet. The 8 coils of the
endcap magnets are inserted half-periodically with respect to the 8 coils (22.5 °) of the barrel magnet
in order to keep the drop of the field strength in the transition area as low as possible. The field strength
in the endcap area is on average about 1 T. The toroidal magnetic field is highly inhomogeneous and is
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Figure 2.4: A cut-away view of the layers of the ATLAS Inner Detector (ID) with different detector technologies.
Figure from Ref. [50].

therefore precisely measured for the determination of the expected track curvatures by about 1800
Hall sensors distributed in the area of the MS.

2.2.2 The Inner Detector

The innermost subsystem of the ATLAS detector, the ID, extends from a distance of 33 mm to 1.08 m
in an area directly adjacent to the beam axis. The ID, which is arranged cylindrically around the beam
axis, has a total length of 6.2 m and thus covers a range of pseudo-rapidity up to η = 2.5.

Its purpose is to record the overlapping trajectories of about 103 particles, which emanate from the
interaction point every 25 ns, which requires a high granularity. On the other hand, a large energy loss
within the ID is to be avoided, thus the additional requirement of a lightweight construction is given.
This is made possible by an interaction of three systems of different sensor types, which is shown
in Fig. 2.4.

Closest to the interaction point is a semiconductor pixel detector (PXD), which is arranged in four
layers starting at a distance of 5 cm to a radius of 12 cm from the beam axis. The disk-shaped pixel
detectors in the endcaps are placed at a distance of 50 cm to 65 cm from the nominal interaction point.
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The identical pixels have a dimension of 50 µm in the transverse direction and 400 µm2 along the
beam axis, providing an intrinsic spatial resolution of 10 µm in the transverse plane and 115 µm in the
longitudinal direction along the z-axis. In total, this results in about 84 million readout channels for
the pixel detector.

The second system of the inner detector consists of the Semiconductor Tracker (SCT), which is made
of silicon microstrip, and starts at a radius of about 30 cm and extends up to 51 cm in the barrel region.
The SCT modules in the endcaps are arranged in nine disks per endcap between 85 cm and 2.7 m from
the nominal interaction point. The individual strips of the SCT have a pitch of about 80 µm and are
glued together in pairs at an angle of 40 mrad on the backside, so that the transitions through typically
eight strips result in 4 three-dimensional local points. The strips in the rectangular SCT modules of
the barrel are approximately parallel to the beam axis and the strips in the fan-shaped modules of the
endcaps are radially oriented. The individual sensors connected in series are 6.4 cm long. The total
intrinsic spatial resolution is about 17 µm in transverse plane and 580 µm in longitudinal z-direction.
This granularity of the SCT is coarser than that of the PXD, which is, however, sufficient for the given
distance to the interaction point and has to be read out only by 6.3 × 106 channels.

In the outermost part of the ID is the Transition Radiation Tube (TRT), which requires only 3.4x105

readout channels. The TRT modules of the endcaps are placed alternately with those of the SCT
modules at a distance of 85 cm to 2.72 m. The coverage in the pseudo-rapidity is up to η < 2.0 for
the TRT. The barrel modules extend at a radial distance between 55 cm and 1.08 m from the beam
axis. For this purpose, drift tubes running parallel to the beam axis (radial in the case of the endcaps)
with a total length of 1.46 m are used in the barrel, which can determine the position of the transition
in the transverse plane to within 120 µm. Due to the larger distance from the interaction point, this
resolution is sufficient to determine the curvature of the tracks and the TRTs offer a low cost possibility
to cover a large spatial range. The TRT in the barrel consists of 73 layers of drift tubes, of which (with
pT > 0.5GeV) at least 35 are crossed by a single track. The drift tubes have a diameter of 4mm and
are made of polymide with a thin (0.2 µm) aluminum layer applied to the inner wall. Coaxially there
is a 30 µm thick gold plated tungsten wire. The drift tube is filled with a gas mixture of 70% xenon,
27% CO2 and 3% oxygen, and is subjected to a voltage of 1530 V .

2.2.3 The Calorimeter System

The calorimeter system must fully absorb all electrons, hadrons and photons through a series of
collisions and determine the energy deposits of the resulting secondary particle showers with sufficient
resolution. The calorimeters are finely segmented in three dimensions to measure the angle of the
particle showers to match them with the tracks of the ID and to identify electrons, photons and hadron
jets. The particles have different requirements for the absorbing material due to the different interaction
modes and particle masses. A so-called punch through into the MS further outside is to be prevented
as far as possible.

A schematic representation of the complete calorimeter system is shown in Fig. 2.5, consisting of four
sub-components, the Electromagnetic Calorimeter (ECal), the hadronic calorimeter, consisting of a
tile calorimeter in the barrel and a Hadronic Endcap (HEC) adapted to the endcaps, and finally the
Forward Calorimeter (FCal) very close to the beam axis.
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Figure 2.5: A longitudinal cross section of the ATLAS calorimeter system. Figure from Ref.[51].

Closest to the interaction point, located next to the solenoid magnet, is the electromagnetic calorimeter
(ECal). The ECal is installed in the same cryostat as the solenoid magnet. The inner and outer radius of
the barrel ECal are 1.4 m and 2 m respectively. The endcap modules of the electromagnetic calorimeter
(EMEC) each consist of two coaxially arranged wheels covering the range up to a pseudo-rapidity
of 3.1. In the ECal, electrons and photons in the range of eta<3.1 are absorbed by finely segmented
lead plates, whose total thickness is at least 22 times the radiation length (X0) and thus fully absorbs
electrons and photons.

The ECal consists of lead absorber plates with liquid argon (LAr) between them. The accordion-shaped
pleated plates and interposed Kapton electrodes extend over the entire covered area. This accordion
geometry provides a complete ϕ symmetry without azimuthal cracks and can be seen together with
the angular resolution of the ECal layers in Fig. 2.6. A combination of several cells of the outermost
ECal layer with a coarser resolution of ∆η × ∆φ = 0.1 × 0.1 serve as calorimeter trigger units, the
so-called trigger tower.

At the outer edge of the ECal, however, the much more massive hadrons are only partially absorbed,
corresponding to about 2-4 interaction lengths (λ). The Hadronic Calorimeter (HCal) is much thicker
and extends subsequently from a radius of 2.28 m to an outer radius of 4.25 m. The HCal, including
the semi-massive hadrons, is only partially absorbed. The HCal including the support structures
absorbs hadrons corresponding to a distance of 11 λ. The barrel part of the HCal consists of the tiles
of scintillating plastic. The tile calorimeter is mechanically divided into an inner barrel ranging up
to η = 1.0 and an extended barrel ranging up to η = 1.7. Steel plates are used as absorber material,
while the scintillating tiles are connected to photomultiplyers by wavelength shifting fibers. Steel and
scintillator tiles alternate periodically in a volume ratio of 4.7 : 1.

The endcap region of the HEC consists of 2 disk-shaped modules per endcap, each consisting of 32
wedge-shaped modules. The HEC covers an η range of 1.5 to 3.2 and uses layered copper plates as
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Figure 2.6: Sketch of a electromagnetic calorimeter module. The accordion shaped geometry of the absorber
plates and readout panels and the segmentation are shown. The granularity in η and ϕ of the cells in each of the
three layers and of he trigger towers is also shown. Figure taken from Ref. [44].

absorbing material. Liquid argon is used as the active material between the copper plates.

The increased radiation exposure in the forward directions places additional demands on the region
close to the beam axis. The forward calorimeter (FCal) is specifically designed for this high rate
and has sufficiently good energy resolution also for electrons, up to a pseudo-rapidity of 4.9. This
corresponds to a range of only 1.3 degrees uncovered by the calorimeter system and thus allows almost
complete detection of the transverse component of all outgoing particle pulses. The FCal consists
of one module optimized for electromagnetic calorimetry and two modules designed for hadronic
calorimetry.

2.2.4 Muon Spectrometer

Muons aremuch heavier than electrons and are therefore decelerated considerably less byBremsstrahlung
in the calorimeter. They penetrate the calorimeter almost unhindered. For the measurement of the
muon kinematics, a special detector subsystem was installed, the Muon Spectrometer (MS), which
covers the pseudo-rapidity range up to eta<2.7.

The MS uses the sagitta of the curvature of the muon trajectory in the toroidal magnetic field measured
by chambers with focus on high spatial resolution in the bending direction for the precise measurement
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Figure 2.7: A lengthwise cross section of a quadrant of the ATLAS detector, along modules of large size. The
modules belonging to the Muon Spectrometer, MDT, RPC, CSC and TGCs are labeled, whereas MDTs are
labeled with the following 3-letter coding: First letter (B or E) for the barrel or endcap module, second letter (I,
M, O or E) for inner, middle, outer or extra module; the last letter (here always L) denotes the large module.
Small modules are shifted in azimuthal direction of 2π/16 and thus not visible in this cross section. Figure
from Ref. [44].

of the muon momenta.

Muons are also part of particularly clear signatures and typically feature events of interest, which
additionally requires high precision timing. Therefore, special detector modules designed for high
time resolution are used as trigger chambers, which allow the assignment to the individual bunch
crossings with reduced spatial resolution.

A longitudinal section of the different modules of the Muon Spectrometer is shown in Fig. 2.7. The
MS is characterized by an eight-fold symmetry, in which modules of each module type 2pi/8 are
periodically repeated, alternating with one large module and one smaller module of the same type.

Monitored drift chambers (MDT) chambers allow precision measurement of muons in a range up
to η = 2.4. The MS consists of three concentric layers of MDT in the barrel region. Each of these
layers consists of two chambers with three or four drift tubes, similar in function to those of the TRT.
They are oriented perpendicular to the principal bending direction. The MDTs are located at 5 m,
7.5 m and 10 m from the beam axis. The MDT endcap modules, consisting of four wheel-shaped
modules, are located at 7.4 m, 10.8 m, 14 m, and 21.5 m from the nominal interaction point. The
detector wheel at 10.8 m is located radially outside the endcap toroidal magnet. This additional wheel
provides a third spatial measurement point in eta regions not covered by the outer wheel. All drift
tubes have a diameter of 3cm, are made of aluminum and contain a tungsten-rhenium wire with a
thickness of 50 µm. They can provide spatial resolutions of 35 µm. The drift tubes are filled with an
argon-CO2 gas mixture (97:3) at a pressure of 3 bar. A voltage of 3080 V is applied to the tube which
causes ionization products generated by muon-transition to drift to the corresponding electrode. The
maximum drift time is 700 ns which leads to blind times, at a bunchcrossing interval of 25 ns.

Stable use of the MDTs requires counting rates below 150 Hz/cm2. In the endcaps, in the eta>2 range
near the interaction point, the counting rates are increased. Therefore, the innermost module of the
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precision chambers is not implemented by MDTs, but uses 16 Cathode Strip Chamber (CSC) per
side, which can withstand rates up to 1000 Hz/cm2. They cover the region of 2.0 < η < 2.7 and are
tilted inwards to be parallel to the expected muon flight direction. CSC are multiwire proportional
chambers. Each CSC consists of four identical layers. In each of these layers, 30 µm thick gold-coated
tungsten-rhenium wires are arranged in parallel as anode wires at 2.5 mm intervals, with the centerwire
arranged radially. To each side of the anode wires are 17 µm thick copper coatings, which serve as
cathodes. A voltage of 1900 V is applied to the argon/CO2 gas mixture (80/20) contained in the CSC.
The cathodes are separated into strips by lithographic etching so that 192 cathode strips are produced
in the muon-bending direction and 48 strips in the non-bending direction. The muon passage can thus
be reconstructed with 4 independent local points. In bending direction a spatial resolution of 60 µm is
achieved, while the resolution in non–bending direction is 5 mm.

For the precise determination of the time, special additional trigger chambers are used. They have the
additional task of determining the azimuthal coordinate, since the MDT tubes are arranged along this
and do not provide any information about the azimuthal coordinate. In the barrel region up to η = 1.05,
this is ensured by 606 RPCs, whereas thin gap chamber (TGC) are used in the forward region.

The RPCs are attached to the outside of the MDT chambers in three layers. The action of the RPCs is
given by two resistive plates arranged parallel to each other at a distance of 2 mm, which consist of
phenolic-melaminic plastic laminate. Between the plates is a gas mixture of C2H2F4, Iso-C4H10 and
SF6 in a ratio of 94.7:5:0.3. This mixture only requires a relatively low working voltage of 9.8 kV.
Muons generate ion pairs during the passage, which trigger an avalanche by the high voltage. The
signal of this avalanche can be read out by metal stiffeners by capacitive coupling with a width of only
5 ns.

Also the trigger chambers have to be adapted in the area of high rapidity. The TGC are also
multiwire proportional chambers characterized by a smaller wire-to-cathode distance (1.4 mm) than
the wire-to-wire (1.8 mm) and a high quencher gas content.

2.2.5 Trigger and data acquisition

With a bunch-crossing period of 25 ns and about 40 interactions per bunchcrossing, the rate of events
goes up to an order of magnitude of 1 GHz. With an information content of about 1.3 MB per event,
this would require a bandwidth of data transfer in the order of 10 TB per second. There is therefore a
need to pre-select events that may be of interest.

The ATLAS trigger and data acquisition system (TDAQ) uses a two-level trigger system consisting of
a hardware-based level-1 trigger and a software-based HLT. A schematic representation of the TDAQ
system is shown in Fig. 2.8.

The first instance, the L1 trigger systems estimate transverse momenta and energies by highly simplified
reconstruction methods, while the event information is still buffered in the front electronics. The L1
trigger system allows a reduction of the event rates to about 75 kHz. In addition to this reduction, the
level 1 triggers provide information about features and the geographical position of these features, the
so-called regions of interest (RoI).
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Figure 2.8: A schematic view of the triggering workflow in ATLAS. Figure from Ref. [52].

The trigger decision of the L1 system is performed in the CTP. It combines information from the L1
muon triggers and the L1 calo triggers, with a latency of 2.5 µs.

The L1 muon triggers consist of a coincidence circuit between different layers of RPC in the barrel
region or TGC in the endcap region. Muons with infinite momentum would generate hits along a
straight line through the three layers of the trigger chambers. A deviation from this straight line
generated by the magnetic field can be used as a fast estimate of the muon transverse momenta. Only
the discrete L1 trigger decisions with thresholds between 4 GeV and 20 GeV and the geographic
(eta-phi) position of the muon path are passed to the CTP.

The L1 calo triggers process the signal from the 7000 calo trigger towers. These towers represent a
coarser segmentation (eta x phi = 0.1 x 0.1) of the electromagnetic and hadronic calorimeter and thus
a projection of the calorimeter system in eta-phi plane. Signals in the tower cells can be identified
by the CTP as electrons, photons, hadronic decaying tau leptons or hadrons and assigned an energy
which must meet a case-specific energy threshold. In addition, by combining the signals of the entire
solid angle, the CPT can detect events with a particularly high energy sum or a missing transverse
momentum and trigger its further processing.

If the kinematics estimated in this way satisfy the thresholds to be met, the readout of the VU is
enabled by the readout drivers (ROD). In the ROD, the data streams of the individual detector cells are
bundled and their information density is increased by analog-to-digital conversion. This information
is buffered in the readout system (ROS) until a decision is made by the HLT.
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The ROS are evaluated on the software side by the approximately 28000 processors of the HLT with
full detector granularity, which ensures a significantly more precise determination of the energies and
moments. A positive decision of the HLT activates the data collection network which writes the event
data to disk and makes them available for the offline reconstruction software.

2.3 Monte Carlo event simulation

Events produced by processes of interest are generated by Monte Carlo (MC) event generators. The
invariant matrix element is computed in perturbative QCD in fixed order of QCD in conjunction with
the associated phase space parametrization. The matrix element generators used in this thesis are
MadGraph5_aMC@NLO [53], Sherpa 2.2.1 [54] and PowhegBox [55–58], which both compute
with NLO accuracy in QCD. The nominal parton density function (PDF) is given by NNPDF [10]
which was determined with NNLO in QCD and taken from the LhaPdf library [13]. The parton
shower was described using the dedicated PS algorithms Pythia8 8, which describes the parton
shower using the Lund model [59]. Sherpa 2.2.1 provides both the matrix element and the parton
shower algorythm. The parton shower in Sherpa is described using the clustermodel [60]. Potential
double-countings between soft emmisions of the parton shower generator and higher order terms from
the matrix element were resolved by matching and merging prescriptions.

The interactions of the propagating particles with the ATLAS detector are finally simulated with
Geant 4 [61] simulation tool-kit.

The collection of simulated hits is then parsed to the same reconstruction algorithms as the recorded
data.

2.4 Event reconstruction

To perform a physics analysis with the data, the large amount of readout channels must be processed
into a more manageable form that defines individual particle types and distinguishes their signatures.
A corse overview of different particle signatures within the ATLAS detector is shown in Fig. 2.9. For
electrons and muons, for example, this signature is relatively clean. Other particles such as hadrons
or neutrinos, however, can be identified at least by their closest proxy, as is given by jets in the case
of collimated hadrons bunches or by a missing transverse momentum in the case of neutrinos. The
signatures of both the clear particles and the proxies are collectively called physics objects. The
identification of these physics objects is aided by auxiliary objects, tracks and calorimeter clusters,
which are derived by preprocessing steps and serve as a common building blocks for physics objects
or can be used for background rejection.

2.4.1 Track and vertex reconstruction

The trajectories of charged particles in the inner detector are called tracks. Tracks are reconstructed
from a transverse momentum of 0.4 GeV, within a pseudo-apidity of |η | < 2.4, by connecting hits
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Figure 2.9: Schematic illustration of different physical particles traversing the different subsystems of the
ATLAS detector. The dashed lines denote part of the particles trajectory that is invisible to the respective
subsystem. The sketch illustrates the basic reconstruction strategies pursued for the particle identification.
Hadrons, as protons and neutrons are usually not produced individually in collisions but are produced and
reconstructed as jets. Figure from Ref. [62].

of the inner detector. Reconstructed tracks can be extrapolated to common points of origin, called
vertices.

A track can be parameterized by a set of five parameters: The angular orientation of the outgoing
particle by θ and ϕ, the ratio of transverse momentum and charge pT/q determining the track bending,
and the two so-called impact parameter (IP). A longitudinal IP (z0) and a transverse IP (d0) give the
minimum distance of the extrapolated track to the vertex of the interaction. The transverse IP d0 is
the distance from the beamline to the point of closest approach, whereas the longitudinal IP z0 is the
z-coordinate of that point relative to the interaction vertex.

Tracks are determined by a series of tracking algorythmen [63]. The reconstruction of tracks and
vertices is done in three steps. In a first preprocessing step the hits in the pixel detector and in the SCT
are bundled to spatial clusters and the raw drift times of each TRT are converted to calibrated drift
circles, i.e. the still ambiguous position around each anode wire of the TRT.

The actual tracking algorithms are basically divided into two different approaches: the default approach
and the back-tracking approach.

The default approach is based on a set of at least three clusters in the three layers of the pixel detector
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and the first layer of the SCT as seed. To the tracks extrapolated from these clusters further clusters of
the SCT or drift circles of the TRT are added, using a combinatorical Kalman filter [64]. The default
approach is particularly suitable for identifying particle tracks whose origin is in the vertex of the hard
interaction, also called prompt tracks.

Complementary, the so-called back tracking algorithm is used for the reconstruction of particle tracks
originating from secondary decay processes, e.g. b-hadron or hadronic tau-lepton decays. Here,
starting from unusual, not yet assigned track segments in the TRT, the tracks are extrapolated inwards
to the interaction point and are associated to such pixel or SCT hit clusters, which could not be
associated to any track before.

The number of clusters along such a proto-track can be used as quality criteria as well as missing
expected clusters in active parts of the ID along the proto-track. Such missing clusters are called holes.
Using these and other quality criteria, fake tracks can be efficiently identified and rejected. After all
clusters and drift circles belonging to a track have been identified, the fit is repeated with all hits of the
three sensor types.

In a third step, common origin points, so-called vertices, are identified and assigned to the tracks [65].
For this all tracks are included, which are compatible to originate from the interaction point.

The z-coordinate of the considered tracks is given by the position closest to the collision point. The
global maximum of the z-coordinates of all tracks represents the seed for a vertex. This vertex, as
well as all surrounding tracks, are then fitted using a χ2 based technique [66], which downweights
incompatible outliers in such a way that an optimal localization of the vertex can be done. All tracks
that are more than 7σ incompatible with the vertex are removed from the fit and used as seed for a
new vertex in a new iteration. This procedure is repeated until either no more tracks are left or no
more vertices can be reconstructed.

The primary vertex of the hard interaction is defined as the vertex whose square sum of the pT of all
associated tracks is the highest. after prompt vertices are identified, vertices from secondary decays or
photon conversion are identified. After the vertices are identified and their position is determined,
tracks are refitted with the additional boundary condition of originating from the vertex associated
with them. Tracks from a vertex other than the primary vertex can be identified as originating from
pile-up.

The resolution of these tracking algorithms in determining the IP is pT-dependent. The resolution for
the transverse (longitudinal) IP for tracks with pT ≥ 10GeV is most accurate with 0.2 mm (0.1 mm)
and deteriorates with decreasing momentum to a resolution of 0.14 mm (0.4 mm).

2.4.2 Topological calorimeter clusters

As further fundamental objects, three-dimensional collections of energy-deposits are reconstructed in
the calorimeter system. These so-called topological calorimeter clusters (TopoClusters) consist of
spatially connected calorimeter cells, which presumably and ideally represent the energy of individual
shower particles.
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The reconstruction of the TopoClusters is done by a seed-and-collect procedure [67]. So-called
protoclusters of cells are seeded, which have at least four times the signal value above the average
expected background noise. Neighboring cells are iteratively added to the protocluster if the absolute
amount of the signal in this cell reaches at least 2 times the average expected value of the noise. If no
other neighboring cells with this condition can be found, all other calorimeter cells adjacent to the
proto-cluster are added to it. If there are two or more local maxima within a proto-cluster, each with a
signal greater than 500 MeV within the electromagnetic calorimeter, the proto-cluster is split in all
three dimensions.

The topo custer is considered as a massless pseudo-particle with the momentum four-vector spanned
by ηdet, ϕ and the cluster energy. The η direction is related to the coordinate origin and not to the
actual primary vertex to describe the geographic position within the detector.

The basic method used to assign a corresponding energy to each cluster is the so-called electromagnetic
(EM) calibration [68]. It takes into account energy losses in the dead material of the detector as well
as out-of-cluster effects, but not the different nature of the EM and the nuclear interaction of the
traversing particles. For the topocluster clustering process described above, the calorimeter cells are
calibrated with EM scale.

In addition to the four-vector of the cluster, different so-called cluster moments are defined. These
cluster moments parameterize e.g. geometric shape of the shower, position in the detector and energy
distributions. These cluster moments allow conclusions about the particle nature without having to
hypothesize the particle nature.

In particular electromagnetic shower production, e.g. by electrons or photons, is characterized by a
compact uniform shower shape with begin already in the innermost calorimeter layers. In contrast,
hadrons interact in the detector at random intervals and penetrate deeper into the calorimeter system.

Electromagnetic showering can thus be distinguished from hadronic showering. In the so-called local
hadronic cell weighting (LCW) calibration [69], individual cells are weighted with a different energy
scale based on the probability of being assigned to a hadronic or electromagnetic shower.

2.4.3 Electrons

As shown in Fig. 2.9, electrons leave a track in the inner detector and generate an electromagnetic
shower in the electromagnetic calorimeter. The reconstruction of prompt electrons [70] is strongly
entangled with that of prompt photons. Electrons can emit bremsstrahlung photons by interaction with
the material of the inner detector. On the other hand, photons can generate electron-positron pairs by
interaction with the inner detector. Prompt photons, unlike electrons, have either no inner detector
track or exactly two, which can be assigned to a common secondary vertex. However, photons are
not part of this thesis, for more detailed description of identification and calibration please refer to
Ref. [70, 71].
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Electron candidates A dynamical, topological cell clustering algorithm [72, 73] starts with topo-
clusters sorted by pT. Bremsstrahlung can lead to the formation of further smaller clusters in the
calorimeter, separated from the seed cluster, which are called satellite clusters. The seed cluster must
have at least pT = 1 GeV, calibrated with the EM scale, and be spatially matched with a track with
at least 4 hits in the silicon detectors. The algorithm adds the clusters identified as satellites within
a range of ∆η × ∆φ = 0.075x0.125 to so-called superclusters and thus collects a large part of the
primary electron energy. Subsequently, the ID tracks are refitted with a trajectory corresponding to the
electron hypothesis, which takes into account the possibility of Bremsstrahlung. The refitted tracks
are matched with the superclusters.

Electron identification As signal electrons are considered only those produced in the final state of
the hard interaction vertex, so-called prompt electrons. Electron identification [73, 74] is used for
signal purification of the electron candidates against backgrounds, e.g. charged pions or electrons
produced by photon conversion.

A data-driven, likelihood-based discriminant is used, incorporating information from associated tracks
and cluster moments. The likelihood for signal (background) is defined by,

LS(B)(®x) =
∏
i

PS(B),i(xi), (2.8)

where xi are the typically 13 input observables distributed in at signal (background) electrons with the
probability distribution function (p.d.f.) PS(B),i . The p.d.f.s of the signal is obtained by a tag-and-probe
method in recorded data of Z → e+e− events (for ET >15 GeV) and J/ψ → e+e− events (for ET <15
GeV). The p.d.f.s of background electrons were taken from data events containing at least one electron.
These so chosen events consist for the most part of dijet events. The input observables are, for example,
the ratio between track momentum and calorimeter energy deposit, angular distance between cluster
and extrapolated track, or the number of hits in the tracker. The likelihood discriminante is defined as
the natural logarithm of the ratios of the signal and background likelihoods.

Based on this LH discriminant, three different strict working point (WP) are defined, whose larger
background reduction comes at the price of reduced signal efficiency. A loose LH WP with a signal
efficiency of 93% on average and a medium LH WP with 88%. In addition, for the tight LH WP
electron candidates are discarded for which a photon conversion vertex can be reconstructed whose
momentum is closer to the cluster energy than that of the electron track. The signal efficiency of the
tight LH WP results in 80%. The efficiency of all three WPs increases gradually with increasing ET.
In an energy range of 20 GeV < ET < 50GeV, the background rejection of the tight LH (tight LH)
WP with respect to the loose LH WP is improved by a factor of 3.5 (2).

To ensure the electron stemming from the primary vertex (PV), spacial requirements are imposed to
the IP. The longitudinal IP needs to satisfy |z0 sin(θ)| < 0.5 mm and the transverse IP is required to be
|d0 |/σ(d0) < 5.0.

Electron isolation Hadronic activity in the vicinity of a reconstructed electron can be an indication
of the non-prompt nature of the electron, such as occurs in the semi-leptonic b-hadron decay. These
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Working Point Calorimeter isolation Track isolation Efficiency
Gradient pT, η dependent pT, η dependent ε = 0.1143 × pT + 92%
High-pT Econe,0.2

T < max(0.015 × pT, 3.5) GeV — pT, η dependent (≈ 97%)
Loose Econe,0.2

T /pT < 0.2 pvarcone,0.2T /pT < 0.15 pT, η dependent (≈ 99%)
Tight Econe,0.2

T /pT < 0.6 pvarcone,0.2T /pT < 0.6 pT, η dependent (≈ 90%)

Table 2.1: Definition of the electron isolation working points and isolation efficiency ε [73].

hadronic activities in the ID or in the calorimeter in close proximity are identified and quantified by
means of an isolation algorithm.

Two classes of isolation observables are introduced [73]:

• Econe,r
T : The sum of all positive topo-clusters within a radius r in η-φ plane. The energy clusters

of the electron as well as pile-up and leakage correction terms are subtracted from this. The
radius usually used for electrons is r = 0.2.

• pvarcone,rT : The sum of the momenta of all tracks not associated with the electron in a radius of
R = min(r, 10 GeV/pT). The variable radius takes into account that high energy electrons are
created in strongly collimated decays and are therefore naturally accompanied by other particles.
The minimum cone radius for muons is typically chosen as r = 0.2.

Tighter requirements lead to a more efficient background rejection but to a lower signal efficiency. For
the definition of an isolation different WPs are defined. They are defined either by η-uniform signal
efficiency or by fixed threshold values of the isolation observables. The different isolation criteria are
summarized in Table 2.1.

2.4.4 Muons

Muons are measured in the ATLAS detector with a large range of different transverse momenta,
starting at 3 GeV up to muons of about 3 TeV. The reconstruction [75, 76] of the muons is implemented
in different algorithms, which involve several detector subsystems if possible. If the muon’s transverse
momentum is sufficient to escape from the axial magnetic field inside the detector, its signature
is characterized by a trajectory crossing the ID as well as the dedicated MS. Muons also leave
characteristic energy deposits in the calorimeter system along this trajectory, which are compatible
with a minimally ionizing particle.

MS standalone tracks The reconstruction of the so-called MS standalone tracks, which are
independent of the other subdetectors, starts with the reconstruction of muon segments. Muon
segments are short straight lines of hits in an individual MS station. The information from the
MDT precision chambers along the bending plane is combined in a first rough parabolic fit with the
information of the second angular coordinate from the trigger chambers (TGC,resistive plate chamber
(RPC)). Subsequently, a global χ2 fit of the muon trajectory through the reconstructed segments is
performed, taking into account the exact magnetic field distribution, as well as potential interactions
with the detector material.
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Muon candidate types Depending on the transverse momentum and the position in η − φ direction,
additional detector subsystems besides the MS can be used for the reconstruction of the muon.
Reconstructed ID tracks with a minimum pT of 2 GeVare used. Five independent reconstruction
algorithms define five muon candidate types:

• Combined muons (CB): The MS standalone track is extrapolated in the direction of the
interaction point and matched with tracks from the inner detector. Energy losses in the
calorimeter system are taken into account. Combined muons are both the most signal-pure
and the most frequently reconstructed muon types. A subcategory of this type are the Silicon-
associated forward (SiF) muons, which have only short track segments by pixel and SCT
detectors due to lack of coverage of the TRT.

• Inside-out combined muons (IO): In a complementary approach, the tracks of the inner
detector are extrapolated outward and matched with hits from the muons spectrometer. This
approach can recover muons that did not produce a full MS standalone track due to low transverse
momentum or lack of MS coverage.

• Muon spectrometer extrapolated muons (ME): In regions outside the ID coverage (eta>2.5)
muons up to eta=2.7 are reconstructed by the Muon spectrometer alone by extrapolating MS
standalone tracks in the direction of the beam axis.

• Segment tagged muons (ST): An extrapolation of an ID track into the MS is used to match
the track with individual muon segments. If at least one segment can be matched, the muon
reconstructed as ST is reconstructed with the parameters of the ID track.

• Calorimeter tagged muons (CT): ID tracks with a minimum pT of 5 GeV are extrapolated
into the calorimeter to search for energy deposits along the extrapolated trajectory that are
compatible with a minimally ionizing particle. If such energy deposits are found, the muon
reconstructed as ST is reconstructed again with the parameters of the ID track. ST muons recover
the signal efficiency in the region lacking of MS coverage by instrumentation at |η | < 0.1.

The preliminary trajectory generated by the above algorithms allows identification of the relevant hits.
To improve the fit quality, outlier hits of the fit are removed and previously unassociated hits are added
along the preliminary trajectory. Subsequently, a new global fit is performed.

Muon identification The reconstruction of in-flight-decay of hadrons represents the largest source
of background for the reconstruction of prompt muons. An explicit distinction is made between the
decays of light-flavor (LF) hadrons (i.e. hadrons containing only u,d and s quarks) and heavy-flavor
(HF) hadrons (i.e. hadrons containing c- and b-quarks).

For the identification of prompt muons and the rejection in-flight-decaying LF hadrons four WP, i.e.
sets of requirements are defined, matching each the different needs of the large bandwidth of different
physics analyses: A medium, a loose, a tight and a special High-pT WP.

In addition to the selection of the muon type and a corresponding requirement on respective hit
multiplicities, there are three discriminating upper variables for muon identification:
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• q/p-significance: q/p is the ratio of the charge to the momentum. Its significance is defined as
the absolute difference of this quantity measured individually in the ID and the MS, in relation
to the square sum of their uncertainties.

• ρ′ The absolute difference of the track pT measured individually in ID and the MS in relation to
the combined track pt.

• normalized χ2 of the global fit.

The criteria of the four WP mentioned above are the following:

• The loose WP maximizes selection efficiency while maintaining good fit quality. For loose
muons all muon types mentioned above are used, but CT and ST muons (ME) are restricted to
the region of missing MS coverage at eta<0.1 (eta>2.5).

• The medium WP minimizes systematic uncertainties associated with reconstruction and
calibration and allows only CB, IO, and ME muons, with the latter used only in the range
2.5 < |η | < 2.7. At least three hits in at least 2 MDT chambers are required. and the q/p
significance must be less than seven. Muons satisfying the medium WP are a subset of those
satisfying the tight WP.

• The tight WP maximizes the purity of prompt muons. Muons satisfying the tight WP are
a subset of those satisfying the medium WP. CB or IO muons are used that have at least 2
segments in the MDTs, with at most one MDT station having a hole. The normalized chi2 must
be less than 8 and pT and η dependent requirements on the q/p-significance and ρ′, which is
designed to optimize subsurface suppression.

• The goal of the high-pT WP selection is to optimize the momentum resolution in muons with
pT > 100GeV . For this purpose, regions in the η-φ plane are rejected, which are known to be
not optimally aligned, since the momentum reconstruction is very sensitive already to small
misalignments. The reconstruction of the muons is limited to CB and stringent requirements on
the number of stations in the MS are set. The q/p-significance and ρ requirements are the same
as for the medium WP. In addition, an upper limit to the relative uncertainty is set on the q/p
ratio of the combined fit. Muons satisfying this WP are a subset of those satisfying the medium
WP. The momentum resolution improvement by an average factor of 2 is shown in Fig. 2.10 as a
function of the muon-pT.

The listed identification criteria are suitable to efficiently reject LF hadron decays. Cosmic muons and
HF hadron decays can be better rejected with requirements to the association of the muon with the
primary interaction vertex, quantified by the IP, or isolation criteria. The longitudinal IP must satisfy
|z0 sin(θ)| < 0.5mm. The transverse IP d0 is required to be less than three times its uncertainty.

Furthermore, semi-leptonic HF quark decay can be efficiently rejected by isolation requirements.
Analogous to electrons, two isolation parameters Econe,r

T and pvarcone,rT are defined. With the difference
that the maximum radius for the cone definition of pvarcone,rT is typically R = 0.3 for muons. Different
working points with different requirements for the isolation observables are used for the specific needs
of different physical analyses.
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Figure 2.10: The q/p resolution as a function of the transverse momentum for muons, shown separately for
muons passing the high-pT working point (WP) requirements and for the complementary selection fulfilling
common (medium WP) requirements. Figure from Ref. [75].

2.4.5 Jet reconstruction

Due to the nature of the hadronization process as explained in Section 1.2.2, the reconstruction and
simultaneous theoretical prediction of the production of single hadrons is not possible. Hadronic final
states must therefore be described as jets, an observable describing the collimated collection of several
hadrons. This observable is a pure question of definition and not a quantity given by nature. The most
frequently used definition of a jet in ATLAS is given by the anti-kt algorithm [19], c.f. Section 1.2.2.
This sequential jet finding algorithm iteratively combines the four-momenta of its input constituents
within a cone of radius R. Its efficient implementation in the FastJet package [77] was used in this
thesis.

On the one hand, such input constituents for a jet finding algorithm can be stable particles (cτ > 10mm)
on MC generator particle level, which leave significant energy deposits in the calorimeter system, i.e.
neutrinos and muons are excluded. Jets formed with such generator level particles are called truth jets
and serve as a theoretical reference for the energy calibration of a detector level jet. On the other hand,
in the course of event reconstruction, clusters or tracks can also be considered as pseudo-particles
and their momentum four-vectors, constrained by defining the constituent to be massless, serve as
input. Based on this, three such reconstruction level jets are defined in this thesis. Calorimeter jets
are formed from topo-clusters, track jets from ID tracks and a dedicated combination of both, the
so-called track-calorimeter cluster (TCC) [78], form the constituents of the so-called TCC-jets.

The TCC are designed to combine the fine granular angular resolution of the inner detector with the
precise energy resolution from the calorimeters, by connecting tracks and individual energy deposits
in the calorimeter, before running the jet finding algorithm. Thus, TCC improve resolution of the
substructures (c.f. Section 3.4) within a jet. The matching between tracks and cluster is done by the
requirement of ∆R <

√
σ2
track + σ

2
topo, with σtrack the track extrapolation uncertainty and σtopo the topo

cluster width. Three types of TCC exist, a track without a topocluster, which is referred to as a charged
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Figure 2.11: Illustration of the different combinations of calorimeter and track based energy measurements
leading to the different types of track-calorimeter clusters (TCCs). Figure from [78].

TCC, a topocluster without a track, referred to a neutral TCC and the combined TCC with a match
track and a topo cluster. Furthermore, multiple tracks can often be matched to such a topoclusters, as
it is illustrated in Fig. 2.11. Tracks can be used to share cluster energy between a hard scatter jet and a
pile-up jet. To build the TCC momentum four-vector from the different schemes are applied.

1. For a direct single match as combined TCC, the topo-cluster energy and the track direction are
used.

2. In the case of neutral TCC the topo-cluster 4-vector is directly used.

3. The momentum four-vector of the track defining an charged TCC is directly used.

If there is a match between multiple tracks and/or multiple topo clusters (c.f. cases 4-7 in Fig. 2.11)
the situation becomes more complex. Still there is one TCC object per track reconstructed with the
angular coordinates taken from the track. The scale coordinates are adapted to account for energy
sharing between the different matches according to the pT fraction of individual tracks over the sum
of all pT. The TCCs are capable of successfully reducing pileup contributions if the track is not
associated to the primary vertex.

Despite the by definition massless constituents, the summation of the angularly separated four-vectors
allows the jet to acquire a significant mass,

mjet =

√√√(∑
i

Ei

)2

−
(∑

i

®pi
)2

, (2.9)
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Figure 2.12: The workflow of the calibration of small-R jets. Figure from Ref. [51].

which ideally correspond to that of a massive seed particle, such as an top quark, a Higgs boson, or a
gauge boson, that initiates the jet.

Jet calibration

Different sizes of jets are subject to different biases and energy losses. Even if the calibration follows
similar strategies, they have to be performed independently for R = 0.4 and R = 1.0.

Small-R jets (anti-kt , R = 0.4) The steps used for the calibration [51, 69, 79] of calorimeter jets
with R = 0.4 are shown in Fig. 2.12.

Especially in the reconstruction of jets pile-up plays an important role. Activities from neighboring
collisions of the same bunchcrossing (in-time pile-up) or successive bunchcrossings (out-of-time
pile-up) inevitably contribute to the energy deposits in the coarser granulated calorimeter cells. This
energy contribution must be estimated as best as possible. In a first step, the transverse momentum
of the small-R jet is corrected event-wise by the median of the pT-density ρ of pile-up jets. The
calculation of this pile-up jet pT density is performed using MC event jets formed from positive-energy
clusters within |η | < 2. The pT density is multiplied by the active area of the reconstructed jet to
determine and subtract its pile-up content. The steps used for the calibration of EMTopo calorimeter
jets at radii of R = 0.4 are shown in Fig. 2.12. A linear dependence of the pT response on the
multiplicity of the primary vertices within the event NPV and on the average number of interactions per
bunchcrossing mu has been identified. NPV is a measure of the in-time pile-up activity, whereas µ, the
〈NPV〉, is a good measure of out-of-time pile-up. The two linear coefficients α and β are determined
in four coarse bins of different |η | ranges. Overall, the pileup-corrected jet pT is then given by,

pcorrT = precoT − ρ × A − α × (NPV − 1) − β × µ. (2.10)
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Figure 2.13: (a) The energy response as a function ηdet and the (b) bias in the η reconstruction as a function of
|ηdet | for jets with different energies. Figure from Ref. [80].

The absolute MC based correction, so called jet energy scale (JES) and the η calibration then corrects
the reconstructed calorimeter jet energy and η so that on average they correspond to the truth jet
energy and η. For the derivation of this calibration step only isolated jets are considered. The average
energy response is defined as Ereco/Etruth and derived as a function of ηdet and the jet energy by
numerical inversion. Thereby ηdet reveals the causes in the detector geometry and instrumentation. The
transitions can be seen in Fig. 2.13(a). These transitions between two different detector technologies
also cause a bias in the jets η measurement. One of the two sides has a relatively higher energy
response and thus shifts the energy barycentre of the jet and thus the η coordinate. This can be seen
in Fig. 2.13(b) at the detector transitions between central-endcap at η = 1.4 and at the transition
between endcap-forward detector at η = 3.1. This necessitates a correction term of the reconstructed
jet η as a function of the jet energy and η, which is determined via numerical inversion. This correction
changes the pT, but leaving the total jet energy unchanged. Hereafter the jets are calibrated according
to the so called EM+JES scale.

The last step of the calibration addresses the differences in the jet response between data and MC.
Differences can occur, for example, due to insufficiently accurate modeling of the response of the active
and dead detector material, modeling of the pile-up, and theoretical uncertainties in the description of
the hadronization process. For the in-situ measurements, the jets to be investigated are each balanced
in transverse planes with well-measured reference objects. The response is then determined as the
ratio of the pT to the reference object. The corrections are applied to the jets in the recorded data
using correction scale factors and are derived from the statistical combination of the following three
measurements. In a first measurement, the so-called η-intercalibration, di-jets events are selected,
each balancing a well calibrated jet in the central region (ηdet < 0.8) with jets in the forward region
(0.8 < ηdet < 4.5). The second, Z/γ+jet balanced calibration step use a well-calibrated photon or
Z → e+e−µ+µ− decay to measure the pT response of the recoiling jet. The pT response is evaluated
up to a pT of 950 GeV. In the last step, the so-called multijet balance (MJB), central (eta<1.2), high-pT
jets (300<pT <2 TeV) are opposed to a collection of several well-calibrated low-pT jets. The calibration
steps of the last two steps are performed with central jets only, but are also applicable to forward jets

43



2 The ATLAS Detector at the LHC

Ungroomed large-R jets 
(LCW scale)

Large-R jet 
reconstruction

E, η & m calibration Residual in situ 
calibration

Groomed large-R jets  
(LCW+JES+JMS scale)

A correction to the jet 
energy, pseudorapidity 
and mass is derived from 
MC to bring the 
reconstructed jet to the 
particle jet scale.

Residual correction 
determined using in situ 
measurements to bring 
data in agreement with 
MC. Applied only to data.

Large-R jets are recon-
structed using the anti-kt 
algorithm with R = 1.0.

Jet grooming

Soft subjets are removed 
from the reconstructed 
jets.

Groomed large-R jets  
(LCW scale)

Calorimeter energy 
clusters (LCW scale)

Figure 2.14: The workflow of the calibration of large-R jets. Figure from Ref. [81]. Figure from Ref. [81].

due to the preceding η-intercalibration. Each in-situ calibration step introduces uncertainties due to
missmodeling of physics effects, uncertainties in the measurements of the reference re-coil object and
the modeling of the pT balance due to the selected event topology.

Large-R jets (anti-kt , R = 1.0)

Large-R-jets in this document use LCW topoclusters or TCC as input constituents. The increased jet
area and pre-calibrated constituents need different Calibration and pile-up strategies. The calibration
TCC-jets and calorimeter jets follows the same strategy but has to be done individually. The calibration
steps of the jets with a radius of R = 1.0 adapted to the largeR jet is shown in Fig. 2.14.

The large jet area makes the jets specifically vulnerable to contamination from pile-up, initial-state
radiation (ISR) and the underlying event (UE) (c.f. Section 1.2). To reduce this type of background, a
number of different so-called grooming procedures have been developed and tested [82–86], which
use jet substructures to identify and subtract background contributions. In particular, trimming [82,
87] has proven itself due to its simplicity and effectiveness. In trimming, the constituents forming the
large-R jet are reclustered using the anti-kt algorithm with radius parameter Rsub < R. The sub-jets
thus generated are subtracted from the large-R jet if their piT is less than the fraction fcut of the original
pjetT of the untrimmed jet possess. Fig. 2.15 illustrates the trimming process.

The actual energy and mass calibration [81] of the large-R jets is then performed in two steps. First, the
momentum four-vectors of the trimmed jets are calibrated in an MC-based step, in analogy to small-R
jets. For this purpose, truth jets with R = 1.0 are defined, which undergo the same reconstruction
steps (anti-kt , R = 1.0) and trimming algorithm as their reconstructed counterparts. The truth jets are
then matched to the reconstructed jets using a procedure that minimizes the distance in ∆R. The jet
energy (mass) response is defined as the ratio between energy (mass) of the reconstructed jet divided
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Figure 2.15: Illustration of the jet trimming process used for large-R jets. Figure from Ref. [82].

by that of the matched truth jet, Ereco/Etruth (mreco/mtruth). Like the small-R jets, energy scale and η
calibration are performed as functions of ηdet and Ereco.

In an additional step, the mass of the jet is corrected using a further multiplicative scaling factor, which
is additionally parameterized in the observable log(mreco/Ereco. This additional step is important
when using the jet mass in a physics analysis, since the jet mass is highly affected due to wide-angle
contributions and due to cluster merging and splitting. The corrected four-vector is then given by,

Ereco = cJESE0 (2.11)
mreco = cJEScJMSm0 (2.12)
ηreco = η0 + ∆η (2.13)

precoT = cJES
√

E2
0 − (cJMSm0)2/cosh(η0 + ∆η). (2.14)

The calibration of the JES and JMS induces a systematic uncertainty in the order of 10%. These
relative high uncertainties can be reduced by a factor of 3 by in-situ calibrations. Two steps are
followed for this purpose. In a first step, the JES is determined analogously to that of the small-R jets
by balancing the transverse pulses using the well-measured reference objects. The absolute calibration
is a statistical combination of the three measurements analogous to small-R in events with Z+jets,
γ+jets and MJB and the η-intercalibration. This calibration is finally applied to the four-momenta of
all jets in recorded data, and thus also affects the measurement of jet mass.

In a dedicated second step, the JMS is corrected. The correction factor is determined by two
complementary methods which are statistically combined and applied after the JES described above.
One method [88] uses semi-leptonic decaying tt̄ events for the determination, in which the leptonic
decaying side can mark the event and the hadronic side can be probed. The mass distribution of the
jets in these events forms peaks around the mass of the W boson and the top quark which is determined
by a fit. A second measurement uses an independent mass determination by the inner detector [82] by
measuring the calorimeter-to-tracker response ratios in data and MC.
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Figure 2.16: The fake rate, aka the rate of jets from pile-up, as a function of the signal (hard scatter) efficiency.
Figure from Ref. [89].

Jet vertex tagging

Jets from the hard scattering (HS) process can be distinguished from pile-up jets by requireing a
significant fraction of the tracks be associated with the jet originating from the PV. The jet vertex
tagger (JVT) [89] is constructed using two low-level input observables as a two-dimensional likelihood
derived using simulated dijet events and based on a k nearest neighbours (kNN) algorithm. For each
point in the two-dimensional observable plane, the relative probability for a jet at that point to be of
signal type is calculated as the ratio of the number of HS jets over the total number of jets found in the
vincinity around the point using each a signal and pile-up training sample.

The two variables are calculated for each jet

• The variable RpT is defined as the scalar sum of the pT of the tracks that are ghost-associated [90]
with the jet and originate from the hard-scatter vertex divided by the fully calibrated and pile-up
subtracted jet pT.

• The corrected jet vertex fraction (corrJVF) is calculated as the ratio of the scalar sum of the pT
of ghost-associated tracks that originate from a given PV to the scalar sum of pT of all matched
tracks in the jet, while a correction term weights the tracks not associated the hard scatter PV to
decorrelate the corrJVT from the multiplicity of primary vertices in the bunch crossing.

The pile-up rate as a function of the signal jet efficiency is shown in Fig. 2.16. Lacking of inner
detector coverage, the JVT is only available in the range |η | < 2.4.
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Identification of b-hadron jets

The identification of jets that contain a b-hadron, is referred to as b-tagging. As a consequence of
the almost diagonal nature of the CMKS matrix (c.f. Eq. (1.12)), the decay of b-quarks is strongly
suppressed and leads to a lifetime of τ = 1.5ps resulting in an average flight length of half a millimeter,
which can be reconstructed as secondary vertex by the high resolution of the inner detector. This
unique property of b quarks is particularly interesting for identifying decays of the top quark or the
Higgs boson. b tagging allows an extremely pure selection of tt̄ pairproduction events and improves
immensely the sensitivity to hadronic Higgs decays, which represent the dominant decay channel of
the Higgs boson.

The b-tagging [91, 92] is done in two steps, based on the jet associated tracks. First, several low level
algorithms are used to check the properties of the input tracks for compatibility with a displaced vertex.
The input track set is assigned a LH for signal and for background based on reference likelihoods
extracted from MC events. The ratio between signal LH and background LH is then used as a
discriminant between b-hadrons and c-and LF hadrons.

Two such algorithms [91] exploit the large expected IP of the individual tracks belonging to a b-hadron
decay. The IP2D algorithm uses the signed significance transverse IP for this, whereas the IP3D uses
both IP.

Independently, the secondary vertex algorithm (SV1) [93] reconstructs a secondary vertex based on a
subset of the original tracks, which additionally fulfill certain quality requirements. Observables such
as the invariant mass of the vertex and the number of two-tracks vertices form the basis of the signal
and background LH.

In addition, the JetFitter algorithm [94] reconstructs the entire b-hadron decay chain including the
consecutive c-hadron decays. The algorithm is based on a modified Kallman filter and searches for a
common decay axis of the two secondary vertices. The observables of the two secondary vertices then
form the basis for an LH ratio discriminant.

The output discriminants from these low-level algorithms are passed to a multivariate classifier, which
combines the individual discriminants together with kinematic observables of the jet pT and η into a
single powerful discriminant using machine learning. The multivariate algorithm (MV2 [95, 96])
used in this thesis employs a boosted decision tree (BDT) for this purpose. The BDT was trained on a
combination of simulated tt̄ pair production events and heavy Z ′ resonance events. The background
sample was artificially composed of 7% c-jets and 93% LF jets. This training allows the BDT to
assign a value between -1 – for very background-like jets and 1 – for very signal-like jets to each set of
low-level observables, the so-called MV2 score. The MV2 score distribution of b-, c- and light jets is
shown in Fig. 2.17. If this score meets a certain threshold value, the jet is called tagged.

b-tagging calibration Both the low-level algorithms and the MV2 algorithm are based on MC. For
application in data, the performance of the MV2 classifier was corrected by means of data events [92,
97]. For this purpose, four WPs with a fixed cut on the MV2 score were defined with a b-tagging
efficiency of 60,70,77 and 85%. Correction scale factors are applied to the simulated event samples
to compensate for differences between data and MC in the b-tagging efficiency. The correction
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Figure 2.17: The discrimination score of the multivariate b-tagging algorithm MV2 for the signal b-jets and
background c and light-flavor (LF) jets. Figure from Ref. [96].

scale factor and its uncertainty for b- and c-jets are estimated in tt̄ events, while the light-flavor-jet
misidentification rate correction factor and uncertainty are determined using dijet events [98–100].

These scale factors for the tagging efficiency at the 70% WP are given as a function of η and pT and
can be seen in Fig. 2.18.

Track jets

track jets were defined to identify the flavor content within large-R jets using b-tagging procedures. The
flavor content thus determined can subsequently be used to identify strongly boosted massive bosons
such as the Higgs boson. The procedure for identifying Higgs bosons is described in Chapter 3.

Two types of track jets are used in this thesis, fixed radius [101] and variable radius track jets [102–104].
Both types are reconstructed with the anti-kt algorithm from inner detector tracks coming from the
primary vertex. The tracks for the FR (VR) track jets must satisfy pT > 0.4 GeV (pT > 0.5 GeV) and
|η | < 2.5. Each track must have at least seven hits in the pixel and SCT detectors and at most one
of the hits in the pixel detector must be shared by multiple tracks. In addition, the longitidinal IP
must satisfy |z0 sin θ | < 3 to reduce contributions from pileup. The radius parameter of the anti-kt
algorithm for fixed radius track jets is R = 0.2.

Strongly boosted bosons result in strongly collimated decay products which can no longer be resolved
by two separate fixed radius (FR) track jets with a radius parameter R = 0.2. Without the requirement
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Figure 2.18: The upper panels show the selection efficiency as a function of (left) jet pT and (right) jet η in data
and MC. The lower panel shows the ratio of the efficiency in data over that in MC, corresponding to the scale
factor applied to correct for missmodeling in MC events. Figure from Ref. [96].

of an energy calibration a track jets with radius parameter can be defined which adapts to the pT of the
track jets,

R −→ Reff(pT) = min(Rmin,max(Rmax,
ρ

pT
)), (2.15)

where ρ = 30 GeV, Rmin = 0.02, and Rmax = 0.4.

After the track jet is set, additional tracks that previously missed the IP requirements are matched
with the track jet and added to the input set of the MV2 algorithm to improve the necessary track
selection efficiency. These tracks must satisfy pT > 10 GeV and |η | < 2.5 and satisfy a pT-dependent
spatial criterion R(track, track jet) < ∆R(ptTrack jet) that accounts for the collimation of more heavily
boosted decays. [105] The so-selected tracks are given to the MV2 algorithm that is optimized and
trained for small-R jets.

The calibration [97] of the b-tagging efficiency and misidentification rate is done with a technique
analogous to the small-R jets calibration [106]. The pT dependent scaling factors are shown
in Fig. 2.19. The total uncertainties are 1 − 10%, 15 − 50%, and 50 − 100% for b-jets, c-jets, and LF
jets, respectively.
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Hadronically decaying τ-leptons

τ-leptons have a decay length of cτ = 87µm [6] and decay either leptonically or hadronically. When
decaying leptonically at a branching fraction of 35%, they are reconstructed by the stable muon or
electron, with some momentum loss due to the escaping neutrinos.

When decaying hadronically, τ-leptons are reconstructed as small-R jets and identified using mul-
tivariate techniques, similar to that of b-tagging. The τ decay is characterized by an odd number of
ID tracks, mostly by one or three, caused by collimated charged hadrons, accompanied by further
neutral hadrons. Similar to b-tagging different WP are introduce to match the different needs of
physics analyses, with increasing purity and decreasing effiziency. Three working points, referred to
as tight, medium and loose are defined by the a nominal signal efficiencies of 75%, 85%, and 95%,
respectively.

2.4.6 Missing transverse momentum

Neutrinos do not interact electromagnetically and are thus invisible for ATLAS. Nevertheless, the
imbalance in momentum conservation infers the presence of undetected, escaping particles.

Because spectator partons within the collision may escape along the beam line, the longitudinal
component of the momentum is not known and difficult to reconstruct. Anyway, because the transverse
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2.4 Event reconstruction

momentum of the colliding partons is negligible, the decay product’s momenta in the transverse plane
must add up to zero.

The so-called missing transverse momentum or energy [107, 108] is defined for each component, x
and y, as

Emiss
x/y = −

∑
i∈objects

E i
x/y −

∑
j∈soft terms

E j

x/y, (2.16)

where the first term sums over the momenta of a certain selection of objects, defined analysis-specific
(e.g. in Section 4.2.1. These momenta are commonly determined over the calibrated energy deposit in
the calorimeters, this is why the letter E is used. The second so-called soft term is calculated from ID
tracks associated with the primary vertex with pT > 400 MeV and further quality requirements but
not associated with any of the selected objects.

A frequently used variable is the magnitude of the transverse momentum, the missing transverse
energy,

Emiss
T =

√
(Emiss

x )2 + (Emiss
y )2. (2.17)
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CHAPTER THREE

IDENTIFICATION OF BOOSTED HADRONIC HIGGS DECAYS

With the LHC commissioning at a center-of-mass energy of 13 TeV, new kinematic regimes have
become available and searches for heavy new resonances already probe resonance masses at the
TeVscale. The studies within this thesis focus on scenarios in which such heavy particles decay
predominantly into highly boosted Higgs bosons which subsequently decay into two strongly collimated
b-quarks, resulting i teh correspondingly collimated jet structures. As a direct consequence of the
four-momentum conservation in a two-body decay, the angular separation ∆R between the two Higgs
boson decay products in the η − φ plane can be approximated by,

∆R ≈ 1√
z(1 − z)

mh

phT
, (3.1)

where mh and phT are the mass and the transverse momentum of the Higgs boson and z is the pT
fraction of one of the two decay products.

The large branching ratio for the H → bb̄ decay for the discovered Higgs boson with mh = 125 GeV
motivates studies of the reconstruction of hadronic Higgs boson decays. The standard jet reconstruction
in ATLAS employs the anti-kt algorithm with the radius parameter set to R = 0.4 (referred to as
small-R jets). The small-R jets have been extensively tested and calibrated [51] and are used in many
physics analyses. Nevertheless, depending on the choice of the jet radius parameter R, with increasing
momentum and thus collimation of the decay products, the reconstructed jets the Higgs boson decays
overlap. Using the standard small-R jet reconstruction for decays of Higgs bosons with transverse
momentum of about 300 GeV, the two jets from the b-quark hadronization start to merge and compete1
for jet energy cell clusters in the calorimeters. Above phT = 600 GeV, constituents emerging from the
sub-leading b-hadron decay fall typically completely into the area of the leading b-jet. This overlap
between the Higgs decay products impairs the identification of the b-quarks and therefore the Higgs
boson identification.

The machine learning-based identification of b-hadrons is trained on jets containing the hadronization
chain of exactly one b-quark. Therefore a second hadronization chain within a single reconstructed jet
cannot be identified and also deteriorates tagging of the first decay chain. Furthermore, the missing
constituents of the sub-leading jet may lead to an underestimate of the jet pT which can potentially
fall below the pT reconstruction threshold. Thus, an overlap of reconstructed decay products also

1 In a jet overlap, each cluster is associated with exactly one jet. However, the association with the respective jet is not
necessarily the one that reflects the real shower.
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affects the reconstruction of the energy, momentum, and mass of the Higgs dijet system. Therefore,
the radius parameter of R = 0.4 is unsuitable for the identification of a boosted Higgs boson decay. A
jet reconstruction using smaller radius parameter values only shifts the described problem to higher
Higgs boson transverse momenta. These alternative jet collections would also require additional
dedicated calibration measurements, and it must be ensured that the definition of these jets is infrared
and collinear safe.

The more practicable solution to the described problem is discussed in the following. The new
approach relies on the reconstruction of boosted hadronic Higgs boson decays using jets clustered
with the anti-kt algorithm, but using a radius parameter of R = 1.0 instead of R = 0.4. The jets with
this larger radius parameter are referred to as large-R jets in the following. In this way, the whole
Higgs boson decay is reconstructed as a single large-R jet. The large-R jet mass can be used to
distinguish between Higgs bosons and other hadronically decaying objects. The further identification
of the Higgs boson decay is based on flavor-tagging (b-tagging) techniques applied to track-based jets
within a given Higgs boson candidate large-R jet. The input constituents of a so-called track jet are
four-momenta of tracks from the inner detector which are clustered using the anti-kt algorithm with
R = 0.2 [109] (c.f. Section 2.4.5). These track jets are thus independent and complementary to the
large-R jet collection. In the following studies, a large-R jet is referred to as a Higgs candidate jet if it
has a pT above 250 GeV, a |η | < 2.0, and at least one track jet associated to it. Additional information
on the substructure of a large-R jet can be obtained from dedicated substructure variables, which are
based on kinematic properties of the calorimeter constituents.

In this section, various techniques are discussed that aim to separate the actual Higgs boson jets
from other large-R jet backgrounds using either flavor-tagging approaches, the large-R jet mass or
jet substructure information. These studies are performed in the frame thesis and are published in
Ref. [110].

3.1 Simulated jet samples for the Higgs tagging study

Constituent clusters used to reconstruct large-R jets in the context of the present study have been
calibrated locally using the hadronic cell weighting scheme, as described in Section 2.4.2. Trimming
(c.f. Section 2.4.5) is used to mitigate contamination of pile-up, multi-parton interactions, or initial
state radiation by subtracting sub-jets with radius parameter Rsub = 0.2 with a pT-fraction smaller
than ftrim = 5% from the raw, so-called ungroomed jet.

track jets are are matched to the large-R calorimeter jet using so-called ghost-association [90, 111,
112]. In this matching method, the track jet four-momentum is first modified such that its angular
orientation is preserved while its magnitude is set to an infinitesimal value. Such a ghost track jet is
then included in the clustering of calorimeter cells. In this way, the clustering procedure automatically
provides the association of the track jet to corresponding large-R jet into which it has been clustered,
without changing the kinematic properties of this large-R jet. Compared to the geometrical matching
procedure based on the angular separation within a ∆R cone size, the ghost association has more
advantages in dense environments where jets may possess a more irregular shape.
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3 Identification of Boosted Hadronic Higgs Decays

In studies of simulated MC samples, the jet’s origin is assessed by matching the generated particles
to candidate jets. A candidate large-R jet is labeled as a true Higgs jet if exactly one Higgs boson
on particle (generator) level and at least two particle-level b-hadrons from its decay chain can be
geometrically matched to that large-R jet within ∆R < 1.0. The particle-level Higgs boson is required
to have a phT of at least 250 GeV and be within |η | < 2.0, while the b-hadrons must have pT > 5 GeV
and |η | < 2.5. The Higgs jet signal acceptance, i.e. the fraction of hadronically decaying Higgs
bosons that can be reconstructed as (matched to) a candidate large-R jet, is shown as a function of the
particle-level Higgs boson phT in Fig. 3.1. The acceptance reaches a plateau of fully reconstruction
efficiency for Higgs boson phT values above about 500GeV.
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Figure 3.1: The Higgs jet acceptance, i.e. the fraction of (labeled) Higgs jets that are reconstructed as a large-R
jet, as a function of the particle-level Higgs boson phT.

As potential background sources for the Higgs jet identification, the most common processes that
appear in different physics analyses are studied in this chapter. They can be mainly grouped into two
categories. A hadronic top quark decay (t → Wb→ qq′b) induces one source of background, by
capturing the hadron shower either of all or only part of its decay products. Although top quarks can
be produced in a single top quark production process, top quark pair production usually represents one
of the most dominant physics analyses backgrounds. Large-R jet background induced by top quark
decays is referred to as a top jet background. A candidate jet is labeled as a top jet if exactly one
particle-level top quark is found in the MC event within the cone size ∆R < 1.0 from the large-R jet
axis.

In addition to the top jets, the most frequent processes at LHC are hard interactions described by QCD.
Irradiations of hard quarks or gluons in a proton-proton collision also lead to fake Higgs candidates.
Events producing such jets are all collectively referred to as multi-jet events. The gluons might split
into a pair of quarks, including b-quarks pairs (g → qq̄, bb̄). Every large-R jet not labeled as a Higgs-
or a top jet is labeled as QCD jet.
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3.1 Simulated jet samples for the Higgs tagging study

The identification of the jet origin that is based on reconstructed observables, and is therefore also
applicable to real data, is referred to as tagging. This tagging identification procedure can also miss-
identify jets of non-Higgs origin as Higgs tagged jets, so-called false positive tags or miss-tags. The
reciprocal value of the miss-tag efficiency εbkg is the rejection rate, Rbkg

rej =
1
εbkg

, defined individually
for top jet and QCD jet background (εbkg = εtop, εQCD).

The tagging techniques for Higgs identification studied in this chapter are evaluated in terms of the
Higgs tagging efficiency εsig, i.e. the efficiency of selecting a true Higgs jet via the tagging procedure,
and in terms of the background rejection rate of the both above introduced background jets.

Many discriminating observables used for the Higgs tagging have a (pseudo) continuous distribution.
To discriminate between signal and background large-R jets, one may choose any particular value
as the selection requirement on one of these observables, trading a high signal efficiency against a
high background rejection. By a continuous variation of the selection requirement, a direct relation
between the signal efficiency and the background rejection can be defined, the so-called receiver
operating characteristic (ROC) curve. The discrimination power of two different observables can
thus be compared by comparing the two corresponding ROC curves. The observable which gives a
higher rejection for the same signal efficiency has a better discrimination power. A scalar measure of
a discriminator’s quality based on the ROC curve is usually given by the area-under-the-curve (AUC)
value of this ROC curve.

However, for a given physics analysis, the full ROC curve is not decisive, but only the working point
defined by the actual cut on a corresponding discriminating observable. A good approximation for the
signal sensitivity based on a statistical significance σ is given by,

σ ≈ Nsig√
Nsig + Nbkg

, (3.2)

or in the limit of small signal content,

σ ≈ Nsig√
Nbkg

, (3.3)

with Nsig (Nbkg) is the number of large-R jets with are correctly (falsely) tagged as Higgs jets.

In order to obtain a signal sensitivity measure independent of the integrated luminosity, a relative
sensitivity improvement ∆σ = σtag/σ, with σtag the sensitivity after the tagging, can be expressed in
terms of the signal and background tagging efficiencies,

∆σ =
εsig√
εbkg

. (3.4)

A maximal value ∆σmaxis determined for each discriminating observable by varying the selection
requirements on this observable. The discriminator with the largest value of ∆σmaxis considered to
provide the best signal-to-background discrimination. The maximal value ∆σmaxis used to assess and
compare the different discriminator capabilities.
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3 Identification of Boosted Hadronic Higgs Decays

The signal tagging efficiency and the background rejection rate are dependent on the choice of the
physics process, e.g. the full event topology, density of non-Higgs-related activities, or the distributions
of kinematic variables. To optimize the Higgs tagging procedure as process independent as possible,
three MC samples are defined from the available MC samples containing exclusively Higgs-, top-, or
QCD jets, respectively. The simulated samples take into account the detailed Geant 4-based [61]
description of the detector response. The samples are chosen such to reflect critical Higgs tagging
features as closely as possible for the application in different analyses. without loss of generality. Since
the distributions of discriminating observables often depend on the large-R jet transverse momentum
pJT, the samples are chosen such to have the same signal and background pJT spectra.

The sample with true Higgs jets are obtained from simulated decays of Randall-Sundrum gravitons
into a pair of Higgs bosons, G∗ → hh → bb̄bb̄, in a benchmark model with a warped extra
dimension [113]. The simulated signal events with graviton masses mG∗ in the range between 300 and
6000 GeV provide a broad spectrum of Higgs boson transverse momenta. These events are simulated
using the MadGraph5_aMC@NLO [114]. parton shower (PS) and multi-parton interactions are
modeled with Pythia8 8 [115].

The background sample containing true top jets comprise the decays of a heavy vector boson resonance
Z ′ decaying into tt̄ pairs and cover a broad range of top-quark transverse momenta. Z ′ bosons are
simulated with masses mZ′between 400 and 5000 GeV using Pythia8 8 for the matrix element (ME)
and the PS calculation. The sample with QCD jets contain the events from the inclusive multi-jet
production generated by Pythia8 8.

For all three samples, leading order (LO) NNPDF 2.3 LO PDF set [116] and the A14 set of tuned
parameters [117] were used. The Pythia8 showering algorithm has been interfaced with EvtGen [118]
to model the decay of b- and c-hadrons. All samples include the effect of additional proton-proton
interactions in this or an adjacent bunch crossing (pile-up events) by overlaying each simulated event
with additional minimum-bias events. The minimum-bias events were simulated by Pythia8 8 using
the A2 tune [119] and the MSTW2008 LO PDF [120].

Jet reweighting

In contrast to the MC sample with the inclusive multi-jet production, where the predicted spectra
of discriminating observables directly correspond to the multi-jet spectra in the recorded data, the
Higgs jet and top jet samples are superpositions of several graviton or Z ′ mass points and thus have
an unphysical spectrum. These two samples are reweighted such that the distribution of the large-R
jet transverse momenta matches that of the QCD sample that is shown in Fig. 3.2. The pJT spectrum
of QCD jet is chosen since it is a monotonous steeply falling distribution similar to the background
distributions in many physics analyses.

Since Higgs jets and top jets originate from a graviton or Z resonance generated with zero decay
width, the transverse momentum spectra of their initial partons, phT (ptT), peak sharply at the kinematic
limit of approximately half the resonance mass. The peak position of phT (ptT) is referred to as the
natural phT (ptT) of the corresponding graviton (Z

′) decay in the following. Transverse momenta of
reconstructed Higgs jets (top jets) can deviate from the natural phT (ptT) of the generated graviton (Z ′)
decays for two main reasons. The first is that the resonance is not produced at rest, but has a finite
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Figure 3.2: pT spectrum of large-R jets resulting from QCD processes. Samples of large-R jets induced by
hadronic Higgs and top-quark decays are each reweighted in a two-step process to match this spectrum. [110]

transverse momentum due to the recoil of either initial state radiation or an underlying event in a
multi-parton interaction. This first effect is desired since a more continuous Higgs boson spectrum is
obtained. In contrast, the second reason for a transverse momentum deviating from the peak position
induces difficulties. The reason is the finite resolution of the reconstruction of the Higgs jet and the
top jet momenta. This is, on the one hand side, due to the finite detector resolution for the detection of
the individual particles.

On the other hand side it is the ensemble of particles itself which does not entirely correspond to the
Higgs boson decay products. Jet containing high contributions from initial-state radiation or pile-up
may have a pJT significantly higher than the natural Higgs boson phT by a factor of up to 3. For events
in which the phT (ptT) of the two Higgs bosons (top-quarks) is unevenly distributed, there is a possibility
that the recoiled ISR products fall into the cone of that Higgs jet (top jet) that is seeded by the Higgs
boson (top-quark) with higher transverse momentum2. Therefore, on average the contribution from
ISR is strongly increased for the large-R jet seeded by the lower-momentum Higgs boson (top quark).
To mitigate such contamination the jet-samples are created using only that one of the two jets from the
Higgs boson (or top-quark) decays that has the higher transverse momentum.

On the contrary, the reconstructed large-R jet momenta can be significantly lower than those of the
seed particles, if the trimming procedure removes too many clusters originated by the seed particle or
if the decay products fall partly outside of the reconstructed large-R jet. Furthermore, in semi-leptonic
b-hadron decays, the fraction of pT carried away by the neutrino can significantly reduce the energy in
the corresponding calorimeter clusters reflecting the b-hadron decay. This can even enhance unwanted
trimming effects since the remaining decay products are more likely to fall below the trimming
pT-threshold. In extreme cases a branch of b-hadron decay is completely removed. For Higgs jets this

2 Note, that the jet seeded by the higher-momentum particle is not necessarily the higher-momentum jet due to ISR
contributions.
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results in a one-prong decay. Such rare Higgs jet candidates are nearly impossible to be correctly
identified.

Regions in the pJT spectrum between the natural phT (ptT) values are initially
3 less populated by orders

of magnitude and, more importantly, strongly dominated by the rare Higgs jet (top jet) candidates
with the above described faulty associations. The direct pJT-reweighting of the Higgs jet (top jet)
sample to match the pJT-spectrum of the QCD jets depicted in Fig. 3.2 would strongly pronounce
such rare events. Therefore, the reweighting must be done with caution. In contrast, to the steeply
falling pJT-spectrum of the QCD jets, with bin content ranging over several orders of magnitude, the
pJT values in the Higgs jet (top jet) sample is relatively equally distributed across the whole pJT range.
Thus the Higgs jets and top jets receive weights with very diverse magnitude. A direct pJT-reweighting
based on the reconstructed large-R jet would introduce a massive bias towards Higgs boson decays in
which only a low fraction of the total Higgs boson phT has been reconstructed, i.e. due to escaped
neutrinos or unwanted trimming. E.g., Higgs bosons with phT = 1000 GeV and a pT-reconstruction
fraction of 60% receive, on average, a weight which is 100 times higher than in events with regularly
reconstructed pJT. This bias and the resulting differences in the evaluated Higgs tagging efficiencies
are sensitive to the initial set of graviton (Z ′) mass points entering the Higgs jet sample, that cannot
longer be considered as topology independent study.

A two-step reweighting procedure was therefore done to avoid this bias. The Higgs jet (top jet) samples
are reweighted based on the particle-level Higgs boson phT (top quark pj j

T ). The resulting intermediate
pJT-spectrum of reconstructed candidate jets is already close to the pJT-spectrum from QCD jets. At
the same time events containing Higgs bosons (top quarks) of similar momentum are reweighted by
similar weights. In a second step, the residual differences between the intermediate pJT-spectrum
of the Higgs jet (top jet) sample and the QCD jet sample is reweighted based on the large-R jet pJT,
employing an additional weight in the order of unity.

In the following , three different Higgs tagging approaches will be studied: The Higgs tagging based
on the b-tagging of track jets, withing the large-R jets; the Higgs tagging based on the mass of the
large-R jet; and the Higgs tagging based on the substructure of the large-R jet.

3.2 Higgs tagging based on the b-tagging of track jets

The main discriminating feature of a boosted h→ bb̄ decay to background large-R jets is the presence
of displaced vertices within the jet arising from the decay of the two long-lived b-hadrons. The
multivariate identification algorithm MV2 (c.f. Section 2.4.5) of b-hadron induced track jets has been
trained on simulated Monte Carlo (MC) samples of inclusive tt̄ production [95, 96, 121]. The tt̄
process grants the advantage that the b-tagging techniques can be validated in data and the observed
mismodeling can be corrected by utilizing a tag-and-probe method. In this method, a semi-leptonic
top quark decay is used to tag the tt̄ event and the efficiency of the b-tagging of the b-quark from the
second top quark decay is probed. In this section, the applicability of the MV2 algorithm for the Higgs

3 The initial unweighted pJT distribution is the superposition of samples with different mG∗ (mZ′) with local extrema at their
corresponding natural phT (ptT).
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3.2 Higgs tagging based on the b-tagging of track jets

tagging identification of b-hadrons from hadronic Higgs boson decays is studied. Four Higgs tagging
options are studied:

• The double b-tagging requires that the MV2c104 scores of the two leading track jets are above
a certain threshold value.

• The single b-tagging requires that at least one of the two track jets passes that MV2c10
requirement. This Higgs tagging criterion is considered to be satisfied even if there is only one
track jet within the large-R jet.

• The leading single b-tagging, i.e. the single b-tagging of leading track jets only is applied as
a third Higgs tagging option, disregarding the b-tagging information from a potential second
track jet.

• As the last option, an asymmetric b-tagging is tested by requiring two different MV2c10 scores
on the two track jets. The MV2c10 requirement on one of the two track jets is hereby set to a
commonly used working point at a 70% b-tagging efficiency (see below).

In a physics analysis, the there is often no decision between single b-tagging or double b-tagging, but
both options are combined to increase the signal sensitivity. A further tagging option is introduced to
avoid double-counting of events when using both, single- and double b-tagging:

• The exclusive single b-tagging requires that exactly one of the two track jets passes that
MV2c10 requirement.

The discriminating power of this tagging option alone is much lower than the other options. It will be
studied only in the context of the jet substructure-based tagging in Section 3.4.

3.2.1 Calibration of the b-tagging working points uncertainties

Four b-tagging WPs are defined by means of four different requirements on the lower threshold of the
MV2c10 output score. Each working point corresponds to a certain b-tagging efficiency, as obtained
for the b-jets in the inclusive tt̄ MC sample. For example, the requirement of an MV2c10 score of at
least 0.85 selects 70% of all b-jets in a tt̄ sample and therefore defines the 70% working point (WP). A
jet that passes this selection requirement is referred to as a b-tagged jet. At this WP, the rejection
rate of light-quark (u,d,s) and gluon seeded track jets is about 120 [100] and for c-jets about 7 [98].
The four WP at 60%, 70%, 77%, and 85% b-tagging efficiency are calibrated with tt̄ data, measuring
the pT and η dependent correction factors to match the simulation to data using the tag-and-probe
procedure [99]. The misidentification rate for light-flavor jets is calibrated using dijet events [100].
The total calibration uncertainties for the b-tagging efficiency and the misidentification rate of c-jets
and light-flavor jets are 1 − 10%, 15 − 50%, and 50 − 100%, respectively.

These correction factors are usually applied to the jets in simulated events to compensate for differences
between data and simulation. Since the studies in this chapter purely rely on simulation consists of
MC-studies, the described b-tagging correction factors are not applied, while the relative uncertainties

4 The MV2c10 score is obtained by training the MV2 algorithm on a dataset with a 10% contribution to the background
training data by jets seeded by a c-quark, c.f.Section 2.4.5
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3 Identification of Boosted Hadronic Higgs Decays

on these b-tagging correction factors are taken into account. The uncertainties derived for the 70%
working point are used. This relative uncertainty is applied event-wise on each track jet on which the
b-tagging procedure is applied. In this way, the impact of b-tagging uncertainties on the stability of
the Higgs tagging performance is taken into account.

3.2.2 Performance of the track jet-based Higgs tagger

The efficiency of the Higgs tagging for the two most relevant Higgs tagging options, the single
b-tagging and the symmetric double b-tagging is shown in Fig. 3.3 as a function of the reconstructed
large-R jet pJT.
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Figure 3.3: Efficiency of the Higgs jet tagging by means of the (left) single b-tagging and (right) the double
b-tagging of track jets within the large-R jet using the 70% b-tagging WP, shown as a function of the large-R
jet pJT. The dashed lines indicate the uncertainty due to the b-tagging calibration uncertainties. No mass
requirement is applied to the large-R jets. The ratio panels show the relative uncertainty with respect to the
nominal Higgs tagging efficiency. Plot published in Ref. [110].

The Higgs tagging efficiency for the symmetric double b-tagging at a 70% b-tagging WP varies from
52%± 3% at low pJT values to about 5%± 0.7% for pJT = 1500 GeV. For large pJT values, in particular,
this tagger starts failing since the two track jets with radius parameter R = 0.2 start to merge due to a
stronger collimation of b-hadrons when track jets start to merge above about 1-1.2TeV. The Higgs
tagging efficiency utilizing the single b-tagging at the 70% b-tagging WP is as high as 92% ± 0.3%
for large-R jets with transverse momenta of about 400 GeV. This Higgs tagger can partially recover
the efficiency drop due to merged track jets.However, since the second b-quark is merged within one
track jet, The Higgs tagger efficiency also deteriorates with increasing pJT values down to less than
60% ± 0.4% for pJT of more than 1.5TeV.

Fig. 3.4 shows the product of the Higgs jet acceptance (c.f. Fig. 3.1) and the Higgs tagging efficiency
of these candidates, i.e. the fraction of all particle-level that are reconstructed as a large-R jet and
tagged as a reconstructed Higgs jet. This product can be referred to as the boosted h→ bb̄ detection
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3.2 Higgs tagging based on the b-tagging of track jets

probability. The maximum Higgs jet detection probability by the double (single) b-tagging at a 70%
b-tagging WPis 50% (80%) at a Higgs boson phT of 500 GeV.
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Figure 3.4: Higgs boson acceptance × Higgs tagging efficiency as a function of the particle-level Higgs boson
phT, shown for the two Higgs tagger options single b-tagging and and double b-tagging at a 70% b-tagging WP.

The Higgs tagging rejection rates for top jet and QCD jet backgrounds are shown in Fig. 3.5. The
rejection rate stays relatively constant over the entire phT range. FOr the Higgs tagger with the single
b-tagging the rejection factor is close to 2 for top jets and between 15 and 18 for QCD jet backgrounds.
The low top jet background rejection rate is due to the presence of one real b-quark within the top
jet. The rejection of top jets increases to values of 40 - 70 for low jet pJT, if a second b-tagged track
jet is required, within the Higgs candidate large-R jet. The rejection rate of QCD jets is in that case
enhanced to a rate of 250 (500) at large-R jet pJT of 500 GeV (1500 GeV).

In order to obtain the Higgs tagger ROC curves the MV2c10 threshold is continuously varied instead
of looking only at the four calibrated WP, as the application to recorded data would be restricted to.
Fig. 3.6 shows the corresponding top jet and QCD jet background rejection rate as a function of the
Higgs tagging efficiency (ROC). The star on the ROC curve correspond to the four calibrated b-tagging
WPs at 60%, 70%, 77% and 85% b-tagging efficiency. The Higgs tagging performance is evaluated
for all candidate large-R jets with pJT > 250 and separately for the subset of jets with pJT > 10005.

For a broad range of Higgs tagging efficiencies, the best tagging option is the double b-tagging with
symmetric or asymmetric WPs. A large fraction of QCD jets can already be strongly suppressed by a
single b-tagging. Very high QCD jet rejection rates can be achieved for Higgs tagging efficiencies of
less than 70% (50%) at large-R jet pJT of 250 GeV (1000 GeV). double b-tagging slightly improves

5 Note that jets with pJT & 200 GeV above these thresholds contribute less than 1% due to the steeply falling spectrum.
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Figure 3.5: The Higgs tagger background rejection rate of (top) top jets and (bottom) QCD jets by (left) single
b-tagging and (right) double b-tagging at a 70% b-tagging WP. The dashed lines indicate the uncertainty due to
the b-tagging calibration uncertainties. No mass requirement is applied to the large-R jets. The ratio panels
show the relative uncertainty with respect to the nominal Higgs tagging efficiency. Plot published in Ref. [110].

these rates, but requirements tighter than the 70% WP do not reject significantly more QCD jets than
Higgs jets. This is due to a large fraction of g → bb̄ induced QCD jets that occupy this region of
phase-space. Rejection of top jets by means of the single b-tagging in general only gives rejection
rates of order 1, as already seen in 3.5. To achieve higher top jet rejection rates calls for the use of the
double b-tagging. In contrast to the QCD-rejection rate, the tighter the MV2c10 requirement of the
double b-tagging is, the more efficient is the rejection of jets from c-quarks which are the dominant
contribution in the sample of top jets, satisfying looser double b-tagging criteria.
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Figure 3.6: Comparison between the ROC curves of the four options for the Higgs tagger based on the b-tagging
of the two leading track jets. The (top) top jet and the (bottom) QCD jet rejection as a function of the Higgs
tagging efficiency for large-R jet pJT above (left) 250 GeV and above (right) 1000 GeV. The stars denote the
60%, 70%, 77% and 85% b-tagging WPs (from left to right). The curves corresponding to the double b-tagging
and the asymmetric-b-tagging working points overlap over a large range of Higgs tagging efficiency values.
Plot published in Ref. [110].

3.3 Higgs tagging based on the large-R jet mass

3.3.1 Expected performance improvement

The reconstructed large-R jet is another powerful discriminant that allows for efficient separation
between hadronic Higgs boson decays and the background jets. The large-R jet mass is required to
be compatible with the SM Higgs boson mass of phT = 125 GeV. The jet mass resolution (JMR) σm

varies as a function of the large-R jet transverse momentum. It decreases for low transverse momenta
due to out-of-cone effects,
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3 Identification of Boosted Hadronic Higgs Decays

σm ∝ a
pT
, (3.5)

where a is a constant parameter. This follows from the increasing angle between the Higgs boson
decay products at decreasing Higgs boson phT values. The calorimeter energy resolution decreases
linearly with the cluster energy [122]. Accordingly, the jet mass and energy resolution deteriorates
linearly with increasing pJT values,

σm ∝ bpT + c, (3.6)

where b and c are constant parameters. Therefore, optimizing a large-R jet mass window around the
Higgs boson mass may improve the separation between the Higgs jets and the background large-R
jets. The optimized mass window is defined in dependence on the large-R jet pJT. Due to the limited
angular resolution of the calorimeter system, the resolution of the large-R jet mass mcalo measurement
in the calorimeter degrades with high jet transverse momentum. This resolution can be improved
by employing also the information from the inner detector. An independent estimate of the jet
mass is obtained from the inner detector tracks. The invariant mass of the tracks mtracks that can be
ghost-associated to the large-R jet is scaled by the ratio of the transverse momentum of the tracks
pT,tracks and the large-R jet pJT,

mTA = mtracks
pJT

pT,tracks
, (3.7)

with mTA referred to as the track-assisted mass [123]. For the optimal Higgs jet identification,
a weighted combination of the calorimeter and the track-assisted mass measurement is used, the
combined mass [123]

mcomb =
σ(m−2

calo)
m−2
calo + m−2

TA
· mcalo +

σ(m−2
TA)

m−2
calo + m−2

TA
· mTA (3.8)

with σ(mcalo) (σ(mTA)) the individual resolution of the calorimeter based mass (track-assisted mass).
The combined mass resolution starts to become significantly better than the calorimeter-based
measurement for the jet transverse momentum above ≈ 700 GeV and improves further with increasing
pJT.

The energy can also be degraded due to muons from semi-leptonic b-decays, since they do only
deposit a small fraction of their energy in the calorimeter system. If a reconstructed loose muon
(c.f. Section 2.4.4) can be matched by a geometrical criterion of ∆R < 0.2 to one of the both associated
track jets, the large-R jet four-momentum is corrected accordingly. The muon energy deposits in the
calorimeter are subtracted from the original large-R jet and the muon momentum measured in the
muon spectrometer is added instead. In the case of more than one muon in the decay, the correction is
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3.3 Higgs tagging based on the large-R jet mass

applied only for that muon, that has minimal distance to one of the both track jets. Also the impact of
undetected neutrinos due to the semi-leptonic b-decay is not corrected, resulting in an average Higgs
jet mass slightly below the Higgs boson mass mh = 125 GeV. This correction is only applied to the
mcalo component of the combined mass and is referred to as the muon-in-jet correction. The resulting
distribution after the muon-in-jet correction is shown in Fig. 3.7. The large-R JMR for Higgs jets with
transverse momentum between 350 to 500 GeV is improved by about 10%. In contrast, for higher
large-R jet pJT, this improvement is less significant.
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Figure 3.7: Distribution of the reconstructed large-R jet masses in the Higgs jet sample. Plot published in
Ref. [110].

High contributions from initial state radiation dominate a mass measurement of values above 150 GeV.
In contrast, a measurement of low masses (e.g. about 50 GeV) results from the trimming procedure and
out-of-cone effects, which are commonly observed for boosted hadronic decays [112]. In particular
for Higgs boson transverse momentum slightly above the threshold of the large-R jet reconstruction
(250 GeV), such effects can be enhanced. If the bb̄ decay axis in Higgs boson rest frame is closely
aligned to the Higgs boost vector, the momentum is distributed very asymmetrical between the two
b-hadrons in the laboratory frame. The sub-leading b-hadron decay products are much less collimated.
Therefore, it is more likely to be removed by the trimming procedure. The decay products of the
leading b-quark constitute the jet clustering seed and the sub-leading b-quark is further separated
from the seed axis. Its showering products may therefore fall partially outside of the clustered jet.
Consequently, the axis of the Higgs candidate is close to the orientation of the leading b-quark decay.
The angular separation of the jet constituents, which is the dominant factor in the jet mass formation is
much smaller than the decay would insist. Therefore, the reconstructed large-R jet mass mJ is strongly
reduced compared to the original particle-level mass mh. This feature results in a small bump in the
distribution of the Higgs jet mass for low Higgs jet pJT, as shown in Fig. 3.8. These h→ bb̄ candidates
with large angular separations of its decay products may be better reconstructed from standard small-R
jets with a radius parameter of R = 0.4. To overcome the impact of these non-uniform tail effects on
the definition of the Higgs jet mass window, a fit of a superimposed Landau and Gaussian function
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3 Identification of Boosted Hadronic Higgs Decays

to the reconstructed mass distribution is performed. The modeling function is chosen empirically,
describing well the peak of the mass distribution while neglecting the tails.
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Figure 3.8: Distribution of the reconstructed mass for Higgs jets with pJT ∈ [350, 500] GeV. A mass window
with 68%/80% efficiency is constructed around the Higgs jet mass peak based on a fitted superposition of a
Landau and a Gaussian function. Plot published in Ref. [110].

The fit is performed in slices of Higgs jet pJT. The Higgs jet mass window requirement is optimized
using the fitted mass distribution by requiring the smallest possible mass window interval that contains
a certain minimal fraction of the fit function integral. In particular these fractions are required to be
80% for a loose mass window and 68% for a tight mass window requirement. Such an optimization is
independent of the background jet distributions. The choice of the lower and upper mass threshold is
subject to the statistical fluctuations in the mass distribution. The uncertainty on the threshold values
is determined by generating a large number of toy jet mass distributions based on the fit function.
The distributions are randomly varied around the best-fit function using the full covariance matrix of
the fit parameters. Peak mass value (from the fit function) and the lower and upper mass threshold
values for the tight and loose mass window requirement are shown in Fig. 3.9 together with the
corresponding uncertainties, separately for each slice of Higgs jet pJT. Motivated by the relations
in Eqs. (3.5) and (3.6), the pJT-dependence of upper and lower mass thresholds is fitted by√√√(

a
pJT
− d

)2

+
(
bpJT + c

)2
, (3.9)

where a, b, c and d are the free parameters of the fit. The resulting fit parameter values are given
in Table 3.1.
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Figure 3.9: The optimized (left) tight and (right) loose Higgs jet mass window requirements as a function of the
Higgs jet candidate pJT. Plot published in Ref. [110].

Table 3.1: Best-fit parameter values for the parametrization of upper and lower Higgs jet mass window thresholds
in dependence on Higgs jet pJT, obtained using Eq. (3.9)

a[GeV2] d[GeV] b c[GeV]
loose Higgs jet mass window mcutup -13101.2 7.93471 0.00413788 133.015

mcutlow -11544.4 105.315 0.0263134 -86.9576

tight Higgs jet mass window mcutup -20096.3 23.5206 0.00555487 135.257
mcutlow -16235.0 100.543 0.0294992 -93.2813

3.3.2 Systematic uncertainties on the mass-based Higgs tagging

The performance of the Higgs tagging based on the mass window selection is affected by the JMR and
jet energy resolution (JER) uncertainties, as well as the uncertainties on the jet energy scale (JES)
which are estimated in dijet data events by comparing the ratio of the calorimeter- to track-based
measurements [124]. The various sources for uncertainties on the JES measurement are treated fully
correlated in this analysis. The post-fit uncertainties on the free parameters of the fit in Ref. [124]
are applied to the MC simulation in this analysis to estimate the impact of JES to the Higgs tagging
efficiency.

The large-R JMR uncertainty σm is treated separately for the considered signal and background jets.
The relative uncertainty is shown in Fig. 3.10 as a function of the large-R jet pJT. The impact of the
JMR uncertainty on the Higgs tagging efficiency is studied by an additional smearing of the large-R
jet mass, degrading the resolution by additional 20% relative to the nominal JMR. Similarly, the
impact of the jet energy resolution uncertainty is estimated by degrading the nominal resolution by an
absolute value of 2%
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Figure 3.10: Nominal mass resolution of Higgs candidate large-R jet for the Higgs jet signal, top jet and QCD
jet background jets, shown as a function of large-R jet pJT. The resolution of top jets is treated constant for
pJT > 2 TeV.

3.3.3 Performance improvements with mass-based Higgs tagging

Applying the jet mass window requirement parameterized by Eq. (3.9) and Table 3.1, in addition to the
track jet-based Higga-tagging improves the rejection of the top jet and QCD jet background as shown
in Fig. 3.11 for the loose mass window selection. Similar efficiency curves for the tight mass window
selection can be found in Appendix A.1. Compared to the rejection rates from the track jet-based
Higgs tagging (c.f. Fig. 3.5) and after applying the loose (tight) mass window requirement to jets with
pJT of about 400 GeV and increases to a factor of 10 (14) for pJT values above 1000 GeV. The rejection
rate of double b-tagged QCD jets is improved after the loose (tight) mass window requirement with an
additional factor of 6 (9.5). Higgs tagging uncertainties due to the jet (mass and energy) resolution
calibration as well as the JES calibration are small compared to the uncertainties induced by the
track jet b-tagging. In case of top jets, the mass window selection provides a much more significant
improvement in the high-pJT regime than at the low pJT values. In the low-pJT regime, the improvement
after applying the loose (tight) mass window requirements is only about 2.3 (2.7) and 1.4 (2.1) for the
single- and double b-tagged top jets, respectively. In the high-pJT regime, for pJT > 1000 GeV, the top
jet rejection rate improves by a factor of 11 after a loose mass window selection of single b-tagged
jets and by up to a factor of 20 after applying the tight mass window requirement of double b-tagged
candidates. In the case of top jets, the Higgs tagging from the jet mass scale calibration and resolution
measurements become comparable to those induced by the track jet b-tagging.

A comparison of the ROC curves for the Higgs taggers before and after applying the different mass
window requirements is shown in Fig. 3.12 for QCD jets. The scan over the Higgs tagging efficiency
is obtained via varying the MV2c10 score thresholds for the track jet b-tagging. For a wide range of
Higgs tagging efficiencies, the loose mass window selection provides the best performance among
the considered mass window selections against QCD jets. Only the regime of high Higgs tagging
efficiencies is per design not reachable using a mass window cut.
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Figure 3.11: The Higgs tagger rejection rate for (top) top jets and (bottom) QCD jet background when using the
Higgs tagger with (left) single b-tagging or right double b-tagging in combination with a loose large-R jet mass
window requirement as a function of the large-R jet pJT.

In the case of low-pJT top jets, the rejection rates are only marginally improved by the mass window
requirements for both single- and double b-tagged jets, as shown in Fig. 3.13 (top). For high-
pJT candidate jets (Fig. 3.13, (bottom)), however, the mass window selection leads to a massive
improvement by more than one order of magnitude for any given Higgs tagging efficiency. The
differing rejection capabilities for low- and high-pJT top jets are explained by a bias in the jet content,
that is strongly correlated with the jet momentum in the used sample. Low-pJT top jets are primarily
formed by two seed partons, missing the decay products of the third quark in the t → W → bqq′

decay. The mass is therefore distributed around values lower than the top quark mass and falls to a
large extent into the mass window selection. top jets with pT > 1000 GeV are merely seeded by all
three quarks. The mass distribution peaks therefore at the top quark mass and is therefore efficiently
rejected by the upper mass window threshold requirement.
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Figure 3.12: Comparison of the Higgs tagger ROC curves with and without the large-R jet mass window
selection. The Higgs tagging efficiency is varied by varying the MV2c10 score thresholds for the (left) single
b-tagging and (right) double b-tagging The top (bottom) panels are obtained for QCD jets with pT > 250 GeV
(pT > 1000 GeV). The stars indicate the 60%, 70%, 77% and 85% b-tagging WPs (from left to right). Plot
published in Ref. [110].
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Figure 3.13: Comparison of the Higgs tagger ROC curves with and without the large-R jet mass window
selection. The Higgs tagging efficiency is varied by varying the MV2c10 score thresholds for the (left) single
b-tagging and (right) double b-tagging The top (bottom) panels are obtained for top jets with pT > 250 GeV
(pT > 1000 GeV). The stars indicate the 60%, 70%, 77% and 85% b-tagging WPs (from left to right). Plot
published in Ref. [110].
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3 Identification of Boosted Hadronic Higgs Decays

3.4 Higgs tagging based on a large-R jet substructure

The properties of calorimeter clusters within a large-R jet may give additional information on the
origin of large-R jet constituents. Such substructure observables may be used to quantify how likely it
is that a Higgs candidate jet originates from two distinct sub-jets, how much irradiation is between the
dominant clusters of the jet and how symmetric the decay products are distributed. The substructure
information can be obtained from the calorimeter systems and is thus complementary to the track
jet-based Higgs tagger. In particular, there is the sensitivity to electromagnetic neutral particles, which
do not leave any signal in the inner detector.

The large-R jet mass can be regarded as a such a substructure variable. Furthermore, many different jet
substructure (JSS) observables have been introduced [125–144] to tag the large-R jets from W → qq′,
Z → qq̄ or t → qq′b decays, or are designed to distinguish between quark and gluon induced
irradiation. The study presented in this section considers a large number of these observables, over
40 in total, to estimate their potential discriminating power for the tagging of Higgs jets and the to
improvements of the top jet and QCD jet background rejection.

The discriminating power of each JSS observable is evaluated in terms of the maximization of the
relative sensitivity ∆σ (Eq. (3.4)) and by studying the corresponding ROC curves. The ROC curve
is defined by all possible combinations of a lower and upper thresholds on a given discriminating
JSS observable, including also the complementary selections, i.e. selections in which the signal lies
outside a given window.

3.4.1 Large-R jet substructure observables

In the following, each substructure observable will be described in more detail.

Energy correlation functions: The N-point energy correlation functions ECFN [131, 133] are
defined as,

ECF(β)1 =
∑
i∈J

p(j)T , (3.10)

ECF(β)2 =
∑
i< j∈J

p(i)T p(j)T
(
Ri j

)β
, (3.11)

ECF(β)3 =
∑

i< j<k∈J
p(i)T p(j)T p(k)T

(
Ri jRikRjk

)β
, ...ECF(β)N =

∑
i∈J

(∏
i

p(i)T

)
·
(∏
i<i′

Rii′

)β
. (3.12)

(3.13)

where β is an free parameter, p(i)T is the transverse momentum of the i-th subjet and Ri j distance
between the i-th and the j-th subjet. ECFβ=1

N tends to small values for all jets induced by a decay with
less than N primary decay products. Thus ECF(β=1)

2 can be used to distinguish between QCD jets with
centrally distributed constituents (i.e. 1 primary decay product) and Higgs jets from a 2-body decay.
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3.4 Higgs tagging based on a large-R jet substructure

This can be seen in Fig. 3.14(a). In contrast, the 3-point correlation function ECF(β=1)
3 (Fig. 3.14(b))

can be used to distinguish between boosted W/Z/Higgs bosons and top jets. It is a good discriminator
against the top jets background, if all three top quark decay are fully captured within the large-R jet.
The two maxima in the ECF(β=1)

3 distribution of top jets correspond to large-R jet with 3 or 2 captured
top quark decay products, respectively.
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Figure 3.14: Distribution of the (a) 2- and (b) 3-point energy correlation function ECF(β=1)
N for the Higgs jet

signal and top jet and QCD jet backgrounds.

The introduced energy correlation functions are strongly dependent on the large-R jet transverse
momentum scale. The ratios ECFN+1/ECFN are introduced to reduce this dependence. Variables
defined by double ratios of energy correlation functions [131, 133] provide a dimensionless measure
for the probability of a two-prong decay structure within a large-R jet. These variables are defined
as

C(β)2 =
ECF(β)3 · ECF(β)1

(ECF(β)2 )2
, (3.14)

D(β)2 =
ECF(β)3 · (ECF(β)1 )3

(ECF(β)2 )3
. (3.15)

With the caveat that C(β)2 has shown to be pile-up sensitive [130], both variables are well suitable for
identifying 2-prong decays. Their distributions for β = 1 are shown in Fig. 3.15.
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Figure 3.15: Distribution of the energy correlation double ratio variables C(β=1)
2 and D(β=1)

2 for the Higgs jet
signal and top jet and QCD jet backgrounds.

N-subjettiness: The N-subjettiness variables τN relate directly to the probability that the substruc-
ture of a given jet J is compatible with a hypothesis that the jet is composed of N or fewer sub-jets [142,
143]. It is a pT-weighted average of the closest distances minj∈N Rj,i of all jet constituents i ∈ J to
the closest candidate subjet.

τN =
1
d0

∑
i∈J

p(i)T ·min
j∈N

Rj,i (3.16)

with d0 = R
∑
i∈J

p(i)T . (3.17)

These candidate subjets are ideally determined by minimizing τN . Since this is computationally
intense, two alternatives are studied in this chapter. The first approach is based on a reclustering the
large-R jet constituents by means of the exclusive-kt algorithm requiring exactly N subjets with their
jet axes defining the subjet direction.

The distribution of different subjettiness observables for the Higgs jets, top jets, and QCD jets are
shown in Fig. 3.16. Another approach of defining the direction of subjets [142, 143] that has been
shown to improve the agreement of the τN with the so-defined subjet axes to the optimum6, is to define
the subjet direction by the jet constituent with the highest pT in each of the subjets. The so-defined
subjets are referred to as winner takes all (wta) in the following. The corresponding subjettiness
distributions τwtaN are similar to the ones from the first approach and can be found in Appendix A.6.

All τi variables tend to have smaller values for QCD jets since these jets are centered around a single
subjet axis. In contrast, τ1 values for Higgs jets are large compared the the corresponding τ2. This
reflects the fact that well-reconstructed Higgs boson decays would result in two primary clusters
around the two subjet axes. The top jet distribution also peaks at small values for τ2 due to only
partially collected top decays products resulting in two instead of three axes. However, compared
to the Higgs jets, there are also significantly more top jet entries in the tail with high τ2 high values

6 i.e. the computational intense definition
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3.4 Higgs tagging based on a large-R jet substructure

which originate from fully collected 3-body top quark decays. The distributions of the τ3 variable is
similar for Higgs jet and top jet, resulting in a small discrimination power.

Highly collimated jets tend to have smaller values of all N-subjettiness variables simultaneously. To
remove this momentum dependence, the N-subjettiness variables are often replaced by the ratios,

τ21 = τ2/τ1,

τ32 = τ3/τ2.

The distributions of N-subjettiness ratios τ21 and τ32 are shown in Fig. 3.17. While τ21 provides good
discrimination against one-prong decays such as QCD jets, the τ32 variable can provide discrimination
against the 3-prong top jets.
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Figure 3.16: Distribution of the subjettiness variables τ1, τ2 and τ3 for the Higgs jet signal and top jet and QCD
jet backgrounds.
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Figure 3.17: Distribution of the subjettiness ratios τ21 = τ2/τ1 and τ32 = τ3/τ2 for the Higgs jet signal and top
jet and QCD jet backgrounds.

Dipolarity: The dipolarity variable is introduced to quantify the probability that a pair of two jets j
and k is induced by a color singlet [132]. THis variable is shown to discriminate between top jets and
QCD jets. It is defined as

Djk =
1

R2
jk

∑
i∈J

p(i)T
pJT

R2
i , (3.18)

where pJT is the transverse momentum of the large-R jet, Ri is the minimum euclidean distance between
the ith calorimeter cell (with transverse momentum p(i)T ) and the line segment connecting the two
subjets. Rjk is the distance between the two subjets. Two definitions of subjets are used for the
calculation of the dipolarity: exclusive kt -algorithm with exactly 2 subjets; or, second, the kt -algorithm
with a jet threshold of 5 GeV. Dipolarity distributions based on the exclusive-kt algorithm are shown
in Fig. 3.18(a) for the studied jet samples, while the corresponding distributions obtained with the
second subjet reconstruction approach shown in Figs. 3.18(b) to 3.18(d). The subscript in for the
different dipolarity observables Dni denote the n-th and i-th pT-leading subjet.

The dipolarity Dni is evaluated only for the case, a nth subjet could be formed by the kt-algorithm.
In case of n = 3 there are 25%, 40%, and 10% such jets in the Higgs-, top-, and QCD jets samples,
respectively. Otherwise a value of Dni = 0 is assigned to such jets.

Small values of dipolarity are expected, if most of the hadronic activity is recorded in the region
between the considered subjets. Contributions with significant distance from from the subjets are seen
as a product of semi-soft irradiation and indicate the color configuration of the large-R jet initiator.
Color singlets that decay into two jets (such as the Higgs boson) tend to induce small dipolarity values,
while irradion emitted by colored objects induce larger values.
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Figure 3.18: Dipolarity distributions of Higgs-, top- and QCD jets using (a) the subjets selected by the
exclusive-kt algorithm or (b-d) the three leading kt clustered subjets obtained with the kt -algorithm with
psubjetT > 5 GeV.

Cluster sequence: A set of sub-structure variables is defined based on a reclustering sequence
of large-R jets, based on the is kt-algorithm. The sequenced clustering algorithms, such as the
(anti-)kt -algorithm, start with the jet constituents that are closest in distance (c.f. Section 2.4.5). The
distance measure, k i jt between two constituents i and j, employed in the kt -algorithm (c.f. Section 1.2.2)
is closely related to the actual distance in momentum space within the decay. In perturbative QCD
calculation, terms describing such partons that are close in momentum space are divergent, i.e. these
partons have a high probability to be both the result from the same quark or gluon splitting. Thus,
jet constituents that are close to each other in momentum space are likely to result from partons that
have split in a late stage of the showering. For this reason, the kt -algorithm provides an approximate
history of the shower building process.

One substructure variable exploiting this shower building history is the so-called splitting scale√
di j [128, 141]. It is the kt-algorithm’s distance measure in the clustering step from j → i
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3 Identification of Boosted Hadronic Higgs Decays

constituents (c.f. Section 2.4.5). E.g.,
√

d12 is the distance of the 2 subjets that are combined in the
final clustering step to 1 jet. This

√
d12 variable is expected to receive larger values for a 2-prong jet

than for a QCD jet. This is shown in Fig. 3.19(a).

The top jet distribution of the splitting scale in the second last clustering step (
√

d23) has an even larger
tail resulting from fully captured 3-body top quark decays.

These described substructure variables are influenced by the total transverse momentum of the jet. A
further less, pJT-dependent variable based on this clustering sequence is,

Z i j
cut =

min(p(1)T , p(2)T )
p(1+2)
T

, (3.19)

where p(1)T and p(2)T are the momenta of the both subjets that are combined in the j → i-th clustering
step, resulting in the combined subjet transverse momentum p(1+2)

T . Z i j
cut measures the asymmetry of

the cluster step. The variable tends to have a value of 0.5 for two-body decays with equally massive
decay products. The distributions of the Z12

cut variable is shown in Fig. 3.19(a) for the last clustering
step. The distributions of splitting scales (

√
di j) and Z i j

cut variables from earlier clustering steps can
be found in Appendix A.5.
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Figure 3.19: Distribution of the (a) splitting scale
√

d12 and (b) the asymmetry Z12
cut variables for the Higgs jet

signal and top jet and QCD jet backgrounds.

The mass drop variable [127] is defined as

µ12 =
m1m2

mJ
, (3.20)

(3.21)

where m1 and m2 are the masses of the parent subjets in the last clustering step and mJ is the large-R
jet mass. This variable is expected to have small values for the two-body decay of a Higgs boson
into much lighter b-hadrons, as shown in Fig. 3.20(a), since the reconstructed large-R jet mass
mainly results from a large angular separation between the low-mass subjets. The angular separation
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3.4 Higgs tagging based on a large-R jet substructure

between these low-mass subjets is described by the kt∆R variable [129], whose distributions are
shown in Fig. 3.20(b). kt∆R provides very good discrimination power against QCD jet backgrounds
and moderately good discrimination against 3-prong top jets.
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Figure 3.20: Distribution of the (a) mass drop µ12 and (b) angular separation kt∆R variables for the Higgs jet
signal and top jet and QCD jet backgrounds.

Substructure in the rest frame of the large-R jet: Several variables are defined in the center-
of-mass rest frame of the large-R jet, with four-momentum denoted with pµ. In such a rest frame,
Higgs jets have a back-to-back topology formed by two similarly collimated jets. In contrast, top jets
containing all top quark decay products are following a three-body decay pattern. QCD jets acquire
their masses through off-shell gluon or quark radiation. Their constituents are rather isotropically
distributed. The degree of isotropy within a large-R jet can be quantified by observables such as thrust,
sphericity, aplanarity, and the so-called Fox-Wolfram moments.

In the center-of-mass frame, the thrust axis, T̂ , is defined as the direction that maximizes the longitudinal
momentum components of the large-R jet constituents [144]. The thrust major and minor moments,
Tmaj and Tmin, are then defined as,

Tmaj =

∑
i |T̂ · ®p(i) |
®p(i) and

Tmin =

∑
i | ®p(i) × T̂ |
®p(i) ,

with ®p(i) being the momenta of the large-R jet constituents in the center-of-mass frame. Tmaj (Tmin) can
adapt values between 0.5 for isotropic distributions and 1 (0) for two-body decays of high resonance
masses. Fig. 3.21 shows the corresponding thrust distributions for the three studied large-R jet
samples.
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Figure 3.21: Distribution of the thrust moments Tmaj and Tmin for the Higgs jet signal and top jet and QCD jet
backgrounds.

The sphericity and aplanarity variables [139] are defined via the sphericity tensor,

(←→S )α,β =
∑

i pα(j)p
β

(i)∑
i | ®p(i) |2

,

where α and β denote the spacial components of momentum pµ(i) of the i-
th large-R jet constituent, in

the large-R jet rest frame. The sphericity is then defined as,

S = 3
2
(λ2 + λ3),

with λ2 and λ3 being the two smaller of the three eigenvalues of the tensor
←→S . The aplanarity is

defined as,

A =
2λ3

2
,

quantifying the smallest of the three principal axes of the sphericity tensor. Both, the sphericity and
the aplanarity tend to have small values S, A→ 0 for two back-to-back subjets within the large-jet,
and S = 1 and A = 0.5 for fully isotropic distributions. The sphericity and aplanarity distribution for
signal and background large-R jets is shown in Fig. 3.22.

The class of the Fox-Wolfram moments [134] is defined by,

Hl =
∑
i, j∈J

| ®pi | | ®pj |
E2 Pl(cos θi j), (3.22)

using the Legendre polynomials, Pl(cos(θi j)), where θi j is the angular distance between two subjets i
and j, while E is the total energy of the large-R jet in the center-of-mass frame. The most powerful
Fox-Wolfram moments for the discrimination between the Higgs jets and the top jet and QCD jet
backgrounds are the even moments F2 and F4 whose distributions are shown in Fig. 3.23. The ratios
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Figure 3.22: Distribution of the sphericity and aplanarity for the Higgs jet signal and top jet and QCD jet
backgrounds.

of the Fox-Wolfram moments are also considered, removing the momentum dependence.
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Figure 3.23: Distribution of the Fox-Wolfram moments (left) F2 and (right) F4 for the Higgs jet signal and top
jet and QCD jet backgrounds.

Planar flow: The planar flow variable P quantifies to which extent the jet energy is evenly distributed
over the entire jet area [126, 138]. This variable is defined via the determinant of a 2 × 2-matrix←→
I E ,

P = 4 · det(IE )
Tr(IE )2

, (3.23)

where (←→I E )kl =
1
M

∑
i∈J

1
E (i)

p(i)
k

p(i)
l
, (3.24)
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3 Identification of Boosted Hadronic Higgs Decays

with M being a normalization factor, E (i) and p(i)µ are four-momentum and energy of the i-th jet
constituent, respectively. Planar flow values close to zero correspond to a linear energy deposition, as
expected for the 2-prong decays, while a fully isotropic distribution results in a planar flow value of 1.
In accordance with this, Fig. 3.24(a) shows the planar flow distribution for the Higgs jets peaking
close to 0 and the distribution of QCD jets peaking at 1.

Angularity: The angularity variable a3

a3 =
1

mJ

∑
j∈J

E (j) sin−2(θ(j)) · (1 − cos(θi))3 .

is sensitive to the symmetry of the energy flow [125, 126, 140]. Here, θ(j) is the angle between the
jet constituent and the jet axis, while E (j) is the energy of that constituent. Angularity distributions
for large-R jets with kinematic properties of a two-body decay and a mass M should peak at the
minimum, (

M
2pT

)1−a
≈ 10−2,

for average large-R jet pT close to 250 GeV, due to the reweighting, as confirmed in Fig. 3.24(b).
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Figure 3.24: Distribution of (a) the planar flow P and (b) angularity a3 for the Higgs jet signal and top jet and
QCD jet backgrounds.

In the following, the potential improvements of the Higgs tagger performance by means of additional
requirements on the introduced variables will be studied.
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3.4 Higgs tagging based on a large-R jet substructure

3.4.2 Performance of the substructure-based Higgs tagger

The Higgs tagging based on the large-R jet substructure is not expected to provide better background
discrimination properties than the track jet b-tagging approach using the unique properties of the two
b-quarks in the decay. In the first part of this sub-section the discriminating power of substructure
variables will compared to the Higgs tagging techniques introduced in Sections 3.2 and 3.3 it will
be shown that jet substructure cannot be used instead but only combined with the other two tagging
methods. In a second part, a combination of b-tagging-based and substructure-based Higgs tagging
approach is studied and the corresponding expected performance is presented.

The comparisons of the b-tagging, mass-, and substructure-based Higgs tagging is given by means
of the corresponding ROC curves in Figs. 3.25 and 3.26. The quantity σ ≈ s/

√
b (c.f. Eqs. (3.3)

and (3.4)) is approximately proportional to the signal search sensitivity, with s the number of signal
events and b the number of background events. It provides a scalar measure of the discriminating
power. Selection requirements that provide signal efficiency and background rejection that result in an
equal σ are may be considered as equally powerful. As a guideline in the plots shown in this chapter,
all εsignal – εbkg value pairs resulting in an σ equal to the baseline selection, i.e. ∆σ = 0 are denoted
by a dashed line. A second line denotes εsignal – εbkg value pairs resulting in the maximal possible
sensitivity by either a b-tagging or a JSS-based tagger, i.e. s/

√
b = ∆σmax. Figs. 3.25 and 3.26 show

that the best ∆σ can be achieved by symmetric double b-tagging.

This can be compared to the rejection power against QCD jets utilizing the most effective substructure
variables, the kt-splitting scale

√
d12 (see Fig. 3.25(a)). For the same Higgs tagging efficiencies

double- (single-) b-tagging provides more than a factor 10 (4) better rejection than the substructure
discriminant , as can be seen in Fig. 3.25(b).
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Figure 3.25: ROC curves comparing (a) the performance of different jet substructure (JSS) variables based
Higgs tagger against the QCD jet backgrounds and (b) the performance of the best of these JSS-based taggers to
the track jet b-tagging and mass-based Higgs tagging.

83



3 Identification of Boosted Hadronic Higgs Decays

For the rejection of the top jet backgrounds, ECF3 is the best discriminating substructure variable
(see Fig. 3.26(a)). Still, as seen in Fig. 3.26(b) this variable provides a worse background rejection
than the single b-tagging. At efficiencies compatible with double b-tagging, it has down to only 5
percent of its rejection power.
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Figure 3.26: ROC curves comparing (a) the performance of different jet substructure (JSS) variables based
Higgs tagger against the top jet backgrounds and (b) the performance of the best of these JSS-based taggers to
the track jet b-tagging and mass-based Higgs tagging.

As a result of these studies, the substructure-based Higgs tagger can only be applied in combination
with the Higgs tagger based on the b-tagging of track jets or track mass. Figs. 3.27 and 3.28 show the
ROC curves for the Higgs taggers in which the JSS variables are applied together with the track jet
b-tagging requirements. In all cases here, a b-tagging working point with 70% b-tagging efficiency is
used for the b-tagging based Higgs tagger shown. Corresponding ROC curves with a looser b-tagging
WP with 85% b-tagging efficiency can be found in Appendix A.3.

The performance of the Higgs tagger with single b-tagging (Fig. 3.27) can best be further improved in
case of the top jet rejection by applying an additional b-tagging requirement to the yet untagged second
track jet (asymmetric b-tagging). This comes, however, at the cost of low Higgs tagger efficiencies.
To preserve a high signal efficiency, the optimal mass window requirement which maximizes ∆σ
from Eq. (3.4) is a better choice as an additional requirement. The mass variable mass window derived
in Section 3.3 is optimized independent on the background but only on a minimal window size to
achieve a given signal efficiency. A window with a Higgs jet efficiency of 73% turns out to result in
the best sensitivity improvement of ∆σmax = 1.85, in case of a pure top jet background. In case of a
pure QCD jet background, the corresponding choice is a window with an Higgs jet tagging efficiency
of 64%, that corresponds to a maximal signal sensitivity improvement ∆σmax = 10.

Furthermore, the performance of the Higgs tagger with double b-tagging is shown in Fig. 3.28. In
order to reject the top jet background, all JSS variable provide very similar rejection rates. To improve
the rejection of QCD jets, the best performing JSS variable at high Higgs tagging efficiencies is the
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Figure 3.27: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the single b-tagging requirement with the
working point at 70% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.

angular separation variable kt∆R. At low Higgs tagging efficiencies the best discriminating JSS
variable is the 1-subjettiness variable τ1. For both types of background, an optimized mass selection
provides the best achievable σ.

Table 3.2 shows the most powerful JSS variables which are applied on top of a given track jet b-tagging
option. Their discrimination power is comparable to the mass window selection requirements. The
corresponding correlation coefficients between these most powerful observables are shown for top jets
in Fig. 3.29(a). The ECF2 and ECF3 variables are strongly correlated with the mass distribution and
therefore do not provide additional discrimination power. In contrast, the variables τ1, dipolarity, and
the second Fox-Wolfram moment are less correlated to the mass distribution, with linear correlation
coefficients between 0.17 and 0.41, and may therefore improve the Higgs tagging performance. These
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Figure 3.28: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the double b-tagging requirement with the
working point at 70% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.

additional observables are all closely correlated to each other, such that no major improvement can be
expected from using the combination instead of just one of these variables.

Similar correlation study for the QCD jet background is shown in Fig. 3.29(b). To reject QCD jets after
an already imposed single b-tagging requirement is best improved by the mass window discriminator,
which improves the relative sensitivity by a factor of 10 for a mass window with 64% signal efficiency.
Other substructure variables can improve the signal sensitivity σ within a QCD jet background by up
to a factor of 8. The corresponding background rejection improvement is comparable to the additional
rejection that can be achieved by imposing the b-tagging requirement to the second track jet within
the large-R jet (asymmetric b-tagging). In Fig. 3.27(d) it can be seen that the ROC curve of the
splitting scale observable

√
d12 is close to the one for the asymmetric b-tagging and significantly

performs better at higher signal efficiency. The QCD jet rejection improvement by other substructure
variables after b-tagging is summarized in Table 3.2. The variables D2 and F2 only provide moderate
discrimination power but are less correlated to the large-R jet mass (see Fig. 3.29(b)).
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3.4 Higgs tagging based on a large-R jet substructure

Table 3.2: Ranking of the best-performing discriminating variables. The requirements on the variables are
optimized after applying one of the three b-tagging scenarios. The corresponding resulting optimal relative
sensitivity ∆σmaxand the Higgs tagging scenarios are shown as well. In case of an additional b-tagging, the
corresponding improvements is obtained by choosing a tighter b-tagging working point.

single b-tagging (70%)
top jet QCD jet

asym. b-tagging ∆σ = 4.78 εS = 0.42 Mass ∆σ = 10.18 εS = 0.64
Mass ∆σ = 1.85 εS = 0.73 asym b-tagging ∆σ = 8.39 εS = 0.59
ECF3 ∆σ = 1.63 εS = 0.72 kT splitting scale

√
d12 ∆σ = 8.16 εS = 0.67

ECF2 ∆σ = 1.52 εS = 0.70 τ1 ∆σ = 8.04 εS = 0.62
Fox Wolfram F2 ∆σ = 1.46 εS = 0.79 ECF2 ∆σ = 7.76 εS = 0.72
Dipolarity D12 ∆σ = 1.45 εS = 0.77 Dβ=1

2 ∆σ = 7.52 εS = 0.53
Thrust Tmin ∆σ = 1.45 εS = 0.77 Fox Wolfram F2 ∆σ = 7.48 εS = 0.53

ECF3 ∆σ = 7.14 εS = 0.75
double b-tagging (70%)

top jet QCD jet
Mass ∆σ = 5.44 εS = 0.41 Mass ∆σ = 17.92 εS = 0.35
double b-tagging ∆σ = 4.78 εS = 0.42 kT splitting scale

√
d12 ∆σ = 13.60 εS = 0.30

Dipolarity D12 ∆σ = 4.59 εS = 0.41 τ1 ∆σ = 13.57 εS = 0.35
Fox Wolfram F2 ∆σ = 4.57 εS = 0.45 kT ∆R ∆σ = 13.22 εS = 0.35
Exclusive Dipolarity Dexcl

12 ∆σ = 4.57 εS = 0.41 Fox Wolfram F2 ∆σ = 12.41 εS = 0.34
Thrust Tmin ∆σ = 4.57 εS = 0.46 Fox Wolfram F4 ∆σ = 12.21 εS = 0.33
Thrust Tmax ∆σ = 4.56 εS = 0.44 τwta

1 ∆σ = 12.09 εS = 0.33
Sphericity S ∆σ = 4.56 εS = 0.45 Dβ=1

2 ∆σ = 11.88 εS = 0.33
exclusive 1-b-tag (70%)

top jet QCD jet
Mass ∆σ = 1.32 εS = 0.76 Mass ∆σ = 1.86 εS = 0.71
asym. b-tagging ∆σ = 1.28 εS = 0.40 kT splitting scale

√
d12 ∆σ = 1.51 εS = 0.68

ECF3 ∆σ = 1.20 εS = 0.77 τ1 ∆σ = 1.50 εS = 0.68
ECF2 ∆σ = 1.12 εS = 0.75 ECF2 ∆σ = 1.49 εS = 0.76
kT splitting scale

√
d23 ∆σ = 1.07 εS = 0.96 ECF3 ∆σ = 1.39 εS = 0.81

Fox Wolfram F3 ∆σ = 1.06 εS = 0.93 kT ∆R ∆σ = 1.39 εS = 0.77
τ3, 2 ∆σ = 1.06 εS = 0.94 τwta

1 ∆σ = 1.34 εS = 0.70
τwta

32 ∆σ = 1.05 εS = 0.93 Fox Wolfram F2 ∆σ = 1.32 εS = 0.61
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Figure 3.29: Pearson correlation coefficient between the best performing substructure observables in case of
the (left) top jets and (right) QCD jets after a applying one of the three b-tagging options: (top row) single
b-tagging, (middle row) double b-tagging or (bottom row) the exclusive 1 b-tag selection using the b-tagging
working point with 70% b-tagging efficiency.
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3.4 Higgs tagging based on a large-R jet substructure

After applying double b-tagging, the best background rejection improvement is obtained from the
mass window selection. By the mass thresholds corresponding to a signal efficiency of 41% (35%)
for top jets (QCD jets) rejection, an additional rejection improvement by a factor 176 (2600) can
be reached. Following the mass window selection, the second best discriminating variable against
the top jets (QCD jets) is dipolarity D12 (splitting scale

√
d12). Both, dipolarity and splitting scale,

have a moderate correlation to the large-R jet mass, with a linear correlation coefficient of 0.38
(see Figs. 3.29(c) and 3.29(d)). Other JSS variables have slightly weaker discrimination power, with
the strongest ones listed in Table 3.2.

Many physics studies with boosted hadronic Higgs boson decays in the final state do not choose
between single- or double b-tagging. Instead, events that fail the double b-tagging requirement enter
an exclusive single b-tag region. Such events can only profit from an additional asymmetric double
b-tagging, if the required b-tagging working point of for the second track jet is below the original one
with 70% b-tagging b-tagging efficiency. The ROC curves for these exclusive set of events with a
single b-tag is shown in Fig. 3.30. In these events, the large-R jet mass window requirement shows the
best discrimination power against both the top jet and QCD jet background. The relative sensitivity
can be improved by 30% for top jets and by 80% for QCD jets.

89



3 Identification of Boosted Hadronic Higgs Decays

0.4 0.5 0.6 0.7 0.8 0.9 1
Higgs-jet efficiency

1

10

210

310

T
op

-je
t r

ej
ec

tio
n

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%

asym. b-tagging (70%)
single b-tagging
Mass

3ECF
Flavor tagging WP

bLine of constant s/

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Higgs-jet efficiency

10

T
op

-je
t r

ej
ec

tio
n

Best performing JSS

3ECF

2ECF

23d√ splitting scale Tk

3FFox Wolfram 

32τ

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%

bLine of constant s/

0.4 0.5 0.6 0.7 0.8 0.9 1
Higgs-jet efficiency

1

10

210

310

410

510

Q
C

D
-je

t r
ej

ec
tio

n

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%

asym. b-tagging (70%)
single b-tagging
Mass

12d√ splitting scale Tk
Flavor tagging WP

bLine of constant s/

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
Higgs-jet efficiency

10Q
C

D
-je

t r
ej

ec
tio

n

Best performing JSS

12d√ splitting scale Tk

1τ
2ECF

3ECF
R∆ Tk

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%

bLine of constant s/

Figure 3.30: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the exclusive single b-tagging requirement
with the working point at 70% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.

3.4.3 Combined Higgs tagger performance

The Higgs tagging based on the jet mass window requirement and the b-tagging of the track jets is
indispensable for an efficient identification of hadronic Higgs boson decays and is therefore applied
as a baseline selection. For this selection, a loose mass window criterion as defined in Section 3.3
is applied. The baseline selection with the exclusive single b-tagging and with the of symmetric
double b-tagging options are studied separately. The substructure requirements are applied on top
of these baseline selections in order to study the corresponding potential Higgs tagger performance
improvements.

Fig. 3.31 shows the ROC curves for different substructure requirements after applying a baseline
Higgs tagger selection consisting of the mass window and exclusive single b-tagging requirements
at a b-tagging working point with 70% efficiency. The best performing substructure variables are
τ32 against the top jet backgrounds and τ21 against the QCD jet backgrounds. The only possibility of
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3.4 Higgs tagging based on a large-R jet substructure

further improving the relative sensitivity against the top jets and QCD jets is by imposing the b-tagging
requirement on a second track jet with an b-tagging working point above the 70% signal efficiency, but
at the cost of more than halfing the Higgs jet signal efficiency. The ROC curves for other substructure
variables (Figs. 3.31(b) and 3.31(d) have a similar form as those for the best performing ones, showing
all a deterioration of signal sensitivity for top jet backgrounds and only negligible improvement for
QCD jet backgrounds.
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Figure 3.31: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the exclusive single b-tagging requirement
with the working point at 70% b-tagging efficiency and a loose pJT-dependent mass window requirement as
defined in Section 3.3; (top) against top jets; (bottom) against QCD jets.

A similar comparison of ROC curves for a baseline Higgs tagging selection with the loose mass
window and the double b-tagging at the 70% b-tagging working point is shown in Fig. 3.32. The best
rejection performance against the top jet backgrounds is achieved by tightening the double b-tagging
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3 Identification of Boosted Hadronic Higgs Decays

requirement from an efficiency of 70% to 60%, as shown in Fig. 3.32(a). The best substructure variable
to reject the top jets is the dipolarity, D12. The corresponding ROC curves for other substructure
variables are shown in Fig. 3.32(b). The QCD jet background can be best further suppressed by
additional its substructure requirements rather than by tighter b-tagging, as can be seen in Fig. 3.32(c).
At high Higgs tagging efficiencies, substructure variables such as the fourth Fox-Wolfram moment
F4 or the subjettiness ratio τ21 provide the best QCD jet background rejection improving the relative
signal sensitivity σ by 10%.
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Figure 3.32: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the double b-tagging selection requirement
with the working point at 70% b-tagging efficiency and a variable loose mass window requirement as defined
in Section 3.3; (top) against top jets; (bottom) against QCD jets.

A summary of the most discriminating substructure variables for different baseline Higgs tagging
selections can be found in Table 3.3.
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3.5 Conclusion and outlook

Table 3.3: Ranking of the best-performing discriminating variables. The requirements on the variables are
optimized after applying a baseline selection with a loose mass window and one of the two b-tagging scenarios.
The corresponding resulting optimal relative sensitivity ∆σmaxand the Higgs tagging scenarios are shown as
well. (*) In case of an additional b-tagging, the corresponding improvements is obtained by choosing a tighter
b-tagging working point.

single b-tagging (70%), loose mass cut
top jet QCD jet

asymmetric b-tagging (*) ∆σ = 2.44 εS = 0.56 Dβ=1
2 ∆σ = 4.50 εS = 0.59

Fox Wolfram F3 ∆σ = 1.35 εS = 0.89 τwta
21 ∆σ = 4.43 εS = 0.69

Exclusive Dipolarity Dexcl
12 ∆σ = 1.35 εS = 0.86 asymmetric b-tagging (*) ∆σ = 4.41 εS = 0.70

single b-tagging (*) ∆σ = 1.35 εS = 0.88 τ21 ∆σ = 4.35 εS = 0.68
Cβ=1

2 ∆σ = 1.34 εS = 0.90 single b-tagging (*) ∆σ = 4.34 εS = 0.88
Dipolarity D12 ∆σ = 1.34 εS = 0.84 Fox Wolfram F4 ∆σ = 4.31 εS = 0.72
Fox Wolfram F2 ∆σ = 1.34 εS = 0.89 Thrust Tmin ∆σ = 4.27 εS = 0.71

double b-tagging (*) (70%), loose mass cut
top jet QCD jet

double b-tagging (*) ∆σ = 4.78 εS = 0.42 asymmetric b-tagging (*) ∆σ = 13.88 εS = 0.47
asymmetric b-tagging (*) ∆σ = 4.23 εS = 0.47 Fox Wolfram F4 ∆σ = 9.19 εS = 0.46

Dipolarity D12 ∆σ = 4.07 εS = 0.50 τwta
21 ∆σ = 9.11 εS = 0.48

Fox Wolfram F4 ∆σ = 4.03 εS = 0.49 τ21 ∆σ = 9.09 εS = 0.46
Fox Wolfram F2 ∆σ = 4.02 εS = 0.50 Dβ=1

2 ∆σ = 9.09 εS = 0.45
Thrust Tmax ∆σ = 4.01 εS = 0.50 Thrust Tmin ∆σ = 9.08 εS = 0.48
Sphericity S ∆σ = 4.01 εS = 0.49 Fox Wolfram F2 ∆σ = 9.08 εS = 0.45

Substructure-based Higgs tagging in a 0 b-tag region: Higgs jets failing the b-tagging require-
ment might be recoverable by an orthogonal selection based on only substructure variables. There
are about 7% of the Higgs jets in the reweighted Higgs jet signal sample with pJT > 250 GeV. The
background rejection of b-vetoed top jets and QCD jets is shown in Fig. 3.34 for the b-tagging working
points of 70% and 85% b-tagging efficiency. For the large-R jets failing the tighter single b-tagging
requirement of a 70% working point , the best discrimination against top jets and QCD jets can be
achieved by a looser (single- or double-) b-tagging requirement than by any substructure observable.
For the large-R jets failing the 85% b-tagging working point requirement, the signal is in general
not distinguishable from the background contribution by means of substructure discriminants. The
background rejection is only of order of O(10). Thus, such a signal region would not contribute to a
an overall sensitivity of a given physics analysis. For highly boosted large-R jets with pT > 1200 GeV
where track jets with a fixed radius parameter R cannot be well separated, the substructure discriminants
cannot improve the Higgs tagging performance either (see Fig. 3.34).

3.5 Conclusion and outlook

In this chapter, different Higgs tagging selections for the identification of boosted hadronic Higgs
boson decays were presented. The studies are performed independent of the topology of a final state
from a hard interaction, regarding the most frequent sources of background, i.e. hadronic top quark
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Figure 3.33: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the b-vetoed track jet selection requirement
with the working point at 70% b-tagging efficiency and a loose pJT-dependent mass window requirement as
defined in Section 3.3; (top) against top jets; (bottom) against QCD jets.

decays and QCD radiation. As far as possible, the studies disregard the exact composition of the total
background and the signal-to-background ratio, which may be different in different physics analyses.

The most powerful tool to reject the top jet and QCD jet backgrounds efficiently is via b-tagging
of track jets within the candidate large-R jet. The best significance improvement of about a factor
8 against the quark or gluon irradiation compared to a Higgs-untagged pJT-inclusive region can be
achieved by the symmetric double b-tagging at a b-tagging working point of 70% b-tagging efficiency.
The single b-tagging, in contrast, preserves a high Higgs tagging signal efficiency and still improves
the signal significance by a factor of 4.3 when using the optimal b-tagging selection at 60% working
point. For analyses in which the the top jet background is dominant, the tightest possible double
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Figure 3.34: ROC curves comparing the performance of different Higgs taggers to large-R jets with pJT >

1200 GeV. The jet substructure (JSS) variables Tmin, C(β=1)
2 and the large-R jet mass are applied in addition to

the b-vetoed track jet selection requirement with the working point at 70% b-tagging efficiency and a loose
pJT-dependent mass window requirement as defined in Section 3.3; (left) against top jets; (right) against QCD
jets.

b-tagged selection is recommendable. With a double b-tagging selection at the 60% working point the
significance can be improved by a factor of 4.8. single b-tagging is not appropriate to reject the jets
from top quark decays.

The b-tagging based Higgs jet identification significantly deteriorates at large-R jet transverse momenta
larger than 1000 GeV, due to the merging track jets with a radius parameter of R = 0.2. This problem
has been addressed in Ref. [103] by advanced track jet or sub-jet reconstruction techniques. The
efficient reconstruction of two track jets, which are each matched to a particle-level b-quark, is shown
in Fig. 3.35.

The efficiency to reconstruct two separate track jets using a fixed radius parameter of R = 0.2 drops to
very low values at large-R jet pJT ≈ 1 TeV. New methods have therefore been developed to efficiently
reconstruct distinct sub- or track jets from a highly boosted Higgs boson decay. The exclusive-kt
algorithm defines exactly two sub-jets (Exkt sub-jets) within a large-R jet, whose tracks are then
used for the h→ bb̄ signal discrimination via similar multivariate techniques as for the fixed-radius
track jets. Alternatively, center-of-mass sub-jets (COM sub-jets) are defined using the exclusive-kt
reclustering in the rest frame of the large-R jet. The third alternative, used also in subsequent chapters
of this thesis, are track jets with a variable, pT-dependent radius parameter (VR track jets). The
track jets are reconstructed by the anti-kt algorithm in which the radius parameter of the track jet,
Ω(ptjT), depends on the transverse momentum ptjT and shrinks with increasing pT of the studied proto
jet [103],

95



3 Identification of Boosted Hadronic Higgs Decays

Figure 3.35: Efficiency of the reconstruction of two separate track or sub-jets from a h→ bb̄ decay, shown for
different definitions of track jets or sub-jets. Each track jet is spatially matched to a generator level b-hadron.
Figure from Ref. [103], illustrating benefits of advanced track jet reconstruction.

Ω(ptjT) = max

(
0.02,

1
ptjT

)
. (3.25)

The inverse proportionality with ptjT reflects the stronger collimation of track jet with increasing track
jet transverse momentum. All three new techniques well recover the efficiencies of large-R jets up to
3 TeV. While the reconstruction techniques involving sub-jets (Exkt , COM) perform slightly better
than VR track jets, the VR track jet design is closer to the well studied, established fixed-radius jets,
easing the b-tagging calibration necessary for an physics analysis application.

Furthermore, the Higgs tagging based on the reconstructed large-R jet mass was studied. The Higgs
jets are large-R jets from h → bb̄ decays are expected to have a mass within a window around
125 GeV with optimal upper and lower mass thresholds are parameterized as a function of large-R
jet pJT. Because of the pJT-dependent jet mass resolution, the optimal mass window for a fixed Higgs
tagging efficiency is about 60% larger at large-R jet transverse momenta of 2.5 TeV compared to 800
GeV. This pJT-dependent mass window requirement increases the signal significance against quark
and gluon radiation by a factor of 1.9 and hadronic top quark decays by a factor of 1.3. The mass
window optimization performed in this chapter minimized the size of the mass window for a given
signal efficiency. An alternative optimization in terms of the signal significance would require the
information about the background composition. It has , which depends on a given physics analysis.
The large-R jet mass itself was shown to be the by far most powerful jet substructure observable.
Other substructure observables show a reasonable discrimination power before applying the baseline
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b-tagging and mass-based Higgs-identification, but their performance is significantly weaker than
those baseline selection requirements. If used as an additional discriminant together with the baseline
selections, no substructure variable shows an exceptional discrimination power any more.

The best-performing substructure variables are dipolarity or variables defined in the center-of-mass
frame (Fox-Wolfram moments, thrust, and sphericity). Additional notable variables for the suppression
of hard quark or gluon emission are the subjettiness ratio τ21 and the double-ratio of energy correlation
functions D2. The impact of leading substructure variables is summarized in Figs. 3.36 and 3.37 for
the QCD jets and the top jets backgrounds, respectively. The color scale indicates the size of the
correlation between a given substructure variable and the mass observable for the respective b-tagging
pre-selected background sample.
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Figure 3.36: QCD jet (multijet) rejection factor at a Higgs jet signal efficiency of εS = 80% as obtained from
selected substructure variables after applying the loose mass window and one of the two different baseline
b-tagging selections, shown separately for the pJT ranges with pJT > 250 GeV and pJT > 1000 GeV. The color
scale of the z-axis indicates the absolute value of the Pearson correlation coefficient between the jet mass and the
jet substructure variable. The last row shows the background rejection from a loose mass window requirement
applied on top of a given baseline b-tagging selection. Plot published in Ref. [110].

The scan over more than 40 different substructure variables serves for future developments. The
employment of substructure variables have shown to only marginally improve the Higgs tagging
efficiency. In these studies, the related systematic uncertainties have so far mostly been neglected.
For this, additional modeling uncertainties of these substructure observables have to be estimated.
However, in contrast to b-tagging, a validation of these estimates with data and is impossible, since
there is no control data sample that is pure in hadronically decaying Higgs bosons. An attempt to
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Figure 3.37: top jet rejection factor at a Higgs jet signal efficiency of εS = 80% as obtained from selected
substructure variables after applying the loose mass window and one of the two different baseline b-tagging
selections, shown separately for the pJT ranges with pJT > 250 GeV and pJT > 1000 GeV. The color scale of
the z-axis indicates the absolute value of the Pearson correlation coefficient between the jet mass and the jet
substructure variable. The last row shows the background rejection from a loose mass window requirement
applied on top of a given baseline b-tagging selection. Plot published in Ref. [110].

use g → bb̄ as a close proxy to h → bb̄ decays has been developed [110]. However, the losses in
signal sensitivity caused by the mentioned uncertainties are expected to be larger than the expected
small sensitivity improvements from the substructure discriminants. This statement holds also for the
combination of several substructure observables by means of multivariate techniques. Therefore, novel
techniques utilizing multivariate methods for the Higgs tagging that have been developed in Ref. [145]
use only the four-momenta of involved jets and the calibrated b-tagging information as an input.
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CHAPTER FOUR

SEARCH FOR DIBOSON RESONANCES DECAYING TO A GAUGE
AND A HIGGS BOSON

many theoretical models which answer open questions of the Standard Model (SM) by introducing
new interactions at higher energy scales can be be probed with the ATLAS detector by searching for
new heavy resonances in the invariant mass spectrum of their decay products. Theories beyond the
SM (BSM) predicting such new particles are numerous and the examples explored in this analysis
are described in detail in Chapter 1. The analysis performed in this chapter is a model independent
search for new resonances decaying into a massive SM weak vector boson V ( V = W, Z) and a Higgs
boson h, as illustrated in Fig. 4.1. The search can also be interpreted in the framework of the two
benchmark models described in Chapter 1 predicting resonances X with different spin and parity
quantum numbers. The heavy vector triplet (HVT) models A or B (c.f. Section 1.3.2) with a heavy
vector boson V ′ (V ′ = W ′, Z ′) is used as benchmark for a spin-1 particle searches, while the two-Higgs
doublet model (2HDM) (c.f. Section 1.3.1) including a pseudo-scalar A boson serves as a benchmark
model for spin-0 particles searches.

The hypothetical new heavy particle is typically produced at rest, and thus decays into two bosons
with a back-to-back topology in the transverse plane. The SM gauge boson V is reconstructed in
the leptonic decay modes, Z → νν, Z → `` and W → `ν, with ` = e, µ. τ-leptons are taken into
account if they decay leptonically. The number of light charged leptons ` in the final state thus defines
the event selection categorization into the three decay channels: 0-lepton, 1-lepton and 2-lepton.
Missing transverse energy Emiss

T indicates undetected neutrinos in the final state as in the 0- and
1-lepton channels. The different channels require different reconstruction techniques and are affected
by different SM background contributions.

All three channels share the reconstruction technique for the Higgs boson candidate. The Higgs boson
is reconstructed via its dominant decay mode, h→ bb̄, by reconstructing either two well separated jets
in the so-called resolved event topology or one large-size jet, containing the hadronization products
of two b-quarks and referred to as events with the merged topology (c.f. Chapter 3). The latter is
characteristic for highly boosted Higgs boson decays. The reconstruction techniques in both the
resolved and the merged topology employ b-tagging to improve the identification of an h→ bb̄ decay.
A detailed description of the object1 and event reconstruction is given in Section 4.2.2. Depending on
the benchmark model considered, different production modes of the new resonance are of interest.
Three production modes are considered here (see Fig. 4.2). The heavy vector bosons are in most cases

1 i.e. particles, jets and Emiss
T
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Figure 4.1: Tree-level Feynman diagram for the production of a heavy particle X and its subsequent decay into a
weak gauge boson W /Z and a Higgs boson h, which subsequently decay into leptons and bb̄ pairs, respectively.
The blob in the production vertex contains the different X boson production mechanisms, such as those shown
in Fig. 4.2.

produced by a Drell-Yan-like (DY) process of quark-antiquark annihilation (Fig. 4.2(a)). An additional
production mode, the vector boson fusion (VBF)(Fig. 4.2(b)), relevant for some regions of HVT
parameter space is studied in detail in Chapter 5. The pseudo-scalar A within the 2HDM can produced
via gluon-gluon fusion (ggAmode) Fig. 4.2(c) and in association with b-quarks (bbAmode) Fig. 4.2(d).
The sensitivity to these different production modes i optimized by small modifications to the event
selection, for example by requiring additional b-tagged jets in the final state.

The final discriminant between the SM background and the BSM signal processes is the reconstructed
invariant mass of the V h diboson system. While in the case of the 1- and 2-lepton channel, the
invariant mass of the resonance candidate mVh can be fully reconstructed, the transverse mass,

mT =

√(
Eh,T + Emiss

T ))2 −
(
®ph,T + ®Emiss

T

)2
, (4.1)

is employed in case of the 0-lepton channel as the closest proxy to the invariant mass. Here Eh,T and
®ph,T are the energy and four-momentum of the Higgs boson candidate in the transverse plane and
Emiss
T and ®Emiss

T are the magnitude and the vector of the missing transverse momentum.

In case of the 0-lepton channel, the longitudinal component of the Z boson momentum is unknown,
which is why mT is introduced as a proxy for the invariant mass of the resonance. The missing degree
of freedom lost by the longitudinal component of the escaped neutrino in the 1-lepton channel is
constrained by imposing the requirement that the invariant mass of the `-ν-system be equal to the
W-boson mass, mW = 80.37 GeV [6].

All considered signal and relevant SM background processes are modeled by modern Monte Carlo

100



(a)
q

q̄

W ′/Z ′

(b)

q

q̄

forward jet

forward jet

W ′/Z ′

VBF

(c)

g

g

Af

(d)

g

g

b̄

b

A

Figure 4.2: Tree-level Feynman diagrams for the different signal production modes, V ′ production via (a)
Drell-Yan-like (DY) quark-antiquark annihilation and (b) vector boson fusion (VBF), relevant for the HVT
models; pseudo-scalar A production in the 2HDM via (c) gluon-gluon fusion (ggA mode) and (d) production in
association with b-quarks (bbA mode).

(MC) generators. One exception is the modeling of the multi-jet background, for which a dedicated
data-driven method is employed.

An analysis in this final state has already been performed with smaller |ATLAS datasets, corresponding
to integrated luminosities of 3.2 fb−1 [146] and 36 fb−1 [41]. The results obtained with the full Run 2
dataset are published for the HVT Z ′ and ggA mode interpretation in Ref. [147] and for the HVT W ′

interpretation in Ref. [148], containing results presented in this chapter. The search for V h resonances
in a fully hadronic final state are presented in Ref. [149]. A semi-leptonic decay of a VV-resonance
has been explored in Ref. [150] using similar reconstruction techniques and the same dataset as in the
analysis presented in this chapter. Searches in similar phase space have been also perforemed by the
CMS collaboration [151, 152].

This chapter is structured as follows: A detailed description of the employed ATLAS dataset and
the simulation of signal and background process simulation is given in Section 4.1. The physics
object and the event reconstruction is described in Section 4.2. A validation and correction of the MC
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background prediction by means of data in signal-depleted control regions is presented in Section 4.3.
The evaluation of systematic uncertainties on the measurement of the final discriminants is discussed
in Section 4.4. The methods used for the statistical interpretation of data and the employed fit models
are described in Sections 4.5 and 4.6, respectively. The results of the statistical interpretation of data
are presented in Section 4.7.

4.1 Data and simulated signal and background processes

Data used for this analysis has been recorded at the ATLAS detector between 2015 and 2018 in
proton-proton-collisions with a center of mass energy

√
s = 13 TeV. The accumulated total integrated

luminosity is 139 fb−1 [153]. All recorded events are required to pass certain quality criteria ensuring
that the detector is in a good operation condition during the data taking.

The large event rate from theATLAS detector is reduced by a set of high-level triggers (c.f. Section 2.2.5)
depending on the search channel. For the 0-lepton channel, different Emiss

T triggers are applied with
Emiss
T thresholds in the range between 70 − 110 GeV. The thresholds are adapted to increasing

luminosity in the different data taking periods during Run 2. To reduce the data rates, the lower online
Emiss
T threshold was raised from 70 GeV in 2015 to varying thresholds between 90 GeV and 110 GeV in

2016 and eventually to 110 GeV in 2017 and 2018. The selected triggers provide a selection efficiency
of about 80% at Emiss

T = 150 GeV.

Events in the 2-lepton channel are triggered by a combination of single-electron and single-muon
triggers with and without lepton isolation criteria. Muon triggers with moderate isolation criteria
using a variable sized cone around the muon are applied requiring the transverse momentum of
pT > 26 GeV. An exception is the data recorded in 2015, operated at lower event rates, in which muons
with pT > 20 GeV and a loose isolation criterion were used for the event trigger. For all data taking
periods, an additional muon trigger with no isolation requirement is used to recover efficiency for
muons with a pT > 50 GeV. Electron triggers with various different pT and isolation requirements are
also used. Requirements ranging from strictly isolated electrons with E trig

T > 24 GeV to electrons with
E trig
T > 24 GeV without requirement on the isolation. A reconstructed charged lepton is required to be

matched to the the trigger object and satisfy a minimum pT requirement of 27 GeV. The combined
trigger efficiency for all selected signal candidates is larger than 90%.

In the 1-lepton channel, a combination of the described lepton triggers and Emiss
T triggers is used.

For low vector boson transverse momentum pVT , the lepton triggers are used, while for events with
pVT > 150 GeV the Emiss

T trigger replaces the muon trigger due to a higher efficiency. The combined
trigger efficiency for all selected 1-lepton signal events is above 90% and reaches values close to 1 for
high gauge and Higgs boson momenta.

The detailed list of employed triggers is given in Appendix B.11. The recorded observed data are
compared to the predictions from the MC simulation.
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4.1 Data and simulated signal and background processes

Benchmark signal scenarios and modeling

For the interpretation of the observed data different signals samples from the HVT model and the
2HDM are simulated. The heavy vector bosons Z ′/W ′ are generated separately for three distinct
analysis channels (Z → νν̄, Z → `+`− and W → `ν) via the DY production mode. In each case, the
cc̄ and bb̄ decay modes of the Higgs boson are simulated. The MadGraph 2.3.3 event generator
[154] at leading-order (LO) accuracy is used for the matrix element (ME) calculation. MadGraph is
interfaced with Pythia 8.186 for the modeling of the parton shower (PS) using the NNPDF 2.3 LO set
of PDFs and the A14 tune. A grid of signal samples is generated for hypothetical Z ′ and W ′ masses
between 300 GeV and 5 TeV. An interpolation between the grid points is performed using a morphing
technique [155, 156] to increase the discovery potential signals between the simulated grid points. All
HVT signal samples are generated assuming a vanishing natural width of the of the Z ′/W ′ resonance,
as well as the HVT model A benchmark scenario with the coupling parameter value of gV = 1.

For the interpretation of the observed data within the 2HDM, four different sets of samples with a
pseudo-scalar A boson decaying to Zh are simulated. The four sets result from the combination of the
two leptonic Z boson decay modes (Z → `+`−, Z → νν̄) and the two relevant A boson production
modes, the bbA mode and the ggA mode. All samples are generated assuming the narrow-width
approximation (NWA). The samples are are generated for pseudo-scalar A boson masses in the range
between 220 GeV and 2 TeV. The ggA mode is simulated at leading order (LO) accuracy using the
2HDM FeynRules model [157] with MadGraph 2.3.3. MadGraph is interfaced with Pythia 8.186
using the A14 tune and the NNPDF 2.3 LO set of PDFs. The bbA mode is simulated at next-to leading
order (NLO) precision using MG5_aMC@NLO 2.2.3. The NNPDF 2.3 LO set of PDFs is used in the
four-flavor scheme (4FS), i.e. containing only the four lightest quarks in the PDF description of the
sea quarks, while the b-quark is treated as massive in the generator calculations. The PS is simulated
by the interfaced Pythia 8.186 shower generator using the A14 set of tuned parameters. Since 2HDM
parameters are sensitive to the natural width ΓA of the resonance, the generated narrow width fo the
resonance is smeared by a modified Breit-Wigner distribution [158],

f (x) = e
−(ln(x−x0)−ln(m)2)

2×ln(s)2
√

2π(x − x0)ln(s)
× 1

x2 + 0.25w2 , (4.2)

for the interpretations of broader resonances. Here x0, s and m are free parameters that are determined
by fitting the smeared original distributions generated from NWA to the distributions simulated
without the with finite width. These distributions are obtained at particle-level. The smearing has
been validated to result in the same mVh distribution as the simulated sample including non-resonant
and interference effects for widths ΓA/mA < 10%.

The background processes are also simulated employing MC generators, except for the multi-jet
background in the 1-lepton channel, which is determined from data. The most relevant backgrounds
in the search for a V h-resonance are top quark pair production (tt̄) and vector boson production in
association with jets (V+jets). Example Feynman diagrams for these background processes are shown
in Fig. 4.3.

The tt̄ background process is modeled using the PowhegBox v2 [55–58] MC generator at NLO
accuracy using the NNPDF 3.0 NLO PDF set [159]. The ME event generator is interfaced with

103



4 Search for diboson resonances decaying to a gauge and a Higgs boson

(a)

q

q̄

q/b

q̄/b̄

`−/ν

`+/ν̄

W/Z

g

(b)

g

g

b̄

b

`−

ν̄

q̄, b̄

q′, c

g
t̄

t

W−

W+

Figure 4.3: Tree-level Feynman diagrams for the two dominant Standard model background processes in the
search for V h resonances: (a) V+jets and (b) tt̄ production.

Pythia 8.230 [115] which models the PS, hadronization and underlying event. Pythia is employed
using the A14 set of tuned parameters [117]. The resummation damping factor hdamp, which regulates
the kinematics of the leading gluon emission is set to 1.5 times the top quark mass (mtop = 172.76 [6]),
which has shown to provide best agreement between simulation and observation in tt̄ enriched event
topologies [160]. The cross section is computed at next-to-next-to leading order (NNLO) accuracy.
This computation includes the resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon
terms using the Top++2.0 package [161–167].

In case of the signal production in association with b-quarks (bbA mode) bbA mode, additional
background contribution comes from the tt̄ production in association with b- or c-quarks. These
additional heavy-flavor (HF) quarks are simulated by the PS generator, leading to a modeling accuracy
which is lower than for the hard interaction. To account for the mismodelings of the rate of the
additionally irradiated HF quarks, the simulated tt̄ sample is split into two sub-samples, with their
normalization determined separately from data. If a HF particle-level quark that is not originating
from a top quark decay can be matched to a reconstructed jet, the event is referred to as a tt̄+HF event,
otherwise it is classified as a tt̄ +light flavor (tt̄+LF) event.

The production of single top quarks in association with W bosons (Wt) and the single top quark
production in the s- and t-channel (see Fig. 4.4) are also modeled with the PowhegBox v2 event
generator at NLO accuracy. The five-flavor scheme has been applied in the NNPDF 3.0 NLO PDF set.
A diagram removal scheme [168] is used to remove interference and double-counted terms appearing
both in the tt̄ and the Wt event generation. The parton shower in single top quark events has been
simulated by Pythia 8.230 using the A14 tune and the NNPDF 2.3 LO set of PDFs.

The tt̄ production in association with a vector boson (tt̄V) or with a Higgs boson (tt̄h) is simulated util-
izing the MadGraph5_aMC@NLO v2.3.3 generator at NLO accuracy employing the NNPDF 2.3 LO
PDF set. The events are interfaced to Pythia 8.230 for the PS modeling, using the A14 set of tuned
parameters and the NNPDF 2.3 LO PDF set.
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Figure 4.4: Tree-level Feynman diagrams for single top quark production in the (a) t-channel, (b) s-channel and
(c) in association with a W boson [169].

The distribution of the final discriminating observable from the Single top quark, tt̄V and tt̄h events
is similar to the ones from the tt̄ process. Furthermore, their expected combined contribution to
the total background is less than 6%, 15% and 1% for the 0, 1 and 2-lepton channel, respectively.
Since there are no dedicated kinematic regions in data available to disentangle contributions from
those background processes, the single top quark, tt̄V and tt̄h contributions are merged with the
tt̄ background contributions. The combined contribution is collectively referred to as top quark
background. In the analysis dedicated to signals produced via bbA mode, the single top quark, tt̄V
and tt̄h contributions are merged with tt̄+LF component only, keeping tt̄+HF as a separate sample.

Production of single vector bosons in association with jets recoiling in the transverse plane is referred
to as V+jets (V = Z,W). V+jets events are generated using Sherpa-v2.2.1 [170]. The calculation of
the ME is performed at NLO accuracy for the boson production with up to two partons. Events with
up to four partons are generated at LO matrix elements employing methods of the Comix [171] and
OpenLoops [172–174] libraries. The ME are matched to the within sherpa to the PS within Sherpa
using the MEPS@NLO prescription [175–178] and the NNPDF 3.0 NLO PDF set. The production
cross section forV+jets samples is calculated at a NNLO precision [179]. The number of generated HF
quarks in the ME and the PS has a strong impact on the shape of the kinematic variables, in particular
on the final discriminant m(T,)Vh. Therefore, the generated V+jets events are classified according to the
multiplicity of jets with HF content, into V+jets (l), V+jets (bl,cl) and V+jets (bb,bc,cc) components.
A reconstructed small-R jet (c.f. Section 4.2.1) is considered ot have HF content, if a b- or c-quark at
generator level can be ghost-associated [90] to a jet.

Diboson processes (WW , W Z and Z Z) are generated using Sherpa 2.2.1 including off-shell and Higgs
contributions. The ME for events with up to one additional parton is calculated at NLO accuracy
in QCD and at LO for up to three additional partons. The matching with the PS is done using the
MEPS@NLO prescription. Loop induced diboson production via the gluon-gluon fusion (ggF)
production mode are simulated separately at LO in QCD using OpenLoops in Sherpa 2.2.2.

Events from a non-resonant production of a SM-like Higgs boson in association with a vector boson
(Zh, Wh) are generated using Powheg [57]. The ME prediction is accurate at NLO for the V h
bosons produced together with up to one additional parton. Powheg is interfaced with Pythia 8.212
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Table 4.1: Summary of the Monte-Carlo generators used to produce the various background processes. The
column Prediction order gives the precision in QCD of the inclusive production cross section σprod applied to
the respective process. The order at which the corresponding matrix elements are calculated in the Monte Carlo
is not necessarily the same as for the cross section [147, 148].

Process Generator Prediction order of σprod

Vector boson + jets
W → `ν, Z → ` ¯̀, Z → νν̄ Sherpa 2.2.1 NNLO

Top backgrounds
tt̄ Powheg + Pythia8 NNLO+NNLL

single top (s/t/Wt-channel) Powheg + Pythia8 NLO
tt̄ + h MG5_aMC@NLO + Pythia8 NLO (QCD) and NLO (EW)
tt̄ + V MG5_aMC@NLO + Pythia8 NLO

Diboson
qg/qq̄→ VV → ``/`ν/νν + qq̄ Sherpa 2.2.1 NLO
gg → VV → ``/`ν/νν + qq̄ Sherpa 2.2.2 NLO

qg/qq̄→ ``νν Sherpa 2.2.2 NLO

SM Higgs
qq→ Wh→ `ν + bb̄ Powheg + Pythia8 NNLO (QCD) and NLO (EW)

qq→ Zh→ ``/νν + bb̄ Powheg + Pythia8 NNLO (QCD) and NLO (EW)
gg → Zh→ ``/νν + bb̄ Powheg + Pythia8 NLO+NLL

for the PS using the AZNLO set of tuned parameters [180] and the PDF4LHC15 PDF set [181].
The production cross section is computed at NLO accuracy including respecting next-to-leading
logarithmic (NLL) soft gluon resummation [182]. Events with loop-induced V h production via the
ggF mode are generated separately at LO.

An overview of the event generators used for the generation of the various processes and the accuracy
on the prediction of the corresponding production cross sections is given in Table 4.1. All simulated
MC events are reweighted to compensate discrepancies between data and simulation in subsidiary
performance measurements [51, 75, 76, 81, 92, 97], accounting for the modeling of energy or
momentum scale and resolution for jets and leptons and the corresponding reconstruction and
identification efficiencies.

Multi-jet background

Events containing only quarks and gluons in the final state of the hard interaction process are
collectively called multi-jet events. The vast majority of the collision data consists of multi-jet events.
Such events do neither contain real Emiss

T from neutrinos nor prompt charged leptons and are therefore
almost fully discarded mostly by the signal selection criteria of the present analysis. However, due to
the sheer amount of such events at the LHC and the imperfect particle reconstruction performance in
the detector, a fraction of multi-jet events may still pass the event selection criteria.
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The Emiss
T in multi-jet event may be non-vanishing due to e.g. inefficiencies in the jet reconstruction or

imperfect jet energy measurement. In that way, the so-called fake Emiss
T is reconstructed. The impact

of such events differs for the three analysis channels. In the 0-lepton channel, the multi-jet background
is suppressed to a negligible level after the application of appropriate event selection requirements.
This has been confirmed in dedicated regions of validation data.

Non-prompt leptons can emerge in secondary vertices from hadronic decay showers or by interaction of
particles with the detector material. These contributions are subject to several sources of uncertainties
and a modeling by MC is very difficult. Fortunately, contributions from such multi-jet processes with
non-promt or fake leptons are negligible in the 2-leptons channel. This is verified in a validation
region requiring two leptons with equal charge in the final state.

In the 1-lepton channel, the multi-jet contribution is significant and reaches up to 20% of the total
background in some regions of the phase space. A data-driven estimation was therefore performed.
The shape of the final discriminant mVh distribution from the multi-jet background is extracted from a
dedicated control region of data, that closely follows the signal event selection criteria (c.f. Section 4.2)
but employs inverted lepton isolation criteria [41]. Instead of isolated charged leptons only events
with non-isolated leptons are selected. It is assumed, that the shape of the mVh distribution from
multi-jet events with non-prompt leptons is similar for multi-jet events with isolated and non-isolated
leptons. An extrapolation from the non-isolated control region to the signal region defined by the
signal event selections criteria is then performed from the fit of the Emiss

T distribution in control and
signal data regions. Since the multi-jet events populate low Emiss

T values, as opposed to the signal ant
other background events, the fit can be used to measure the ratio of multi-jet events in the control and
the signal regions. With this approach, the precise knowledge of the efficiency of the lepton isolation
criteria is not critical.

4.2 Event reconstruction and selection

The reconstructed charged leptons, jets and missing transverse momentum are commonly referred
to as physics objects. Their definition is given in the following section. The event selection criteria
applied on these objects in order to discriminate the signal from the background for each of the three
channels is given in Section 4.2.2.

4.2.1 Object definition

The primary vertex (PV) in the event is selected as the vertex with the highest sum of squared transverse
momenta p2

T of the tracks associated to that vertex. Events are reconstructed following the common
reconstruction algorithms described in Section 2.4. Since no perfect identification of particles is
possible, a certain working point (WP) is chosen for a given identification algorithm, trading between
particle identification efficiency and the corresponding misidentification rate. This choice of WP for
each identification algorithm is strongly analysis dependent and will be described in this section for
the present analysis.
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Electrons are required to satisfy the tight identification WP with the lowest misidentification rate
(c.f. Section 2.4.3). The electron-veto, on the other hand, employs the loose identification WP.
Electrons must be isolated from other, presumably hadronic activities by tight isolation criterion,
allowing for less than 6% of energy deposits and additionally recorded tracks in the electrons vicinity,
as described in Section 2.4.3. The minimum required electron pT is 7 GeV and the pseudo-rapidity
must be smaller than 2.47, sparing in addition the uninstrumented detector region of 1.37 < |η | < 1.52
between the barrel and the endcap parts of the detector.

Combined muons (c.f. Section 2.4.4), i.e. those reconstructed by combining trajectories in the Inner
Detector (ID) and the muon spectrometer, are required to fulfill the tight identification requirements.
For the muon veto, on the other hand, the loose selection requirements are chosen to increase
the veto efficiency. The high-pT requirements are applied for muon candidates with a transverse
momentum above 100 GeV. To reject muons from secondary hadron decays the muon must satisfy
the TightTrackOnly criterion on the pvarcone,0.3T isolation disciminant, i.e. the sum of pT of all tracks
around the muon is required to be smaller than 6% relative to the muon pT. The muon transverse
momentum has to be above 7 GeV.

Hadronic τ-lepton decays are reconstructed to allow for a τ-veto in the event. They are reconstructed,
as described in Section 2.4.5, from calorimeter jets associated with either one or three charged tracks.
Leptonic τ-lepton decays cannot be distinguished from prompt electrons or muons.

The hadronically decaying Higgs boson candidates is are reconstructed by means of one or several
of the three following jet definitions, all of them based on the anti-kt algorithm (c.f. Section 2.4.5).
The jets reconstructed with a radius parameter R = 0.4 from noise suppressed topological clusters
in the calorimeter system are referred to as small-R jets. Small-R jets are reconstructed up to
pseudo-rapidities of 4.5. Two different jet pT-thresholds are used for different η regions. Small-R
jets in the central region of the detector with |η | < 2.5 are required to have a transverse momentum
above 20 GeV. Here, the jet vertex tagger (JVT) [89] is applied to suppress contributions from
pile-up-induced jets. The JVT requirement is applied to jets with pT < 60 GeV and |η | < 2.5. The
JVT WP with a nominal efficiency of 90% for jets from the PV is chosen. The pT threshold for
jets with |η | > 2.5 is increased to 30 GeV to compensate for the non-coverage of the JVT in the
forward detector region. Identification of small-R jets stemming from b-quarks is performed by the
multivariate MV2 algorithm, c.f. Section 2.4.5. The applied WP has a 70% identification efficiency
for jets fro b-quarks in simulated tt̄ events [183]. Jets passing the MV2 selection criteria are referred
to as b-tagged jets.

The di-jet system representing the Higgs boson candidate is defined by the two b-tagged small-R jets
with highest pT. In events with only one b-tagged jet, the highest-pT non-b-tagged jet is used instead.
The highest-pT jet (leading jet) must have a pT of at least 45 GeV. The events in which the Higgs
boson candidate is reconstructed from such a di-jet system are referred to as events with the resolved
topology, since the Higgs boson decay products can be resolved into two reconstructed jets. Events
with at least two small-R jets and none of them is b-tagged are discarded. In particular, those events
are not reconstructed by any other techniques described below either.

With increasing momentum of the Higgs boson, the b-quarks become much more collimated such
that the small-R-jets can no longer reproduce the partonic structure of the h→ bb̄ decay. Jets with a
radius parameter R = 1.0, similar to those discussed in Chapter 3, are defined with the intention to
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enfold the full h→ bb̄ decay. These jets are referred to as large-R jets. For the large-R jets, the anti-kt
algorithm uses track-calorimeter clusters (TCCs) as inputs [78]. TCCs are built using combined
information from the calorimeter and the ID. The large jet surface is sensitive to background jets and
noise. Therefore, a trimming procedure as described in Section 2.4.5 has been applied to suppress
background contributions. Large-R jets are required to have a minimum transverse momentum of
250 GeV and |η | < 2.0.

Since the common b-tagging procedure cannot be easily applied on the large-R jets, a third jet type,
the so-called track jets are employed to identify the h → bb̄ decay within a large-R jet. The track
jets are build by clustering the ID tracks with a radius parameter of variable pT-dependent size
(c.f. Section 3.5). track jets are then ghost-associated to large-R jets and b-tagged using the MV2
identification algorithm. A large-R jet is discarded if there are less than two track jets associated with
it. The track jets are also required to be well separated from each other by the condition,

∆R(t ji, t jj) > min(Ri, Rj), (4.3)

where Ri is the radius parameter of the corresponding track jet. Otherwise the event is rejected,
since the b-tagging calibration for track jets is likely not applicable in this topology. The resulting
loss in HVT signal acceptance for masses of 700 GeV, 2000 GeVand 5000 GeVis 4%, 9% and 11%,
respectively.

A muon-in-jet correction as described in section Section 3.3.1 has been applied to correct the energy
of large-R and small-R jets. The muons used for this correction are not required to pass the isolation
criteria. The energy of small-R jets containing muons is additionally corrected by a pT-dependent
term computed from simulated SM V(h→ bb̄) events, by determining the ratio of particle level jet pT
and the pT of the reconstructed jet after the muon-in-jet correction. This pT-dependent correction
improves the di-jet mass resolution of the Higgs boson candidate.

Finally, the missing transverse momentum Emiss
T is calculated from the calibrated calorimeter cells

associated to reconstructed particles or jets, adding also a soft term, as described in Section 2.4.6.
The soft term takes into account all tracks compatible with the primary vertex but not associated to
any reconstructed particles or jets Emiss

T calculation. In addition to Emiss
T , a further observable pmiss

T ,
quantifying the momentum imbalance, is calculated as the negative vectorial sum,

∑ ®pT, of transverse
momenta of all tracks from the primary vertex. Since the inner detector only records charged particle
tracks, the pmiss

T value is in general lower than the Emiss
T . To decrease contribution from fake Emiss

T
measurement, i.e. Emiss

T not caused by undetectable particles but rather from mis-measured jet and
lepton energies, a significance variable S has been developed [184], normalizing the measured Emiss

T
relative to the energy resolution of objects entering the Emiss

T computation. This observable quantifies
the probability that the Emiss

T is induced by undetectable particles.

The above described objects are reconstructed by dedicated independent reconstruction algorithms.
Ambiguities can arise by the reconstruction of the same physical particle by different algorithms. An
overlap removal procedure [150, 185] discards sequentially all but one of the overlapping objects
based on the following criteria. A hadronically decaying τ-lepton within a cone of R < 0.2 around an
light lepton is discarded. The τ-lepton is not discarded, if its pT is above 50 GeV and the lepton is
a muon but not a combined muon. If an electron and a muon share the same track, the electron is
discarded. A small-R jet with angular separation of R < 0.2 from an electron satisfying the isolation
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

criteria is removed. The small-R jet is also removed if it is separated by less than R = 0.2 from a
muon if either the jet has only two or less associated tracks or the muon carries the 70% of the jet
momentum. Potentially surviving jets are removed if they are located in a cone of variable size up to a
maximum of R = 0.4 around a lepton. The cone size shrinks with increasing lepton momentum as
∆R = min(0.4, 0.004 + 10 GeV/p`T).
The vector boson V is – dependent on the sub-channel – reconstructed from different combinations
of leptons and Emiss

T , depending on the analysis channel. The Z boson in the 2-lepton channel is
reconstructed from the four-momenta of same-flavor and oppositely charged leptons. The opposite-
charge requirement is not applied for electrons to account for their high charge misidentication
rate.

The four-momentum of theW boson in the 1-lepton channel is defined by the constraint on the invariant
mass of the neutrino-lepton pair. The neutrino four-momentum is reconstructed from the Emiss

T and
the unknown longitudinal momentum component. This longitudinal component can be determined
by imposing the requirement that the invariant mass of the neutrino-lepton system be equal to the W
boson mass of mW = 80.4 GeV. From the two solutions of the corresponding quadratic equation for
pz,ν, the smaller value is taken and in case of a complex solution, the real part is taken.

In the 0-lepton channel, the longitudinal component of the Z boson momentum cannot be reconstructed,
since momenta of two neutrinos cannot be measured in the calorimeter. Instead, the Emiss

T is considered
as the transverse component of the Z boson momentum while the Z boson mass is imposed to be
mZ = 91.2 GeV [6].

4.2.2 Event selection

The Higgs boson candidate is reconstructed in the same way in all three analysis channels. First, a
small-R di-jet pair is considered as a Higgs boson candidate. Events with such candidates are referred
to as events with resolved topology. The invariant mass mj j of the di-jet system must be compatible
with the Higgs boson mass of 125 GeV, i.e. required to be within 110 GeV < mj j < 145 GeV. This
requirement is loosened to 100 GeV < mj j < 145 GeV in the 2-lepton channel, taking advantage of
the lower background contributions

If there are no candidates with the resolved topology or the event is rejected by further resolved
topology criteria, as described below, the leading large-R jet is considered as the Higgs boson candidate.
Such events are referred to as events with the merged event topology. The invariant mass of the large-R
jet must be within 75 GeV < mJ < 145 GeV to be compatible with the Higgs boson mass of 125 GeV.
The b-tagging (c.f. Section 2.4.5) is applied to better identify the Higgs boson candidates and thus
increase the signal sensitivity. The number of b-tagged jets in an event defines data region categories
with 1, 2 and more than two (3+) b-tags. Latter is an inclusive selection of events with the resolved
event topology and at least 3 b-tagged jets and is employed in the search for a pseudo-scalar A boson
produced via the bbA mode. Events with the merged event topology are also classified into similar
data region categories based on the number of b-tagged track jets. In the analysis searching for a
signal produced via the bbA mode, additional signal region categories are introduced for events with
the merged event topology containing additional track jets, that are not associated to the large-R jet.
These regions are referred to as regions with additional b-tags (add. b-tag).
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4.2 Event reconstruction and selection

Table 4.2: Summary of event selection criteria for each analysis channel and event category as described in the
text. (∗) The requirement applies in the case of only two central jets in teh final state. (∗∗) The τ-lepton veto is
only applied for the Z ′ and A search. (†) The tighter threshold (80 GeV) is used for the single electron channel.
(††) The requirement is only applied for mZh > 320 GeV. (‡‡) Only the two leading track jets which are ghost
associated to the large-R jet are considered when classifying events into b-tag categories [147, 148].

Variable Resolved Merged
Common selection

Number of jets ≥2 small-R jets (0, 2-lep.) ≥1 large-R jet
2 or 3 small-R jets (1-lep.) ≥ 2 VR track jets (matched to leading large-R jet)‡‡

Leading jet pT [GeV] > 45 > 250
mH [GeV] 110–140 (0,1-lep.), 100–145 (2-lep.) 75–145

0-lepton selection
Emiss
T [GeV] > 150 > 200

HT [GeV] > 150 (120∗) –
∆φbb < 7π/9 –
pmis

T [GeV] > 60
∆φ( ®Emis

T , ®pmis
T ) < π/2

∆φ( ®Emis
T ,H) > 2π/3

min
[
∆φ(Emiss

T , R = 0.4jet)
]

> π/9 (2 or 3 jets), > π/6 (≥ 4 jets)
Nτhad 0∗∗

MET significance S


> 9 if mVh < 400,
> 6.6 + 0.01 · mVh if 400 < mVh < 700,
> 13.6 if mVh > 700,

1-lepton selection
Leading lepton pT [GeV] > 27 > 27
Emiss
T [GeV] > 40 (80†) > 100

pT,W [GeV] > max
[
150, 710 − (3.3 × 105 GeV)/mVh

]
> max [150, 394 · ln(mVh/(1 GeV)) − 2350]

mT,W [GeV] < 300
2-lepton selection

Leading lepton pT [GeV] > 27 > 27
Sub-leading lepton pT [GeV] > 20 > 25
Emiss
T /√HT [

√
GeV] < 1.15 + 8 × 10−3 · mVh/(1 GeV)

pT,`` [GeV] > 20 + 9 ·
√

mVh/(1 GeV) − 320
††

m`` [GeV] [max[40 GeV, 87 − 0.030 · mVh/(1 GeV)], 97 + 0.013 · mVh/(1 GeV)]

The three analysis channels are affected by different background processes, as shown in Fig. 4.8,
calling for different strategies for background mitigation. The following subsections describe and
motivate additional kinematic event selection requirements that are applied in the three channels to
further reduce the background contribution. An overview of all applied event selection criteria in the
different channels is given in Table 4.2.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

Event selection in the 0-lepton channel

The characterizing selection criterion for the 0-lepton channel is the missing transverse momentum
Emiss
T induced by the escaping neutrino pair. Events are selected if they have an offline reconstructed

Emiss
T of at least 150. This cut is further tightened to 200 GeVin the merged regime. Events are

selected if they have an pmiss
T larger than 60 GeVwith similar azimuthal orientation as the Emiss

T by
requiring ϕ(Emiss

T , pmiss
T ) < π/2.

The Emiss
T can be faked by inaccurately measured input objects. A selection requirement on σEmiss

T

is set to reduce contributions from fake-Emiss
T . The requirement is defined such that it optimizes

search sensitivity. The threshold value is parameterized as a function of the transverse di-boson mass,
mT,Zh.

The sum of the transverse momenta of all hard objects in the event, HT, is used to discriminate
signal and background processes. For events with two jets HT has to be larger than 120 GeV, for jet
multiplicities of at least 3 jets it has to be larger than 150 GeV.

Events with leptons are rejected. Events with hadronically decaying τ-leptons are discarded for the
interpretation of the results by a Z ′ or a A signal hypothesis. The W ′→ ν` analysis shows a significant
fraction of events in which the lepton is not reconstructed and a large Emiss

T shows instead. In this case,
the τ-veto is repealed and events with up to 1 τ-lepton are included in the statistical interpretation of
data. However, the fraction of events containing τ-leptons is about an order of magnitude smaller
than those without. The background composition between events with and without τ-leptons are
similar, except a slightly decreased contribution from the Z+jets background components. Differences
between the τ-lepton inclusive and the τ-vetoed signal and control regions are small for background
processes. For a combined interpretation of the 0- and 1-lepton channel data by a W ′ signal, the results
shown in this thesis are derived specifically for the τ-lepton inclusive selection. For background
processes, the intermediate results for the τ-lepton inclusive and the τ-vetoed signal and control
regions are similar and not shown explicitly.

Motivated by the expected back-to-back topology of signal events in the transverse plane, the following
requirements to azimuthal angles between objects are set. The selected jets from the Higgs decay must
satisfy the condition ∆ϕ( j1, j2) < 7/9π to suppress the selection of back-to-back produced bottom or
top quark pairs. An analogue requirement to track jets in the merged category is implicitly fulfilled by
the large-R jet association. The back-to-back topology of the Higgs boson and the gauge boson is
implemented by a requirement on the separation between large-R jet and Emiss

T by ∆ϕ(J, Emiss
T ) > 2π/3.

Additionally, events are discarded if any reconstructed small-R jet is close to the Emiss
T by an azimuthal

separation of ϕ( j, Emiss
T ) < π/9 for a small-R jet multiplicity of up to three and ϕ( j, Emiss

T ) < π/6
otherwise.

The signal acceptance and selection efficiency is strongly dependent on the resonance mass and
moderately dependent on the spin of the resonance. The acceptance × efficiency for the four considered
signal scenarios is shown in Fig. 4.5.
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Figure 4.5: The expected signal event selection efficiency as function of the resonance mass in the 0-lepton
channel, for the signal benchmark scenario of a (a) HVT Z ′ boson and (b) HVT W ′ boson as well as a
pseudo-scalar A boson produced via the two production modes (c) ggA mode and (d) bbA mode [147].
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Figure 4.6: The expected signal event selection efficiency as function of the resonance mass in the 1-lepton
channel, for the signal benchmark scenario of a HVT W ′ boson. [148]

Event selection in the 1-lepton channel

The 1-lepton channel is characterized by the selection of exactly one muon or electron. The lepton
must satisfy the tight identification criteria and no other leptons with loose identification criteria are
allowed. The pT of the lepton has to be above 27 GeV. And must be spacially consistent with the
object that triggered the event recording. In case of an electron (muon) event, a minimum Emiss

T of
40(80) GeVis required. In the events with the merged event topology, the minimum Emiss

T requirement
is raised to 100 GeV to suppress contributions from multi-jet background. Furthermore, to suppress
multi-jet and top quark background components, events are rejected if containing more than 3 small-R
jets. The reconstructed W boson momentum must satisfy a minimum pT,W , consistent with the
back-to-back topology of signal events. The pT,W threshold is parameterized as a function of the
reconstructed resonance, given in Table 4.2.

The transverse mass of the W boson is defined as

mT,W =

√(
pT,` + Emiss

T ))2 −
(
®p`,T + ®Emiss

T

)2
, (4.4)

and is required to be below 300GeV. Here, ®p`,T is the transverse component of the leptonmomentum.

The signal acceptance and selection efficiency is strongly dependent on the resonance mass. The
acceptance × efficiency for the W ′ signal is shown in Fig. 4.6.

Event selection in the 2-lepton channel

The 2-lepton channel is characterized by a lepton pair originating from a single Z decay. Therefore,
signal leptons are required to have the same flavor. Muons are furthermore required to have opposite
charge. Electrons are subject to high charge misidentication rates and no requirement to the charge is
set. Events containing a third lepton satisfying the loose identification criteria are discarded. At least
one of these leptons is required to match one of the objects that triggered the event recording. The
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Figure 4.7: The expected signal event selection efficiency as function of the resonance mass in the 2-lepton
channel, for the signal benchmark scenario of a (a) HVT Z ′ boson as well as a pseudo-scalar A boson produced
via the two production modes (b) ggA mode and (c) bbA mode. [147]

offline reconstructed pT has to be at least 5% above the corresponding trigger threshold. Leptons have
to pass a pT requirement of at least 27(25) GeVfor the leading (sub-leading) lepton. The invariant
mass of the di-lepton system must be compatible with the Z boson hypothesis, satisfying a mVh

dependent condition. The condition suppresses contributions from backgrounds without real Z → ``

decays, as tt̄ and multijet backgrounds. The leptons within tt̄ processes are produced in leptonic W
boson decays and thus contain neutrinos. To reduce such background a veto on Emiss

T is applied via
the mVh dependent condition given in Table 4.2.

The Z boson pZ
T has to satisfy a requirement increasing with higher resonance masses, reflecting

higher expected momenta in high-mass resonances. The pZ
T requirement is repealed for events with

mVh < 320 GeV.

The signal acceptance and selection efficiency is strongly dependent on the resonance mass and
moderately dependent on the spin of the resonance. The acceptance × efficiency for the Z ′ and the
pseudo-scalar A (bbA mode and ggA mode) is shown in Fig. 4.7.
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Figure 4.8: Overview of the expected background and observed total event yields in the various signal regions
employed in the V h resonance search. The top quark and tt̄+HF background components are combined into a
single sample for the statistical interpretation of data when searching for the HVT Z ′ and W ′ bosons as well as
the ggA mode of the pseudo-scalar A boson production. The lower panel shows the relative contribution of the
corresponding background component with respect to the total expected background.

4.3 Background estimation

The 1-lepton channel and the resolved regions in the 0-lepton channels are mainly occupied by top quark
background components. The relative contribution of top quark background components decreases
with increasing diboson mass mVh. For a high mass HVT resonance, i.e. not yet excluded Z ′ or W ′

masses, the most sensitive kinematic regime are predicted to be dominated by the Z+jets (bb,bc,cc)
and W+jets (bb,bc,cc) background components. The 0- and 2-lepton channel is occupied by Z+jets
background components, while the 0 and 1-lepton channels also yield significant contributions from
W+jets.

On the other side, the top quark contribution increases with increasing b-tagging multiplicities and
becomes the most relevant background component in the bbA mode sensitive regions in the 0-lepton
channel. Signal regions with at least 3 b-tagged jets (small-R jets or track jets) in the 0-lepton channel
are dominated with a fraction of over 90% by top quark background components. As described
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4.3 Background estimation

in Section 4.1, for the interpretation of data by a 2HDM signal produced via the bbA mode, the
tt̄+HF is treated individually. While this tt̄+HF component contributes less than 30% of all top quark
background components in the 0-lepton channel, tt̄+HF is the major top quark background component
in the 2-lepton channel, with up to 80% of the top quark background processes.

Before studying data in the actual signal region (SR) comparisons between prediction and observation
are required to ensure the validity of the background description. This is possible in signal depleted
event selections using recorded data without risking an observation bias.

In addition to the 25 SRs, signal depleted CRs are defined to control the background modeling, i.e. to
constrain open parameters in the background description. In particular, the normalization of the main
background components, top quark background components and V+jets, is determined entirely in the
final fit. The constraint on individual background components is driven by dedicated regions with
negligible signal content and kinematically closely related to the signal regions. The total expected
and observed event yields in the control regions is shown in Fig. 4.9.

Two types of CRs are defined: The inversion of the Higgs boson candidate mass requirement, referred
to as mj j/J -sideband CRs, is defined corresponding to each SR for the reconstructed mass, in the
range of 50 GeV ≤ mbb ≤ 200 GeV, sparing the signal regions. The mj j/J -sideband CRs in the
2-lepton channel are not incorporated in the final fit but is used to validate and correct the background
description.

The second type of control region targets the top quark background components. It is defined in the
2-lepton channel by inverting the same-flavor condition of the two leptons, i.e. requiring an electron
and a muon. The tt̄ CR is almost pure in top quark background components, which can be seen
in Fig. 4.9. It gives a good handle on the open parameters in the modeling of top quark background
components, in particular the top quark normalization and relative composition of its sub-samples
tt̄+HF and tt̄+LF in the interpretation of a signal produced via the bbA mode. The mj j/J -sideband
CRs, the tt̄ CR and the signal regions are simultaneously fitted in the final statistical interpretation
in Section 4.7 and enable the constraining of free parameters in the background prediction. In the
interpretation of data by a signal produced via the bbA mode, the mj j/J -sideband CRs are not included,
since the additional signal regions with add. b-tag are sufficient to constrain the open parameters in
the fit.

Additionally, a further group of signal depleted event selection is used, referred to as validation regions
(VR). In contrast to the CRs, the VRs are not included in the fit but serve background validation
and correction studies. For all sub-channels an event selection with an applied b-tag veto is used to
validate the description of V+jets background components. The 0-tag VRs are defined as an mj j/J
inclusive selection and have better statistical precision than the SRs. The inclusion of the 0-tag
validation region (VR) in the fit would dominate the determination of many free parameters. A
determination of parameters in this region is disfavored, since the most dominant process in this region
is V+jets (l), which has an almost negligible contribution to the most signal-sensitive SRs, i.e. regions
with 2 b-tagged jets. However, known mismodelings in the simulation of kinematic observables in
similar phase space [150] in samples generated by Sherpa are studied in this region.

Lastly, to estimate the effect of non-prompt leptons by either multi-jet background components or
semi-leptonic decays of tt̄ or Wt processes in the 2-lepton channel, same-sign VRs are designed.
Same-sign VRs are defined by the same selection criteria as the SR, but demand two muons of the
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Figure 4.9: Overview of the expected and observed total background yields in the various control regions
employed in the V h resonance search. The background components top quark and tt̄+HF are combined for the
statistical interpretation of the Z ′, the W ′ and the ggA mode of the pseudo-scalar A production. The lower
panel shows the relative contribution of the corresponding background components. The mj j/J -sideband CRs
in the 2-lepton channel are not incorporated in the final fit but is used to validate and correct the background
description.
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4.3 Background estimation

same sign. The same-sign VRs show that the impact of non-prompt lepton background contributions
is negligible for the 2-lepton sub-channel.

Background modeling correction

All observables used for either the event selection or the reconstruction of the final discriminant, mVh,
were studied blinded in the control region (CR) and VR. Some kinematic observables show significant
and systematic discrepancies between prediction and observation. This expresses as a systematic
slope in the ratio between observation and prediction as a function of the examined observables. Due
to the close relationship between mj j/J -sideband CRs and SRs, the observed slope is expected to be
similar in the SRs. Observed mismodeled variables in this sense are the pT distributions of the Higgs
candidate and the pT distribution of the reconstructed gauge boson.

The the pT distribution of the Higgs candidate, pj j
T , in the 0- and 2-lepton resolved categories are

corrected by a scale factor applied to all V+jets events.The pj j
T mismodeling in the 0- and 2-lepton

channel is assumed to be caused by Z+jets background only, because the top quark background
components do not show corresponding slopes in the dedicated tt̄ CR. The scale factor is derived
within CRs or VRs.

In the 0-lepton channel, the resolved 0-tag VR region is used to derive the scale factor for events with
the resolved topology. For this purpose, the predicted pj j

T distribution from non-Z+jets background
components are subtracted from the observed pj j

T distribution. Subsequently, the ratio between the
pj j
T distributions of the reduced observation and Z+jets background components is compensated

by an adequate pj j
T dependent scale factor. Similar scale factor functions are also computed in the

mj j/J -sideband CRs for different b-tagging multiplicities. The so-derived functions agreed within the
statistical uncertainty with the 0-tag VR but suffered from poor statistic precision. The weight function
for events in the 0-lepton channel, illustrated in Fig. 4.10, is applied to all events reconstructed by the
resolved reconstruction technique.

Similar studies in the mj j-sideband CRs of the 2-lepton channel show significant differences in
the derived weight functions for different b-tagging multiplicities. Therefore, two different weight
functions are used for all signal and control regions with the according b-tagging multiplicity, as
shown in Fig. 4.10.

For both, the 0- and the 2-lepton channel, the unweighted distributions are treated as a 1σ uncertainty
on the distribution of the final discriminant in the fit.

Other variables, i.e. pmiss
T , pVT , Emiss

T and pJT, also show mismodelings. Due to their correlation to the
pj j
T distribution, some mismodelings can be partially fixed by the pj j

T reweighting. In addition, these
observables are also the base for a analogous reweighting procedure. However, subsequent blinded CR,
background-only fitting studies show the corresponding unweighted distribution to be more consistent
with the data than the reweighted distributions. Therefore, instead of using the reweighted function as
nominal prediction in the final fit, the additionally reweighted distribution are used as 1σ variation of
corresponding non-closure uncertainties.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson
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Figure 4.10: Event-wise scale factors as a function of the pj j
T are applied to events reconstructed by the resolved

reconstruction technique in the 0- and 2-lepton channels. The scale factor remains constant for values beyond
the axis range.

Only in the case of the 0- and 2-lepton channels, the nominal distribution is the result of a pj j
T -

reweighting for the and without reweigting in the 1-lepton channel.

In the 0-lepton channel a non-closure uncertainty corresponding to the pmiss
T -reweighting is imposed

to all mT,Zh distributions of all resolved sub-channels. Two distinct pmiss
T -reweighting functions are

defined separately for the 1 and for the 2 b-tag data regions. In the 1-lepton a non-closure uncertainty
that is derived by a reweighing on the W boson momentum, separately for 1-and 2-tag data regions
with the resolved event topology.

In all three channels a m(T,)Vh distribution resulting from a Higgs boson candidate pJT-reweighting
specifies a further non-closure uncertainty for the merged categories. The underlying function of pJT is
derived separately for all regions with different tagging multiplicities in the 0- and 1-lepton channel,
and (tag-)inclusively for the 2-lepton channel. Latter is treated inclusively due to the poorer statistical
population in the merged categories of the 2-lepton channel.
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4.4 Systematic uncertainties

4.4 Systematic uncertainties

Imperfect theory description of signal and background processes as well as imperfect simulation
of the detector response lead to a number of systematic uncertainties, impacting the final statistical
interpretation of data.

These systematic uncertainties can be classified into three groups: The experimental uncertainties
from the imperfect description of particle reconstruction and identification efficiency, as well as
their energy or momentum measurement; the theory uncertainty on the predicted cross section; and
the modeling of kinematic properties of signal and background processes and uncertainties on the
data-driven normalization and modeling corrections based on the dedicated CRs (c.f. Section 4.3).

A given source of a systematic uncertainty will modify the normalization or the shape of the final
discriminant m(T,)Vh in a given process. The resulting m(T,)Vh distribution corresponding to the
uncertainty of one standard deviation is referred to as variation with respect to the nominal distribution
and is used in the final fit as a constraint on the parameterized description of the final discriminant.

Experimental uncertainties are induced by biases in the instrumentation setup, e.g. miscalibrated
energy scale or reconstruction efficiency. Such sources simultaneously affect all signal and background
processes. Thus, the impact of a given experimental source of uncertainty is correlated among all
signal and control regions and physics processes. These uncertainties are discussed in Section 4.4.1.

Theoretical modeling uncertainties such as the uncertainties on the parton shower model or the
choice of the renormalization and factorization scales, are related to the event generation. In addition,
the uncertainties due to higher-order loop corrections may affect both, the normalization and to a
smaller extent also the kinematic properties of a given process. Such theory uncertainties are a priori
process-related and thus uncorrelated among all signal and background processes. These theory
uncertainties are discussed in Sections 4.4.2 to 4.4.4.

Finally, systematic differences between prediction and data are observed in the dedicated CRs (c.f.
Section 4.3). These mismodelings are not covered by the sources of uncertainties mentioned above
and are taken into account via dedicated non-closure uncertainties.

4.4.1 Experimental uncertainties

Experimental uncertainties arise from the imperfect simulation of the detector instrumentation response
to final state particles, affecting the luminosity measurement, trigger efficiencies, reconstruction and
identification of leptons and jets, b-tagging efficiencies and estimation of non-suppressed pile-up
contributions to jets. Impact of experimental uncertainties on the discriminant observables in this
analysis is estimated by varying the corresponding parameters in the simulation of the detector
response, separately for each simulated sample. Each of these experimental systematic uncertainties
simultaneously affect the different signal and background processes in all data and control region
regions.

Experimental uncertainties can be classified by the reconstructed object they are related to: Small-R and
large-R jets, muons, electrons, the b-tagging, or to the event as a whole.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

small-R jets The calibration of the jet energy scale (JES) and the measurement of the jet energy
resolution (JER)[51] is subject to multiple sources of uncertainty. The JES is determined in-situ in
three stages (c.f. Section 2.4.5) Each of these steps induces systematic uncertainties, e.g. due to
simulation or determination of the momentum of the recoiling object. Embracing effects also from
jet flavor dependence, background jet rejection efficiency, the calibration has been performed with
a set of 125 parameters in total. In order to reduce the number of free parameter, an eigenvector
decomposition has been performed for the 98 1-dimensional terms (i.e terms only depending on
pT) to 15 effective parameters. The effective parameters are grouped by the uncertainties’ origins:
Detector effects, fragmentation and hadronization model, statistical uncertainty in the calibration
and a mixed term. Including two dimensional terms, e.g η-dependent, a total of 30 individual
uncertainties from the JES calibration are considered. Each of these uncertainties are treated as
individual parameter in the final statistical interpretation of data. Furthermore, the measured width of
the JER is simulated in MC by a Gaussian smearing of the jet energy. The width of the smearing
is determined in-situ [51]. The covariance matrix has been decomposed to the six leading effective
terms, plus one term encapsulating the residual uncertainty. The impact of the uncertainties on the
JER to the mVh-distribution is propagated by an additional smearing corresponding to each effective
parameter of the JER measurement. The effect on the normalization induced by uncertainties resulting
from the JES (JER) calibration, added in quadrature, sums up to 3.3% (0.2%) in the signal regions
with the resolved event topology and 1.2% (0.5%) in signal regions with the merged event topology.

The JVT rejects jets that do not have their origin in the events primary vertex. The efficiency of
the JVT has been estimated [89]. The impact of uncertainties on the JVT efficiency to the m(T,)Vh
distribution is evaluated. The normalization of the total background amounts to 0.6% (0.1%) in
regions with the resolved (merged) event topology.

large-R jets The uncertainties induced by the large-R-jets are estimated by comparing calorimeter-
and track-based energy measurements and mass measurements in observation and prediction [78, 81].
The covariance matrix describing the uncertainties in the subsidiary JES calibration measurement
is decomposed in 5 orthogonal uncertainty components, describing a baseline term, the residual
difference between observation and prediction, the fragmentation and hadronization model, the total
statistical uncertainty of the calibration and uncertainties related to the tracking. The jet energy
resolution (JER) for large-R jets are evaluated by an additional smearing of the jets’ mass or energy.
The smearing is performed by an additional component, a relative 2%, reflecting the uncertainty on
the measured resolution [81].

The jet mass resolution (JMR) for large-R jets is simulated, similar to the JER, by smearing the
reconstructed jet mass according to a Gaussian distributed random value with the width of the JMR
as obtained from the calibration. The JMR is a pT and η dependent property. The uncertainty on
this JMR is estimated to be 20% of the nominal JMR [81, 186]. The impact of this uncertainty on
the event reconstruction, the event selection and the distribution of the final discriminant m(T,)Vh is
evaluated by an additional smearing of all reconstructed large-R jets in the event. The smearing
is performed by artificially modifying the jet four-momentum to match the large-R mass, which is
obtained by employing Gaussian distributed random values with the width of 20% of the nominal JMR.
The distribution obtained by the smearing represents a 20% worse JMR, reflecting the upper +1σ
JMR uncertainty. Eventually, the obtained m(T,)Vh distribution is mirrored with respect to the nominal
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4.4 Systematic uncertainties

m(T,)Vh distribution, representing the −1σ JMR uncertainty. The ±1σ variations are fully correlated
between all sample, signal and control regions. Statistical fluctuations in the ratio between the smeared
and the nominal distributions are smoothed by the methodology described in Section 4.4.2. Due to
large statistical fluctuations in the regime above m(T,)Vh ≈ 2 TeV for background processes, only one
bin is used to cover the range between 2 and 5 TeV.

The smearing is applied to the jets before the object and event selection and is also affecting the jet
transverse momentum to a small extent. The m(T,)Vh value of an individual event is affected by the mJ

smearing only to a minor degree, since the resonance mass mainly assembles from the momentum of
the decay products and their separation angle. The main effect of smearing is the induced migration
between the mj j/J -sideband CRs and the corresponding signal regions. The smearing reduces the
background content in the mj j-sideband CRs by 0.5% above 700 GeV in all channels. The migration
effects are differently pronounced, depending on the transverse momentum of the Higgs boson
candidate, that is strongly correlated to the reconstructed diboson mass. Therefore, the shape of the
m(T,)Vh is affected by the uncertainty on the JMR.

The impact of the JMR uncertainty on the final discriminant m(T,)Vh distribution depends whether the
main part of the mass distribution mJ of the corresponding sample is distributed within, below or
above the mJ selection window. The effect of the JMR uncertainty is therefore expected to be different
between top quark, V+jets, SM diboson processes (V h and VV) and signal processes and evaluated
separately for each of these background components. To increase statistical precision, the relative
uncertainty for all Z+jets and W+jets components is determined from an V+jets inclusive selection.
The studied effect of the JMR uncertainty on the QCD induced jets is expected to behave similar for
W+jets and Z+jets.

Fig. 4.11 shows mJ distribution of for top quark and V+jets background components and the relative
change of the mJ and mT,Zh distributions. The top quark component is shown for the 1-lepton 2
b-tag merged mJ -sideband CR and signal region and the V+jets in the 0-lepton 2 b-tag merged mJ -
sideband CR and signal region. These both background components are each the leading background
components in the respective regions. A more complete set of plots showing JMR uncertainties
including the different background components in all three channels as well as 1 tag regions and the
effect on the resolved mj j-sideband CRs is given in Appendix C.2. No difference is seen between 1,
2 b-tag regions. The 1, 2 and 3+ b-tag mj j/J -sideband CRs are evaluated inclusively. Furthermore,
no distinction is made between events with and without additional b-tagged track jets, that are not
associated to the Higgs boson candidate. Since the resolved mj j-sideband CRs are prioritized over
the merged mJ -sideband CRs, a step is visible between SR and the mJ -sideband CR in Figs. 4.11(a)
and 4.11(b). The main migration occurs between the merged SR and the resolved mj j-sideband
CRs.

For a large range in m(T,)Vh (above 1 TeV), the contributions from top quark in the signal region is
increased by the additional smearing by about, while it is reduced in the mj j/J -sideband CRs. In
contrast, contributions from the V+jets component is increased by 2% for masses above ≈ 1.2 TeV
and reduced by 2% for low masses (≈ 500 GeV), leading to a harder m(T,)Vh spectrum. The impact of
the JMR uncertainty on the signal region m(T,)Vh distribution is lower than the statistical precision of
the MC samples and less than 0.5%
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Figure 4.11: (a),(b) Expected mJ distribution of Higgs boson candidate jets in the mJ -inclusive combination
of SR and mJ -sideband CR for (2 b-tag) for (left) top quark and (right) V+jets background components. The
ratio panel shows the relative uncertainty effect of the JMR uncertainty. The relative change obtained by the
described smearing is indicated as blue, dashed line (+1σ). The impact of the JMR uncertainty on the m(T,)Vh
distribution is shown in the 2 b-tag (c),(d) mJ -sideband CR and (e),(f) signal region for (left) the top quark and
(right) the V+jets background components.
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Figure 4.12: The impact of the JMR uncertainty on the combined expected background m(T,)Vh distribution in
the 2 b-tag (a),(c),(e) mJ -sideband CR and (b),(d),(f) signal region of the (a),(b) 0-, (c),(d) 1- and (e),(f) 2-lepton
channel. The relative change obtained by the described smearing is indicated as blue, dashed line (+1σ).

The described relative change of the m(T,)Vh distribution for top quark and V+jets background
components agrees among the channels within statistical uncertainties. Since the background
composition is different, the total background expectation varies differently for the three channels,
which is shown in Fig. 4.12. The total uncertainty is largest for the mJ -sideband CRs of the 1-lepton
channel with 5%, which is dominated by top quark background components. The uncertainty on the
large-R JMR in other channels amounts to about 1-2%.

Signal processes are affected by the described smearing by a migration from the SRs into the resolved
and merged mj j/J -sideband CRs. No impact on the shape of the signal distribution is induced
by the JMR uncertainties over the relevant range of the m(T,)Vh distribution. The relevant range is
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Figure 4.13: The global normalization uncertainty on the signal efficiency as a function of the resonance mass
in the (a) resolved mj j-sideband CR, (b) merged mJ -sideband CR and (c) the signal region with 2 b-tagged jets.

studied for each simulated signal process between 0.7 to 1.2 times the resonance mass. The total
normalization uncertainty in the SR and the resolved and merged mj j/J -sideband CRs is shown for
HVT Z ′/W ′resonance masses between 500 GeV and 5 TeV in Fig. 4.13. The effect of the JMR
uncertainty on the signal efficiencies is independent on the signal model but only on the signal mass.
This also holds for the other considered signal scenarios (bbA mode, ggA mode in the 0- and 2 lepton
channel as well as the W ′ recorded in the 0-lepton channel). The mass smearing decreases the signal
efficiency in the merged SRs by ≈ 3% for a resonance mass of 1 TeV and up to 8% for resonance
masses of 3 TeV and above. The smeared large-R jet mass leads to an increased signal contribution in
the mJ -sideband CRs by up to 100% in the merged mJ -sideband CRs for the 2.5 TeV and around 5%
for masses above ≈ 1.2 TeV.

The smaller loss in signal sensitivity for lower resonance masses is explained by the generally better
mass resolution at transverse momenta (c.f. Fig. 3.10). Additionally, low resonance mass signal
events migrate primarily into the resolved mj j-sideband CRs, which are prioritized over the merged
mJ -sideband CRs.

b-tagging Uncertainties on the determination of the b-tagging efficiency and misidentification rate
impact the mVh-distribution. Data-to-simulation correction factors have been measured in samples of
tt̄ → bq̄W+W− → `νqq̄bb̄ events for both calorimeter and track jets [98, 100, 183]. Uncertainties on
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4.4 Systematic uncertainties

these correction factors are decomposed into uncorrelated components pertaining the flavor content
for b-jets, c-jets and light-flavor jets. An additional component is added by extrapolating high-pT b-
and c-jet that has been extracted from simulations.

Leptons Systematic uncertainties originating from the reconstruction, identification, isolation and
trigger efficiencies of muons [187] and electrons [70] have a relative small effect on the result. The
impact on the normalization by uncertainties resulting from muons is below 0.4% and from electrons
around 1%. However, in the high resonance mass regime (& 1.2TeV), the spacial resolution of of the
muon trajectory due to detector alignment has the most dominating effect on the signal sensitivity,
referred to as the sagitta resolution bias. In a muon trajectory fixed by three detector interactions, the
sagitta is defined as the distance between the middle interaction point and the connection line between
the both outer points. For a straight line of a highly boosted muon, the reconstructed momentum is
highly sensitive on this source of uncertainty.

Pile-up and luminosity To account for differences in the predictions of the average number of
events per bunch crossing between data and simulation, a correction factor has been applied. The
average number of events quantifies the amount of pile-up activity. The effect of the uncertainty on
this so-called pile-up reweighting has been evaluated. Finally, a global luminosity uncertainty of 1.7%
is applied to the normalization of the simulations [188, 189].

Other uncertainties have been considered, but were found to have a negligible effect: The uncertainty
from τ-lepton reconstruction and calibration have been considered using the recommendations in
Ref. [190]. Effects on the Emiss

T reconstruction from energy scale and resolution of the small-R jets,
leptons and the soft-track [191, 192] have been studied.

Smoothing and symmetrization of experimental uncertainties.

The finite sample size of theMC generated background and signal samples induce statistical uncertainty
leading to large fluctuations between the nominal distribution and the variation, that are unrelated to
the described source of uncertainty. Such fluctuations can cause the fit in the final interpretation of data
to spuriously constrain the describing parameters. The assumption is made, that systematic relative
systematic uncertainties appear smoothly over the range in m(T,)Vh and are by construction centered
symmetric around the nominal value. To mitigate the statistical fluctuations, a smoothing algorithm is
applied on the relative uncertainty, i.e. the ration between variation and nominal distribution. After
choosing adequate bin sizes, with less than 5% statistical uncertainty, the algorithm identifies all local
extrema of the relative uncertainty. Then the bin with the smallest extrema, i.e. most consistent with
the neighboring bin, is merged with the neighboring bin. The merging is repeated until only 4 local
extrema remain.

The resulting +1σ and −1σ distributions are then symmetrized in each bin by,

ñ±σ = nnominal ± n+σ − n−σ
n+σ + n−σ

. (4.5)
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

4.4.2 Theory uncertainties from surrogate samples

The nominal predictions as well as the variations describing the experimental uncertainties are derived
by the full simulation [193] of the ATLAS detector as described in section Section 2.3. This kind of
samples is referred to as standard samples in this paragraph.

Those standard samples consume huge amounts of computing resources for the full simulation of the
detector which is not necessary for the estimation of theoretical uncertainties. For some sources of
modeling uncertainties, no or only a small subset of the standard samples has been simulated. Two
less resource consuming methods are employed to produce corresponding samples. A faster detector
simulation is performed using AtlFast [194], that is limited in accuracy. AtlFast still generates
predictions at the level of reconstructed events. In the other method, the process of detector simulation
and object reconstruction is entirely skipped and the physics objects are taken directly from the objects
at particle level. Such samples, as well as samples corresponding to a small subset of the standard
samples are collectively referred to as surrogate samples.in this paragraph. The context-related
meaning of the term surrogate sample is summarized in Appendix B.12 and explicitly denoted in the
corresponding subsections. This paragraph is describing generically the treatment of the transfer from
surrogate samples to standard samples, for the use in the final statistical interpretation of data. In
order to not describe effects by the variation that actually stem from differences between standard
samples and surrogate sample, for each kind of surrogate sample a nominal sample has been to serve
as reference. The choice of the bin sizes is optimized for each interpretation separately to optimize
search sensitivity. Evaluating the systematic uncertainty is therefore required in a generic, fine binning,
that can be rearranged to match the optimized bin choice of the various interpretations.

Problems arise while estimating relative uncertainties in surrogate samples and transfer them to
standard samples by multiplication. The consecutive, bin-wise division and multiplication enhances
statistical fluctuations and is undefined in regions of phase space with no occupation within the
surrogate samples. The overestimation of the uncertainties in individual bins induced by statistical
fluctuation would cause the final fit to spuriously constrain the describing parameters. Furthermore,
an inter and extrapolation is needed for bins with no surrogate sample coverage.

An algorithm is developed that solves both problems and generates a quasi smooth function employing
a Gaussian kernel smoothing (GKS). In a first step, the histograms are converted to coarser binned
histograms. Too large bins would inflict unfair comparisons between events of different kinematics in
a steeply falling spectrum, systematic effects could easily be hidden by a too coarse bin choice.

The histogram bin width is chosen such to have a statistical uncertainty on the considered bin content
of both compared surrogate samples (nominal and variation) below a certain threshold. Starting at
high m(T,)Vh mass values, each bin range is determined iteratively by lowering the lower boundary of
each bin by 10 GeV until the above requirements are met. The employed threshold is adapted to each
use case of studied physics process and data region to obtain a uniform statistical precision for 12 bins
in each case.

The bin choice for signal samples is chosen relative to the resonance mass in steps of 0.1 · mX in the
range of 0.5 to 1.2 · mX around the hypothesized signal mass.
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4.4 Systematic uncertainties

The GKS has been applied to the relative variations derived employing the descibed binning. The
kernels are defined via a Gauss distribution,

G(x, x0) = exp
{
−

( x − x0

2σ

)2
}
,

with the bandwidth parameter σ. x and x0 are values of the final discriminant, m(T,)Vh. The smoothed
relative uncertainty is sampled in a fine-granular, quasi-continuous histogram, Csmooth, equal the
binning of the nominal distribution. Each Csmooth bin is computed as the Gaussian weighted sum of
adjacent bins of the relative uncertainty, as

Csmooth(x) = 1∑
x0 G(x, x0)

∑
x0

G(x, x0) · C0(x0).

Bins of C0 in which the relative deviation exceeds 70% and the statistical uncertainty of the variation
is compatible with 1 are considered empty and are interpolated by the GKS.

The effect of using different bandwidth parameters in the GKS has been studied in detail and illustrating
example results are shown in 4.14. The mT,Zh distribution for the nominal and an alternative MC
setup of the tt̄ background prescription. The curves resulting from the GKS are shown using σ = 5
GeV, σ = 20 GeV and σ = 80 GeV, respectively. For large σ values, the smoothed distribution tends
to fail to describe characteristic features of the uncertainty curve, while for too small σ values the
smoothed distribution tends to follow statistical fluctuations. The optimal choice of σ is dependent on
the statistical power of the variation and has to be adapted to each process, and channel. As a starting
point, 1/5 of the root mean square (RMS) range of the corresponding background or signal m(T,)Vh
distribution is used. If the resulting smoothed histogram Csmooth is in at least one bin not compatible
within 1 standard deviation to the original histogram, C0, then the bandwidth parameter is lowered
by 20% and the smoothing repeated starting with C0. The reduction of σ is repeated until Csmooth

and C0 is consistent within statistics. This procedure preserves statistically significant deviations
but smooths statistical fluctuations. The bandwidth for the most mVh distributions turns out to be
≈ 35 GeV. The final result of the smoothing is not sensitive to the precise value of σ but rather on the
order of magnitude.

After the smoothing, in case of two sided variations, the variations are symmetrized employing Eq. (4.5)
or otherwise mirrored with respect to the nominal distribution. To prevent the smoothing to affect
the corresponding global normalization, the smoothed variation is scaled to match the original
normalization.

4.4.3 Theory uncertainties for background processes

The impact of the theory uncertainties on the expected background m(T,)Vh distributions is evaluated
for the most relevant background sources, top quark, V+jets, which are studied separately for each
signal and control region. The components of the V+jets (Z+jets (bb,bc,cc), Z+jets (bl,cl), Z+jets (l),

129



4 Search for diboson resonances decaying to a gauge and a Higgs boson

200 250 300 350 400 450 500 550 600
 [GeV]Tm

3−10

2−10

1−10
A

rb
itr

ar
y 

un
its Simulation

 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
resolved SR, 2tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

200 250 300 350 400 450 500 550 600
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 5.0 GeV)σSmoothed ( 500 600 700 800 900 1000
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
merged SR, 1tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

500 600 700 800 900 1000
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 5.0 GeV)σSmoothed (

200 250 300 350 400 450 500 550 600
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
resolved SR, 2tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

200 250 300 350 400 450 500 550 600
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 20.0 GeV)σSmoothed ( 500 600 700 800 900 1000
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
merged SR, 1tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

500 600 700 800 900 1000
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 20.0 GeV)σSmoothed (

200 250 300 350 400 450 500 550 600
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
resolved SR, 2tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

200 250 300 350 400 450 500 550 600
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 80.0 GeV)σSmoothed ( 500 600 700 800 900 1000
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
merged SR, 1tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

500 600 700 800 900 1000
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

 = 80.0 GeV)σSmoothed (

200 250 300 350 400 450 500 550 600
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
resolved SR, 2tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

200 250 300 350 400 450 500 550 600
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

Smoothed (dynamic bandwidth) 500 600 700 800 900 1000
 [GeV]Tm

3−10

2−10

1−10

A
rb

itr
ar

y 
un

its Simulation
 = 13TeVs

 backgroundtt

qqνν → Zh →Z'
merged SR, 1tag

 (ATLFAST)tnominal t

Powheg + Herwig7 variation

500 600 700 800 900 1000
 [GeV]Tm

0.9
0.95

1
1.05

1.1

no
m

va
r

Smoothed (dynamic bandwidth)

Figure 4.14: Demonstration of the evaluation of the mVh dependent relative uncertainty, in an example Pythia
8 – Herwig 7 comparison. The prediction of mVh distributions using surrogate sample using nominal or varied
generator setups have been compared. A Gaussian kernel smoothing has been applied to mitigate statistical
fluctuations and interpolate empty areas. The optimal choice of bandwidth parameter is (sub-)channel dependent
and, therefore, determined dynamically to return a smoothed curve being in statistical agreement with the
original distribution.

W+jets (bb,bc,cc), W+jets (bl,cl), W+jets (l)) are evaluated individually. Theory uncertainties on
the top quark background components are only estimated separately for the tt̄+HF and the tt̄+LF
components for interpretation of data by the bbA mode signal scenario, otherwise inclusively. The
impact of all theory uncertainties are studied separately for each SR and CR.

Normalization differences implied by the different MC samples amount up to 40%. These large
uncertainties are omitted by determining the normalization of those background processes entirely
from data, directly from the simultaneous final fit of the m(T,)Vh distribution in all signal and control
regions (c.f. Section 4.6). Therefore, the theory uncertainties affect only the shape of the final
discriminant m(T,)Vh distribution (shape uncertainties) and the relative normalization between the
various signal and control regions, as described below.

The impact of theory uncertainties on the shape of the m(T,)Vh distribution from the minor background
components, the VV and V h diboson processes are considered to be negligible. The normalization of
those background components is taken from the prediction of the MC generators and a conservative
50% uncertainty on the normalization is assumed.

The estimation of theory uncertainties for top quark background components follows the recommenda-
tions in Ref. [195].
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4.4 Systematic uncertainties

ME generators and SMCs both generate final-state partons. The connection of ME final-state partons
to those of the self-contained parton shower Monte Carlo (SMC) at NLO precision can be achieved by
two different approaches [196]. Powheg-Box-v2, used for the nominal tt̄ prediction, generates the
hardest emission at NLO, independently of the PS algorithm. If interfaced with an SMC, like Pythia,
final-state partons have to be matched to those jets generated by the SMC to avoid double-counting,
inducing an uncertainty due to the choice of the matching scheme. An alternative way of generating
events at NLO is implemented in MC@NLO. Individual terms describing final-state partons of in the
ME and the SMC are divergent, but cancel each other when merged to the actual observable jet. The
scheme used to merge these partons is as well a cause for an uncertainty, similar to the matching in
the Powheg-Box approach. Both approaches are formally at same precision. Discrepancies between
both methods are used to estimate the uncertainty arising from the ME matching method. Hence,
the so-calledME matching model uncertainty to tt̄ background estimated by a comparison of signal
yields predicted by the nominal event generator to the prediction by an alternative event generator
(MadGraph5_aMC@NLO [114]).

Two widely used approaches exist to model the PS. The string (or Lund model [59]) treats all
lower-energetic gluons as fields lines. The cluster model describes the hadronization occurring via
pre-confinement of color singlet clusters [60]. The uncertainty on the tt̄ background event yields
that originates from choice of the PS model is estimated by a comparison between two tt̄ samples.
The nominal sample is generated using Pythia 8, which describes the PS by the string model. An
alternative sample is generated using Herwig 7 [197] simulating the PS by the cluster model.

In the bbA mode interpretation the background prediction the tt̄ samples are split based on the presence
of HF-labeled additional jets in the event. The nominal prediction of tt̄ samples is made by generating
the top-quark pair in the ME while additional b-quarks are generated by the SMC. An uncertainty
on the b-quark generation by the SMC generator is additionally imposed, referred to as the tt̄bb̄
4-flavor-scheme uncertainty. The alternative MC generator setup describes the b-quarks as massive
particles in the parton density function (PDF) and the ME generator produces an additional b-quark
pair (tt̄ bb̄). For the estimation of the tt̄bb̄ 4-flavor-scheme uncertainty, only events containing at
least one b-labeled jet are included. The relative uncertainty is afterwards extrapolated to all events
containing HF-labeled jet (i.e. b- or c-jets)2.

The kinematic of the leading gluon emission is controlled in the PS algorithm by the cutoff scale,
hdamp. The nominal value, found to well model the tt̄ system, is chosen to 1.5 times the mass of
the top-quark. To account for missing higher-order corrections in the ME calculation and the PS
of the leading parton emission, hdamp is varied by a factor 2 to hdamp = 3.0 mt . The event samples
used to estimate uncertainties due to PS, ME matching and a varied hdamp parameter were produced
using AtlFast [194] simplified detector simulation, and are transposed to fully simulated events as
described in Section 4.4.2.

For top quark processes, also the A14 tune [198] and the factorization and renormalization scales, µf
and µR, have impact on hadronically sensitive observables, referred to as initial-state radiation (ISR)
and final-state radiation (FSR). Those hadronic activities have been studied in Ref. [195] and the
enveloping combination from µR, µF and A14 tune variations are identified as appropriate description
for the variations on ISR and FSR activity, as given in Table 4.3. The impact of an increased or

2 Note that corresponding b- (c-)quarks must not be a decay product of a top-quark (b-quark) to label the jet
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

decreased activity from ISR and FSR to the m(T,)Vh distribution of top quark background contributions
is studied. Event weights of the nominal tt̄ sample are recalculated using the adjusted parameters for
the renormalization and factorization scales and the eigenvector variations of the A14 tune.

Table 4.3: Nominal and variation values of parameters used to study the impacts of increased and decreased
activity from initial-state radiation (ISR) and final-state radiation (FSR) in association with the tt̄ system [195].
Parameters of the eigenvariations of the A14 tune are denoted only if larger than 1%.

Source of uncertainty Varied parameter Description Up variation Down variation

Initial state radiation
µR Renormalization scale 0.5 2.0
µF Factorization scale 0.5 2.0

SpaceShower::alphaSvalue αS for ISR VAR3c 0.140 0.115

Final state radiation

µR Renormalization scale 2.0 0.5
SpaceShower::pT0Ref ISR pT cutoff VAR2 1.60 1.50

SpaceShower::pTdampFudge
ISR factorization/

renormalization scale damping VAR2 1.04 1.08

TimeShower::alphaSvalue αS for FSR VAR2 0.139 0.111

The impact of the discussed relative uncertainties on the distribution of other minor top quark
background components (i.e. single-top, tt̄V and tt̄h) are assumed to be equal to the impact in tt̄
samples. The derived relative uncertainties for the tt̄ background component is therefore extrapolated
to the other top quark background components.

The ME matching model and PS model uncertainties on V+jets background processes are both
simulataneously accounted for by comparing the nominal predictions (Sherpa-v2.2.1) to those
simulated by MG5_aMC@NLO-v2.2.2 interfaced with Pythia 8. The generator used for the nominal
samples simulates the PS using the cluster model, while the alternative sample is simulated employing
the Lund model. The nominal generator setup provides a prediction of up to two partons at NLO in
the ME and up to two further at LO accuracy. Additional partons simulated by the PS generator are
merged using the MEPS@NLO merging technique [199]. This technique is opposed to the MC@NLO
matching technique employed in the alternative sample. Major differences in the algorithms result
in a conservative estimation of a convoluted matrix element matching and parton shower (ME+PS)
modeling uncertainty.

The renormalization and factorization scales are a source of uncertainties, These QCD-scale uncertain-
ties for V+jets background components are estimated by varying the renormalization scale, µR, and
the factorization scale, µF , individually by a factor 2, omitting counter-directed variations, resulting in
six combinations3. A event reweighting of nominal events is done by utilizing the varied parameters.
The final QCD-scale uncertainty is obtained from the envelope of of all 6 individual variations.

For Z+jets in the 2-lepton channel, theQCD-scale uncertainties as well as PDF uncertainties described
below are computed from surrogate samples, that are produced employing a full detector simulation
but contain only Z bosons decaying to e+e−. The resulting relative variation is extrapolated to events
decaying via Z → µ+µ−.

For all major backgrounds, i.e. tt̄ and V+jets, the impact of uncertainty of the parton density
function (PDF) is estimated by a common methodology. Two approaches are used. First, the m(T,)Vh

3 (µR, µF ) = (0.5, 0.5), (0.5, 1.0), (1.0, 0.5), (1.0, 2.0), (2.0, 1.0), (2.0, 2.0)
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4.4 Systematic uncertainties

Table 4.4: Nominal and alternative PDF sets that are used to estimate the impact of PDF uncertainties on the
m(T,)Vh distribution.

PDF set Accuracy Ref.

SM background

nominal NNPDF 3.0 NLO [10]100 replica NNPDF 3.0 NLO
alternative set CT14 NLO [11]
alternative set MMHT2014 NLO [12]
alternative set PDF4LHC NLO [200]

HVT and 2HDM signals
nominal NNPDF 2.3 LO [116]

alternative set MSTW2008 LO [120]
alternative set CT10 LO [201]

distributions using the (nominal) NNPDF 30 PDF description is compared to the distributions obtained
by employing alternative sets of PDF, measured by further collaborations [11, 12, 200]. Second, the
intrinsic uncertainty given by the NNPDF collaboration is provided by an ensemble of 100 replica
PDF sets, all within the bounds of their post-fit uncertainties [10]. In addition to the PDF itself, the
impact of the strong coupling constant, αS , used in the nominal description of the PDF is varied, the
resulting distributions are studied independently and treated separately in the final interpretation of
data. The event weights are recalculated based on the kinematics of the initial-state partons involved
in the hard process using the LHAPDF toolkit [13], to match the kinematics of the above described
variations.

The recommended procedure for the estimation of the impact of the intrinsic NNPDF uncertainty
follows two steps. First, each of the 100 PDF sets is applied to predict the corresponding m(T,)Vh
distribution. In each bin in m(T,)Vh, the standard variation of the 100 predictions is considered as the
internal NNPDF uncertainties, calculated as,

∆xNNPDF =

√
1

N − 1

∑
i

(xi − x̄)2 , (4.6)

with N being the total number of PDF in the ensemble, xi the event yield corresponding to the i-th
PDF set and x̄ the average value with the ensemble. The variations obtained by this approach result
each in an uncertainty that is with about 3% almost constant over the full range of m(T,)Vh, i.e. the
impact on the shape of the m(T,)Vh distribution becomes negligible and is in particular smaller than
any of the individual variations. A different approach is to remove the normalization component of
the distributions obtained from each individual element of the PDF ensemble before the bin-wise
calculation of . The resulting shape of the envelope-like variation receives back a normalization
component, that has to be removed by an adequate scaling, since the normalization of the background
is left floating in the fit. While the 100 PDFs are physically compatible with the PDF measurement
performed by NNPDF, the obtained shape does no longer resemble any of the 100 PDFs and in
particular does not parameterize PDF-induced correlations between the bins in the final fit. Is
is however a proper conservative estimation of internal uncertainties from the NNPDF. The final
PDF uncertainty is considered as the largest variation arising from the internal uncertainties or the
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comparisons of different PDF models.

Shape uncertainties

The numerous variations for the 9 (sub-)samples in 46 different SRs and CRs have been independently
evaluated. The following section shows representative signal regions for the most dominant sources of
background components. Since the normalization of the main backgrounds is determined entirely from
the fit, differences in the normalization of between nominal distribution and the various variations are
disregarded here and the normalization proportions between the signal and control region handled
separately by introducing uncertainties on the migration between these data regions later.

Fig. 4.15 shows the theory shape uncertainties on the top quark background components in the 1-lepton
2 b-tag SRs with the resolved and the merged event topology. Corresponding uncertainties to top
quark background components in the 0- and 2-lepton channel agree within the statistical precision of
the used MC samples. Also, the results for the 1 and 2 b-tag region is in general found to be similar.
A more complete set of plots showing modeling uncertainties for other data regions can be found
in Appendix C.3. The largest impact on the shape of the mWh distribution is seen in the PS model with
an increase (decrease) of up to 2% low-mass (high-mass) tail, as can be seen in the first ratio panel.
While the m(T,)Vh spectrum of events with the resolved topology is predicted to be relative softer
spectrum, the spectrum of events in the merged category are predicted to be harder. The distribution
describing the ME matching model uncertainties predicts less entries in both the low- and high-mass
tails by about 1%. The impact of ISR and FSR uncertainties less than 0.5%, while the impact of ISR
even decreases for events with 2 b-tagged jets. The lower impact is explained by the selection bias
of two jets that most likely stem from the hard-interactions top quark decay. PDF uncertainties in
general have a low impact on the m(T,)Vh shape. The impact of the incorporated αS is less than 0.05%
and is neglected in the final statistical interpretation of data. The comparison from the predictions
obtained by different PDF models is found to be smaller than 0.5%, with MMHT2014 giving the
most conservative uncertainty. The last row in Fig. 4.15 shows 6 out of the 100 deviations obtained
by employing the corresponding alternative PDFs. The gray shade indicates the above described
standard deviation (Section 4.4.3) including all 100 PDFs. The obtained uncertainty is larger than
0.5% and thus used as the more conservative estimation of for the PDF uncertainties in the final
statistical interpretation of data.

The additional tt̄bb̄ 4-flavor-scheme uncertainty is shown in Fig. 4.16, as applied to tt̄+HF events in
the interpretation of data with a signal produced via the bbA mode. Here, the bbA mode sensitive
regions are shown, i.e. the 3+ b-tag region with the resolved event topology and the 2 b-tag region
with the merged event topology with additional b-tagged track jets. The generation of the bb̄ by the
ME predicts a significantly harder spectrum, i.e. more tt̄+HF events in the high-mass tails compared
to the nominal predictions, with up to 15% (30%) for the merged (resolved) regions.

The impact of theory uncertainties on the shape ofV+jets is shown in Fig. 4.17 for the Z+jets (bb,bc,cc)
background component in the 0-lepton 2 b-tag regions with resolved and merged event topology.
Further corresponding V+jets components and data regions can be found in Appendix C.3. As for
the top quark background components, the dominating uncertainty is induced by the uncertainty on
the ME+PS modeling. The m(T,)Vh shape obtained by employing the alternative event generators
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4.4 Systematic uncertainties

is predicted to be softer for the resolved data regions while simultaneously harder for the events
with the merged event topology. The ME+PS modeling induces an uncertainty of up to 35% for
masses higher than ≈ 700 GeV in events with the resolved event topology and 10% for events with
the merged topology. Among the six probed variations on the QCD-scales, those with a varied
factorization scale µF are found to give the most conservative limits. The renormalization scale µR has
a significantly smaller effect on the shape of the final discriminant. However, the variations obtained
by simultaneously varying the both scales by a factor 2 is used in the final statistical interpretation of
data. The impact is up to 2% in the merged data regions. The shape uncertainty due to the choice
of the strong coupling constant within the NNPDF description is found to be below 0.1% for V+jets
background components and is therefore not considered in the final statistical interpretation of data.
The comparison from the predictions obtained by employing the MMHT2014 PDF set is found to
be up to 1.5% in the high-mass tails. On the other hand side, the impact of the internal NNPDF
uncertainty is less than 1% in the tails.
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Figure 4.15: Expected mVH -distributions of tt̄ background components in the 1-lepton resolved signal regions
as predicted by Powheg interfaced with Pythia 8 with an integrated luminosity of 139 fb−1(nominal). The
multiple ratio panels show the shape uncertainties without normalization component for uncertainties originating
from theoretical uncertainties. The first row of the ratio panels show the PS model uncertainty; the second
row shows ME matching model uncertainties; third and fourth row show ISR and FSR uncertainties; the three
bottom rows show the uncertainty of the PDF uncertainties and the NNPDF-incorporated αS . The gray shades
in each ratio panel indicate the total uncertainty as used in the final statistical interpretation of data.
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Figure 4.16: Expected mT,Zh-distributions of tt̄ background components in the 0-lepton bbAmode sensitive
signal regions as predicted by Powheg interfaced with Pythia 8 with an integrated luminosity of 139 fb−1in
the (left) resolved and (right) merged signal regions with (top row) two or (bottom row) three or more b-tags.
The ratio panel shows the tt̄bb̄ 4-flavor-scheme uncertainty. The gray shade in the ratio panel indicates the total
uncertainty as used in the final statistical interpretation of data.
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Figure 4.17: Expected mT,Zh-distributions of Z+jets (bb,bc,cc) background components in the 0-lepton signal
regions as predicted by Sherpa with an integrated luminosity of 139 fb−1(nominal). Distribution of the nominal
predictions of Z+jets (bb,bc,cc) background in the (left) resolved and (right) merged signal regions with 2 b-tags.
The multiple ratio panels show the shape uncertainties without normalization component for uncertainties
originating from theoretical uncertainties. The row of the ratio panels show the PS model uncertainty, the
second QCD-scale uncertainties and the three bottom rows show the PDF connected uncertainties. The gray
shades in each ratio panel indicate the total uncertainty as used in the final statistical interpretation of data.
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4.4 Systematic uncertainties

Uncertainties due to migration between different signal and control regions

By leaving the normalization of the above background components as a free-floating parameter in
the final fit, the normalization component within each single data region had to be removed from
the relative uncertainties, to avoid too many degrees of freedom. The relative fractions of a given
background contribution in each signal and control region are taken from the nominal simulation. To
avoid, that the background yields in the various data regions are treated fully correlated in the final fit,
an additional migration uncertainty is assigned, based on the alternative MC samples. Such migration
uncertainty parameters are introduced for each process individually to describe the migration from the
mj j/J -sideband CRs to the corresponding SR, from the regions with resolved event topology to the
merged regions and between the 0- and 2-lepton (1-lepton) channels of corresponding data regions.
These uncertainties are calculated by comparing the nominal total event yields in a given SR or CR to
the yield predicted by an alternative MC sample,

σA→B
w =

√√√√√√√ N∑
var

©­­«
���nvarA

nvarB
− nnom

A

nnomB

���
nnom
A

nnomB

ª®®¬
2

. (4.7)

Here nnom(alt)
A(B) is the number of expected events for a given process in region A(B) as predicted by the

nominal (alternative) MC sample. The alternative MC samples take into account the ME matching, PS
modeling, ISR and FSR, renormalization and factorization scales as well as the uncertainties from the
PDF measurement. For the interpretation of data a signal produced via the bbA mode, the additional
tt̄bb̄ 4-flavor-scheme uncertainty is included as well.

The impact of all theoretical uncertainties is summed in quadrature. The corresponding uncertainty
values are listed in Table 4.5 for the interpretation of data with the HVT model scenarios and
in Table 4.6 for the interpretation by the 2HDM produced via bbA mode.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

Table 4.5: Migration uncertainties for the transition of events between data regions A and B, shown separately
for the dominant background processes. The migration uncertainty between resolved and merged regions is
calculated in an mj j/J - and b-tag-inclusive event selection. (†) was derived by collaboration member [202],
stated for completeness; (*) Not enough statistics in the corresponding regions for the evaluation, a migration
uncertainty of 20% assumed. (**) The migration between the 0- and 1-lepton channels is needed for a
combination of the both channels in the interpretation of data by a W ′ resonances.

channel A→ B top quark Z+jets W+jets
bb, bc, cc bl, cl l bb, bc, cc bl, cl l

0-lepton channel
merged SR→ mJ -sideband CR (1 b-tag) 12% 12% 3% 10% 25% 14% 14%
merged SR→ mJ -sideband CR (2 b-tag) 11% 6% (*) (*) 28% 2% 18%
merged→ resolved (1 b-tag) 20% 14% 15% 8% 30% 35% 24%
merged→ resolved (2 b-tag) 9% 10% (*) (*) 46% (*) (*)
resolved SR→ mj j-sideband CR (1 b-tag) 2% 6% 4% 5% 5% 10% 4%
resolved SR→ mj j-sideband CR (2 b-tag) 2% 5% (*) (*) — — —
1-lepton channel
merged→ resolved (1 b-tag) 20% 9% 13% 29% 15% 13% 20%
merged→ resolved (2 b-tag) 18% 18% 12% 10% 22% 12% 21%
merged SR→ mJ -sideband CR (1 b-tag) 3% 20% 7% 99% 3% 2% 4%
merged SR→ mJ -sideband CR (2 b-tag) 3% 20% 7% 99% 3% 2% 4%
resolved SR→ mj j-sideband CR (1 b-tag) 2% 6% 5% 29% 3% 1% 2%
resolved SR→ mj j-sideband CR (2 b-tag) 2% 6% 5% 29% 3% 1% 2%
2-lepton channel (†)
merged→ resolved 18% 19% 28% 23% 14% 19% 17%
resolved SR→ tt̄ CR 1.2% — — — — — —
Between 0- and 2-lepton channels
merged 21% 8% 6% 5% — — —
resolved (1 b-tag) 7% 5% 6% 4% — — —
resolved (2 b-tag) 7% 5% 6% 4% — — —
resolved (3+ b-tag) 18% 4% 7% 50% — — —
Between 0- and 1-lepton channels**
merged mJ -sideband CRs 12% 28% 27% 34% 4% 4% 3%
merged SR 7% 7% 25% 39% 5% 4% 4%
resolved mj j-sideband CRs 11% 4% 8% 10% 6% 4% 2%
resolved SR 10% 4% 7% 8% 5% 4% 2%
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4.4 Systematic uncertainties

Table 4.6: Migration uncertainties for the transition of events between data regions A and B, shown separately
for the dominant background processes. The migration uncertainty between resolved and merged regions is
calculated in an mj j/J - and b-tag-inclusive event selection. (†) was derived by collaboration member [202],
stated for completeness.

channel A→ B top quark tt̄+HF Z+jets (bb,bc,cc) Z+jets (bl,cl) Z+jets (l)
0-lepton channel
merged→ resolved 8% 46% 12% 21% 50%
2-lepton channel (†)
merged→ resolved 18% 18% 19% 28% 28%
resolved SR→ tt̄ CR 2.4% — — — —
Between 0- and 2-lepton channels
resolved (1+2 b-tag) 7% 50% 5% 6% 4%
resolved (3+ b-tag) 18% 15% 4% 7% 50%
merged 21% 28% 8% 6% 5%

4.4.4 Signal modeling uncertainties

The aim of this analysis is the measurement of or an upper limit on the cross section of a hypothesizes
signal process, σs = σ(pp → X → V h). Therefore, there is a fundamental difference in the
interpretation and the derivation of theory uncertainties of signal processes with respect to those of
background processes. In contrast to background processes, for which the prediction uncertainty is
calculated for nb, the signal uncertainty is given by the uncertainty on the signal selection efficiency,
εs. The number of selected signal, ns, events is by the product of the integrated luminosity, the cross
section and the signal selection efficiency, εs. The signal event yield is described by the freely-floating,
dimensionless signal strength parameter, µ, in the final statistical interpretation and is connected to
the signal cross section via

ns = µ ·
∫

Ldt · σs · εs, (4.8)

with σs normalized to 1 pb. The shape of the signal mVh distribution is calculated as the uncertainty
on the differential, i.e. bin-by-bin, signal selection efficiency, εs(bi). Deviations in the differential
cross section, σ(bi), induced by a theory uncertainty in a given bin bi of the differential distribution,
enter the signal efficiency twice, in the numerator and the denominator,

∆εs(bi) = εnoms (bi) − εalts (bi) =
nnoms (bi) − nalts (bi)

nnoms,total − nalts,total
, (4.9)

where ns,total ∝ σs and ns ∝ σs As a consequence a small normalization uncertainty component fully
correlated to the shape uncertainty remains and is not removed.

Normalization and shape uncertainties have been studied for the 8 signal processes4 for each mass
hypothesis separately. The uncertainties have been evaluated in the signal regions, while the uncertainty

4 bbA mode, ggA mode and HVT Z ′ in 0- and 2-lepton channel and HVT W ′ in the 1- and 0-lepton channel. The latter
channel is not yet included in the final statistical interpretation of data presented in Section 4.7
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

Table 4.7: Eigentunes of the A14 set of tuned parameters [117] used to estimate uncertainties due to parton
shower modeling

Description Pythia 8 tune parameter up down
Var1

MPI+CR (UE activity and incl jet shapes) BeamRemnants:reconnectRange merging probability 1.73 1.69
MultipartonInteractions:alphaSvalue MPI αS 0.131 0.121

Var2

ISR/FSR (jet shapes and substructure) TimeShower:alphaSvalue FSR αS 0.139 0.111
SpaceShower:pT0Ref ISR p T cutoff 1.60 1.50
SpaceShower:pTdampFudge Factorisation/renorm scale damping 1.04 1.08

Var3c

ISR (dijet decorrelation) SpaceShower:alphaSvalue ISR αS 0.140 0.115

on the signal content in the CR has been neglected.

Three sources of uncertainties have been considered: PS model, QCD-scale and PDF uncertainties.
To account for PS model uncertainties, the nominal prediction using Pythia 8, i.e. the string PS
model [59], is compared to the prediction made by employing Herwig 7 [197] (i.e. the cluster
model [60])5. Furthermore the effects of increased or decreased hadronic activities from initial- and
final-state radiation (ISR/FSR), the underlying event (UE) and multiple-parton interactions (MPI)
have been studied by varying the Pythia shower parameter according to the eigentunes [117]. The
parameter values used in the eigentunes are listed in Table 4.7. The combined PS model uncertainty
used for the final statistical interpretation of data is extracted by enveloping the PS model uncertainty
and the quadratic sum of the individual eigentune terms.

Secondly, the used LO PDF set is compared to the predictions of two alternative equally LO PDF
sets, as listed in Table 4.4. Events are reweighted analogously to SM background processes using the
LhaPdf tool [13]. For each signal scenario, the PDF set with the greatest impact on the selection
efficiency is considered the overall PDF uncertainty.

As for the background processes, µR and µF are individually varied by a factor of 2. The largest
deviation in each bin is taken as the total QCD-scale uncertainty. The QCD-scale uncertainty has
been evaluated for the 2HDM signal processes only and show a negligible contribution to the total
signal selection uncertainty. The impact on the signal efficiency for HVT samples is expected to be
lower, since no strong-interaction vertices exist at tree-level. Therefore, no QCD-scale uncertainty for
the HVT signal scenarios is studied.

Replication of a SR-like selection at particle level

Dedicated surrogate samples are produced with both the nominal generator setup as well as adjusted
settings describing the systematic variations from modeling uncertainties described above. For
computing resource reasons, their detector interaction is not simulated but the kinematics are evaluated
using stable particles at particle-level (PL) and transferred to reconstruction level as described

5 The selection efficiency the the bbA mode pseudo-scalar A has not tested separately against a PS variation using the
Herwig generator. The Pythia tune variations are considered to describe the PS uncertainties sufficiently.
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4.4 Systematic uncertainties

in Section 4.4.2. A replication of the signal region selection described in Section 4.2.1 is designed on
particle-level (PL).

Jets are defined by clustering all stable particles except neutrinos and muons using the anti-kt algorithm
with radii R = 1.0 and R = 0.4 for large-R and small-R jets. In addition, in order to replicate track
jets, the variable radius track jet algorithm is used to cluster charged particles. These track jet proxies
are matched to large-R by a simple ∆R < 0.8 criterion, regarding the two leading jets in each large-R
jet only.

A b-label is assigned to track jets and small-R jet, if a PL b-quark could be ghost-associated [90] to
the corresponding jet. b-tagging was imitated based on the pT- and η-depending b-tagging efficiency
for track jets [97] and small-R jets [92] at the 70% working point (c.f. Fig. 2.18). If a jet within
|η | < 2.5 is b-labeled, a b-tag is assigned by a random generator reflecting the corresponding pT- and
η-depending b-tagging efficiency. For non-b-labeled jets, a global miss-tagging rate of 1/313 for
small-R jets and 1/171 for track jets is employed.

The selection requirements for the events on PL are defined in close analogy to those defined in the
SR at reconstruction level, if applicable. The applied cuts are listed in B.13.

To validate the PL selection, the signal selection efficiency as function of the resonance masses is
compared to those at reconstruction level (e.g. Fig. 4.5(a)) The corresponding particle level signal
efficiency is depicted in Fig. 4.18 which agrees well with the efficiencies at reconstruction level. Other
signal selection efficiencies on PL can be found in Appendices C.22 and C.23.
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Figure 4.18: HVT model A,B signal selection efficiencies at particle-level (PL) in 0-lepton SR as function of
the Z ′ mass.

Fig. 4.19 shows the distribution of the mVh reconstructed from components at PL of an HVT signal Z ′

decay with a mass of mZ′ = 500 GeV. The shape of the signal mT,Zh distribution is slightly different
from the distribution built from reconstructed objects shown in Fig. 4.20. However, the here studied
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Figure 4.19: Comparison of a Z ′-boson decay spectrum in PL-events in the 2-tag resolved SR. The discrepancy
has been used to estimate the corresponding uncertainty on reconstruction level after the method decribed
in Section 4.4.2, which is indicated in blue in the lower panel.

uncertainties are assumed to affect the kinematics already at PL. Uncertainties from sources causing
the difference between PL and reconstruction level are described by the experimental uncertainties.

Signal modeling uncertainty results

The shapes of all eight signal scenarios for several different mass hypotheses is evaluated in all signal
regions and the resulting shape variations are used in the final statistical interpretation of data. One set
of such shape variations for the HVT Z ′→ ``bb̄ in the 2-tag resolved region with a mass of 500 GeV
is shown in Fig. 4.20.

The total normalization component can be compactly represented as a function of the corresponding
resonance mass. As for background processes, the dominating theory uncertainty for signal processes
is induced by the PS model, shown in Fig. 4.21 for the HVT Z ′ signal scenario in the 0- and 2-lepton
channels. The most conservative PS model uncertainty for the largest range of resonance masses is
obtained by varying the Pythia tune parameter. This holds for all signal scenarios. In particular
the signal selection efficiency in the resolved regions is impacted with up to 8% at mX ≈ 500 by
uncertainties induced by the shower parameters. In this regime, The leading contribution is induced
by the Var2 set of parameters describing increased and decreased activities from ISR and FSR. With
increasing resonance masses, the Var3c set of parameters becomes leading contribution at resonance
masses of ≈ 1 TeV. The Var3c set of parameters describes the decorrelation of two ISR jets and
their distance in pseudo-rapidity. None of the 3 Eigentunes is negligible. In case the shower tunes
provide the most conservative limits, the 3 variations are treated independently in the final statistical
interpretation of data resulting in a total pre-fit uncertainty corresponding to the quadratic sum of the
individual components.

The PS model uncertainty at higher mass, especially in energy regimes in which the merged event
topology becomes more sensitive than the resolved, the more conservative estimation is obtained by
the comparison between the Lund and cluster models, i.e. the comparison to the sample generated
by Herwig. The uncertainty on the normalization amounts to 5% compared to 3% obtained by the
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Figure 4.20: The expected mVh-distribution of a HVT Z ′→ Zh→ llbb in the 2-lepton resolved signal region.
The three lower panels show the normalization and shape uncertainties due to sources of theory uncertainties.
The gray shade is the uncertainty assumed for the final statistical interpretation of data, composed as described
in the text from the (colored lines) individual uncertainty estimates.

Pythia tune variation. Since the bbA mode signal scenario is most relevant in the mass region below
1 TeV, the estimation PS model uncertainties via the comparison with a Herwig generated sample is
not done.

The impact of varied QCD-scales amounts to less than 0.1% for the ggA mode signal production
and is shown in Fig. 4.22. For the bbA mode, the relative uncertainty induced by the QCD-scale is
shown in Fig. 4.23 and is found to be up to ≈ 3%. Since the signal MC samples are generated at LO
accuracy, in which no QCD vertex exists, no QCD-scale uncertainty is calculated for the HVT signal
scenarios.

The PDF uncertainty is smaller than 1% for all signal scenarios and shown in Fig. 4.24.

4.5 Statistical interpretation methods

The final statistical interpretation of the recorded data is done in two steps. First the each of the
predictions from the competing hypotheses, i.e. the SM hypothesis and the various BSM hypotheses,
is fitted to the data in histograms of the final discriminant, m(T,)Vh. The parameterized predictions
encode all statistical and systematic uncertainties, introduced in the previous sections. In a second step
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Figure 4.21: Relative PS model uncertainty on the HVT model A,B signal selection efficiency in (top row) the
0-lepton and (bottom row) the 2-lepton channel (left) resolved and (right) merged SRs as function of the Z ′

mass. The ratio panels show the normalization uncertainties on the total signal selection efficiency due to the
parton shower, estimated by varying the shower tune parameter by the A14 eigenmodes (upper panels) or by
comparing different generator (lower pannels). The 1- and 2-tag region show similar resulst and are collectively
shown here in a 1+2-tag merged region;

these competing hypothesis are tested against each other for plausibility incorporating the impacts of
these uncertainties and quantify the level of plausibility for all hypotheses.

4.5.1 The binned maximum likelihood fit

The final statistical interpretation of data is done by a binned maximum likelihood (ML) fit to data
that is performed simultaneously in all signal and control regions, implemented by the RooFit
package [203]. The ML fit bases on a likelihood function (LhF) that is a function of the signal strength,
µ, and several so-called nuissance parameters (NPs). The parameter of interest (POI) in this search is
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Figure 4.22: Relative QCD-scale uncertainty on the ggA mode produced 2HDM signal selection efficiency in
SR as function of the A mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged (1+2-tag)
region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1- and 2-tag
region look similar and are collectively shown here in a 1+2-tag merged region;

the production cross section σ(pp→ X → V h) with for different signals with mX (X = Z ′,W ′, A),
that is related linearly to the signal strength parameter. On the other hand, the NPs account for the
several discussed experimental and theory systematic uncertainties as well as normalization of the
simulated backgrounds.

The mVh distributions of all signal and control regions are sub-divided in histogram bins of variable
size, asserting a sufficient statistical precision in each bin. The binning is chosen such that the expected
statistical uncertainty is less than 15%. Additionally, the bin width is required to be larger than the
width of the resonance mass. The bin ranges are determined iteratively by lowering the lower boundary
of each bin by 10 GeV until the above requirements are met.

The likelihood function is given by,

L(µ, ®α, ®γ) =
∏
c

∏
b

Pois
(
nobsc,b | nsigc,b(µ, ®α) + nbkg

cb
(®α)

) ∏
k

fk(α̃ | αk).
∏
i∈bins

Pois (bi(®αb)|γiτi)) .

(4.10)

Here, the double product goes over all bins in all signal and control regions. Pois(nobs
c,b
|nsig

c,b
+ nbkg

cb
) is

the Poisson probability of measuring nobs
c,b

events in the bin. The number of predicted events in each
bin is parameterized by the NPs, ®α and the signal-strength, µ.

The NPs ®α parameterize uncertainties, such as the normalization of the background predictions,
migration between the different kinematic regions or uncertainties on the shape of a signal or
background process. The uncertainties on the shape of a process is described in Section 4.4 by two
variation corresponding to the ±1σ uncertainty due to the particular source. For each source of
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Figure 4.23: Relative QCD-scale uncertainty on the 2HDM signal selection efficiency, produced via the bbA
mode, in (top row) 0-lepton and (bottom row) 2-lepton SR as function of the A mass. The individual panels
show the normalization uncertainties on the total signal selection efficiency due to the QCD-scale uncertainty in
the bbA mode sensitive signal regions. On the left hand side, the resolved regions with 2 or 3+ b-tags are shown
and on the right hand side, merged regions with or without additional b-tagged track jets (add. b-tag) are shown.

uncertainty the associated nuissance parameter (NP) change the according prescription via,

hk(x) =


h0
k
(x) + αk

(
h+
k
(x) − h0

k
(x)

)
, αk ≥ 0,

h0
k
(x) − αk

(
h−
k
(x) − h0

k
(x)

)
, αk < 0,

(4.11)

Here h0
k
(x) is the nominal distribution and h±

k
(x) is the ±1σ variation of the corresponding uncertainty.

The parameters describing these sources of uncertainties are constrained in subsidiary measurements
during the calibration in dedicated control regions or by or by comparing different MC generator
setups.

The parameter α̃ is referred to as prior uncertainty and corresponds to the uncertainty that is estimated
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Figure 4.24: Relative uncertainty on the 2HDM signal selection efficiency in 0-lepton SR as function of the
A mass. The plots show the normalization uncertainties on the total signal selection efficiency due to PDF
uncertainty. The 1- and 2-tag region look similar and are collectively shown in a 1+2-tag (left) resolved and
(right) merged region.

in the subsidiary measurements. The most parameters in this analysis are log-normal constrained,
assuming the logarithm of the NP is Gaussian distributed around the nominal value with a width equal
to its prior uncertainty. This is achieved by a function fk(α̃ | αk)6 that is chosen appropriately and
incorporates information about the NP from the subsidiary measurements. fk is maximal for the
nominal prediction. Thus, an acquired value α̃ , αk would result in a penalty factor in the likelihood
function.

In some cases, the nuisance parameter can be best constrained entirely from data in the dedicated
CRs, which are described in Section 4.3. This is especially the case for the normalization of main
backgrounds, if a signal or control region can be defined that is enriched in this particular background.
These NPs are unconstrained by the likelihood function by setting fk = 1 and are referred as freely
floating NPs. In contrast, the normalization of minor backgrounds cannot be extracted from data and
is also log-normal constrained, assuming a conservative prior uncertainty.

The last term in Eq. (4.10) accounts for the finite size of the MC samples[204], encoded by a Poisson
distribution with the expectation value of γiτi for each bin. This term introduces the NPs γi and a
constant τi that incorporates the statistical MC uncertainty. All NP are collectively represented by the
parameter vector ®θ = (®α, ®γ).

Two types of fits are performed, conditional and unconditional fits. The values for µ and θi that
maximize the likelihood in an unconditional fit are referred to as the maximum likelihood estimator
(MLE), µ̂ and θ̂i. The conditional fit fixes the signal strength to a given value µ. The NPs that
maximize the likelihood in a conditional fit are referred to as ˆ̂θi . a special type of conditional fit is the
background-only fit, fixing µ = 0.

4.5.2 Statistical tests

The final result is interpreted by comparing the plausibility of two alternative hypothesis. The null-
hypothesis, is retrieved from a (conditional, µ = 0) background-only fit. The signal-plus-background

6 fk = ln(βk − αk )2/δi where βk and δi are chosen appropriately.

149



4 Search for diboson resonances decaying to a gauge and a Higgs boson

hypothesis, is retrieved for each signal hypothesis individually by an unconditional fit with a free
floating signal strength parameter µ.

The significance of the results is determined via test statistics proposed in Ref. [205] implemented in
the RooStat package, using the profile likelihood ratio,

λ(µ) =

L(µ, ˆ̂®θ)
L(µ̂, ®̂θ)

ifµ̂ ≥ 0,

L(µ, ˆ̂®θ)
L(0, ˆ̂®θ)

ifµ̂ < 0,
(4.12)

with the likelihood function as defined in Eq. (4.10) and λ(µ) adapting values between 0 and 1.

Test statistic for a discovery The test statistic for a positive signal is defined by

q0 =

{
−2 ln λ(0) µ̂ ≥ 0,
0 µ̂ < 0.

(4.13)

Based on the test statistic, the p0-value quantifies the level of disagreement between the data and the
null-hypothesis. It is defined as

p0 =

∫ inf

q0,obs
f (q0 |0)dq0, (4.14)

with f (q0 |0) the probability distribution function (p.d.f.), that can be approximated [206] by a Gaussian
distribution. The cumulative distribution is given by,

F(q0 |0) = Φ(√q0), (4.15)

with Φ the cumulative of the standard Gaussian. Using this approximation, the discovery significance
is obtained by [205]

Z0 = Φ
−1(1 − p0) = √q0. (4.16)

Test statistic for upper cross section limits In case the null-hypothesis cannot be excluded, the
test statistic for positive signals is defined by7

qµ =

{
−2 ln λ(µ) µ̂ ≤ 0,
0 µ̂ > 0.

(4.17)

7 Note the inequality sign changed direction w.r.t. Eq. (4.13).
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4.5 Statistical interpretation methods

As for the discovery a pµ value is defined as the cumulative distribution

pµ =
∫ inf

qµ,obs
f (qµ′ |µ)dqµ′ = 1 − Φ(√qµ). (4.18)

A value µ is said to be excluded a certain confidence level (C.L.) α if (1− pµ) > α. The Limits quoted
in this thesis show the largest value µ excluded at 95% C.L. . The limit can be calculated as

µlimit = µ̂ + σΦ
−1(α), (4.19)

with σ the uncertainty on the signal strength determined from a pseudo-data set [205]. The uncertainty
on the expected limit is given as N = 1, 2 standard deviation, calculated using [205]

band±Nσ = µ′ + σ(Φ−1(α) ± N). (4.20)

Limits obtained by the asymptotic approximation described above are validated by also been calculated
using pseudo-experiments to in a phase space region that is strongly limited by the low amount of
recorded data. It was found that both statistical methods agree within 20%.

In case a theory provides a one-to-one relationship between theory model parameter and the predicted
cross sections, the resulting limit at 95% C.L. is mapped from the cross section limits to the parameter
space of the corresponding model.

4.5.3 Nuisance parameter pulls and constraints

To assert the validity of the maximum likelihood fit post-fit prescription of the various signal and
control regions are regarded. In addition to the mVh distributions, also the acquired MLE for all NPs,
θ̂i, are regarded. The pull P is defined as

P = θ̂k − θk,0
∆θk

, (4.21)

with θk,0 the nominal (pre-fit) value of θk and ∆θk the prior uncertainty on the corresponding NP.

A priori overestimated uncertainties can be constrained by data. The post-fit uncertainties are extracted
from the diagonal elements of the covariance matrix, that can be estimated by the inverse Hessian
matrix[205],

cov(i, j) ≈ H−1
i, j =

(
−∂2 ln(L(m̂u, ®̂θ)

∂θi∂θ j

)−1

(4.22)

The total post-fit uncertainty is also reduced with respect to the pre-fit uncertainty if multiple
uncertainties cover the same deviations in the prediction. Their individual post-fit uncertainties cannot
be constrained but the combined uncertainty is reduced with respect to the pre-fit uncertainty due to
the non-diagonal elements in the covariance matrix.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

4.5.4 Impact of nuisance parameters on the signal strength

The impact of an individual NP to µ is defined [207] as,

∆µ̂± = ˆ̂µθ0±∆θ, (4.23)

and is estimated by fixing the NP and perform a N-1-dimensional likelihood scan Eq. (4.10) over all
other NP, determine,

L ′(θi) := L( ˆ̂µ, ˆ̂θ1, . . . , θi, . . . ,
ˆ̂θn), (4.24)

with ˆ̂µ, ˆ̂θk are the MLE for µ and θk under the condition of the fixed NP.

The difference in likelihoods is defined as,

∆L(θi) = − ln
( L ′(θi)
L(µ̂, θ̂1, . . . , θ̂i, . . . , θ̂n)

)
= −

(
ln(L ′(θi)) − lnL(µ̂, θ̂1, . . . , θ̂i, . . . , θ̂n)

)
. (4.25)

∆L(θi) = 0 corresponds to the the global maximum likelihood. The scan is performed until
∆L(θi) = 1/2, corresponding to the ±1σ-variation of the fixed parameter. The extreme values of ˆ̂µ is
measured. The interval size in ∆µ̂ = ˆ̂µ − µ̂ denote the corresponding uncertainty conveyed by the NP
to the signal strength.

4.6 The Vh resonance fitting models

Three different BSM fit scenarios are considered. The HVT W ′ signal scenario is fitted to the data in
the 1-lepton channel. Furthermore, the HVT Z ′ signal scenario as well as the 2HDM scenario with an
A boson produced via the ggA mode is fitted to data the 0- and 2 lepton channels simulataneously.
Accordingly, the production of the A boson via the bbA mode is fitted in these two channels with two
major modifications, the separate treatment of the tt̄+HF background component and the addition of
further signal regions with higher b-tagging multiplicity. The signal and control regions that are used
in these three fits are summarized in Table 4.8.

The global normalization of the major background processes is treated as an freely floating parameter.
The normalization of the minor backgrounds is taken from the MC simulations and a conservative,
50% log-normal constrained uncertainty is assumed. The assumed normalization uncertainty for each
background process for the three different fit scenarios is given in Table 4.9.

Additionally, the relative normalization proportion between regions with shared traits, i.e. a merged
signal region and the corresponding merged mJ -sideband CR, is considered by migration uncertainties,
implemented by a further normalization scale acting only on one of the participating data regions.
The pre-fit uncertainty for this migration is given in Tables 4.5 and 4.6 for the HVT fitting scenarios
and for the bbA mode scenario, respectively.
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4.6 The Vh resonance fitting models

Table 4.8: The signal and control regions included in the statistical interpretation of data of the 2HDM and
HVT model hypotheses. The term add. b-tag denotes regions with the merged event topology and additional
b-tagged track jets that are not associated with the Higgs candidate jet.

Fit Channel Resolved Merged Resolved Merged
signal regions signal regions control regions control regions

ggA mode, HVT Z ′ 0-lepton 1, 2 tag 1, 2 tag 1, 2 tag mj j -sideband CR 1, 2 tag mJ -sideband CR
2-lepton 1, 2 tag 1, 2 tag 1+2 tag tt̄ CR –

bbA mode 0-lepton 1, 2, 3+ tag 1, 2 tag, 1,2 add. – –
2-lepton 1, 2, 3+ tag 1, 2 tag, 1+2 add. 1+2, 3+ tag tt̄ CR –

HVT W ′ 1-lepton 1, 2 tag 1, 2 tag 1, 2 tag mj j -sideband CR 1, 2 tag mJ -sideband CR

The individual systematic uncertainties discussed in Section 4.4 are incorporated in the fit by a
parametrization via Eq. (4.11) employing one NP for each uncertainty. The experimental uncertainties
are treated fully correlated between the signal and background processes and among all fitted data
regions, parameterized by 84 individual NP listed in Appendix B.2. NPs describing the theory
uncertainties are treated fully uncorrelated between the different signal and background processes but
fully correlated between the channels and the employed data regions.

All Non-closure uncertainties, that are introduced to capture systematic deviations between prediction
and observation seen in the control regions (c.f. Section 4.3) are described each by an individual
NP.
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Table 4.9: Overview of the nuisance parameters (NP) employed in the maximum likelihood fits in the four signal scenarios

Fit scenario HVT Z ′ / ggA mode HVT W ′ bbAmode
Parameter Prior uncertainty Comment
top quark normalization floating floating floating
tt̄+HF normalization – – floating
Z+jets (bb,bc,cc) normalization floating floating floating ↑
Z+jets (bl,cl) normalization floating floating floating Normalization
Z+jets (l) normalization 50% 50% 50% determined in
W+jets (bb,bc,cc) normalization floating floating floating data control regions
W+jets (bl,cl) normalization floating floating floating ↓
W+jets (l) normalization 50% 50% 50%
VV normalization 50% 50% 50%
V h(SM) normalization 50% 50% 50%
Migration uncertainties c.f. Table 4.5 c.f. Table 4.6 MC-to-MC comparisons (c.f. Section 4.4.3)
Experimental uncertainties 84 NPs for shape + norm.; correlated among all regions and processes Subsidiary measurements (c.f. Section 4.4.1)
Background theory uncertainties NP for shape only NP for shape only NP for shape only MC-to-MC comparisons (c.f. Section 4.4.3)
Signal theory uncertainties NP for shape + norm. NP for shape + norm. NP for shape + norm. MC-to-MC comparisons (c.f. Section 4.4.4)

Non-closure uncertainties 0-lepton 1-lepton 2-lepton
Parameter Applied to Comment
Large-R jet pJT All SM bkg All SM bkg All SM bkg
Small-R di-jet pj j

T V+jets n/a V+jets c.f. Fig. 4.10
pmiss
T Bkg. in resolved topology n/a n/a

Stat. NP, γr,i MC statistical uncertainty Bin-wise
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4.7 Results

For the three described fit scenarios, post-fit distribution of the background-only fits (conditional
µ = 0), is shown in Figs. 4.25 to 4.28. The post-fit m(T,)Vh distribution for the 0-lepton and 2-lepton
signal regions used for the HVT Z ′ and the 2HDM ggA mode interpretation of data is shown
in Figs. 4.25 and 4.26, respectively. The largest excess of events with respect to the SM expectation is
seen in the 2-lepton channel at around 500 GeV, corresponding to a local significance of 2.24σ [147].
The post-fit mWh distributions in the signal regions employed for the interpretation of a W ′ boson
in the 1-lepton channel is shown in Fig. 4.27. Here, the largest deviation from the prediction is
observed at a resonance mass mWh ≈ 3 TeV corresponding to a local significance of 1.1σ. The
2HDM bbA mode interpretation is performed with additional signal regions compared to the ggA
mode interpretation. The post-fit mT,Zh/mZh distribution of those additional signal regions is shown
in Fig. 4.26. The fit strategy for the bbA mode interpretation of data in the 0- and 2-lepton channels is
different from that of the HVT interpretation when it comes to the sub-division of top quark sample
into tt̄+HF and top quark. However, the post-fit m(T,)Vh background-only fit results in the common
signal regions are are similar and not shown explicitly. The largest deviation to the SM prediction is
observed for a resonance mass of 500 GeV, driven by the signal regions that are also included in the
ggA mode signal interpretation. The local significance amounts to 1.7σ.

Since no significant excess over the SM expectation is observed, upper limits at 95% C.L. to the
production cross sections are set. The exclusion contour for a HVT qq̄→ W ′→ Wh signal is shown
in Fig. 4.29. Cross sections from 1.3pb for mW ′ = 400GeV to 0.56fb for mW ′ = 5TeV are excluded.
The cross section predicted by the HVT model A (B) is indicated as purple (blue) line. A W ′ boson
within the benchmark model A (B) is excluded up to a resonance mass of 3.15 TeV [148]. The upper
cross section limit on a HVT Z ′ boson production is shown in Fig. 4.29. The limit ranges from 1.0pb
for mZ′ = 300GeV to 0.4fb for mZ′ = 5TeV. The cross section of a qq̄→ Z ′→ Zh resonance as it is
predicted by the HVT model A (B) is indicated as red (blue) line. The Z ′ boson mass withing the
benchmark model A (B) can thus be excluded up to a resonance mass of 2.9 TeV [147].

The resulting cross section limits on signal gg → A→ Zh signal, fitting the same signal and control
regions, are slightly different due to the different spin properties of the pseudo-scalar A boson. The
exclusion ranges from 0.7pb at mA = 300GeV to 2fb for mZ′ = 1.6TeV. The exclusion contour is
shown in Fig. 4.30. Adding of bbA mode sensitive regions, limits are also set to the production cross
section of the b-associated pseudo-scalar A production mode, which is shown in Fig. 4.30. The limit
ranges from 3.5 pb at 300 GeV to 2 fb at 1.8 GeV.

The 2HDM predicts the A boson production via both production modes, the bbA mode and the
ggA mode, whose relative occurrence is dependent on the 2HDM model parameter. The both
one-dimensional limits given in Fig. 4.30 are statistically dependent, since the employed signal regions
are overlapping and the excess at ≈ 500 GeV is mainly induced by the same events. A simultaneous
scan for signal cross sections of both production modes is performed. The scan is performed by
fixing the cross section for both production modes to values within a 99 × 99-grid and minimizing
the likelihood function. The difference of the negative-log-likelihood (NLL) between the global
maximum and each grid point, ∆(NLL), is used to identify the limit at 95% (68%) C.L. by requiring
∆(NLL) = 5.99 (2.30). The scan is shown in Fig. 4.31 separately for a variety of mass points, with the
best-fit cross sections indicated by a marker. For none of the scanned mass, the best fit value indicates
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Figure 4.25: The expected and observed (post-fit) mZh distribution in the (a),(c) 1 and (b),(d) 2 b-tag signal
regions with the (a),(b) resolved and (c),(d) merged event topology in the 0-lepton channel. The quantity
on the ordinate is the number of events divided by the width of the corresponding bin. The background is
shown after a background-only ML fit to data. The entry "other" summarizes the VV and V h background
component. The lower panel shows the ratio of observed data to the predicted (post-fit) background. The
benchmark model HVT model A is shown normalized to 20 times the theoretical cross section predicted by the
HVT model A [147].
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Figure 4.26: The expected and observed (post-fit) mWh distribution in the (a),(c) 1 and (b),(d) 2 b-tag signal
regions with the (a),(b) resolved and (c),(d) merged event topology of the 2-lepton channel. The background
is shown after a background-only ML fit to data. The entry "other" summarizes the VV and V h background
component. The lower panel shows the ratio of observed data to the predicted (post-fit) background. The
benchmark model HVT model A is shown scaled to 1 pb [147].
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Figure 4.27: The expected and observed (post-fit) mWh distribution in the (a),(c) 1 and (b),(d) 2 b-tag signal
regions with the (a),(b) resolved and (c),(d) merged event topology of the 1-lepton channel. The background
is shown after a background-only ML fit to data. The entry "other" summarizes the VV and V h background
component. The lower panel shows the ratio of observed data to the predicted (post-fit) background. The
benchmark model HVT model A is shown scaled to 1 pb [148].
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(a) (b)

(c) (d)

Figure 4.28: The expected and observed (post-fit) m(T,)Vh distribution in the (a),(c) 0-lepton channel and (b),(d)
2-lepton channel signal regions with the (a),(b) resolved and (c),(d) merged event topology. Shown are the
regions with high b-tagging multiplicities that are sensitive to the pseudo-scalar A boson produced via the bbA
mode. The background is shown after a background-only ML fit to data. The entry "other" summarizes the VV
and V h background component. The lower panel shows the ratio of observed data to the predicted (post-fit)
background. The signal m(T,)Vh-distribution of a hypothesized pseudo-scalar A boson (bbA mode), normalized
to 10 fb−1, is indicated by a red dashed line [208, 209].

159



4 Search for diboson resonances decaying to a gauge and a Higgs boson

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
[GeV]W'm

4−10

3−10

2−10

1−10

1

10

210
W

H
) 

[p
b]

→
W

' 
→

(p
p 

σ
PreliminaryATLAS

bb/ccνl→WH →W' 

-1= 13 TeV, 139 fbs
All limits at 95% CL

Observed limit

Expected limit

1 s.d.�Expected 

2 s.d.�Expected 

=    1
V

HVT Model A, g

= 3
V

HVT Model B, g

500 1000 1500 2000 2500 3000 3500 4000 4500 5000
 [GeV]Z'm

4−10

3−10

2−10

1−10

1

10

210

 Z
h)

 [p
b]

→
 Z

' 
→

(p
p 

σ

 PreliminaryATLAS
-1 = 13 TeV, 139 fbs

Z' combined (0L+2L) limit

95% CL limit
Observed limit
Expected limit

1 s.d.±Expected 
2 s.d.±Expected 

=1
V

HVT Model A, g
=3

V
HVT Model B, g
Expected limit (0L)
Expected limit (2L)

Figure 4.29: Upper limit at 95% C.L. on the pp→ V ′→ V h production cross section times decay branching
ratio as a function of the resonance mass for (top) pp→ Z ′→ Zh [147] and (bottom) pp→ W ′→ Wh [148]
from the combination of the 0-lepton and 2-lepton channels (top) and from the 1-lepton channel (bottom). A
branching fraction h → bb̄/cc̄ of 0.598 [6] is assumed. The predicted dependence of the cross section on
resonance mass is also shown for the two benchmark scenarios, HVT models A and B. The Z ′ boson mass in
benchmark model A (B) can be excluded up to 2.9 TeV (3.2 TeV), while the W ′ boson mass can be excluded up
to 3 TeV (3.2 TeV).
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Figure 4.30: Upper limit at 95% C.L. on the pp→ A→ Zh production cross section times decay branching
ratio as a function of the resonance mass mA for (top) gluon-gluon fusion production gg → A→ Zh [147]
and (bottom) associated production with a b-jet pair pp→ bb̄A→ bb̄Zh [208, 209] from combination of the
0-lepton and 2-lepton channels. The limits obtained from the 0- and 2-lepton channel are indicated separately.
A branching fraction of 0.569 for h→ bb̄ [6] is assumed.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

Figure 4.31: Observed two-dimensional likelihood 95% and 68% upper limits on the production cross section
times branching ratio of the both for a 2HDM pseudo-scalar boson A in bbA vs ggA production mode and
decaying into Zh for A masses in the range 300 to 2000 GeV [208, 209].

the simultaneous production via both modes, which would likely be the case for a large part of the
parameter space in the 2HDM theory.

The cross sections and their underlying signal strengths depend to a large extent on the estimated
uncertainties, in particular the theoretical uncertainties described in Section 4.4.3. The impact ∆µ of
the uncertainties is estimated as described in Section 4.5.4 and two examples for the interpretation of
data in the HVT Z ′ interpretation is shown in Figs. 4.32 to 4.34 for a resonance mass of 500, 700 GeV
and 2 TeV, respectively. Theory uncertainties are for the most resonance masses the most relevant
uncertainties.

Since the pre-fit uncertainty for these theoretical sources is estimated by a comparison of the nominal
prediction to that obtained by an alternative MC generator, the pre-fit uncertainty is a conservative
estimation. By exploiting the information contained in the data within the signal and control region,
these pre-fit uncertainties is significantly constrained and thus the impact on the signal strength is
reduced. The impact is therefore given for each uncertainty with the pre-fit as well as the post-fit
uncertainty.
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4.7 Results

The pull P (c.f. Eq. (4.21)) is overlaid on top of the impact in Figs. 4.32 to 4.34. The dominating
impact on the signal strength with a resonance mass of 500 GeV is caused by PS model uncertainties
of the top quark background. The indicated pull on the top quark’s PS model NP shows that the data is
best described by an intermediate background prediction between the nominal and the alternative MC
setup. For higher masses the theory uncertainty on the top quark prediction becomes less important.
This is in agreement with the fact that the top quark background is located at small m(T,)Vh values.
Instead, the ME+PS modeling uncertainties to the V+jets description become more important.

The production cross section limit of a W ′ and Z ′ is interpreted also in the more general 2-dimensional
parameter space of the HVT, given by the coupling constants gH and gF (c.f. Eq. (1.39)), not restricted
to the benchmark model A or B. The exclusion at 95% C.L. is given for the signal mass hypotheses
of 2, 3 and 4 TeV for both the W ′ boson and the Z ′ boson in Fig. 4.35. The benchmark scenarios
model A and B are indicated by a marker. The produced signal samples employ the narrow width
approximation which is a good approximation for low couplings, gH and gF . For higher coupling
strength this approximation increasingly becomes inadequate which is indicated by a gray shade at
the edges of the parameter space. Simultaneously strong couplings to both the fermion fields and
the boson fields are excluded also for masses beyond the above given mass limits. In contrast, HVT
parameter configuration setting gF to zero is not excluded for any mass point yet. Such a configuration
is referred to as the HVT model C and is discussed in Chapter 5.
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4 Search for diboson resonances decaying to a gauge and a Higgs boson

Δ

Figure 4.32: Impact of the 20 most relevant nuisance parameters on the best-fit signal strength, µ̂, for a Z ′

signal with mZ′ = 500 GeV. The box contours (colored boxes) show the impact for a NP value set to one pre-fit
(post-fit) standard deviation from the nominal NP value. The black dots with error bars indicate the pulls on the
NPs (θ̂ − θ0)/∆θ (lower abscissa). The green box color indicates a negative correlation between the pulls and
the corresponding impact ∆µ.
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rgfsd

Δ

Figure 4.33: Impact of the 20 most relevant nuisance parameters on the best-fit signal strength, µ̂, for a Z ′

signal with mZ′ = 700 GeV. The box contours (colored boxes) show the impact for a NP value set to one pre-fit
(post-fit) standard deviation from the nominal NP value. The black dots with error bars indicate the pulls on the
NPs (θ̂ − θ0)/∆θ (lower abscissa). The green box color indicates a negative correlation between the pulls and
the corresponding impact ∆µ.
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Δ

Figure 4.34: Impact of the 20 most relevant nuisance parameters on the best-fit signal strength, µ̂, for a Z ′ signal
with mZ′ = 2000 GeV. The box contours (colored boxes) show the impact for a NP value set to one pre-fit
(post-fit) standard deviation from the nominal NP value. The black dots with error bars indicate the pulls on the
NPs (θ̂ − θ0)/∆θ (lower abscissa). The green box color indicates a negative correlation between the pulls and
the corresponding impact ∆µ.
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Figure 4.35: Observed limits at 95% C.L. in the 2-dimensional parameter space of the coupling coefficients
to the Higgs boson gH and the fermions gF of the HVT model. The dashed lines indicate the W ′ masses
of 2 TeV, 3 TeV and 4 TeV. The black markers indicate coupling constants defining the benchmark models
HVT Models A and B. The gray area with high coupling indicates the area of phase-space in which the decay
width of the resonance is expected to dominate the signal mWh shape [148].
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CHAPTER FIVE

SEARCH FOR ZH RESONANCE PRODUCTION VIA VECTOR
BOSON FUSION

In this chapter, the feasibility to probe phenomena beyond the Standard Model (SM) via a generic
search for heavy new particles, decaying into a Z boson and a SM-like Higgs boson (h) is studied.
The invariant mass, mZh, of the diboson system is used as final discriminant between signal and
background processes. The Higgs boson is reconstructed from the jets originating from the dominant
h→ bb̄ decay mode, while the Z boson is reconstructed from two oppositely charged leptons of same
flavor (Z → `+`− with `± = e± or µ±). Signal candidate events are selected based on the transverse
back-to-back production of the Z and the Higgs boson. from the two-body decay of a new heavy
resonance produced approximately at rest in the transverse plane. A potential signal would manifest
itself as excess of events in the invariant mass distribution, mZh, on top of a smooth SM background
distribution.

q

q̄

b

b̄

`+

`−

VBF-jet

VBF-jet

X
Z

h

VBF

Figure 5.1: Tree-level Feynman diagram for the production of a heavy particle X via the vector boson fusion
production mode, with the subsequent diboson decay X → Zh.

The search in this chapter is closely related to the analysis presented in Chapter 4, inheriting the
basic event selection criteria and background predictions. While this parent analysis is searching for
Drell-Yan-like (DY) production of resonances via quark-antiquark annihilation (qq̄), gluon-gluon fusion
(ggF) and in association with b-quarks (bbA mode), the search in this chapter focuses on the diboson
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resonance production via vector boson fusion (VBF) alone. This process has a characteristic signature
of two additional jets measured in the forward regions of the detector in opposite η-hemispheres.

The tree-level Feynman diagram for the VBF production of a Zh diboson resonance is depicted
in Fig. 5.1. The two partons from two colliding protons emit vector bosons which fuse into a
new resonance. The partons themselves continue on the path close to the collision axis and are
reconstructed as jets in the forward region of the detector. The requirement of two forward jets reduces
the contribution of SM background processes by a factor of about 100. For the interpretation of the
data, a benchmark heavy vector triplet (HVT) signal hypothesis (c.f.Section 1.3.2) with an electrically
neutral, massive spin-1 vector boson resonance, Z ′, is used.

Resonances from HVT Models A and B discussed in the context of the parent analysis could also be
produced via the VBF production mechanism. However, for large regions of the parameter space in
these models, the production cross section via VBF is very small compared to the qq̄ production, as
shown in Fig. 5.2. However, there are certain parts of the HVT parameter space where the coupling
between the hypothetical spin-1 particles and fermions is strongly suppressed and the VBF production
mode dominates over the qq̄.

Figure 5.2: Ratio of cross sections for the production of a heavy vector triplet particle via qq̄ (aka Drell-Yan,
DY) and VBF production mode [40]. The VBF production becomes dominant for very low ratio of coupling
parameters, cF/cH . Resonances in model A and B, which are defined with cF/cH ' 1, are produced
predominantly via qq̄. In the limit case of model C (cF → 0), such resonances are produced in VBF production
mode only.

In this specific, so-called HVTmodel C benchmark signal scenario studied in this chapter, the coupling,
cF , of the spin-1 resonance to fermions is set to zero. Spin-1 particles decaying into a Z boson and
a Higgs boson as predicted by the HVT model C have been simulated at leading order (LO) QCD
accuracy using MadGraph 5 [53], employing the NNPDF2.3 LO parton density function (PDF)
set [116]. MadGraph 5 is interfaced to Pythia 8 [210] for the simulation of the parton shower using
the A14 set of tuned parameters [198]. The event generator was interfaced to EvtGen v1.2.0 [118] for
the simulation of bottom and charm hadron decays. Several Monte Carlo (MC) samples are generated
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5 Search for Zh resonance production via vector boson fusion

for Z ′ masses in the range from 300 GeV up to 3 TeV, with a subsequent detailed simulation of the
detector response using Geant 4 [61].

The predicted cross sections for signals from a HVT model C are significantly smaller than those
of model A and B. Therefore, a model C signal would contribute to negligible extent to the signal
regions of the parent analysis. On the other hand, by applying additional VBF selection criteria, the
background contributions are further reduced, providing the sensitivity for the HVT model C signal,
while signals produced via qq̄ in model A and B become negligible after the VBF selection.

In this chapter, the feasibility of the search for X → Zh resonances produced via VBF in the 2-lepton
(i.e. Z → `+`−) decay channel is explored. Similar searches for the V h resonances could also be
performed in the 0- and 1-lepton channels. However, the sensitivity for the signal at low resonance
masses is expected to be the highest in the 2-lepton channel due to a better invariant mass resolution.
The 0- and 1-lepton channels, on the other hand, rely on the Emiss

T reconstruction, which is prone
to larger background contributions at lower Emiss

T values. The background contribution decreases
at large Emiss

T values, i.e. for larger resonance masses, but the signal sensitivity with the current
dataset is expected to be small at these large masses due to an already low expected HVT model C
signal cross section. A similar search for V ′→ VV resonance decays via VBF V ′ production that has
been performed in Ref. [150] sets upper limits on the cross section, σ(X → VV) between 0.1 pb at
resonance mass mX = 500 and 10−4 pb at resonance masses between 3 and 5 TeV.

The studies in this chapter build on the studies performed in the parent analysis (c.f. Chapter 4). The set
ofMC samples described in Section 4.1 is used to describe the major background contributions from the
tt̄ production and Z boson production in association with jets (Z+jets). These Z bosons are produced
via quark-antiquark annihilation and recoil against a gluon or quark emmision (c.f. Fig. 4.3(a)). In
addition to those background processes, further processes, relevant for the selection of VBF signal
candidates, are considered. Electroweak production of a Z boson in association with two jets (VBF-Z)
is simulated by Sherpa 2.2.1 [211]. This is found to be a minor background component with less than
1% contribution.

Furthermore, single top-quark production in association with a Z boson (tZq) is modeled by
MadGraph 5 interfaced with Pythia 8.230 for the parton shower using the A14 set of tuned
parameters. Single top-quark production in association with a W boson (Wt), as well as top-quark
pairs produced in association with a Higgs boson (tt̄h) or in association with a vector boson (tt̄V)
are also considered, simulated by MC as described in detail in the parent analysis. These top-quark
related processes (tt̄h, tt̄V , tZq, Wt and single-top produced via the t-channel) are found to have
minor impact on the total background with less than 1% relative contribution each. Furthermore, the
shape of the distributions of the final discriminant is similar to the tt̄ background component and the
two can therefore not be disentangled in the final fit. Therefore these backgrounds are collectively
treated and referred to as top quark backgrounds.

5.1 Event selection

The baseline event selection in the presented VBF signal search is fully adopted from the parent
analysis, c.f. Section 4.2.2, including the object definitions given in Section 4.2.1. Main features of
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5.1 Event selection

the selection requirements are outlined here, while for exact numerical values used for the selection
the reader is referred to Section 4.2.2. Events are recorded if they pass the single-lepton trigger
requirements given in Appendix B.11. Events are required to have two reconstructed oppositely
charged leptons with the same flavor (e+e− or µ+µ−), where one lepton has to be matched to the
corresponding triggering object and pass the offline pT threshold to ensure the full trigger efficiency.
The invariant mass of the dilepton system has to be compatible with the measured Z boson mass [6].
The pT of the Z boson is required to be above a certain threshold value that is parameterized as a
function of the reconstructed candidate diboson mass, mZh. Events with significant missing transverse
momentum are vetoed.

The Higgs boson candidate in each event is preferably reconstructed using two highest-pT b-tagged
small-R jets. These events are referred to as having the resolved event topology. The Higgs boson
candidate is reconstructed as the four-vector sum of the corresponding two jets. In case only one
b-tagged jet is present in the event, the highest-pT non-b-tagged jet is used instead. The two jets
selected in such a way are referred to as the signal jets. Highly boosted and therefore collimated
Higgs boson decay products often cannot be reconstructed as two small-R jets. If the reconstruction
of the resolved event topology fails, the Higgs boson candidate is attempted to be reconstructed as a
large-R jet containing both Higgs boson decay products. Such events are referred to as events with
merged event topology. The track jets that are ghost-associated [90] with the large-R jet are used
for the b-tagging within the boosted h → bb̄ decays. Events with b-tagged track jets that are not
associated to the large-R jet are discarded to mitigate background contributions from tt̄ production.
The reconstructed dijet or large-R jet mass, mj j/J , is required to be compatible with the mass of the
SM-like Higgs boson of mh = 125 GeV. A summary of all baseline selection criteria, in particular
numerical threshold values can be found in Table 4.2.

Each of the above event selection criteria has been optimized in the context of qq̄ signal production.
While similar criteria are also expected to be suitable for the VBF signal, it remains to be studied in
future, how these criteria may be optimized for the properties of the VBF topology. In contrast to
the qq̄ signal production, the resonance produced via VBF is, in general, not produced at rest, but
has an finite amount of transverse momentum, pZ′

T . For the standard signal processes, the pZ′
T peaks

around 100 GeV, as can be seen in Fig. 5.3. The larger values of Z ′ boson pT smears out also the
pT-distribution of the Higgs and the Z boson and leads to their softer pT spectra. The pZ

T and pj j/J
T

requirements on the are optimized for the harder boson pT spectra in signals produced via qq̄ and
might be further optimized for the VBF topology to increase the signal sensitivity.

As in the case of the parent analysis, the multiplicity of b-tags in an event is employed to subdivide
the signal region with resolved event topology into regions with 1 and with 2 b-tags. The expected
number of background events in the 2 b-tag regions with merged event topology is expected to be in
the order of 5 events. In order to avoid large statistical uncertainties, no subdivision based on b-tag
multiplicity is therefore applied in the merged signal region. Instead, the merged regions with 1 and
2 b-tags are combined into a single one.

Signal events produced via VBF are characterized by the presence of two additional jets in the forward
region of opposite η-hemispheres, as illustrated in Fig. 5.4. Further event selection criteria are
introduced to select these so-called VBF jets. The VBF jet candidates are reconstructed as small-R jets
with looser η-selection requirement compared to the signal jets, i.e. |η | < 4.5. Candidate VBF jets
in this additional η-region with 2.5 < |η | < 4.5 are required to have pT > 30 GeV, to allow for the
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Figure 5.3: The expected pT distribution of (a) the hypothetical spin-1 particle Z ′ in HVT models and of (b) the
Higgs boson. The distributions are shown separately for the Z ′ boson production via VBF (solid lines) and qq̄
(dashed lines).

sufficient pile-up suppression by the jet vertex tagger (JVT) [89]. VBF signal candidate events with
the resolved event topology are therefore required to have at least four distinct small-R jets in the final
state. In case of the selection with the merged event topology, the VBF jet candidates are required
to have an angular distance of at least ∆R > 1.4 from the large-R signal jet, to avoid the double
counting of jet constituents. The highest-pT non-signal jet is considered to be the leading VBF jet (j1).
The sub-leading VBF jet (j2) is the highest-pT jet falling in the opposite η-hemisphere, resulting in
ηj1 · ηj2 < 0. The VBF jets are characterized by a large gap in pseudo-rapidity, ∆ηVBF

jj
.

It has been found that a large pseudo-rapidity gap ∆ηVBF
jj

between the VBF jets and hence a large
invariant dijet mass, mVBF

jj
, are well suited discriminants to suppress the non-VBF background

contributions, as can be seen in Fig. 5.5(a). The ∆ηVBF
jj

distribution for signal events has its maximum,
depending on the resonance mass, between 6 and 9. The background distribution, on the other hand,
has two distinct peaks around 4 and 6. A kink in the background distribution is visible at η = 5.
This can be explained as a selection bias from the requirement of the VBF jets being in opposite
hemispheres, and due to the increased number of jets that become available above |η | > 2.5, in contrast
to the signal jets. The mVBF

jj
observable is strongly correlated to ∆ηVBF

jj
but also depends on the jet

momenta. It can, therefore, discriminate better between the signal and the background with low-pT
jets compared to the ∆ηVBF

jj
observable. The mVBF

jj
values in signal events are widely spread, reaching

values of up to 2 TeV for most resonance masses. In contrast, for the background processes the mVBF
jj

distribution peaks at 0. Additional observable, the centrality, ζ , is introduced to quantify to what
extent the reconstructed Zh-diboson system is produced centered between the two VBF jets,

ζ =
|ηZh − (ηj1 + ηj2)/2|

|ηj1 + ηj2 |
. (5.1)
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5.1 Event selection

Figure 5.4: Event topology for a VBF production of a HVT Z ′ resonance decaying into Zh→ `+`−bb̄. The two
quarks emmiting the vector bosons continue their path in the forward detector region and manifest themselves
as additional jets (VBF jets) with large separation in pseudo-rapidity, ∆ηVBF

jj
. The green dashed lines indicate

the η values of 1,2 and 4.5. Latter is the η-threshold for VBF jet reconstruction.

The centrality, ζ , (c.f. Ref. [212]) can be used to distinguish between the QCD and EW processes. As
seen from Fig. 5.5(c) for signal events this observable is peaking at low values around 0.3. However,
the discrimination power of this observable is limited, because the described signal jet and VBF jet
selection criteria bias the event selection towards a signal-like ζ distribution.

Based on the discriminant observables introduced above, the signal selection requirements are
optimized to achieve the maximum signal significance. The signal significance is approximated
by s/

√
b, with s being the number of expected signal and b the number of expected background

events. Several configurations of ∆ηVBF
jj

, mVBF
jj

and ζ requirements are tested. Fig. 5.6 shows two-
dimensional distributions of the observable pair (mVBF

jj
, ∆ηVBF

jj
), separately for the total SM background

contribution and for an example signal mass point of 500 GeV, normalized to an integrated luminosity
of 1 pb−1. A similar figure for the two other observable pairs, (mVBF

jj
, ζ ) and (ζ , ∆ηVBF

jj
), can be found

in Appendix D.1. The signal significance is calculated at each point of the given two-dimensional
parameter space by applying corresponding lower thresholds on the variables mVBF

jj
, ∆ηVBF

jj
and ζ

in an event. The results are shown in Fig. 5.6(c). The maximum signal significance for the signal
with mass mZ′ = 500 GeV is obtained for the requirement of mVBF

jj
> 770 GeV and ∆ηVBF

jj
> 1. This

significance stays relatively stable also for lower thresholds in the range of mVBF
jj
∈ [600, 1200] GeV

and ∆ηVBF
jj
∈ [0, 4] or for an upper threshold of ζ < 0.5. The optimal event selection requirement is
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Figure 5.5: The expected (a) pseudo-rapidity gap, ∆ηVBF
jj

, (b) invariant dijet mass, mVBF
jj

, and (c) centrality,ζ ,
distributions from the signal and SM background processes after the selection criteria from Table 4.2 plus the
requirement of two VBF jet candidates. The signal predictions are shown for the VBF Z ′ production within the
HVT model C for two different Z ′ mass points.

slightly dependent on the resonance mass (see Appendix D.1). The optimum mVBF
jj

threshold increases
for signals with higher resonance mass, up to an optimal mVBF

jj
requirement of 1.5 TeV for a resonance

mass of 2 TeV. However, as for the shown example, the resulting significance stays stable for a large
region of the 2-dimensional parameter space even at lower event selection thresholds. Furthermore,
the optimization of the significance defined by s/

√
b breaks down for the low background contribution,

expected after a large threshold value of e.g. 1.5 TeV. The more conservative event selection with
mVBF
jj

> 600 GeV and ∆ηVBF
jj

> 4 is chosen for the present analysis, since it also provides a larger
number of events in control data regions and, therefore, facilitates the validation of the background
modeling. This choice also ensures consistency and combination with future searches in the 0- and
1-lepton channels.
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Figure 5.6: Two-dimensional distribution (mVBF
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,∆ηVBF
jj

) for a signal sample with (a) mX = 500 GeV and for (b)
the sum of all SM background processes. The corresponding signal significance is shown in (c).
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Figure 5.7: The reconstruction efficiency as a function of the resonance mass in an HVT model C Z ′→ Zh→
`+`−bb̄ signal events, selected by the 2-lepton selection requirements given in Table 4.2 with the additional
requirement of two VBF jets with an invariant mass, mjj > 600GeV and a pseudo-rapidity gap, ∆η > 4.0.

The signal selection efficiency after requiring the mVBF
jj

> 600 GeV and ∆ηVBF
jj

> 4 selection criteria
in addition to the parent analysis selection is between 3% and 8% for the events with resolved topology
and around 8% for events with the merged topology. Fig. 5.48 shows the signal efficiency as a function
of the resonance mass. The efficiency for events with the resolved event topology increases with the
resonance mass to a maximum of 8% at 1000 GeV and decreases for higher resonance masses. At
low mZ′ masses relevant hadronic decay products do not always pass the small-R jet pT threshold
of 30 GeV, resulting in a lower signal selection efficiency. Furthermore, ambiguities in the correct
association of signal and VBF jets to the four selected jets results in a deteriorated signal efficiency for
low resonance masses. On the other hand, at high resonance masses the Higgs boson decay products
become collimated and the small-R jets from the Higgs boson decay start to merge. Comparing to
the corresponding signal efficiency in the parent analysis (c.f. Fig. 4.7) a shift of the efficiency curve
towards higher resonance mass values can be observed, as shown in Fig. 5.48. This shift is a direct
consequence of the softer pT spectra of the Z and Higgs bosons seen in Fig. 5.3. The transition region
in which the merged event topology becomes more important compared to the resolved one hence also
shifts to higher resonance masses.

176



5.2 Background modeling

5.2 Background modeling

Background processes for the VBF Z ′→ Zh search in the 2-lepton decay channel are modeled using
MC simulation. The shape of the distribution of the final discriminant mZh from the main background
sources, i.e. top quark production and Z boson production in association with jets, is obtained from
the MC simulation, while the normalization of each of these distributions is determined via free
floating normalization parameters in the simultaneous fit of all control and signal regions.

As in the case of the parent analysis, the main background process in this search is a Z boson
production in association with jets (Z+jets). The Z+jets samples are subdivided according to the
flavor content, i.e. to the number of jets that can be ghost-matched to generator level b- or c-quarks:
Z+jets (bb,bc,cc) with at least two matched b- or c-quarks, Z+jets (bl,cl) with exactly one b- or c-quark
and Z+jets (l) without any matched b- or c-quarks.

The Z bosons produced via electroweak (EW) production (i.e. VBF production) are included in
the Z+jets (l) component of the QCD Z+jets production. EW produced Z bosons are naturally
accompanied by two VBF-like jets. This process has been simulated by Sherpa 2.2.1 and shown to
contribute less than 1% of the total background expectation.

Fig. 5.8 shows the expected composition of SM backgrounds in the three signal regions. The resolved
SR with 1 b-tag is dominated by the Z+jets (bl,cl) component, contributing with 65% to the total
background. The Z+jets (bb,bc,cc) component contributes with around 19% while the misidentified
b-jets from the Z+jets (l) component only comprise less than about 8% of the total background.

The expected contribution from top quark events is smaller than 8%. About 6.3% of these 8% arise
from semi-leptonic tt̄ decays with one prompt charged lepton and the second non-prompt lepton
mainly originating from the leptonic decay of a b-hadron. The non-prompt lepton passes the isolation
criteria, if the accompanying hadronic activity from the b-decay is not distinct enough to veto the
lepton. Such events are likely to be mismodeled by MC, and their contribution is therefore estimated
from dedicated control data. The validity of the simulation of non-prompt leptons in semi-leptonic tt̄
decays can be checked in a validation data region with same-charge leptons (same-charge validation
region). This region is enriched with semi-leptonic tt̄ events and provides similar event yields expected
from semi-leptonic tt̄ process in the SR. The comparison of observed and simulated mZh distributions
in the same-sign VR is shown in Fig. 5.9.

The predictions agree with observation withing large statistical uncertainties in data. This validation
data region confirms that events with non-prompt leptons1 are only a minor background component.
Therefore, the semi-leptonic tt̄ component is taken from the MC predictions and combined with
events from fully-leptonic tt̄ decays and other top quark processes. However, the shape of the
mZh distributions from semi-leptonic tt̄ decays has a significantly harder spectrum from the one
from fully-leptonic tt̄ processes, as can be seen in Fig. 5.10. Furthermore, the contribution of the
semi-leptonic component in the 2 b-tag region is negligible. A variation in the relative composition
between the semi-leptonic and fully-leptonic components therefore implies a different normalization of

1 This includes other top quark background components (e.g. from semi-leptonic Wt) and from multi-jet background (c.f.
Ref. Section 4.1).
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Figure 5.8: The expected diboson invariant mass distribution in the resolved 1 and 2 b-tag signal regions with
(a) 1 and (b) 2 b-tags and (c) in the merged signal region. A signal with mZ′ = 500 GeV and a cross section 100
times larger than predicted by the HVT model C is indicated by a dashed red line for comparison.

the total top quark background in the two signal regions. A larger admixture of semi-leptonic tt̄ events
in each SR cannot be ruled out and is taken into account by a conservative uncertainty of 100%.

Other background contributions from diboson processes (VV , where V = W, Z), non-resonant Higgs
boson production in association with a vector boson (V h) or the tt̄ production in association with
bosons (tt̄V , tt̄h) sum up to less than 1% of the total background in the 1 b-tag region and are taken
from simulation alone.

The signal region with the resolved event topology and 2 b-tags is dominated by Z+jets (bb,bc,cc)
events, contributing with 58%. Other Z+jets components are minor in this signal region (≈ 3%).
Other processes, on the other hand, become more relevant: top quark events contribute up to 37%
of the total background at lower resonance masses below mZh ≈ 500 GeV. The requirement of the
second b-jet in the 2 b-tag regions reduces the fraction of semi-leptonic tt̄ decays to about 1% of the
total tt̄ contribution. Contributions from non-resonant diboson events (V h, VV) is small in the bulk of
the distribution (≈ 1%) but contribute each up to 5% to the total background in the high mass tail
(above 500 GeV) of the resolved SR with 2 b-tags.

The merged signal region is dominated by the Z+jets (bl,cl) component contributing more than 55%
to the total background. Z+jets (bb,bc,cc) and Z+jets (l) components are each contributing with 16%.
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Figure 5.10: The expected shape of the mZh distributions of top quark background sub-components (fully-
leptonic and semi-leptonic tt̄ decays) in the (a) 1- b-tag and (b) 2 b-tag signal regions, normalized to the same
area. The lower panels show the predicted fraction of the two tt̄ decay modes of all tt̄ decays.

Top quark backgrounds (tt̄, tt̄h, tt̄V , and single-top) only contribute in total with 6%, while diboson
processes, VV , also contribute with 6%. A summary of the expected numbers of background events in
each signal region is given in Table 5.1.
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5 Search for Zh resonance production via vector boson fusion

Table 5.1: The expected and observed number of events in all VBF signal regions (SRs) and control regions
(CRs) at an integrated luminosity of 139fb−1. The uncertainties given in the table include statistical uncertainties
only.

Process merged SR 1 b-tag resolved SR 2 b-tag resolved SR
Z+jets (bb,bc,cc) 12.31 ± 0.64 277.82 ± 11.87 316.03 ± 9.41
Z+jets (bl,cl) 42.45 ± 1.41 1304.86 ± 29.85 12.15 ± 1.47
Z+jets (l) 12.77 ± 1.17 159.13 ± 18.75 0.14 ± 0.19
top quark 4.80 ± 0.30 207.40 ± 1.95 200.34 ± 1.77
VV 4.24 ± 0.41 29.60 ± 1.07 6.59 ± 0.40
V h (SM) 0.09 ± 0.01 1.50 ± 0.16 2.37 ± 0.17
Total expected background 76.65 ± 2.01 1980.31 ± 37.26 537.62 ± 9.70

merged 1 b-tag resolved 2 b-tag resolved
mJ -sideband CR m j j-sideband CR m j j-sideband CR

Z+jets (bb,bc,cc) 10.00 ± 0.55 469.58 ± 15.96 547.56 ± 9.86
Z+jets (bl,cl) 34.63 ± 1.29 2409.79 ± 43.49 23.32 ± 2.47
Z+jets (l) 15.42 ± 1.19 247.45 ± 27.52 0.11 ± 0.93
top quark 3.25 ± 0.25 355.08 ± 2.51 363.02 ± 2.38
VV 1.72 ± 0.25 63.87 ± 1.54 15.24 ± 0.52
V h (SM) 0.04 ± 0.02 1.10 ± 0.12 0.66 ± 0.07
Total expected background 65.06 ± 1.87 3546.87 ± 53.96 949.91 ± 10.49
Observed 42.00 ± 6.48 3958.00 ± 62.91 1092.00 ± 33.05

merged t t̄ CR 1 b-tag resolved t t̄ CR 2 b-tag resolved t t̄ CR
Z+jets (bb,bc,cc) — 0.07 ± 0.04 0.04 ± 0.03
Z+jets (bl,cl) 0.10 ± 0.06 0.36 ± 0.12 —
Z+jets (l) — — —
top quark 4.72 ± 0.34 415.40 ± 2.71 429.15 ± 2.59
VV 0.07 ± 0.06 0.05 ± 0.03 —
V h (SM) — — —
Total expected background 4.89 ± 0.35 415.88 ± 2.71 429.19 ± 2.59
Observed 2.00 ± 1.41 498.00 ± 22.32 450.00 ± 21.21

5.2.1 Signal-depleted control regions in data

Similarly as in the parent analysis, the background processes are constrained by additional meas-
urements in signal-depleted control regions (CRs). Normalization of the dominant background
contribution from tt̄, Z+jets (bb,bc,cc) and Z+jets (bl,cl) are determined from the fit of the final
discriminant simultaneously in the signal and control regions. Each control region (CR) will be
described in more detail in the following. Expected and observed event yields in all CRs are
summarized in Table 5.1.

t t̄ CR By inverting the same-flavor requirement of the two charged leptons the signal and Z+jets
background contributions are strongly suppressed. The corresponding tt̄ CR is almost pure in tt̄ events
that comprise more than 99.9% of all events in that CR. This allows for a reliable constraint of the tt̄
contribution in the signal region (SR). It is predicted that only about 0.1% of all generated events of
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a hypothesized Z ′ → Zh signal within the tested mass range of mZ′ ∈ [300, 3000] GeV satisfy the
tt̄ CR selection requirements.

For the merged event topology, the MC background simulations predict a total of 4.89 ± 0.35
background events within the tt̄ CR. The observed 2 events agree well with this prediction. This is
regarded as a cross check, but due to the limited statistical power the merged tt̄ CR is not used in the
final statistical interpretation of data.

The modeling of top quark backgrounds in the signal regions with resolved event topology has been
studied in detail in the corresponding resolved tt̄ CR. The predicted fraction of semi-leptonic and
fully-leptonic tt̄ decays, shown in Fig. 5.10, agrees between the SR and the tt̄ CR within the statistical
uncertainty. The comparison of the shapes of mZh distributions for the semi-leptonic and fully-leptonic
tt̄ decays in the tt̄ CR is shown in Fig. 5.11.
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Figure 5.11: The expected shape of the mZh distributions of top quark background sub-components (fully-
leptonic and semi-leptonic tt̄ decays) in the (a) 1- b-tag and (b) 2 b-tag tt̄ CRs, normalized to the same area.
The lower panels show the predicted fraction of the two tt̄ decay modes of all tt̄ decays.

The differences between the observed and predicted normalization and in the shape of mZh distributions
in the high mass tails are both seen in the tt̄ CR data, as shown in Figs. 5.12(a) and 5.12(b). An
uncertainty is introduced on the fraction of semi-leptonic tt̄ decays in the combined total top quark
contribution corresponding to a two times higher than nominal number of semi-leptonic tt̄ events.
This covers the mZh shape variations between the two signal regions presented in Fig. 5.10. This
uncertainty is constrained in the final fit driven by the observation in the tt̄ CR. The uncertainty from
the semi-leptonic tt̄ processes also covers the statistically insignificant deviations seen in Fig. 5.9.

The observed and expected distributions of observables related to the reconstruction of Z ′ and Higgs
boson candidates are shown in Figs. 5.12 and 5.13. Distributions of observables that are employed
for the baseline event selection are shown in Figs. 5.14 and 5.15. The number of jets in the tt̄ CRs
is underrepresented in the simulated samples, but covered by the uncertainty of additional admixed
semi-leptonic tt̄ decays described above. No other significant deviation between data and MC is
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observed for the shape of any of the distributions. The tt̄ background normalization is slightly
underestimated by the MC prediction. A normalization factor of 1.02 retrieved from the fit in the CRs
is applied to align data and MC. The normalization factor coincides with the one that are obtained
in the parent analysis. To account for the differences between 1 and 2 b-tag regions, an additional
parameter is introduced in the final fit to handle the uncertainty on the migration of tt̄ events from
one region to another. The pre-fit migration uncertainty is estimated to be 20% using the approach
described in Section 4.4.3, which agrees with the observations from the tt̄ CR. The final overall
normalization of the tt̄ background contributions is determined from the simultaneous fit from all SRs
and CRs, where the top quark contribution is mainly constrained from the tt̄ CR.

Resolved m j j-sideband CR The inversion of the mass window requirement in events with the
resolved event topology defines the resolved mj j-sideband CRs. The background composition in a
mj j-sideband CR is similar to the one in the corresponding signal region except for the suppressed
contributions from non-resonant diboson production. In the 1 b-tag mj j-sideband CR with resolved
event topology, the fraction of all signal events from the HVT Z ′ → Zh signal processes is quite
significant with up to 47% for a Z ′ resonance mass of 300 GeV. The signal leakage has also been
observed in the parent analysis analysis, but the additional ambiguity in the jet pairing (c.f. Fig. 5.48)
further enhances the leakage for the VBF final states. The signal leakage decreases with higher
resonance mass, reaching 13% at resonance masses of 3 TeV. The identification of the second b-tagged
jet in the 2 b-tag region reduces the fraction of wrong jet pairings, reducing the signal leakage to
20% for signal with mZ′ = 300 GeV. In general, the mZh signal distribution in the mj j-sideband CRs
does not have a resonant character, since the pairing of signal jets does not resemble the true Higgs
boson decay. The width of the signal mZh distribution in the mj j-sideband CRs with resolved event
topology amounts to more than 30% of the resonance mass. Therefore, a potential signal would not be
visible in the resolved mj j-sideband CRs. In general, the resolved mj j-sideband CRs are well suited to
constrain the normalization and shape of the Z+jets (bl,cl) and Z+jets (bb,bc,cc) components in the 1
and 2 b-tag signal regions with resolved event topology.

The observed and expected distributions of mZh and mj j observables in the resolved mj j-sideband
CRs are shown in Fig. 5.16. The corresponding distributions for the pj j

T and pZ
T observables are

shown in Fig. 5.17. In contrast to the parent analysis, the difference in the shape of the observed and
expected pj j

T and pZ
T distributions of the reconstructed Higgs and Z boson candidates, respectively, is

less pronounced. Therefore no corresponding systematic uncertainty is assigned.

Other observables that are used for the event selection are studied in the mj j-sideband CRs and shown
in Figs. 5.18 and 5.19. The transverse momentum distributions of the leading (plep,1T ) and sub-leading
lepton (plep,2T ) as well as the reconstructed di-lepton mass, m`` , is shown in Fig. 5.18. The simulated
background prediction agrees well with the observed data. Unlike in the tt̄ CRs, the number of small-R
jets in the mj j-sideband CRs is modeled well, as shown in Fig. 5.19.

Merged mJ -sideband CR The SRs and CRs with merged event topology are significantly less
populated than the regions with resolved event topology.
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5.2 Background modeling

In the merged mJ -sideband CR 42 events are recorded, with a pre-fit prediction of 65.0 ± 1.9 events.
Low statistical precision does not allow for an as detailed modeling validation as in regions with
resolved event topology. Distributions of observables used for event selection and reconstruction of
the Z ′ resonance are shown in Figs. 5.20 and 5.21.

There is a significant mismodeling of mZh, pZ
T and pJT distributions in low-energy tails in the merged

mJ -sideband CR as shown in Fig. 5.21. The mismodeling is observed for events in a pJT range that is
in most cases reconstructed with aresolved topology. A mismodeling in this regime can be explained
by event migration between regions with the merged andresolved topology. Such a migration would
barely influence the shape of distribution in regions with resolved event topology due to the large
number of events compared to the region with merged topology.

To account for this mismodeling, an additional empirical non-closure uncertainty of 50% is imposed
on the normalization of all Z+jets events with a large-R jet pT of less than 400 GeV. The correction
is not applied to top quark since the contribution from top quark in the regime of pJT > 400 GeV is
small. Discrepancies below 400 GeV are accounted by the region migration uncertainty described
in Section 5.3.2. The reweighting by the pJT observable is consistent with the methodology done in the
parent analysis. The impact of the pJT reweighting on the final discriminant can be seen in Fig. 5.22.

The 1σ deviation of this non-closure uncertainty corresponds to the event-wise reweighting that would
remove the mismodeling observed in Fig. 5.21(c). A similar uncertainty has also been evaluated
using the reconstructed gauge boson pT, indicating a 50% uncertainty on the normalization of all
Z+jets events with a reconstructed di-lepton pT of less than 300 GeV, to account for mismodeling
seen in Fig. 5.21(b). Both reweighting approaches show a comparable agreement between observation
and prediction for the mZh distribution.

The uncertainties described above are strongly correlated. Therefore, only one of the two can be used
to describe the observed non-closure. For consistency with the parent analysis, the Higgs boson
candidate pJT is chosen as a baseline reweighting variable. The pJT-reweighted distribution of the final
discriminant mZh is shown in Fig. 5.22.

Untagged validation region Finally, a further region is defined with a veto on all events with
b-jets in order to validate the Z+jets predictions. This validation region is not used for the statistical
interpretation of data in Section 5.4, since it is dominated by Z+jets (l) events, which are not the
dominant Z+jets component in the SRs. However, this validation region is more stable against
statistical fluctuations and serves as an additional cross check of the background modeling. In
particular, the VBF-related observables are expected to be less affected by the multiplicity of b-jets
in the event, since the b-tagging is only done in the central detector region. Fig. 5.23 shows the
corresponding comparisons of observed and simulated distributions in the introduced validation
regions. The observed relative differences between observed and expected distributions are similar to
those in the resolved 1 b-tag mj j-sideband CRs. A significant systematic mismodeling is observed in
the description of the kinematic properties of the VBF jets, most pronounced in the pVBF,T distribution
of VBF jets, as shown in Figs. 5.23(e) and 5.23(f).
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5 Search for Zh resonance production via vector boson fusion
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Figure 5.12: The observed and expected distributions for (a) and (b) invariant diboson mass mZh, (c) and
(d) invariant mass of the Higgs candidate. The left-hand side shows distributions in the 1 b-tag and the
right-hand side in the 2 b-tag tt̄ CR. The lower panels show the ratio of the observed and expected event yields.
Statistical uncertainties in data and simulation are shown separately. The data error bars represent the statistical
uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded area represent
the statistical uncertainty of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty,
corresponding to the quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the
MC samples.
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Figure 5.13: The observed and expected distributions for the transverse momentum of (a) and (b) the Z boson
candidate, (c) and (d) the Higgs boson candidate. The left-hand side shows distributions in the 1 b-tag and
the right-hand side in the 2 b-tag tt̄ CR. The lower panels show the ratio of the observed and expected event
yields. Statistical uncertainties in data and simulation are shown separately. The data error bars represent the
statistical uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded
area represent the statistical uncertainty of the finite-sized MC samples. The red contour represents the total
pre-fit uncertainty, corresponding to the quadratic sum of all individual systematic uncertainty and the statistical
uncertainty of the MC samples.
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Figure 5.14: The observed and expected distributions for the transverse momentum of (a) and (b) the highest-pT
lepton, p`,1T , (c) and (d) of the second lepton, p`,2T and (e) and (f) the invariant mass of the Z boson candidate.
The left-hand side shows distributions in the 1 b-tag and the right-hand side in the 2 b-tag tt̄ CR. The lower
panels show the ratio of the observed and expected event yields. Statistical uncertainties in data and simulation
are shown separately. The data error bars represent the statistical uncertainties of observed events evaluated
using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty of the finite-sized
MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the quadratic sum of all
individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.15: The observed and expected distributions for the transverse momentum of (a) and (b) the number of
small-R jets, Njets, (c) and (d) the pseudo-rapidity of the leading muon and (e) and (f) the ratio Emiss

T /HT. The
left-hand side shows distributions in the 1 b-tag and the right-hand side in the 2 b-tag tt̄ CR. The lower panels
show the ratio of the observed and expected event yields. Statistical uncertainties in data and simulation are
shown separately. The data error bars represent the statistical uncertainties of observed events evaluated using a
1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty of the finite-sized MC
samples. The red contour represents the total pre-fit uncertainty, corresponding to the quadratic sum of all
individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.16: The observed and expected distributions for (a) and (b) invariant diboson mass mZh, (c) and (d)
invariant mass of the Higgs candidate. The left-hand side shows distributions in the 1 b-tag and the right-hand
side in the 2 b-tag mj j-sideband CRs with resolved event topology. The main backgrounds are scaled by the
normalization factor obtained in the final fit. The lower panels show the ratio of the observed and expected
event yields. Statistical uncertainties in data and simulation are shown separately. The data error bars represent
the statistical uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded
area represent the statistical uncertainty of the finite-sized MC samples. The red contour represents the total
pre-fit uncertainty, corresponding to the quadratic sum of all individual systematic uncertainty and the statistical
uncertainty of the MC samples.
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Figure 5.17: The observed and expected distributions for the transverse momentum of (a) and (b) the Z boson
candidate, (c) and (d) the Higgs boson candidate. The left-hand side shows distributions in the 1 b-tag and the
right-hand side in the 2 b-tag mj j-sideband CRs with resolved event topology. The lower panels show the ratio
of the observed and expected event yields. Statistical uncertainties in data and simulation are shown separately.
The data error bars represent the statistical uncertainties of observed events evaluated using a 1σ range of
a Poisson distribution. The shaded area represent the statistical uncertainty of the finite-sized MC samples.
The red contour represents the total pre-fit uncertainty, corresponding to the quadratic sum of all individual
systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.18: The observed and expected distributions for the transverse momentum of (a) and (b) the highest-pT
lepton, p`,1T , (c) and (d) of the second lepton, p`,2T and (e) and (f) the invariant mass of the Z boson candidate.
The left-hand side shows distributions in the 1 b-tag and the right-hand side in the 2 b-tag mj j-sideband CRs
with the resolved event topology. The lower panels show the ratio of the observed and expected event yields.
Statistical uncertainties in data and simulation are shown separately. The data error bars represent the statistical
uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded area represent
the statistical uncertainty of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty,
corresponding to the quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the
MC samples.190
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Figure 5.19: The observed and expected distributions for the transverse momentum of (a) and (b) the number of
small-R jets, Njets, (c) and (d) the pseudo-rapidity of the leading muon and (e) and (f) the ratio Emiss

T /HT. The
left-hand side shows distributions in the 1 b-tag and the right-hand side in the 2 b-tag resolved mj j-sideband
CRs. The lower panels show the ratio of the observed and expected event yields. Statistical uncertainties in
data and simulation are shown separately. The data error bars represent the statistical uncertainties of observed
events evaluated using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty
of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the
quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.20: The observed and expected distributions for the invariant masses (a) of the Higgs boson candidate
and (b) Z boson candidate and the transverse momenta of the (c) leading and (d) the sub-leading lepton. The
left-hand side shows distributions in the 1 b-tag and the right-hand side in the resolved mj j-sideband CR. The
lower panels show the ratio of the observed and expected event yields. Statistical uncertainties in data and
simulation are shown separately. The data error bars represent the statistical uncertainties of observed events
evaluated using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty of the
finite-sized MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the quadratic
sum of all individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.21: The observed and expected distributions for the (a) invariant diboson mass mZh , and the transverse
momentum of (b) the Z boson candidate and (c) the Higgs boson candidate in the merged mJ -sideband CR.
The lower panels show the ratio of the observed and expected event yields. Statistical uncertainties in data and
simulation are shown separately. The data error bars represent the statistical uncertainties of observed events
evaluated using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty of the
finite-sized MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the quadratic
sum of all individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.22: The expected and observed distribution of the final discriminant, mZh, after a event-wise pJT-
reweighting of the Z+jets events in the mJ -sideband CR with merged topology pT. The center panel in shows
the residual ratio between observation and prediction after the pJT-reweighting. The corresponding deviation of
the mZh distribution relative to the nominal one is shown in the bottom panel. This is applied as an additional
non-closure uncertainty in the final statistical interpretation of data.
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Figure 5.23: The observed and expected distributions of (a) the diboson mass, the reconstructed transverse
momenta of (b) the Higgs boson and (c) the Z boson, the pseudo-rapidity gap and (f) the transverse momentum
of the leading VBF jet in the untagged validation region. (d) The observed and expected distribution of
the reconstructed Higgs boson candidate mass, while the mj j is shown in the untagged validation region
with relaxed mj j requirement. The lower panels show the ratio of the observed and expected event yields.
Statistical uncertainties in data and simulation are shown separately. The data error bars represent the statistical
uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded area represent
the statistical uncertainty of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty,
corresponding to the quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the
MC samples.
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5.2.2 Corrections of the VBF jet mismodeling

Related analyses of VBF event topologies [150] have shown mismodelings of the kinematic properties
of the VBF jets. Figs. 5.24 and 5.25 show the pseudo-rapidity distribution of the leading and
sub-leading VBF jet, ηj1 and ηj1 , respectively in the same control regions. No significant shape
differences are observed between simulation and observation. Figs. 5.26 and 5.27 show the observed
and expected distributions of the typical VBF discriminant observables, mVBF

jj
and ∆ηVBF

jj
, in the

tt̄ CR and in the mj j-sideband CRs with resolved event topology.The observed and expected mVBF
jj

distributions agree within statistical uncertainties. Events in the 1 b-tag mj j-sideband CR with
∆ηVBF

jj
/ 5 are over-represented in MC, especially in the mj j-sideband CRs that is dominated by the

Z+jets process, while the high ∆ηVBF
jj

-tails (∆ηVBF
jj
' 8), a small excess of data is observed within

the mj j-sideband CR. Latter is covered by the large systematic uncertainties in the forward detector
regions. A significant systematic slope in the ratio between observation and prediction is visible. The
∆ηVBF

jj
observable is correlated to the pVBF,j1T and pVBF,j2T observables and its distribution is corrected

with the pVBF,T -reweighting correction as described below (c.f. Fig. 5.34(a)).

The pT distributions of the VBF jets are significantly mismodeled as can be seen in Figs. 5.28 and 5.29,
for the tt̄ CRs and the mj j-sideband CRs, respectively. The contribution of high-pT VBF jets are
overestimated for both the leading and the sub-leading VBF jet in the mj j-sideband CRs. In contrast,
the top quark component, that can be studied separately in the tt̄ CRs, shows a mismodeling only for
the sub-leading VBF jet. The systematic deviations from the observed distributions are not covered
by the experimental and theoy uncertainties. A corresponding non-closure uncertainty is therefore
imposed to both tt̄ and Z+jets contributions to account for the impact on the reconstructed diboson
mass, mZh.

The impact of the pVBF,jT mismodeling on the final discriminant, mZh, is estimated as follows: In a
first step, a pVBF,j1T -dependent correction factor is applied to all simulated tt̄ events. The correction
is parameterized as a linear function of pVBF,j1T , obtained from a fit to the ratio between observation
and simulation in the tt̄ CR. Fits are performed separately for the 1 b-tag and the 2 b-tag CRs. In
the second step, remaining differences in the mj j-sideband regions are assumed to originate from
the Z+jets modeling. After subtracting the predicted tt̄ contributions from the observed data, an
analogous pVBF,j1T -based correction factor is derived for the simulated Z+jets events 2. The resulting
parametrizations are summarized in Table 5.2.

The pVBF,j2T transverse momentum distributions from the sub-leading VBF jet, obtained after the pVBF,j1T -
based reweighting are shown in Fig. 5.30. The pVBF,j1T -dependent reweighting does not automatically
correct for the slope in the ratio between observation and simulation of pVBF,j2T distributions. Therefore,
a second independent reweighting correction is derived as a function of pVBF,j2T , following the same
reweighting procedure as for pVBF,j1T .

The difference between the nominal and the resulting reweighted mZh distribution is treated as 1σ
systematic uncertainty on the shape of the mZh background description due to the VBF jetmismodeling.
The uncertainties are introduced separately for six different background components, i.e. for each
2 The Z+jets correction can also be derived in the untagged validation region. The resulting parametrization of the event
weights coincides within a precision of 1% with those derived in the 1 b-tag mj j -sideband CR.
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Figure 5.24: The observed and expected pseudo-rapidity distributions of the two VBF jets, (a) and (b) leading
and (c) and (d) sub-leading VBF jet, in the (a) and (c) 1 b-tag and (b) and (d) 2 b-tag tt̄ CRs with resolved event
topology. The lower panels show the ratio of the observed and expected event yields. Statistical uncertainties in
data and simulation are shown separately. The data error bars represent the statistical uncertainties of observed
events evaluated using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty
of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the
quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.25: The observed and expected pseudo-rapidity distributions of the two VBF jets, (a) and (b) the
leading and (c) and (d) the sub-leading VBF jet, in the (a) and (c) 1 b-tag and (b) and (d) 2 b-tag mj j-sideband
CRs with resolved event topology. The lower panels show the ratio of the observed and expected event yields.
Statistical uncertainties in data and simulation are shown separately. The data error bars represent the statistical
uncertainties of observed events evaluated using a 1σ range of a Poisson distribution. The shaded area represent
the statistical uncertainty of the finite-sized MC samples. The red contour represents the total pre-fit uncertainty,
corresponding to the quadratic sum of all individual systematic uncertainty and the statistical uncertainty of the
MC samples.
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Figure 5.26: The observed and expected distributions of the pseudo-rapidity gap, ∆ηVBF
jj

of the two VBF jets in
the different CRs with the resolved event topology. (a) and (b) show the mj j-sideband CRs and (c) and (d) show
the tt̄ CR. On the left-hand side, the 1 b-tag regions and on the right-hand side the 2 b-tag region is shown.

Table 5.2: Event weights applied to tt̄ and Z+jets for the evaluation of the corresponding mZh uncertainty,
following the procedure described in the text.

Process Applied regions w(pVBF,j1T ) w(pVBF,j2T )
top quark 1 b-tag resolved regions 1.11 − 1.9310−3 · pVBF,j1T [GeV] 1.22 − 5.3110−3 · pVBF,j2T [GeV]

2 b-tag resolved regions 1.20 − 2.2310−3 · pVBF,j1T [GeV] 1.27 − 5.3610−3 · pVBF,j2T [GeV]
Z+jets 1 b-tag resolved regions 1.23 − 3.2010−3 · pVBF,j1T [GeV] 1.31 − 7.1110−3 · pVBF,j2T [GeV]

2 b-tag resolved regions 1.13 − 1.6410−3 · pVBF,j1T [GeV] 1.18 − 3.6910−3 · pVBF,j2T [GeV]
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Figure 5.27: The observed and expected distributions of the invariant mass, mVBF
jj

of the two VBF jets in the
different CRs with the resolved event topology. (a) and (b) show the mj j-sideband CRs and (c) and (d) show the
tt̄ CR. On the left-hand side, the 1 b-tag regions and on the right-hand side the 2 b-tag region is shown.

of the two VBF jets and for each of the three dominant background sources: tt̄, Z+jets (bl,cl) and
Z+jets (bb,bc,cc).

Figs. 5.31 and 5.32 show the expected mZh distributions after the reweighting for the tt̄ and Z+jets
production, respectively, in the signal regions. The deviations from the nominal distribution amount
to about 1% in the bulk of the distributions. The uncertainty in the 1 b-tag signal region is more
pronounced, with a relative deviation of up to 15% in the tails. Uncertainties related to the pVBF,j1T
and pVBF,j2T mismodeling are of similar size, but with different impact on the mZh shape. Statistical
fluctuations in the evaluation of the described uncertainty are mitigated using the same procedure as
for the theoretical uncertainties, described in Section 4.4.2.

The impact of VBF jet pT-reweighting on the pT of both reconstructed bosons can be seen in Fig. 5.34.
The insignificant slope in the ratio between observation and simulation that was seen for the unweighted
distribution of the boson pT (c.f. Figs. 5.17(a) and 5.17(c)) is reduced by the pVBF,j1T -reweighting,
indicating that the introduced VBF jet mismodeling uncertainties cover also the mismodeling of pZ

T
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Figure 5.28: The observed and expected distributions of the transverse momenta of (a) and (b) the leading
VBF jet, and (c) and (d) the sub-leading VBF jet in the mj j-sideband CRs with resolved event topology. The
lower panels show the ratio of the observed and expected event yields. Statistical uncertainties in data and
simulation are shown separately. The data error bars represent the statistical uncertainties of observed events
evaluated using a 1σ range of a Poisson distribution. The shaded area represent the statistical uncertainty of the
finite-sized MC samples. The red contour represents the total pre-fit uncertainty, corresponding to the quadratic
sum of all individual systematic uncertainty and the statistical uncertainty of the MC samples.
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Figure 5.29: The observed and expected distributions of the transverse momenta of (a) and (b) the leading VBF
jet, and (c) and (d) the sub-leading VBF jet in the tt̄ CR. The lower panels show the ratio of the observed and
expected event yields. Statistical uncertainties in data and simulation are shown separately. The data error bars
represent the statistical uncertainties of observed events evaluated using a 1σ range of a Poisson distribution.
The shaded area represent the statistical uncertainty of the finite-sized MC samples. The red contour represents
the total pre-fit uncertainty, corresponding to the quadratic sum of all individual systematic uncertainty and the
statistical uncertainty of the MC samples.
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Figure 5.30: The expected and observed transverse momentum distributions of the sub-leading VBF jet, after
the pVBF,j1T -dependent event reweighting procedure (see text), in the (a) 1 and (b) 2 b-tag mj j-sideband CRs with
the resolved event topology.

and pj j
T distributions. The mismodeling of the ∆ηVBF

jj
variable seen in Fig. 5.26(a) is corrected by the

pVBF,j1T reweighting, as can be seen in Fig. 5.34(a). The over-estimate of the number of events with
sub-leading VBF jet in the center detector region (ηVBF,j1 < 1.35) is covered by the pVBF,j2T -dependent
reweighting, as can be seen in Figs. 5.34(b) and 5.34(c).

An analogue uncertainty in events with the merged topology is not considered due to the limited
statistical precision of data in the merged CR.
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Figure 5.31: The expected tt̄ mVH -distributions in the resolved VBF signal regions with 1 b-tag (left) and
2 b-tags (right). The blue line (green line) in the ratio panel shows the relative deviation from the nominal
distribution after applying the pVBF,j1T -based (pVBF,j2T -based) event reweighting. The deviation is shown without
the normalization component, i.e. shape only.
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Figure 5.32: The expected Z+jets mVH -distributions in the resolved VBF signal regions with 1 b-tag (left) and
2 b-tags (right). The blue line (green line) in the ratio panel shows the relative deviation from the nominal
distribution after applying the pVBF,j1T -based (pVBF,j2T -based) event reweighting. The deviation is shown without
the normalization component, i.e. shape only.
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Figure 5.33: The observed and expected distributions of transverse momentum of the reconstructed bosons,
pZ
T (a) and pj j

T (b) in the resolved 1 b-tag mj j-sideband CRs, after the pVBF,j1T -dependent event reweighting
procedure is applied (see text).
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Figure 5.34: The observed and expected distributions of the sub-leading VBF jet η distribution in resolved
mj j-sideband CRs with (a,c) 1 b-tag and (b) 2 b-tag, after the (a,b) pVBF,j2T × pVBF,j2T -dependent or (c) pVBF,j1T -
dependent event reweighting procedure is applied. These variables were formerly not covered by the uncertainties
(c.f. Figs. 5.25(c), 5.25(d) and 5.26(a)

206



5.3 Systematic uncertainties

5.3 Systematic uncertainties

Imperfect theory description of signal and background processes as well as imperfect simulation
of the detector response lead to a number of systematic uncertainties, impacting the final statistical
interpretation of data.

These systematic uncertainties can be classified into three groups: The experimental uncertainties
from the imperfect description of particle reconstruction and identification efficiency, as well as
their energy or momentum measurement; the theory uncertainty on the predicted cross section; and
the modeling of kinematic properties of signal and background processes and uncertainties on the
data-driven normalization and modeling corrections based on the dedicated CRs (c.f. Section 5.2).

A given source of a systematic uncertainty will modify the normalization or the shape of the final
discriminant mZh in a given process. The resulting mZh distribution corresponding to the uncertainty
of one standard deviation is referred to as variation with respect to the nominal distribution and is
used in the final fit as a constraint on the parameterized description of the final discriminant.

Experimental uncertainties are induced by biases in the instrumentation setup, e.g. miscalibrated
energy scale or reconstruction efficiency. Such sources simultaneously affect all signal and background
processes. Thus, the impact of a given experimental source of uncertainty is correlated among all
signal and control regions and physics processes. These uncertainties are discussed in Section 5.3.1.

Theoretical modeling uncertainties such as the uncertainties on the parton shower model or the
choice of the renormalization and factorization scales, are related to the event generation. In addition,
the uncertainties due to higher-order loop corrections may affect both, the normalization and to a
smaller extent also the kinematic properties of a given process. Such theory uncertainties are a priori
process-related and thus uncorrelated among all signal and background processes. The modeling
uncertainties are discussed in Section 5.3.2.

Finally, systematic differences between prediction and data are observed in the dedicated CRs (c.f.
Section 5.2). These mismodelings are not covered by the sources of uncertainties mentioned above
and are taken into account via dedicated non-closure uncertainties.

5.3.1 Experimental uncertainties

Experimental uncertainties arise from the imperfect simulation of the detector instrumentation response
to final state particles, affecting the luminosity measurement, trigger efficiencies, reconstruction and
identification of leptons and jets, b-tagging efficiencies and estimation of non-suppressed pile-up
contributions to jets. Impact of experimental uncertainties on the discriminant observables in this
analysis is estimated by varying the corresponding parameters in the simulation of the detector
response, separately for each simulated sample.

Each source of experimental uncertainty discussed in this section is described in more detail in the
parent analysis in Section 4.4.1. The impact of these uncertainties is evaluated here for the case
of the VBF-sensitive event selection. The VBF topology is particularly affected by the jet-related
uncertainties, with the dominant effects summarized in Table 5.3 and discussed in the following.
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5 Search for Zh resonance production via vector boson fusion

Table 5.3: Pre-fit impact of experimental uncertainties on the normalization of the mZh total background
distribution in the different signal regions VBF 2-lepton analysis.

Uncertainty merged SR resolved SR, 1 b-tag resolved SR, 2 b-tag
Electrons ±1.6% ±1.1% ±1.0%
Muon ±1.2% ±0.5% ±0.4%
Tau ±0.35% ±0.0% ±0.0%
Emiss

T ±0.4% ±1.1% ±0.8%
Jet vertex tagging ±0.5% ±0.9% ±1.0%
large-R jet energy scale (JES) ±5.4% — —
large-R jet energy resolution (JER) ±0.8% — —
large-R jet mass resolution (JMR) ±1.2% — —
track jet b-tagging efficiency ±1.0% — —
track jet c-tagging efficiency ±2.4% — —
track jet light quark misidentification rate ±6.7% — —
small-R JER ±13.6% ±33.8% ±20.0%
small-R JES (η-intercal.) ±6.0% ±11.0% ±7.0%
small-R JES (pT-terms) ±3.34% ±8.2% ±5.3%
small-R JES: Flavor terms ±8.3% ±20.6% ±12.2%
small-R JES: Pile-up terms ±5.0% ±17.3% ±10.6%
small-R jet b-tagging efficiency — ±0.67% ±4.0%
small-R jet c-tagging efficiency — ±1.7% ±0.9%
small-R jet light quark misidentification rate — ±2.8% ±0.7%
Total experimental uncertainty ±20.3% ±45.4% ±27.5%

Small-R jets The explicit requirement of four distinct small-R jets in the final state makes this
analysis susceptible to the uncertainties in the reconstruction of these jets. Even in events with the
merged topology, the uncertainties from small-R jet reconstruction have the most dominant pre-fit
impact due to two VBF jets in the final state (see Table 5.3). The energy (or pT) distribution of VBF
jets tends to low values for all background processes (see Figs. 5.28 and 5.29). The pVBF,jT -distributions
are delimited by the event selection requirement of pVBF,jT > 30 GeV. The large fraction of background
events close to the event selection threshold causes the event selection efficiency to be very sensitive
to small uncertainties in the jet energy calibration. The calibration of the jet energy scale (JES) and
the measurement of the jet energy resolution (JER) [51] is subject to multiple sources of uncertainty.
The JES is determined in-situ in three stages. Each step takes advantage of a well calibrated additional
object in the event, recoiling against the jet (c.f. Section 2.4.5), and provides uncertainties covering
effects from the jet flavor content, pile-up jet rejection efficiency as well as theory modeling and
statistical limitations in the calibration. The calibration introduces a set of 125 uncorrelated uncertainty
parameters, whose impact on the stribution is individually studied. In particular, forward jets are
calibrated by the η-intercalibration procedure [51]. A di-jet system, that is balanced in the transverse
plane, is used to calibrate jets in different η regions with respect to each other. This di-jet based
calibration step enables an extrapolation of the energy scale to jets in the forward detector region
beyond |η | > 0.8. The described calibration procedure typically yields large uncertainties on JES for
the VBF jets compared to those for the central jets. The impact of the JER uncertainties on the mZh

distribution is evaluated by an additional smearing of the jet energy according to the uncertainty of the
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5.3 Systematic uncertainties

JER measurement. The JER uncertainty is the dominant contribution to the background normalization
uncertainty in the 2-lepton VBF channel, resulting in an uncertainty of up to 33.8% on the total
expected number of background events in the 1 b-tag region.

Jet vertex tagger (JVT) The JVT algorithm [89] rejects jets which do not originate from the
primary vertex. The efficiency of the JVT selection has been estimated and the uncertainty on this
efficiency measurement increases for jets in the forward region (VBF jets), due to the lack of the inner
detector coverage above |η | > 2.5.

Large-R jets The uncertainties induced by the large-R jet energy scale calibration are estimated by
comparing the observed and simulated large-R jet mass measurements as well as the corresponding
calorimeter- and track-based energy measurements [78, 81]. The covariance matrix describing the
uncertainties in the subsidiary JES calibration measurement is decomposed in 5 orthogonal uncertainty
components, describing a baseline term, the residual difference between observation and prediction,
the fragmentation and hadronization model, the total statistical uncertainty of the calibration and
uncertainties related to the tracking. The impact of the large-R jet mass resolution (JMR) and jet
energy resolution (JER) uncertainties on the event selection in the present search are evaluated by
an additional smearing of the jet mass and energy, respectively. The jet mass (energy) is modified
artificially by a random value corresponding to a gaussian distribution with a standard deviation of
20% (2%) relative to the nominal JMR (JER) The smearing is applied to the jet before the event
selection. Thus, it is accounted for the effect on the mZh distribution as well as JMR-related migration
effects between the mj j-sideband CRs and the corresponding signal regions. The corresponding
normalization uncertainty induced by the large-R jet reconstruction is summarized in Table 5.3.

b-tagging The impact of the b-tagging efficiency and misidentification rate uncertainties on the
mZh distribution is also studied, both for the small-R jets in the resolved and the VR track jets in
the merged event topology region. The b-tagging calibration is performed in data, enriched with
tt̄ → bq̄W+W− → `νqq̄bb̄ events [98, 100, 183]. The average impact of the obtained b-tagging
uncertainties on the normalization of the mZh distribution in the signal and control regions with
resolved event topology is below 1%, but may reach values of up to 5% in the tails. Uncertainties
on the misidentification rate of jets from the light quarks affect the mZh distribution by about 9% on
average with values of up to 20% in the high mass tails of the resonance mass distribution.

The relative impact of all considered sources of uncertainties on the total mZh background distribution
is presented in Figs. 5.35 and 5.36 for the resolved and the merged signal regions, respectively.

The changes in the shape of the mZh distribution due to the described experimental uncertainties
undergo the smoothing and averaging procedure described in Section 4.4.1 before being included in
the final fit to data.
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Figure 5.35: The expected mZh background distributions in the (left) 1 and (right) 2 b-tag signal regions with
the resolved event topology (upper panels) and the relative change of the total background distributions with
respect to the nominal distribution after introducing a given source of experimental uncertainty. For a given
source of uncertainty the impact of each disjunct sub-component is added in quadrature. Only up to 3 leading
sub-components are shown explicitly.
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Figure 5.36: The expected mZh background distribution in the signal region with the merged event topology
(upper panel) and the relative change of the total background distributions with respect to the nominal distribution
after introducing a given source of experimental uncertainty. For a given source of uncertainty the impact of
each disjunct sub-component is added in quadrature. Only up to 3 leading sub-components are shown explicitly.
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5 Search for Zh resonance production via vector boson fusion

5.3.2 Theory uncertainties

Theory uncertainties are related to biases in the MC event generation and higher-order cross section
calculations before the simulation of the detector response. They can lead to uncertainties on the
normalization and the shape of the mZh distributions that are used for the final statistical interpretation
of the data. In contrast to experimental uncertainties, the impact of these uncertainties is process-
dependent and they are considered to be fully uncorrelated among the different simulated signal and
background processes in the fit.

The theory uncertainties discussed here are related to the matching of the matrix element (ME) to the
parton shower, the PDF measurement, the parton shower (PS) model, hadronization and underlying
event and the choice of the QCD renormalization and factorization scale. The techniques used to
evaluate the impact of these uncertainties are described in more detail in Sections 4.4.3 and 4.4.4.

The theory uncertainties for the VBF channel are evaluated in a similar manner as for the parent
analysis. They have to be extrapolated from surrogate samples, as described in Section 4.4.2.

Theory uncertainties for background processes

The impact of theory uncertainties on the expected background distributions is evaluated for the most
relevant background processes, i.e. top quark, Z+jets (bb,bc,cc) and Z+jets (bl,cl) processes, which
are studied separately for each signal and control region. The employed methodology is the same as in
the parent analysis and is described in Section 4.4.3.

Normalization differences implied by the different MC samples amount up to 40% in case of the
variations of the renormalization and factorization scales (QCD scale), µR and µF . These large
uncertainties are omitted by determining the normalization of those background processes entirely
from data, directly from the simultaneous final fit of the mZh distribution in all signal and control
regions (c.f. Section 5.4). Therefore, the theory uncertainties affect only the shape of the final
discriminant mZh distribution (shape uncertainties) and the relative normalization between the various
signal and control regions, as described below.

The impact of theory uncertainties on the shape of the mZh distribution from the minor backgrounds,
the VV and V h diboson and Z+jets (l) processes are considered to be negligible. The normalization of
those background components is taken from the prediction of the MC generators and a conservative
50% uncertainty on the normalization is assumed. The impact of theory uncertainties on the shape of
the main background mZh distributions in the signal regions is shown in Figs. 5.37 and 5.38.

top quark background Fig. 5.37 shows the mZh shape modeling uncertainty for the top quark pair
production in the signal regions with the resolved event topology. The largest impact on the shape of
the top quark distribution is caused by the uncertainty of the ME matching model. The mZh shape
prediction made by the alternative event generator, aMC@NLO, is up to 8% larger than the nominal
prediction for reconstructed mZh masses in the high-mass tail above 400GeV in the 2 b-tag signal
region with the resolved event topology. In contrast, in the corresponding 1 b-tag region the alternative
prediction is up to 15% lower than the nominal one. A similar behavior, but less pronounced, is also
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5.3 Systematic uncertainties

observed for the parton shower (PS) uncertainty and the uncertainty for the leading gluon emission.
The MC generator setups corresponding to an increased initial-state radiation (ISR) and final-state
radiation (FSR) activities predict about 2% more events in the high-mass tails compared to the nominal
prediction. ISR has a significantly smaller impact on the 2 b-tag event selection, since the accidental
selection of an ISR jet by the Higgs boson reconstruction algorithm is less likely in events with
2 b-tagged jets. The uncertainties on the PDFs have a minor impact at the percent level. The relative
changes obtained with an alternative MC generator are compatible with the discrepancy between data
and prediction that is observed in the tt̄ CR (c.f. Figs. 5.12(a) and 5.12(b)).

In addition to PDF uncertainties from alternative samples, also the intrinsic uncertainties from the
nominal PDF set are considered. An ensemble of 100 PDF sets is provided by the NNPDF group to
describe the intrinsic NNPDF uncertainties [10]. The bottom panel in Fig. 5.37 shows a subset of
the individually predicted mZh distributions as colored lines showing individually deviations about
3%. The methodology used to combine those 100 variations to the intrinsic NNPDF uncertainty by a
bin-by-bin standard deviation (std-dev) is described by Section 4.4.3. This method results in an almost
flat distribution with 1%. The comparison to an alternative MMHT2014 PDF set yields a uncertainty
of < 1%. Therefore, the intrinsic NNPDF is conservatively used for the final statistical interpretation
of data. The uncertainty on the strong coupling constant, αS , as incorporated in the description of the
NNPDF set (NNPDF αS) is employed in addition and has only a minor impact on the mZh shape.

In the signal and control regions with the merged event topology the alternative MC distributions
predict a smaller number of events in the low-mass tail compared to the nominal prediction, which is
also compatible with the observations in data. However, the evaluated modeling uncertainties in the
signal and control regions with the merged event topology suffer from a large statistical uncertainty
due to a small number of simulated events in those regions. Furthermore, the predictions in the merged
regions are dominated by statistical uncertainties, such that a superposition of statistically imprecisely
measured modeling uncertainty would lead to a double counting of statistical uncertainties.

For other minor top quark background components, the theory uncertainties are evaluated in simulated
tt̄ processes and are then extrapolated by assuming the same relative shape difference from the nominal
prediction as for the tt̄ process.

Z+jets backgrounds Fig. 5.38 shows the mZh shape modeling uncertainties for the Z+jets back-
grounds in the signal regions with the resolved event topology. In each of those regions, only the
variation for the dominant component of the Z+jets is shown, Z+jets (bl,cl) for the 1 b-tag region and
Z+jets (bb,bc,cc) for the 2 b-tag region. No significant systematic shape uncertainty is seen for the
subdominant Z+jets components in each of these regions.

The largest impact on the shape of the Z+jets mZh-distributions is seen for the uncertainties from the
matrix element (ME) matching and PS model. The tails of the mZh distribution are strongly affected
(up to 40% relative change). A large impact is seen also for the QCD scale uncertainties, in particular
from the renormalization and factorization scales, (µR, µF ) = (0.5, 0.5) and (2.0, 2.0), with up to 5%
relative change.

As for the top quark background, the intrinsic uncertainties of the NNPDF PDF set gives provides a
more conservative uncertainty compared to the alternative PDF sets. The intrinsic NNPDF uncertainty
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Figure 5.37: The expected nominal mZh distribution (upper panel) for the for the tt̄ background process in the
1 b-tag (left) and 2 b-tag (right) VBF signal regions with resolved topology, as well as the relative changes of
the mZh shape (lower panels) induced by different sources of theory uncertainties. The relative changes are
determined assuming the same number of events in each distribution (i.e. the same normalization).
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Figure 5.38: The expected nominal mZh distribution (upper panel) for the for the Z+jets (bl,cl) (left) and
Z+jets (bb,bc,cc) (right) background process in the 1 b-tag (left) and 2 b-tag (right) VBF signal regions with
resolved topology, as well as the relative changes of the mZh shape (lower panels) induced by different sources
of theory uncertainties. The relative changes are determined assuming the same number of events in each
distribution (i.e. the same normalization).

is employed in the final statistical evaluation of the data. In addition the variation of the strong coupling
constant αS incorporated in the NNPDF modeling is additionally employed. PDF uncertainties amount
to less than 3% for the Z+jets background components.

Although the discussed uncertainties have a significant impact on the top quark and Z+jets normalization
in the signal and control regions with the merged topology, no significant impact on the shape of the
mZh distributions is seen. A systematic shape variation can be seen as negligible in the signal (control)
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5 Search for Zh resonance production via vector boson fusion

region with merged event topology, since the precision of the measurement in the signal (control)
region is dominated by statistical uncertainties due to the low number of expected (observed) events.

Uncertainties due to migration between different signal and control regions

By leaving the normalization of the above background components as a free-floating parameter in
the final fit, every correlation between the various signal and control regions is removed as well.
In order to avoid these too many degrees of freedom, the relative fractions of a given background
contribution in each signal and control region are taken from simulation and assigned an additional
migration uncertainties based on the alternative MC samples. Such migration uncertainty parameters
are introduced for each process individually to describe the migration from the CR to the SR and from
the resolved to the merged regions. These uncertainties are calculated by comparing the nominal total
event yields in a given SR or CR to the yield predicted by an alternative MC sample,

σA→B
w =

√√√√√√√√√√√∑
alt

©­­­­«
����naltAnaltB − nnom

A

nnomB

����
nnom
A

nnomB

ª®®®®¬
2

. (5.2)

Here nnom(alt)
A(B) is the number of expected events for a given process in region A(B) as predicted by the

nominal (alternative) MC sample. The alternative MC samples take into account the ME matching,
PS modeling, ISR and FSR, renormalization and factorization scales as well as the uncertainties from
the PDF measurement. The impact of all theoretical uncertainties is summed in quadrature. The
corresponding uncertainty values are listed in Table 5.4.

The large uncertainties for the migration of top quark events between the 1 and 2 b-tag regions are
compatible with the difference between the observed and predicted top quark normalization in the
tt̄ CR (c.f. Fig. 5.12). Large top quark uncertainties are also obtained for the transition between
corresponding regions with the merged and resolved event topology, as well as the transition between
merged SRs and CRs. However, top quark background contribution in the merged regions is small,
such that the evaluated uncertainties will only have a moderate impact on the final result.

It has to be noted that the top quark migration uncertainty between the 1 and 2 b-tag regions is not
covered by the b-tagging uncertainties alone, as one would naively expect. The two signal jets in the
1 b-tag region with the resolved event topology are not always originating from the two b-hadrons,
but might also originate from e.g. ISR/FSR, if the jet momentum is high enough. Therefore, the
1 b-tag event topology is more affected by the modeling uncertainties in addition to the b-tagging
uncertainties or the uncertainty from the additional admixture of semi-leptonic tt̄ events. Introducing
a migration uncertainty on the ratio of events in the 1 b-tag and 2 b-tag region has therefore shown to
significantly improve the fit result.
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5.3 Systematic uncertainties

Table 5.4: Migration uncertainties for the transition of events between data regions A and B, shown separately
for the dominant background processes. The migration uncertainty between regions with 1 and 2-b tag is
calculated in an mj j-inclusive event selection. Other migration uncertainties are calculated in a 1+2 b-tag
inclusive event selection.

A→ B top quark Z+jets (bb,bc,cc) Z+jets (bl,cl) Z+jets (l)
1 b-tag→ 2 b-tag 20.48% 6.63% 4.56% 15.63%
resolved SRs→ mj j-sideband CRs 6.56% 0.84% 0.91% 00.91%
resolved SRs→ tt̄ CRs 6.05% – – –
resolved→ merged 43% 7.60% 11.39% 18.22%
SRmerg → CRmerged

mJ
20% 2.51% 1.74% 10.26%

Theory uncertainties for signal processes

In contrast to background processes, for which the prediction uncertainty is calculated for ns, the signal
uncertainty is given by the uncertainty on the signal selection efficiency, εs, for reasons explained
in Section 4.4.4. The shape of the signal mZh distribution is calculated as the uncertainty on the
differential, i.e. bin-by-bin, signal selection efficiency, εs(bi). As a consequence a small normalization
uncertainty component fully correlated to the shape uncertainty remains and is not removed.

The residual normalization and the shape uncertainties are studied for the HVT signal process produced
via VBF, separately for each mass hypothesis. The uncertainties are evaluated in the signal regions,
while the uncertainty on the signal contribution in the CR has been neglected, since the signal is
expected to be small there.

Following the approach described in Section 4.4.4, three sources of uncertainties are considered: PS
modeling uncertainties, uncertainties from the QCD renormalization and factorization scales and the
PDF measurement uncertainty.

The uncertainties on the signal selection efficiency as a function of the signal mass are shown
in Fig. 5.39. The uncertainties are evaluated at the particle level, and transposed to the event selection
efficiency at detector level using the method described in Section 4.4.2. The average uncertainty on
the signal selection efficiency is in the order of 5%. The largest uncertainty of up to 12% is caused by
the PS modeling uncertainties in the merged signal region and in the resolved signal region for low
resonance masses (. 500GeV). The impact of the three intrinsic eigenvector variations for the A14
Pythia shower tune (Var1,Var2 and Var3c, c.f. Table 4.7) is studied as recommended in Ref .[117].
All three of these uncorrelated components of the variation components have a significant impact on
the normalization and the shape of the differential signal selection efficiency. The leading contribution
to the intrinsic PS uncertainties is induced by the Var2 component, describing the shape of ISR and
FSR jets. Since the 3 components are designed fully uncorrelated, they need to be treated as three
individual components in the statistical interpretation of data.

However, the comparison to alternative PS models3 provides a more conservative uncertainty than the

3 The nominal PS is described by the Lund (or string) model, which is compared to the cluster model used in the alternative
Herwig PS generator.
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Figure 5.39: The relative uncertainty on the signal selection efficiency with respect to the nominal prediction
(at particle generator level) as function of the Z ′ mass is shown for (a) the resolved and (b) the merged SRs.
The 1 b-tag and 2 b-tag resolved SRs are combined together. The various ratio panels show the impact of the
different uncertainty sources.

intrinsic Pythia PS variations and is therefore employed instead for the final statistical interpretation
of the data, presented in Section 5.5.

The impact of the above sources of uncertainties on the shape of the mZh signal distribution is
estimated for each resonance mass hypotheses separately in each of the three signal regions. As an
example, the impact of the theory uncertainties on the VBF HVT Z ′→ `+`−bb̄ signals with a Z ′ mass
of 500 GeV and 1 TeV in the resolved signal region is shown in Fig. 5.40. The 1 b-tag and 2 b-tag
signal regions are combined together. The corresponding distributions for the separate 1 b-tag and the
2 b-tag signal regions are shown in Appendix D.2. Similarly, Fig. 5.41 shows the impact on the signal
mZh distribution with a Z ′ mass of 1 TeV and 1.6 TeV in the region with the merged event topology.

PDF uncertainties, estimated by comparing the nominal to alternative sets of PDFs, do not affect the
shape of the signal distribution. In contrast, the width of the signal mZh distribution is modified when
using the alternative PS models. The resonance width modeled by the Herwig generator is 20 − 40%
narrower (depending on the signal mass) than the nominal one from Pythia. However, the ratio plot
also shows that there is almost no deviation at the resonance peak. Differences in the mZh tails are
expected to have a negligible impact on the final result, since the signal contribution is expected to be
small compared to the background. Similar behavior is also observed for other resonance masses.
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Figure 5.40: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the resolved
VBF signal regions for the HVT model C signal with a mass of (a) 500 GeV and (b) 1 TeV. The lower ratio
panels show the relative changes in the differential efficiency, ∆εs(bi), due to a given source of modeling
uncertainty.
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Figure 5.41: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the merged
VBF signal regions for the HVT model C signal with a mass of (a) 1 TeV and (b) 1.5 TeV. The lower ratio panels
show the relative changes in the differential efficiency, ∆εs(bi), due to a given source of modeling uncertainty.
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5.4 Fit model for the statistical interpretation of data

In this section, the fit model for the statistical interpretation of the observed and the predicted data is
described, relying on the statistical methods introduced in Section 4.5.

The reconstructed diboson mass, mZh, is used as the final discriminant in the fit. The statistical
interpretation is performed via a binned maximum likelihood fit of the expected to the observed data,
simultaneously in the three signal regions (resolved 1 b-tag and 2 b-tag regions and the merged region)
as well as in the control regions (1 b-tag and 2 b-tag resolved mj j-sideband CRs, 1 b-tag and 2 b-tag
resolved tt̄ CRs and merged mJ -sideband CR). The mZh distribution is stored in histograms with a
variable bin width chosen such to have a statistical uncertainty on the total background below 25% and
a minimum of 0.5 predicted events in each bin. Furthermore, the bin width is required to be larger than
the width of the resonance mass, which is approximated by ∆m = 30 GeV + mZh[GeV]/10. Starting
at high mZh mass values, each bin range is determined iteratively by lowering the lower boundary
of each bin by 10 GeV until the above requirements are met. The resulting bin boundaries are given
in Table 5.5.

The statistical model for the search for a Zh resonance produced via VBF is based on the likelihood
function in Eq. (4.10). Apart from the signal strength parameter, µ (parameter of interest (POI)), there
is also a large number of so-called NPs, θi, accounting for statistical and systematic uncertainties.

One set of NPs covers the statistical uncertainty of the MC prediction in each histogram bin. These
NPs are assumed to follow a Poisson distribution around the true value, with the standard deviation, σ,
equal to the statistical uncertainty of MC in the bin.

Additionally, for each background process there is one nuissance parameter (NP) introduced for the
corresponding background normalization. These NPs can be regarded as additional scale factors
multiplying the pre-fit prediction. For the main backgrounds (top quark, Z+jets (bb,bc,cc) and
Z+jets (bl,cl)), the properties of the fitted CRs allow to constrain the normalization directly from data.
The corresponding NPs are therefore left unconstrained (free-floating) in the fit. The normalization of
the top quark background is primarily driven by the tt̄ CR while the Z+jets (bl,cl) and Z+jets (bb,bc,cc)
components are predominantly constrained by the fit in the 1 and 2 b-tagmj j-sideband CRs, respectively.
The normalization of minor background processes, i.e. VV and V h diboson processes as well as the

Table 5.5: Bin boundaries of the signal and control regions used in the final statistical interpretation of the data.

Region Histogram bin borders [GeV]
resolved 1 b-tag SR 200,260,320,390,460,540,630,730,840,960,1090,1230,1390,1570,1760,1970,2200,2500,2930,6000

resolved 2 b-tag SR 200,280,340,410,490,570,660,760,870,990,1130,1280,1440,1620,1820,6000

merged SR 190,300,500,700,1000,1200,1400,1600,2000,3000,6000

resolved 1 b-tag tt̄ CR 180,260,320,390,470,550,640,740,850,970,6000

resolved 1 b-tag mj j-sideband CR 140,290,350,420,500,590,690,800,920,1050,1190,1340,1510,1700,1910,2140,6000

resolved 2 b-tag tt̄ CR 180,290,350,420,500,590,680,800,6000

resolved 2 b-tag mj j-sideband CR 140,280,340,410,490,570,660,760,870,990,1130,1280,1440,2030,6000

merged mJ -sideband CR 160,300,500,700,1000,1200,1400,1600,2000,3000,6000
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Table 5.6: Overview of the nuisance parameters (NP) employed in the maximum likelihood fit

Parameter Prior uncertainty Comment
Global top quark normalization unconstrained
Global Z+jets (bb,bc,cc) normalization unconstrained
Global Z+jets (bl,cl) normalization unconstrained
Global Z+jets (l) normalization 50%
Global VV normalization 50%
Global V h(SM) normalization 50%
Migration uncertainties c.f. Table 5.4 applied to individual CR
Experimental uncertainties 75 NPs for shape + normalization from subsidiary measurements (c.f. Section 5.3.1)
Background modeling uncertainties 18 NP for shape-only from MC-to-MC comparisons (c.f. Section 5.3.2)
Signal modeling uncertainties 2 NP for shape + normalization from MC-to-MC comparisons (c.f. Section 5.3.2)
CR motivated empirical uncertainties

large-R jet pJT correction 0.5 if pJT < 400GeV
Z+jets

all merged regions
c.f. Section 5.2

VBF jet pVBF,jT correction c.f. Table 5.2
Z+jets (bb,bc,cc), Z+jets (bl,cl), top quark

all resolved regions
c.f. Section 5.2

Stat. NP, γr,i MC statistical uncertainty bin-wise

Z+jets (l) component, is constrained by the theory prediction and is assigned a log-normal constrained
NP centered around the nominal MC prediction. Conservative uncertainty of 50% is assigned to each
of the NPs describing the normalization of one of those minor backgrounds.

One NP is also introduced for each systematic shape uncertainty described in Section 5.3, as
parameterized via Eq. (4.11). Shape uncertainties smaller than 0.5% in all mZh bins within a particular
signal or control region are neglected in this region and the corresponding NP is removed from the
parametrization of this region (the so-called pruning of the NPs).

Modeling uncertainties discussed in Section 5.3.2 are related to individual background processes.
While the normalization of each signal and background process is treated separately, the modeling
uncertainties affect the shape of the mZh distributions and the migration of events from one region to
another. The latter uncertainty is implemented by introducing an additional NP acting only on one of
the both involved regions. Such NP is log-normal constrained with an uncertainty determined from
comparisons of nominal and alternative MC samples using Eq. (5.2).

The non-closure uncertainties introduced in Section 5.2 are accounting for the differences between
predicted and observed in the pVBF,jT and pJT distributions in the control regions. An overview of all
NPs used in the fits is given in Table 5.6.

The fits are performed in two different setups: In the first setup, only the signal-depleted control
regions are fitted, i.e. the mj j/J -sideband CRs and the tt̄ CRs. The impact of the signal contribution
is assumed to be negligible in these regions. Therefore, the SM background-only MC prediction is
fitted to the recorded data. This background-only CR fit is a conditional fit with the signal strength
set to µ = 0. This CR-only fit has been used to validate the background description as elaborated
in Section 5.5.1.

In the second setup, several fits are performed employing both, the signal and the control regions.
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5.4 Fit model for the statistical interpretation of data

One of these fit scenarios includes only the merged data regions, the second one the regions with the
resolved topology only and the third involves both the resolved and the merged regions simultaneously.
In all three cases, the SRs and CRs are fitted simultaneously. In each of the three scenarios, three
different fits are performed. First an unconditional maximum likelihood (ML) fit is performed
providing the maximum likelihood estimator (MLE) for NPs (θ̂) and the signal strength (µ̂). Second,
the background-only fit with µ = 0 represents the null-hypothesis, H0 for the statistical test of a
discovery (Eq. (4.13)), with the alternative hypothesis, H1, given by the first (unconditional) fit. Third,
in the context of exclusion limits, the signal-plus-background fit is performed with varying values of µ.
This signal-plus-background hypothesis, HSB is compared to the H1 hypothesis of the unconditional
fit to extract the upper limits on the signal strength, µ, using the test statistic given in Eq. (4.17)

The final results are obtained from the third fit scenario of the second setup, i.e. from a simultaneous
fit of all resolved and merged SRs and CRs. The results are presented in Section 5.5.2. In case of
the signal-plus-background hypothesis, the signal contribution is normalized to the prediction of the
HVT model C. Since the described analysis is still blinded within the ATLAS collaboration, i.e. no
recorded data are yet revealed in the SRs, only the expected search sensitivity will be presented in the
following. For this purpose, the recorded data are replaced by the so-called pseudo-data given by the
simulated MC samples.
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5.5 Results

In this section, the results of the fits in the two introduced setups are presented. The background-only
fit to the recorded data in the CRs alone is presented in Section 5.5.1 and is used to validate the
background modeling. The results of the background-only, signal-plus-background and unconditional
fits in the second setup involving both the SRs and the CRs are presented in Section 5.5.2. These fits
are performed with pseudo-data and are used to evaluate the sensitivity of the search for Zh resonances
produced via VBF in the framework of the HVT model C.

5.5.1 Background validation in control regions

Before looking into the signal regions, a background-only fit (conditional fit with µ = 0) is performed
simultaneously to the data in all CRs in order to validate the background modeling. Since the SRs are
not included in the fit, there is no bias introduced on the signal sensitivity. In this CR-only fit, the
following five CRs are fitted simultaneously: 1 and 2 b-tag resolved mj j-sideband CRs, 1 and 2 b-tag
resolved tt̄ CRs and the merged mJ -sideband CR. The merged region suffers from low statistical power
and the mismodeling uncertainties at resonance masses below 800 GeV, as elaborated in Section 5.2.1.
However, since the merged signal regions will be driving the signal sensitivity beyond resonance
masses of 1.2 TeV in the second fit setup the merged mJ -sideband CR is included in the final and in
the CR-only fit. The merged tt̄ CR is not included in the fit due to the low statistical power.

All nuisance parameters and their a priori uncertainty used in the CR-only fit are equivalent to those
used in the inclusive fit of all SRs and CRs, as listed in Table 5.6, except for the NP controlling
the migration between SR and CR, which are not included since no SRs are fitted. Another NP is
introduced here instead to decorrelate the mj j-sideband CR from the tt̄ CR using a region specific
normalization scale factor (SF) in the tt̄ CR. The prior uncertainty on this scale factor is assumed to
be the same as the migration uncertainty from the SR to the tt̄ CR.

The normalizations of each background component obtained from the CR-only fit are summarized
in Table 5.7, relative to the nominal MC prediction. The largest deviation from unity of about 13%
is obtained for the normalization of the Z+jets (bb,bc,cc) component. The normalization of the
Z+jets (l) background is 2%, which is compatible with the independent observations made in the
0 b-tag validation region (see Fig. 5.23). The down-scaled contribution of top quark backgrounds in
themerged compared to the resolved regions (migration SF of 0.89) is compatible with the independent
observations in the merged tt̄ CR, which is not included in the fit. Here, 6 events have been predicted
while only 2 are observed. The large post-fit uncertainty of 50% on this top quark background
migration SF is tolerable since top quark backgrounds only have a minor contribution of less than 5%
to the total number of events in the regions with the merged topology. In general, all normalization
scale factors are compatible within uncertainties with the pre-fit MC predictions.

The pulls, P, described by Eq. (4.21), are evaluated for each constrained NP in the CR-only fit to
assert the validity of the fit. Fig. 5.42 shows the pulls for a selection of NPs whose best-fit value differs
by more than 25% from the pre-fit value, relative to the corresponding pre-fit uncertainty. A complete
summary of all of pulls can be found in Appendix D.3.
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Table 5.7: Summary of background normalization and migration SFs and resulting from a CR-only maximum
likelihood fit. Unconstrained NP are distributed around 1 and are directly interpreted as the normalization SF.
For the log-normally constrained NPs, the pulls P (c.f. Eq. (4.21)) with respect to the a priori uncertainty are
given as well.

Sample Normalization SF Pull P
top quark +1.02 ± 0.11 (floating)
Z+jets (bb,bc,cc) +1.13 ± 0.16 (floating)
Z+jets (bl,cl) +0.99 ± 0.19 (floating)
V h(SM) 1.00 ± 0.50 +0.00 ± 0.99
VV 1.02 ± 0.49 +0.04 ± 0.98
Z+jets (l) 1.02 ± 0.48 +0.03 ± 0.96
Migration SF
top quark migration (1 b-tag→ 2 b-tag) 1.18 ± 0.08 +0.54 ± 0.39 (1 b-tag regions)
top quark migration (CRm j j

res → CRe−µ) 0.95 ± 0.06 −0.07 ± 0.95 (resolved mj j-CRs)
top quark migration (res→ merg) 0.89 ± 0.40 −0.25 ± 0.93 (merged regions)
Z+jets (bb,bc,cc) migration (res→ merg) 1.00 ± 0.08 −0.03 ± 0.99 (merged regions)
Z+jets (bl,cl) migration (res→ merg) 1.00 ± 0.11 +0.01 ± 0.98 (merged regions)
Z+jets (l) migration (res→ merg) 0.99 ± 0.07 −0.04 ± 0.99 (merged regions)

The largest observed pull of 0.87±0.33 is related to the pJT-dependent reweighting in themerged control
region, described in Section 5.2.1 The reweighting correction is based on the observed differences in
prediction and observation in the mj j-sideband CRs. Since the described fit only includes the CRs,
the corresponding NPs is pulled by about 1σ by design. The reweighting correction prevents the
non-physical pulls of other NPs, while fitting the merged region. Similarly, the uncertainty on the
fraction of semi-leptonic tt̄ decays ("tt̄ semi-lep. admixture") is motivated by observations made
in several observables in the control regions and the same-sign validation region (c.f. Section 5.2).
The NP describing the uncertainty on the admixture of semi-leptonic tt̄ events is strongly pulled to a
value of 0.63 ± 0.68. The pull value is interpreted as a 63% increase in the predicted contribution of
semi-leptonically decaying tt̄ events. This is consistent with independent observations seen in the
same-sign validation region (c.f. Fig. 5.9). Other pull values which are larger than 25% are obtained
for NPs of experimental nature, mainly the JES and JER of the small-R jets.

The uncertainties described in Section 5.3 are conservative estimates for the uncertainties on various
NPs, totaling to up to a 50% uncertainty relative to the nominal total background prediction. The
individual pre-fit uncertainties can be constrained by the fit to the data in the control regions. The
constrained post-fit NP uncertainties are extracted from the diagonal elements of the NP covariance
matrix of the fit, as described in Section 4.5.3. A NP can be constrained if the a priori uncertainty in a
certain region of phase space is large compared to the statistical precision in data. For the validity of
the fit, it is crucial that the NP constraints are not induced by statistical fluctuations. Therefore, every
large constraint is investigated. The post-fit uncertainty of the most constrained NPs (Fig. 5.42) agree
with the corresponding pre-fit uncertainty estimate within 20%. An exception is the uncertainty in the
CR-based pJT-reweighting which is expected to be constrained by design.

The post-fit correlation between the different NPs is shown in Fig. 5.43 for all NPs with at least one
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Figure 5.42: The observed (black) pulls for a selected set of NPs as obtained from a CR-only fit using the
background-only hypothesis. The expected pulls (red) are by definition equal the nominal value. The expected
constraint can be derived by using pseudo-data. All NPs with a pull larger than 0.25 or a post-fit uncertainty
deviating by more than 20% from the pre-fit uncertainty are shown.

Table 5.8: Observed and expected post-fit event yields obtained from the CR-only fit for an integrated luminosity
of 139 fb−1. The reported uncertainties include both the statistical and systematic post-fit uncertainties.

Process merged 1 b-tag resolved 1 b-tag resolved 2 b-tag resolved 2 b-tag resolved
mJ -sideband CR m j j-sideband CR t t̄ CR m j j-sideband CR t t̄ CR

Z+jets (bb,bc,cc) 8.66 ± 0.83 594.64 ± 31.28 0.09 ± 0.01 676.54 ± 24.04 0.05 ± 0.01
Z+jets (bl,cl) 24.80 ± 2.29 2621.79 ± 78.90 0.41 ± 0.03 25.49 ± 2.75 —
Z+jets (l) 9.60 ± 1.91 263.04 ± 74.32 — 0.06 ± 0.06 —
top quark 1.32 ± 0.48 403.03 ± 20.96 500.46 ± 16.43 371.12 ± 17.69 456.37 ± 15.10
VV 1.77 ± 0.35 70.42 ± 15.29 0.04 ± 0.02 16.80 ± 3.70 —
V h (SM) 0.07 ± 0.02 3.29 ± 0.80 — 1.56 ± 0.40 —
Expected SM background 46.22 ± 3.16 3956.21 ± 115.76 501.00 ± 16.43 1091.57 ± 30.20 456.42 ± 15.10
Observed 42 3958 498 1092 450

correlation coefficient larger than 0.4. These correlations lead to a total uncertainty that is smaller than
the quadratic sum of all individual components. However, the relatively strong correlation between
the normalization parameters prevents the fit from constraining the normalization nuisance parameters
of the background components individually. The total number of expected (post-fit) and observed
background events in each control region is given in Table 5.8.

The comparison of the observed and expected (post-fit) mZh distributions is shown in Fig. 5.44.
The prediction matches the observation within the given post-fit uncertainties and thus validates the
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Figure 5.43: The correlation matrix for the NPs in a CR-only fit. Only the NPs with at least one correlation
coefficient with an absolute value above 0.4 are shown.
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5 Search for Zh resonance production via vector boson fusion

Table 5.9: The expected post-fit event yields in the signal regions of the VBF Zh resonance search for an
integrates luminosity of 139 fb−1. All signal and control regions are fitted simultaneously. The quoted
uncertainties indicate both the statistical and the post-fit systematic uncertainties. The uncertainties for the
individual background predictions are larger than the total background uncertainty due to correlations between
the normalization nuisance parameters in the fit.

Process merged SR 1 b-tag resolved SR 2 b-tag resolved SR
Z+jets (bb,bc,cc) 12.31 ± 1.01 277.82 ± 13.44 316.03 ± 12.06
Z+jets (bl,cl) 42.45 ± 2.69 1304.86 ± 38.84 12.15 ± 1.69
Z+jets (l) 12.77 ± 1.34 159.13 ± 32.55 0.14 ± 0.08
top quark 4.80 ± 4.44 207.40 ± 12.85 200.34 ± 7.24
VV 4.24 ± 0.69 29.60 ± 4.88 6.59 ± 1.12
V h (SM) 0.09 ± 0.05 1.50 ± 0.64 2.37 ± 0.97
Total expected background 76.65 ± 5.50 1980.31 ± 54.20 537.62 ± 14.25

background modeling.

5.5.2 Sensitivity of the VBF Zh resonance search

The data in the signal regions are still blinded, i.e. no recorded data in these regions can be studied.
Before the unblinding, the search sensitivity, i.e. the expected upper limit on the signal production
cross section and the discovery potential, can be evaluated using the pseudo-data represented by the
simulated signal and background MC samples.

For this purpose, a fit is performed to pseudo-data in all signal and control regions. To evaluate
the discovery potential, a conditional background-only fit (µ = 0) is performed. The expected
post-fit number of background events and the corresponding uncertainties for each SR are shown
in Table 5.9.

Following the approach described in Section 4.5.4, the impact of the various NPs on the signal strength
parameter µ is studied using the pseudo-data.

The 20 NPs with the largest impact on µ̂, ranked in descending order, are shown for the two signal
mass hypotheses, mZ′ = 300 and mZ′ = 1800, in Figs. 5.45 and 5.46, respectively. The former (latter)
mass hypothesis is typical for the signal events with the resolved (merged) event topology. In each plot,
the (trivial) pulls and their corresponding 1σ post-fit constraints are overlayed on top of the impact on
the signal strength ∆µ̂ (c.f. Eq. (4.23)). The pull values are zero by definition for the fit to the expected
pseudo-data. The exception are the pulls for the free-floating normalization parameters which are by
design set to 1. The post-fit 1σ constraints on the pulls are below 1, i.e. lower than the pre-fit value,
indicating that the SR and CR information sets further constraints on the NPs. As a consequence the
impact due to such NPs is expected decrease w.r.t. the pre-fit impact by the SR and CR information.
Additional NP ranking plots for other signal mass hypotheses can be found in Appendix D.4.

The largest impact on a signal with a mass mZ′ = 300 GeV, shown in Fig. 5.45, is caused by the
uncertainty on the normalization of the Z+jets (bb,bc,cc) background. This is the dominant background
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5.5 Results

Table 5.10: The expected p0-values and the corresponding expected signal discovery significance for an HVT
Z ′ → Zh → `+`−bb̄ signal produced via VBF with Z ′ masses of 300, 400, 500 and 600 GeVassuming
production cross sections as predicted by the HVT model C. The results are obtained for an integrated luminosity
of 139 fb−1.

mZ′ Expected p0-value Expected signal significance
300 GeV 0.022 2.01σ
400 GeV 0.093 1.32σ
500 GeV 0.178 0.92σ
600 GeV 0.246 0.68σ

component in the most sensitive 2 b-tag resolved signal region. The impact of Z+jets (bb,bc,cc)
and top quark background modeling uncertainties estimated in Section 5.3.2 is highly ranked. The
relevance of top quark related uncertainties reduces with the increasing signal mass, consistent with
the decreasing fraction of this background at high mZh values.

At high signal masses (& 1.2 TeV) the merged signal region is the most sensitive one. The signal
strength for a signal mass above 1.2 TeV is affected on the one hand by the uncertainty of the muon
momentum resolution, since the muons from highly boosted Z decays traverse the muon spectrometer
with low deflection, i.e. with a small sagitta value. On the other hand, uncertainties on the energy scale
of large-R jets also become a very limiting systematic uncertainty. Furthermore, the pJT-reweighting
uncertainty due to the mismodeling of low-pT Higgs boson candidates (see Section 5.2.1) has also a
large impact on the signal strength. In contrast to the low-mass signal hypotheses, the uncertainties
on the normalization of the Z+jets (l) background component and on the misidentification rate of
light-quark induced track jets become more important than the uncertainty of the Z+jets (bb,bc,cc)
background normalization.

The expected signal significances for different signal mass hypotheses within the HVT model C are
summarized in Table 5.10, together with the corresponding local p0-values. The assumed signal cross
sections correspond to the HVT model C predictions. With the currently collected 139 fb−1 of Run 2
data, a hypothetical fermiophobic Z’ boson with a mass below 500 GeV would cause an excess of
events above a SM prediction with a signal significance of more than 1σ. The sensitivity to Z ′ bosons
with higher masses decreases below the 1σ level within the HVT model C. However, independently
of the theory model this analysis can be used to set upper limits on the cross section for the VBF
X → Zh resonance production.

Following the methodology described in Section 4.5.2, maximum likelihood fits of the signal-plus-
background hypothesis to the background-only pseudo-data yield an expected upper limit on the
production cross section at a given confidence level . The corresponding exclusion limits at 95% CL
are shown in Fig. 5.47(a) in dependence on the Z ′ resonance mass. For comparison, the exclusion
obtained from the fit of the resolved regions only is also shown. Although the merged region is
statistically limited, the inclusion of this region in the fit significantly improves the upper limit on the
cross section for resonance masses above 1 TeV by up to a factor of 3.1 at mZ′ = 3 TeV.

The described final state is probed for the first time by ATLAS in this thesis. The same final state has
been also probed by CMS [152], in search for resonance masses above 800 GeV. The CMS search is
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5 Search for Zh resonance production via vector boson fusion

performed in the merged event topology regime only. The CMS results are indicated by a dotted line
in Fig. 5.47(b) and compared to the results of this thesis’ work. At high masses (mZ′ > 1 TeV) the
CMS exclusion limits are significantly better, because CMS includes the 0-lepton (Z → νν̄) decay
channel in the search, in addition to the 2-lepton channel. Similarly as in the case of the parent
analysis in Chapter 4, the 0-lepton channel provides a higher sensitivity for large resonance masses
which leads to highly boosted Z and Higgs bosons. No Z ′ boson mass value within the HVT model C
is expected to be excluded by this analysis. However, with additional data from Run 3, it may become
possible to exclude the lower Z’ mass range.

The sensitivity of the analysis in the 2-lepton channel decreases for boosted and therefore collimated
lepton pairs. For resonance masses below 1 TeV, the presented ATLAS analysis in the 2-lepton
channel is able to set the yet strongest limits on the VBF production of Zh resonances. The red line
indicates the corresponding predicted cross section by the HVT model C Z ′→ Zh signal as a function
of the Z ′ mass.
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Figure 5.44: The observed and the expected post-fit mZh distributions in each of the fitted CRs in the CR-only fit
for the Zh resonance search produced via the VBF. The lower panels show the ratio of the observed data and the
total expected background, with the uncertainty bands corresponding to the total post-fit uncertainty. The red
line indicates the distribution of the pre-fit background sum.
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pre-fit (post-fit) standard deviation from the nominal NP value. The black dots indicate the pulls of the NPs
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232



5.5 Results

40− 30− 20− 10− 0 10 20 30 40

Pile-up reweighting:  SF 

 JES: Baseline Rlarge-

-intercal.): Total stat.η JES (Rsmall-

Luminosity

Theory: Z+jets (bl,cl) QCD-scale

Z+jets (bl,cl) floating norm.

alpha_Zl_MerResRatio

-terms): stat. (1)
T

p JES (Rsmall-

Muon: inner detector 

µ JES: PU Offset Rsmall-

 jet: mass resolutionRlarge-

 merg.)→Z+jets (bl,cl) migration (res. 

-terms): model (2)
T

p JES (Rsmall-

Theory: Z+jets (bl,cl) ME+PS

Z+jets (bb,bc,cc) floating norm.

-tag.: light quark mistag (0) btrack-jet 

Z+jets (l) norm.

 slope correction 
T,J

pNon-closure: 

Muon: sagitta res.bias 

 JES: Modelling Rlarge-

0.04− 0.03− 0.02− 0.01− 0 0.01 0.02 0.03 0.04

µ∆

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆)/0θ - θ(

Pull

µPrefit Impact on 

µPostfit Impact on 

 = 1800Z'm
Rank 1 to 20

Figure 5.46: Impact of the 20 most relevant nuisance parameters on the best-fit signal strength, µ̂, for VBF
Z ′ signal with mZ′ = 1800 GeV. The box contours (colored boxes) show the impact for a NP value set to one
pre-fit (post-fit) standard deviation from the nominal NP value. The black dots indicate the pulls of the NPs
(θ̂ − θ0)/∆θ (lower abscissa). The green box color indicates a negative correlation between the pulls and the
corresponding impact ∆µ.
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Figure 5.47: The expected upper 95% CL limits on VBF Z ′ → Zh resonance production as a function of
the resonance mass, mZ′ from combination of resolved and merged regions. The green and the yellow bands
indicate the 1σ and 2σ uncertainty on the expected limit. For comparison (a) demonstrates the improvement by
combining merged and resolved channels; the dotted curve indicates the expected limit from the resolved regions
alone. The comparison to the prediction by the HVT model C and to the CMS exclusion limits is shown in (b).
The solid red curve indicates the cross section predicted by HVT model C. The dotted gray curve represents the
result of the search by the CMS experiment [152] which includes both the 2-lepton and the 0-lepton channel.
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5.5 Results

5.5.3 Future prospects

In this chapter, the feasibility of a search for a Zh-resonance in the VBF production mode has been
studied. The next step will be to unblind data in the signal regions and, in case no significant excess
of events is observed above the SM background, set the observed exclusion limits on the production
cross section in this phase space for the first time in ATLAS.

For future analysis of this final state, there are still several optimizations of the event selection possible.
The current selection requirements are fully inherited from the parent analysis and have not been
optimized for the signal events with VBF topology. An optimization of each selection requirement
could potentially improve the expected exclusion limits and the discovery potential.

One crucial weakness of the current event reconstruction is the trivial selection of the Higgs boson
signal jets. The signal jet selection is optimized for signal events in which these are mostly the
only jets in the final state. The two signal jets are chosen to be the two highest-pT jets (leading and
sub-leading jet), or in case of an additional b-tagged sub-sub-leading jet, this b-tagged jet is selected
instead of the sub-leading untagged jet. This is a reasonable choice in the case of the parent analysis.
However, in the case of the VBF signal, there are typically four signal jets expected in a signal event.
Each signal event has the probability of 51%4 to have at least one of the two b-hadron jets missed by
the b-tagging algorithm. The efficiency of the selection of the correct signal jet pair (i.e. the two jets
from the Higgs boson decay) out of the 4 jets in the event depends on the signal resonance mass and
the kinematic properties of signal events.

In order to study the efficiency of the correct signal jet pair selection, at first a reference set of signal
events is defined which have a jet multiplicity of at least 4, where at least 2 of these jets are central
jets and are matched to a b-quark at generator level. Additionally, two of the remaining jets are
required to lie in opposite η-hemispheres of the detector. These are the minimal requirements on a
reconstructed VBF signal event with the two jets from the Higgs boson decay. The fraction of all
signal events entering the reference sample is in the order of 30% and is shown in dependence on
the resonance mass as a black line in Fig. 5.48. For very low resonance masses, the jet clustering
algorithms fail to reconstruct both jets from the Higgs boson decay because of the low transverse
momentum of the sub-leading jet. At higher resonance masses, the jets from the Higgs boson decay
are strongly collimated and may be reconstructed as the merged event topology. The efficiency of
the reference selection represents the maximal possible signal selection efficiency for the resolved
event topology, assuming that the selection requires the presence of both VBF jets in the final state.
Studies that considered also events with only one VBF jet in the final state, selected via simple pT and
η requirements showed a much smaller signal-to-background ratios for such events, implying their
negligible contribution to the search sensitivity. The selection of signal candidates with only three jets
in the final state may still be improved by using the multivariate techniques to distinguish between the
different production modes [150].

The actual signal selection efficiency in terms of the correct jet pairing is even lower than the efficiency
of the reference selection. In an environment with at least four jets in the final state the event
reconstruction often selects the wrong jet permutation, i.e. one of the VBF jets can be mistaken for a
signal jet. The green line in Fig. 5.48 shows the fraction of all signal events in which the current signal
4 Assuming the b-tagging working point with 70% efficiency.
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Figure 5.48: The expected event reconstruction and selection efficiency of reference VBF Z ′→ Zh→ `+`−bb̄
signal events (black line) using the generator level information to identify the two b-jets (maximum possible
selection efficiency). The efficiencies of the default procedure of selecting the correct jet pair, i.e. two b-jets
(green line), or a wrong jet combination (red line), i.e. at least one non-b-jet are also shown.

jet selection procedure selects the jets from the Higgs boson decay (i.e. the jets that are matched to
b-quarks). In contrast, the red line indicates the fraction of events in which jets are wrongly paired. For
low resonance masses, the selection of a wrong Higgs decay candidate is selected in almost 40% of all
reference events, because the signal jets are more likely to have a low pT and thus to be overtaken by a
VBF jet. The wrong jet pairing has the consequence that the reconstructed kinematic observables (i.e.
φ(V, h), mj j/J , mZh, ... ) do not resemble the event topology and thus have a reduced discrimination
power between signal and background. Such events may fail the selection criteria more often, or if
they do not, the mZh distribution does not show a resonant behavior. For example, the mZh signal
distribution is significantly broader in the 1 b-tag region (see Fig. 5.8).

A potential improvement of the efficiency of the correct Higgs boson decay candidate selection may
be achieved by means of multivariate techniques. It remains to future work to improve the selection of
the correct signal jet pairs for example by using a multivariate technique.
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CONCLUSIONS AND OUTLOOK

In this thesis, a search for resonances decaying into a Standard Model (SM) Higgs boson h and a weak
gauge boson W or Z was performed. Two theoretical models extending the SM were explored and
serve as benchmarks for interpreting the data. The two-Higgs doublet model (2HDM) is part of a large
class of theories beyond the SM (BSM) and predicts the existence of a massive CP-odd scalar field
A. The signal process A→ Zh serves as benchmark for a spin-0 diboson resonance. Another large
class of BSM theories describes new interactions at an energy scale above the electroweak scale and
predicts an additional triplet of massive vector bosons (heavy vector triplet (HVT)). The two signal
processes Z ′→ Zh and W ′→ Wh are used as a benchmark for the production of a spin-1 diboson
resonance. Using the leptonic decay channels of the final state gauge bosons leads to a clear signature
in the detector. As decay channel of the Higgs boson, on the other hand, h→ bb̄ is chosen due to its
large branching fraction of around 58%.

Especially for high resonance masses, the challenge is to efficiently reconstruct the strongly collimated
hadronic Higgs decays. For this purpose, detailed generic Higgs tagging studies have been performed
to improve the identification of the boosted h → bb̄ decays. The background jets mimicking the
Higgs boson decays are mainly jets from fully hadronic top quark decays t → bqq̄ (top quark jets)
or from final state gluon or quark radiation (QCD jets). The identification is based on jet mass
reconstruction and on machine learning algorithms for b-jet identification (b-tagging). Jets with a
large radius containing the entire boosted h→ bb̄ decay are defined (large-R jet), and two small jets
reconstructed from Inner Detector (ID) tracks (i.e. track jets) are associated with the large-R jet. The
standard b-tagging algorithms are applied to these track jets. In this thesis, different combinations of
selection criteria for this twofold application of the b-tagging algorithm have been investigated. The
background suppression was optimized for all analyses involving boosted h→ bb̄ decays. For high
signal selection efficiency above 90%, the tagging of only one b-jet has to be used, which provides
only moderate top quark jet rejection by about a factor of two. The QCD jet rejection reaches a factor
of 10. Accepting lower signal efficiencies, the most successful strategy for suppressing top quark
jets is based on applying the same b-tagging criteria to both track jets, increasing the top quark jet
rejection exponentially with decreasing signal efficiency up to a factor of 100 for 40% signal efficiency.
For the suppression of QCD jets, on the other hand, the asymmetric b-tagging requirement for the two
track jets is optimal with a rejection factor of order 100 corresponding to signal efficiencies between
70% and 90%. Symmetric b-tagging criteria achieve even higher QCD jet rejection rates of up to a
factor of 500.

237



5 Search for Zh resonance production via vector boson fusion

Furthermore, the invariant mass of the large-R jet can be used as a discriminant, which provides
additional background rejection by about one order of magnitude, depending on the b-tagging criteria.
Furthermore, many jet substructure observables were investigated for h → bb̄ identification, both
stand-alone and in combination with b-tagging and jet mass-based identification technique. Used
alone, the kt -splitting scale, i.e., the distance of the last two proto-jets of the kt -jet finding algorithm,
proved to be most effective for discrimination against QCD jets. The most effective variables for top
quark jet rejection are the energy correlation functions of the calorimeter clusters, which capture the
2-prong character of the h→ bb̄ decay. Combined with the b-tagging and mass criteria, however, the
improvement in sensitivity is relatively small. This Higgs tagging procedure has been applied to the
search for Wh and Zh resonances in this thesis and several other searches based on ATLAS data.

The largest background contributions in the Wh and Zh resonance searches arise from Z+jets,
W+jets, and top quark pair production. The global normalization of these background components
is determined from a fit of the final state invariant mass distributions of the different background
processes in signal-depleted control regions to the data. Systematic uncertainties in the shape of the
mass spectra in simulated events have been computed by comparing the predictions of different MC
generator setups. The studied theoretical uncertainties are due to parton shower (PS) modeling (Lund
model vs. cluster model), the matching scheme of the matrix element to the PS, and the choice of
renormalization and factorization scales. The different fragmentation models vary the shape of the
mass distribution by up to 5%, while the renormalization and factorization scales affect the shape by
about 2%. Uncertainties in the PDFs are negligible with . 0.1%. Similar theoretical uncertainties also
affect the modeling of signal efficiencies. This signal efficiency has a systematic theory uncertainty of
3% comparing different hadronization models.

In the absence of significant excesses of events in the search channels, maximum likelihood fits of the
signal and background invariant mass distributions to the data were used to determine 95% C.L. upper
limits on the cross sections for the gluon-gluon fusion (ggF) and b-quark associated production (bbA)
of spin-0 V h resonances in the mass range from 280 to 2000 GeV, and for the Drell-Yan production of
spin-1 V h resonances in the mass range of 500 − 5000 GeV.

Model independent limits on the production cross section of a heavy charged vector boson W ′ were
found to be around 5 × 10−3 pb for mW ′ = 1 TeV and 6 × 10−4 pb for mW ′ = 5 TeV. The limits for a
neutral vector boson are around 6 × 10−3 pb for mZ′ = 1 TeV and 3.5 × 10−4 pb for mZ′ = 5 TeV. Z ′

boson masses can thus be excluded up to 2.9 TeV (3.2 TeV) in HVT benchmark model A (B), while
W ′ boson masses can be excluded up to 3 TeV (3.2 TeV). Limits on the gluon-gluon fusion and the the
b-associated production cross section of a pseudo-scalar A boson were found to be around 2.5 × 10−3

pb for mA = 2 TeV and around 1.0× 10−1 pb for mA = 400 GeV. The largest excess was observed with
a local significance of 1.8 σ at mA ≈ 500 GeV. Two-dimensional limits on both A boson production
cross sections have been set constraining the 2HDM parameter space. The results have been presented
at conferences. A journal publication of these studies is currently in preparation.

The search for heavy diboson resonances has been extended for the first time in ATLAS to vector
boson fusion (VBF) production of Z ′ bosons. Sensitivity studies yield expected upper limits on the
production cross section times branching ratio of around 5.5 × 10−3 pb for masses above 1TeV and
down to 2 × 10−2 pb for masses below 800 GeV, while the VBF production cross section for a Z ′

boson in the HVT benchmark model C is still lower than the expected experimental sensitivity. A
hypothetical Z ′ boson signal in this model would lead to an excess of events with an expected local
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5.5 Results

significance of up to 1.8 σ for masses below 500 GeV. It has been shown that, in contrast to the DY
production channel, the resonance is not produced at rest but with an average pT of 100 GeV. This
initial momentum alters the back-to-back event topology of the decay products for resonances with
masses . 500 GeV making the event selection less optimal compared to the DY production mode.
Therefore, further optimization of the selection criteria has the potential to improve the sensitivity to
search for resonances produced via VBF. Based on these feasibility studies, a new analysis targeting
the VBF production mode of V h resonances is being developed in the ATLAS collaboration.
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APPENDIX

A Supplementary results for the boosted h → bb̄ tagging

This appendix contains plots whose key message is essentially no different from those shown in the
main body, Chapter 3, but which show slightly different parameter values, resulting in slightly different
results.

A.1 Tight mass window tagging

In Appendices A.1 and A.2 the performance of the Higgs-tagger is shown using a tight mass window
with a signal selection efficiency of 68% instead, for the top jet and for the QCD jet rejection,
respectively.

A.2 JSS variable correlations

The correlation between different substructure observables in a Higgs-jet sample is given in Ap-
pendix A.3 and for the studied background jet sample in Appendix A.4.

A.3 Additionally tested substructure observables

Further substructure were tested but not shown in the main body to avoid redundency due to either
poor separation power or closely similar defined as the ones shown in the main chapter. shows the
splitting scale in the the second and third to last iteration step. shows the distribution of the τwtaN

distribution, with slightly different definition of the seed-subjet with respect to the τN , given in the
main chapter.
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Figure A.1: Background rejection factor for single (left) and double b-tagging (right) in combination with a
loose mass window as function of large-R pT.
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Figure A.2: (left) QCD jet background rejection and (right) top jet background rejection by varying b-tagging
requirements with a tight mass window (upper two rows) or a loose mass window (lower two rows) applied.
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Figure A.3: Linear correlation coefficient between JSS variables in Higgs-jets. The subsample used to probe
for correlations satisfy the (top) single b-tagging, (center) double b-tagging and (bottom) exclustive single
b-tagging (aka. 1 b-tag) criterion.

Rejection curves with alternative baseline b-tagging

The performance of different JSS variables on top of a loose b-tagging (85%) requirments are shown
in Appendices A.7 and A.8 for single and double b-tagging, respectively. An additional loose mass
window (80%) is applied for the plot shown in Appendices A.9 and A.10.

244



A Supplementary results for the boosted h→ bb̄ tagging

0.210.100.29 0.43 0.750.77 0.84 0.89 0.990.92 0.93 1.00

0.210.100.42 0.49 0.590.69 0.88 0.95 0.930.98 1.00 0.93

0.18 0.090.42 0.62 0.560.78 0.84 0.92 0.891.00 0.98 0.92

0.23 0.100.30 0.34 0.740.70 0.86 0.90 1.000.89 0.93 0.99

0.23 0.030.36 0.39 0.57 0.610.95 1.00 0.900.92 0.95 0.89

0.22 0.08 0.310.30 0.550.55 1.00 0.95 0.860.84 0.88 0.84

0.09 0.130.24 0.84 0.591.00 0.55 0.610.700.78 0.69 0.77

0.18 0.170.10 0.211.000.59 0.55 0.57 0.740.56 0.59 0.75

0.02 0.020.29 1.00 0.210.84 0.30 0.39 0.340.62 0.49 0.43

0.06 0.391.00 0.29 0.100.24 0.310.36 0.300.42 0.42 0.29

0.02 1.000.39 0.02 0.170.13 0.08 0.03 0.100.09 0.10 0.10

1.00 0.020.06 0.02 0.180.09 0.22 0.23 0.230.18 0.21 0.21

)
34

Cutlog(Z )
13

log(D )
23

log(D
1F
2F

2F
4F

1F
4F wta

21τ 21τ
0F
4F

2F
0F
2F

4F

4FFox Wolfram 

0F/2FFox Wolfram ratio 

2FFox Wolfram 

0F/4FFox Wolfram ratio 

21τ

wta
21

τ

1F/4FFox Wolfram ratio 

2F/4FFox Wolfram ratio 

1F/2FFox Wolfram ratio 

)23D(logDipolarity 

)13D(logDipolarity 

34
cutZlog 

 = 13 TeVsSimulation, 
single b-tagging
Flavour tagging WP: 70%
top-jets

0.06 0.190.68 0.65 0.680.76 0.76 0.78 0.970.95 0.94 1.00

0.03 0.270.67 0.72 0.670.77 0.75 0.77 0.870.92 1.00 0.94

0.12 0.230.67 0.59 0.710.68 0.74 0.77 0.931.00 0.92 0.95

0.06 0.15 0.610.57 0.660.70 0.610.67 1.000.93 0.87 0.97

0.06 0.500.54 0.53 0.850.58 0.98 1.00 0.670.77 0.77 0.78

0.05 0.450.57 0.56 0.750.59 1.00 0.98 0.610.74 0.75 0.76

0.03 0.150.64 0.910.471.00 0.59 0.58 0.700.68 0.77 0.76

0.08 0.520.38 0.38 1.000.47 0.75 0.85 0.66 0.710.67 0.68

0.04 0.130.69 1.00 0.38 0.910.56 0.53 0.570.59 0.72 0.65

0.09 0.071.00 0.69 0.380.64 0.57 0.54 0.610.67 0.67 0.68

0.09 1.000.07 0.13 0.520.15 0.45 0.50 0.150.23 0.27 0.19

1.00 0.090.09 0.04 0.080.03 0.05 0.06 0.060.12 0.03 0.06

)
1

log(ECF
2F
3F

log(A) wta
21τ

1F
3F

21τ
0F
3F

3F 2F majT minT
0F
2F

0F/2FFox Wolfram ratio 

min
Thrust T

maxThrust T

2FFox Wolfram 

3FFox Wolfram 

0F/3FFox Wolfram ratio 

21τ

1F/3FFox Wolfram ratio 

wta
21

τ

)A(logAplanarity 

2F/3FFox Wolfram ratio 

)
1

(ECFlog

 = 13 TeVsSimulation, 
single b-tagging
Flavour tagging WP: 70%
QCD-jets

0.05 0.210.410.42 0.600.75 0.84 0.71 0.910.88 0.99 1.00

0.06 0.23 0.310.39 0.670.65 0.84 0.73 0.920.89 1.00 0.99

0.02 0.230.30 0.63 0.680.56 0.67 0.83 0.961.00 0.89 0.88

0.01 0.210.38 0.54 0.62 0.610.69 0.76 1.000.96 0.92 0.91

0.05 0.100.27 0.77 0.580.47 0.52 1.00 0.760.83 0.73 0.71

0.15 0.220.26 0.26 0.510.64 1.00 0.52 0.690.67 0.84 0.84

0.02 0.060.86 0.43 0.131.00 0.64 0.47 0.610.56 0.65 0.75

0.14 0.200.19 0.24 1.000.13 0.510.58 0.620.68 0.67 0.60

0.06 0.070.40 1.00 0.240.43 0.26 0.77 0.540.63 0.39 0.42

0.07 0.081.00 0.40 0.190.86 0.26 0.27 0.380.30 0.31 0.41

0.10 1.000.08 0.07 0.200.06 0.22 0.10 0.210.23 0.23 0.21

1.00 0.100.07 0.06 0.140.02 0.15 0.05 0.010.02 0.06 0.05

)
13

log(D )
34

Cutlog(Z
1F
2F

)
12

Cutlog(Z log(A)
1F
4F

2F
4F =1β

2D 21τ wta
21τ

0F
4F

4F

4FFox Wolfram 

0F/4FFox Wolfram ratio 

wta
21

τ

21τ

=1β
2D

2F/4FFox Wolfram ratio 

1F/4FFox Wolfram ratio 

)A(logAplanarity 

12
cutZlog 

1F/2FFox Wolfram ratio 

34
cutZlog 

)13D(logDipolarity 

 = 13 TeVsSimulation, 
double b-tagging
Flavour tagging WP: 70%
top-jets

0.56 0.37 0.04 0.010.65 0.73 0.740.76 0.98 1.00

0.65 0.310.070.13 0.64 0.70 0.730.67 1.00 0.98

0.17 0.76 0.370.36 0.33 0.40 0.891.00 0.67 0.76

0.36 0.73 0.200.14 0.28 0.34 1.000.89 0.73 0.74

0.42 0.05 0.310.33 0.99 1.00 0.340.40 0.70 0.73

0.39 0.03 0.38 0.411.00 0.99 0.280.33 0.64 0.65

0.15 0.26 0.981.00 0.410.33 0.140.36 0.13 0.01

0.05 0.30 1.000.98 0.38 0.310.200.37 0.07 0.04

0.19 1.00 0.300.26 0.03 0.05 0.730.76 0.310.37

1.00 0.19 0.050.15 0.39 0.42 0.360.17 0.65 0.56

1.00

1.00

)
23

log(D )
13

log(D
3F
4F

2F
3F

2τ wta
2τ wta

1τ 1τ
1F
3F

3F 2F
0F
2F

0F/2FFox Wolfram ratio 

2FFox Wolfram 

3FFox Wolfram 

1F/3FFox Wolfram ratio 

1τ

wta
1

τ

wta
2

τ

2τ

2F/3FFox Wolfram ratio 

3F/4FFox Wolfram ratio 

)23D(logDipolarity 

)13D(logDipolarity 

 = 13 TeVsSimulation, 
double b-tagging
Flavour tagging WP: 70%
QCD-jets

0.23 0.110.29 0.42 0.540.33 0.77 0.77 0.670.85 0.99 1.00

0.24 0.100.29 0.34 0.600.32 0.77 0.69 0.680.86 1.00 0.99

0.25 0.08 0.310.28 0.620.60 0.58 0.54 0.801.00 0.86 0.85

0.09 0.120.40 0.27 0.510.77 0.43 0.45 1.000.80 0.68 0.67

0.10 0.130.23 0.83 0.14 0.31 0.611.00 0.450.54 0.69 0.77

0.18 0.180.10 0.210.440.15 1.00 0.610.430.58 0.77 0.77

0.010.070.36 0.30 0.211.00 0.15 0.310.770.60 0.32 0.33

0.19 0.010.03 0.18 1.00 0.210.44 0.14 0.510.62 0.60 0.54

0.00 0.020.28 1.00 0.180.30 0.210.83 0.270.28 0.34 0.42

0.05 0.391.00 0.28 0.030.36 0.10 0.23 0.40 0.310.29 0.29

0.02 1.000.39 0.02 0.010.07 0.18 0.13 0.120.08 0.10 0.11

1.00 0.020.05 0.00 0.19 0.010.18 0.10 0.090.25 0.24 0.23

)
34

Cutlog(Z )
13

log(D )
23

log(D
1F
2F

log(A) )
12

Cutlog(Z
2F
4F

1F
4F =1β

2D wta
21τ

0F
4F

4F

4FFox Wolfram 

0F/4FFox Wolfram ratio 

wta
21

τ

=1β
2D

1F/4FFox Wolfram ratio 

2F/4FFox Wolfram ratio 

12
cutZlog 

)A(logAplanarity 

1F/2FFox Wolfram ratio 

)23D(logDipolarity 

)13D(logDipolarity 

34
cutZlog 

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%
top-jets

0.06 0.360.29 0.710.670.77 0.82 0.74 0.770.94 0.95 1.00

0.09 0.400.30 0.70 0.68 0.710.82 0.74 0.770.96 1.00 0.95

0.12 0.370.38 0.69 0.730.67 0.77 0.76 0.791.00 0.96 0.94

0.110.22 0.610.56 0.870.57 0.63 0.98 1.000.79 0.77 0.77

0.10 0.170.56 0.59 0.770.59 0.63 1.00 0.980.76 0.74 0.74

0.07 0.320.25 0.69 0.54 0.911.00 0.63 0.630.77 0.82 0.82

0.06 0.240.19 0.72 0.451.00 0.910.59 0.570.67 0.710.77

0.12 0.360.63 0.40 1.000.45 0.54 0.77 0.870.73 0.68 0.67

0.12 0.200.17 1.00 0.400.72 0.69 0.59 0.560.69 0.70 0.71

0.09 0.111.00 0.17 0.630.19 0.25 0.56 0.610.38 0.30 0.29

0.07 1.00 0.110.20 0.360.24 0.32 0.17 0.220.37 0.40 0.36

1.00 0.070.09 0.12 0.120.06 0.07 0.10 0.110.12 0.09 0.06

)
1

log(ECF
3F
4F

2F
3F

log(A)
1F
3F wta

21τ 21τ
0F
3F

3F majT
0F
2F

minT

min
Thrust T

0F/2FFox Wolfram ratio 

maxThrust T

3FFox Wolfram 

0F/3FFox Wolfram ratio 

21τ

wta
21

τ

1F/3FFox Wolfram ratio 

)A(logAplanarity 

2F/3FFox Wolfram ratio 

3F/4FFox Wolfram ratio 

)
1

(ECFlog

 = 13 TeVsSimulation, 
excl. single b-tagging
Flavour tagging WP: 70%
QCD-jets

Figure A.4: Linear correlation coefficient between JSS variables in (left) top jets and (right) QCD jets. The
subsample used to probe for correlations satisfy the (top) single b-tagging, (center) double b-tagging and
(bottom) exclustive single b-tagging (aka. 1 b-tag) criterion.
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Figure A.5: Distribution of the splitting scales (a)
√

d23, (c)
√

d34 and the asymmetry variables (b) Z23
cut and (d)

Z34
cut variables for the Higgs jet signal and top jet and QCD jet backgrounds.
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Figure A.6: Distribution of the Fox-Wolfram moments (a) F0, (b) F1, (c) F3 and for the (winner takes all (wta))
subjettiness variables (d) τwta1 , (e) τwta2 and (f) τwta3 for the Higgs jet signal and top jet and QCD jet backgrounds.
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Figure A.7: receiver operating characteristic (ROC) curves comparing the performance of different Higgs
taggers in which the jet substructure (JSS) variables (including the jet mass) are applied in addition to the single
b-tagging requirement with the working point at 85% b-tagging efficiency; (top) against top jets; (bottom)
against QCD jets.
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Figure A.8: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the single b-tagging requirement with the
working point at 85% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.
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Figure A.9: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the single b-tagging requirement with the
working point at 85% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.
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Figure A.10: ROC curves comparing the performance of different Higgs taggers in which the jet substructure
(JSS) variables (including the jet mass) are applied in addition to the single b-tagging requirement with the
working point at 85% b-tagging efficiency; (top) against top jets; (bottom) against QCD jets.
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5 Search for Zh resonance production via vector boson fusion

B Additional material for the Vh-resonance searches

This section is intended to help later attempts to reproduce the analyses given in Chapters 4 and 5 by
providing detailed, technical information on triggers, NP, or the derivation of uncertainties.

B.1 Trigger menu

The trigger that are applied throughout both physics analyses in Chapters 4 and 5 is given in
Appendix B.11

Table B.11: The requirements on the high level trigger objects (trigger menu) imposed to all events used for the
analysis in Chapters 4 and 5. Summary of the lowest unprescaled Emiss

T , single electron and single muon trigger
menu entries used for the Run 2 data taking periods.

MET Trigger Electron trigger Muon Trigger

2015 Run

HLT_e24_lhmedium_L1EM20VH HLT_mu20_iloose_L1MU15
HLT_xe70 HLT_e60_lhmedium HLT_mu50

HLT_e120_lhloose

2016 Run

HLT_e26_lhtight_nod0_ivarloose
HLT_xe90_mht_L1XE50 HLT_e60_lhmedium_nod0 HLT_mu26_ivarmedium
HLT_xe110_mht_L1XE50 HLT_e140_lhloose_nod0 HLT_mu50

HLT_e300_etcut

2017 Run

HLT_e26_lhtight_nod0_ivarloose
HLT_e60_lhmedium_nod0 HLT_mu26_ivarmedium

HLT_xe110_pufit_L1XE55 HLT_e140_lhloose_nod0 HLT_mu50
HLT_e300_etcut

2018 Run

HLT_e26_lhtight_nod0_ivarloose
HLT_e60_lhmedium_nod0 HLT_mu26_ivarmedium

HLT_xe110_pufit_xe70_L1XE50 HLT_e140_lhloose_nod0 HLT_mu50
HLT_e300_etcut
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B Additional material for the V h-resonance searches

B.2 Information on the evaluation of theoretical uncertainties.

The relative uncertainties due to theoretical uncertainties are evaluated using surrogate sample.
Appendix B.12 gives an overview how the surrogate sample is simulated.
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Table B.12: Context related definition of surrogate sample.

Process Uncertainty Variation surrogate sample

tt̄
ME matching MadGraph5_aMC@NLO + Pythia 8 AtlFast [194]
Parton shower Powheg-Box + Herwig 7 AtlFast [194]

PDF Alternative event weights using LhaPdf [13] No pre-filtering at generator level.
ISR/FSR Alternative event weights with A14 tune variations [117] Decreased statistical power in extreme phase spaces (e.g. high-Emiss

T )

V+jets
ME matching + PS MadGraph5_aMC@NLO + Pythia 8 MC corresponding to data taking period 2015-2016

PDF Alternative event weights using LhaPdf [13] representative subset of samples with intact alternative weightsQCD scale Alternative event weights

HVT (quark-antiquark annihilation (qq̄), VBF)
PS MadGraph5 + + Herwig 7

generator level events, c.f. Section 4.4.4

PDF Alternative event weights using LhaPdf [13]
A14 shower tuneTable 4.3 Alternative event weights

2HDM (gluon-gluon fusion (ggA mode))
PS MadGraph5 + + Herwig 7
PDF Alternative event weights using LhaPdf [13]

A14 shower tuneTable 4.3 Alternative event weights
QCD scale Alternative event weights

2HDM (in association with b-quarks (bbA mode))
PS MadGraph5 + + Herwig 7
PDF Alternative event weights using LhaPdf [13]

A14 shower tuneTable 4.3 Alternative event weights
QCD scale Alternative event weights
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C Additional material for the V h-resonance searches in the DY, ggF and bbA mode production mode

Table B.13: Requirements to the event selection on generator level.

Common requirements
variable resolved merged

Njets ≥ 2 small-R jets ≥ 1 large-R jet
pT , jet ≥ 45 GeV ≥ 250 GeV
|ηjet | 4.5 ≤ 2.0
mJ 75 GeV ≤ mJ ≤ 145 GeV

0-lepton channel
mj j 110 GeV ≤ mj j/J ≤ 140 GeV

Emiss
T ≥ 150 GeV

HT
≥ 120 GeV for 2 signal jets
≥ 150 GeV for ≥ 3 signal jets

∆φ( j, j) > (7π/9.)
∆φ(h, Emiss

T ) < 2π
3

minj∈jets ∆φ(Emiss
T , j) ≥ π/9 (for up to 3 jets)

> (π/6)(for at least 4 jets)
1-lepton channel

mj j 110 GeV ≤ mj j/J ≤ 140 GeV
pleptonT ≥ 27 GeV
Emiss
T ≥ 40 GeV ≥ 100 GeV

Njets ≤ 3
pT.,W > max(710 − (3.3 × 105/mZh

GeV ), 150) GeV max(394 · log(mZh

GeV ) − 2350, 150) GeV
mW ≤ 300 GeV

Emiss
T /√HT ≤ (1.15 + (8 × 10−3mZh()/ GeV)

2-lepton channel
mj j 100 GeV ≤ mj j/J ≤ 145 GeV

plepton 1T ≥ 27 GeV
plepton 2T ≥ 20 GeV ≥ 25 GeV

Emiss
T /√HT ≤ (1.15 + (8 × 10−3 mZh

GeV ))
pT.Z ≥ (20 + 9 ·

√
mZh

GeV − 320 · GeV
mZ max(40, 87 − (0.03mZh

GeV ), 97. + (0.013 · mZh

GeV ))

Selection requirements on generator level

Appendix B.13 gives the event selection criteria as they are defined for generator level samples. These
generator level samples are not simulated through the detector but the content in simulation of stable
particles is directly used, neglecting experimental uncertainties such as on the reconstruction efficiency.
The code using theTruth3 dataset is given in https://gitlab.cern.ch:8443/smaschek/vhreso_theosignal.

C Additional material for the Vh-resonance searches in the DY, ggF
and bbAmode production mode

C.1 Pre-fit control region plots

The nominal distribution of the reconstructed di-boson mass mT,Zh in the 0-lepton channel before the
fit to the data. The uncertainties cover only statistical uncertainties. The descrepancies are covered
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5 Search for Zh resonance production via vector boson fusion

by the pull of the variables shown in Figs. 4.32 to 4.34 leading to the post-fit distributions given
in Figs. 4.25 to 4.28.

C.2 jet mass resolution (JMR) uncertainties

The detailed representation of the imposed uncertainties on the JMR for the various channels and for
the individual background processes is given in Appendices C.2 to C.7. In Appendices C.2 and C.3
shows the impact of the JMR uncertainty individiually on the top quark background for 1 b-tag and 2
b-tag, respectively. The impact of the tagging multiplicity on this uncertainty is not negligible, since
the large-R jets in the 2 b-tag regions have a bias on the origin of the jet seed particles (stemming from
two b-quarks) while the 1 b-tag region has not. Appendices C.4 and C.5 show the impact of JMR
uncertainties on the V+jets and on the minor backgrounds (VV , V h), respectively. The individual
background processes are impacted by the JMR uncertainties to different extent. Appendices C.6
and C.7 show the effect of the JMR uncertainty to the combined SM background. The small but visible
migration in the mj j-sideband CR distributions of the resolved regions (note that this uncertainty
affects the large-R jet) is shown in Appendix C.7.

C.3 Theory uncertainties on background m(T,)Vh distributions for additional data
regions

The different sources of theoretical uncertainties on the shape of the kinematic distributions are
computed individually for each signal region and control region and for the 7 (8) main background
components for the HVT and ggA mode analysis (for the acrshortbbA analysis). The expected nominal
mT,Zh distribution in the 0-lepton channel, together with the relative uncertainties due to the various
sources of uncertainties, is shown in Appendices C.8 and C.10 to C.16. The corresponding expected
nominal mWh distribution in the 1-lepton lepton channel with the corresponding relative uncertainties
is shown in Appendices C.17 to C.21.

C.4 Theory uncertainties on signal m(T,)Vh distributions for additional data regions

The heavy vector triplet (HVT) signal selection efficiency in the different signal regions for the
generator level events and the correspondingly adapted event selection is shown in Appendix C.22.
The two-Higgs doublet model (2HDM) signal selection efficiency is shown in Appendix C.23. The
selection efficiency is close to what is computed on reconstruction level and shown in Figs. 4.5
to 4.7 which allows for the assumption that no significant reconstruction related bias impacts on the
evaluation of the signal theory uncertainties.

Appendices C.24 to C.30 shows the impact on the reconstruction efficiency due to the studied sources
of theoretical uncertainties as a function of the resonance mass. Since the signal distribution is
generally localized in a relative small region of m(T,)Vh, the normalization component is shown here.
Furthermore, Appendices C.31 to C.35 shows the impact on the signal m(T,)Vh distributions due to the
theoretical uncertainties.
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Figure C.1: Expected (pre-fit) and observed distributions mZh-distribution in the 0-lepton channel m j j/J -
sideband CRs for (left) the resolved regions and (right) the merged regions. The plots in the three rows show
different b-tagging multiplicities in increasing order with 1 b-tag, 2 b-tag and 3+ b-tag (2 b-tag with additional
b-tag) for the resolved (merged) regions. The uncertainties cover only statistical uncertainties of data (black
error bars) and of MC samples (red shade).
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Figure C.2: The relative uncertainty on the m(T,)Vh distribution of (left) the mJ -sideband CRs and (right) the
signal regions of the top quark backgrounds due to the uncertainty on the large-R jet mass resolution (JMR).

600 800 1000 1200 1400 1600 1800 2000
 [GeV]T,Zhm

1

1.2

1.4

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b-sideband CR (2 

J
0-lepton merged m

 JMR uncertaintyRtop quark large-

600 800 1000 1200 1400 1600 1800 2000
 [GeV]T,Zhm

1

1.05

1.1

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b0-lepton merged SR (2 

 JMR uncertaintyRtop quark large-

600 800 1000 1200 1400 1600 1800 2000
 [GeV]Whm

0.95

1

1.05

1.1

1.15

1.2

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b-sideband CR (2 

J
1-lepton merged m

 JMR uncertaintyRtop quark large-

600 800 1000 1200 1400 1600 1800 2000
 [GeV]Whm

1

1.02

1.04

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b1-lepton merged SR (2 

 JMR uncertaintyRtop quark large-

600 800 1000 1200 1400 1600 1800 2000
 [GeV]Zhm

1

1.1

1.2

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b-sideband CR (2 

J
2-lepton merged m

 JMR uncertaintyRtop quark large-

600 800 1000 1200 1400 1600 1800 2000
 [GeV]Zhm

0.5

1

1.5

2

2.5

R
el

. u
nc

.

 = 13 TeVs Simulation
-tag)b2-lepton merged SR (2 

 JMR uncertaintyRtop quark large-

Figure C.3: The relative uncertainty on the m(T,)Vh distribution of (left) the mJ -sideband CRs and (right) the
signal regions of the top quark backgrounds due to the uncertainty on the large-R jet mass resolution (JMR).
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Figure C.4: The relative uncertainty on the m(T,)Vh distribution of (left) the mJ -sideband CRs and (right) the
signal regions of the V+jets backgrounds due to the uncertainty on the large-R jet mass resolution (JMR).
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Figure C.5: The relative uncertainty on the m(T,)Vh distribution of (left) the mJ -sideband CRs and (right) the
signal regions of other minor backgrounds (VV , V h) backgrounds due to the uncertainty on the large-R jet mass
resolution (JMR).
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Figure C.6: The relative uncertainty on the m(T,)Vh distribution of (left) the mJ -sideband CRs and (right) the
signal regions of combined SM background due to the uncertainty on the large-R jet mass resolution (JMR). 1 b
tag region
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Figure C.7: The relative uncertainty on the m(T,)Vh distribution of the (resolved) mj j-sideband CRs with (left)
1 b-tag and (right) 2 b-tag of the combined SM backgrounds due to the uncertainty on the large-R jet mass
resolution (JMR). resolved mj j/J -sideband CRs
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Figure C.8: ExpectedmVH -distributions of tt̄ background components in the 0-lepton 1 b-tag (left) resolved and
(right) merged signal regions as predicted by Powheg interfaced with Pythia 8 with an integrated luminosity
of 139 fb−1(nominal). The multiple ratio panels show the shape uncertainties without normalization component
for uncertainties originating from theoretical uncertainties. The first row of the ratio panels show the parton
shower (PS) model uncertainty; the second row shows matrix element (ME) matching model uncertainties; third
and fourth row show initial-state radiation (ISR) and final-state radiation (FSR) uncertainties; the three bottom
rows show the uncertainty of the parton density function (PDF) uncertainties and the NNPDF-incorporated αS .
The gray shades in each ratio panel indicate the total uncertainty as used in the final statistical interpretation of
data.
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Figure C.9: Expected mVH -distributions of tt̄ background components in the 0-lepton 2 b-tag (left) resolved
and (right) merged signal regions as predicted by Powheg interfaced with Pythia 8 with an integrated
luminosity of 139 fb−1(nominal). The multiple ratio panels show the shape uncertainties without normalization
component for uncertainties originating from theoretical uncertainties. The first row of the ratio panels show
the PS model uncertainty; the second row shows ME matching model uncertainties; third and fourth row show
ISR and FSR uncertainties; the three bottom rows show the uncertainty of the PDF uncertainties and the
NNPDF-incorporated αS . The gray shades in each ratio panel indicate the total uncertainty as used in the final
statistical interpretation of data.
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Figure C.10: ExpectedmVH -distributions of tt̄+HF background components in the 0-lepton bbAmode sensitive
(left) resolved and (right) merged signal regions as predicted by Powheg interfaced with Pythia 8 with an
integrated luminosity of 139 fb−1(nominal). The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The first row of the ratio
panels show the PS model uncertainty; the second row shows ME matching model uncertainties; third and
fourth row show ISR and FSR uncertainties; The fifth row shows uncertainties due to the tt̄bb̄ 4-flavor-scheme
uncertainty. the three bottom rows show the uncertainty of the PDF uncertainties and the NNPDF-incorporated
αS . The gray shades in each ratio panel indicate the total uncertainty as used in the final statistical interpretation
of data. T
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Figure C.11: Expected mT,Zh-distributions of Z+jets (bb,bc,cc) background components in the 0-lepton 1 b-tag
(left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity of
139 fb−1(nominal). Distribution of the nominal predictions of Z+jets (bb,bc,cc) background in the (left) resolved
and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The row of the ratio
panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows show the
PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as used in the
final statistical interpretation of data.
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Figure C.12: Expected mT,Zh-distributions of Z+jets (bl,cl) background components in the 0-lepton 1 b-tag
(left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity of
139 fb−1(nominal). Distribution of the nominal predictions of Z+jets (bl,cl) background in the (left) resolved
and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The row of the ratio
panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows show the
PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as used in the
final statistical interpretation of data.
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Figure C.13: Expected mT,Zh-distributions of Z+jets (bl,cl) background components in the 0-lepton 2 b-tag
(left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity of
139 fb−1(nominal). Distribution of the nominal predictions of Z+jets (bl,cl) background in the (left) resolved
and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The row of the ratio
panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows show the
PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as used in the
final statistical interpretation of data.
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Figure C.14: Expected mT,Zh-distributions of W+jets (bb,bc,cc) background components in the 0-lepton 1
b-tag (left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity
of 139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bb,bc,cc) background in the (left)
resolved and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties
without normalization component for uncertainties originating from theoretical uncertainties. The row of the
ratio panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows
show the PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as
used in the final statistical interpretation of data.
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Figure C.15: Expected mT,Zh-distributions of W+jets (bb,bc,cc) background components in the 0-lepton 2
b-tag (left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity
of 139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bb,bc,cc) background in the (left)
resolved and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties
without normalization component for uncertainties originating from theoretical uncertainties. The row of the
ratio panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows
show the PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as
used in the final statistical interpretation of data.
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Figure C.16: Expected mT,Zh-distributions of W+jets (bl,cl) background components in the 0-lepton 1 b-tag
(left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity of
139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bl,cl) background in the (left) resolved
and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The row of the ratio
panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows show the
PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as used in the
final statistical interpretation of data.
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Figure C.17: Expected mVH -distributions of tt̄ background components in the 1-lepton 1 b-tag (left) resolved
and (right) merged signal regions as predicted by Powheg interfaced with Pythia 8 with an integrated
luminosity of 139 fb−1(nominal). The multiple ratio panels show the shape uncertainties without normalization
component for uncertainties originating from theoretical uncertainties. The first row of the ratio panels show
the PS model uncertainty; the second row shows ME matching model uncertainties; third and fourth row show
ISR and FSR uncertainties; the three bottom rows show the uncertainty of the PDF uncertainties and the
NNPDF-incorporated αS . The gray shades in each ratio panel indicate the total uncertainty as used in the final
statistical interpretation of data.
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Figure C.18: Expected mVH -distributions of tt̄ background components in the 1-lepton 2 b-tag (left) resolved
and (right) merged signal regions as predicted by Powheg interfaced with Pythia 8 with an integrated
luminosity of 139 fb−1(nominal). The multiple ratio panels show the shape uncertainties without normalization
component for uncertainties originating from theoretical uncertainties. The first row of the ratio panels show
the PS model uncertainty; the second row shows ME matching model uncertainties; third and fourth row show
ISR and FSR uncertainties; the three bottom rows show the uncertainty of the PDF uncertainties and the
NNPDF-incorporated αS . The gray shades in each ratio panel indicate the total uncertainty as used in the final
statistical interpretation of data.

271



5 Search for Zh resonance production via vector boson fusion
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Figure C.19: Expected mT,Zh-distributions of W+jets (bb,bc,cc) background components in the 1-lepton 1
b-tag (left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity
of 139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bb,bc,cc) background in the (left)
resolved and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties
without normalization component for uncertainties originating from theoretical uncertainties. The row of the
ratio panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows
show the PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as
used in the final statistical interpretation of data.
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C Additional material for the V h-resonance searches in the DY, ggF and bbA mode production mode

300 400 500 600 700 800 900 1000 1100
 [GeV]Vhm

10

210

310

E
ve

nt
s/

G
eV Simulation Internal

1-lepton, resolved SR, 2tag
-1

 Ldt = 139 fb∫=13TeV, sW+bb,bc,cc jets, 

600 800 1000 1200 1400 1600
 [GeV]Vhm

1

10

210

E
ve

nt
s/

G
eV Simulation Internal

1-lepton, merged SR, 2tag
-1

 Ldt = 139 fb∫=13TeV, sW+bb,bc,cc jets, 

300 400 500 600 700 800 900 1000 1100

 [GeV]Vhm

0.98
1

1.02
1.04
1.06

W+bb,bc,cc jets: ME and PS modelShapeOnly uncertainties

nominal SysMadGraph

600 800 1000 1200 1400 1600

 [GeV]Vhm

0.95

1

1.05

1.1

1.15 W+bb,bc,cc jets: ME and PS modelShapeOnly uncertainties

nominal SysMadGraph

300 400 500 600 700 800 900 1000 1100

 [GeV]Vhm

0.98

1

1.02

1.04
)ShapeOnly uncertainties

F
µ,

R
µW+bb,bc,cc jets: QCD scale (

nominal Sys(.5,.5) Sys(.5,1) Sys(1,.5) Sys(1,2) Sys(2,1) Sys(2,2)

600 800 1000 1200 1400 1600

 [GeV]Vhm

0.96
0.98

1
1.02
1.04
1.06
1.08 )ShapeOnly uncertainties

F
µ,

R
µW+bb,bc,cc jets: QCD scale (

nominal Sys(.5,.5) Sys(.5,1) Sys(1,.5) Sys(1,2) Sys(2,1) Sys(2,2)

300 400 500 600 700 800 900 1000 1100

 [GeV]Vhm

0.9998

1

1.0002

1.0004
 ShapeOnly uncertaintiesSαW+bb,bc,cc jets: NNPDF 

nominal  downσSys 1  upσSys 1

600 800 1000 1200 1400 1600

 [GeV]Vhm

0.999
1

1.001
1.002
1.003

 ShapeOnly uncertaintiesSαW+bb,bc,cc jets: NNPDF 

nominal  downσSys 1  upσSys 1

300 400 500 600 700 800 900 1000 1100

 [GeV]Vhm

0.99
1

1.01
1.02
1.03

W+bb,bc,cc jets: PDF modelShapeOnly uncertainties

nominal SysCT14 SysMMHT2014 Sys4LHC

600 800 1000 1200 1400 1600

 [GeV]Vhm

0.99
1

1.01
1.02
1.03

W+bb,bc,cc jets: PDF modelShapeOnly uncertainties

nominal SysCT14 SysMMHT2014 Sys4LHC

300 400 500 600 700 800 900 1000 1100

 [GeV]Vhm

0.98

1

1.02

1.04
W+bb,bc,cc jets: Internal NNPDF ShapeOnly uncertainties

nominal Sys__1 Sys__10 Sys__100 Sys__11 Sys__12 Sys__13

600 800 1000 1200 1400 1600

 [GeV]Vhm

0.96
0.98

1
1.02
1.04
1.06
1.08 W+bb,bc,cc jets: Internal NNPDF ShapeOnly uncertainties

nominal Sys__1 Sys__10 Sys__100 Sys__11 Sys__12 Sys__13

Figure C.20: Expected mT,Zh-distributions of W+jets (bb,bc,cc) background components in the 1-lepton 2
b-tag (left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity
of 139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bb,bc,cc) background in the (left)
resolved and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties
without normalization component for uncertainties originating from theoretical uncertainties. The row of the
ratio panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows
show the PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as
used in the final statistical interpretation of data.
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5 Search for Zh resonance production via vector boson fusion
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Figure C.21: Expected mT,Zh-distributions of W+jets (bl,cl) background components in the 1-lepton 1 b-tag
(left) resolved and (right) merged signal regions as predicted by Sherpa with an integrated luminosity of
139 fb−1(nominal). Distribution of the nominal predictions of W+jets (bl,cl) background in the (left) resolved
and (right) merged signal regions with 2 b-tags. The multiple ratio panels show the shape uncertainties without
normalization component for uncertainties originating from theoretical uncertainties. The row of the ratio
panels show the PS model uncertainty, the second QCD-scale uncertainties and the three bottom rows show the
PDF connected uncertainties. The gray shades in each ratio panel indicate the total uncertainty as used in the
final statistical interpretation of data.
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Figure C.22: HVT model A,B signal selection efficiencies at particle-level (PL) in 0-lepton, 1-lepton and
2-lepton signal region (SR) as function of the Z ′/W ′ mass.
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Figure C.23: 2HDM signal selection efficiencies at PL in 0-lepton (top) and 2-lepton (bottom) SR as function
of the A mass. The plots on the left show the signal efficiencies for ggA mode production, the plots on the right
the b-associated production.
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5 Search for Zh resonance production via vector boson fusion
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Figure C.24: Relative variation on the HVT model A,B signal selection efficiency (at generator level) in 0-lepton
SR as function of the A mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged (1+2-tag)
region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1- and 2-tag
region look similar and are collectively shown here in a 1+2-tag merged region;
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C Additional material for the V h-resonance searches in the DY, ggF and bbA mode production mode
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Figure C.25: Relative variation on the 2HDM signal selection efficiency (at generator level) in 0-lepton SR
as function of the A mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged (1+2-tag)
region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1- and 2-tag
region look similar and are collectively shown here in a 1+2-tag merged region;
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Figure C.26: Relative variation on the 2HDM signal selection efficiency (at generator level) in 0-lepton
b-associated SR as function of the A mass. The various ratio panels show the normalization uncertainties on
the total signal selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged
(1+2-tag) region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1-
and 2-tag region look similar and are collectively shown here in a 1+2-tag merged region;
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Figure C.27: Relative variation on the HVT model A,B signal selection efficiency (at generator level) in 1-lepton
SR as function of the W ′ mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Inclusive resolved region (left) and inclusive merged region
(right); the 1- and 2-tag region look similar and are collectively shown here in a 1+2-tag region;
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Figure C.28: Relative variation on the HVT model A,B signal selection efficiency (at generator level) in 2-lepton
SR as function of the A mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged (1+2-tag)
region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1- and 2-tag
region look similar and are collectively shown here in a 1+2-tag merged region;
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Figure C.29: Relative variation on the 2HDM signal selection efficiency (at generator level) in 2-lepton SR
as function of the A mass. The various ratio panels show the normalization uncertainties on the total signal
selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged (1+2-tag)
region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1- and 2-tag
region look similar and are collectively shown here in a 1+2-tag merged region;
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Figure C.30: Relative variation on the 2HDM signal selection efficiency (at generator level) in 2-lepton
b-associated SR as function of the A mass. The various ratio panels show the normalization uncertainties on
the total signal selection efficiency due to individual sources. Resolved 3-tag region (left) and inclusive merged
(1+2-tag) region in association with a additional b-tagged track jet not matched to the large-R jet (right); the 1-
and 2-tag region look similar and are collectively shown here in a 1+2-tag merged region;
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Figure C.31: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the 1+2
b-tag (left) resolved and (right) merged signal regions of the 0-lepton channel for the HVT model A signal with
a mass of (left) 500 GeV and (right) 1 TeV. The lower ratio panels show the relative changes in the differential
efficiency, ∆εs(bi), due to a given source of modeling uncertainty.
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Figure C.32: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the 1+2
b-tag (left) resolved and (right) merged signal regions of the 1-lepton channel for the HVT model A signal with
a mass of (left) 500 GeV and (right) 1 TeV. The lower ratio panels show the relative changes in the differential
efficiency, ∆εs(bi), due to a given source of modeling uncertainty.
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Figure C.33: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the 1+2
b-tag (left) resolved and (right) merged signal regions of the 2-lepton channel for the HVT model A signal with
a mass of (left) 500 GeV and (right) 1 TeV. The lower ratio panels show the relative changes in the differential
efficiency, ∆εs(bi), due to a given source of modeling uncertainty.
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Figure C.34: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the 1+2
b-tag (left) resolved and (right) merged signal regions of the 0-lepton channel for the 2HDM pseudo scalar
produced via gluon-gluon fusion signal with a mass of (left) 500 GeV and (right) 1 TeV. The lower ratio panels
show the relative changes in the differential efficiency, ∆εs(bi), due to a given source of modeling uncertainty.
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Figure C.35: The expected nominal signal mZh distribution (differential efficiency, upper panels) in the 3+ b-tag
(left) resolved and (right) merged signal regions of the 2-lepton channel for the 2HDM pseudo scalar signal
produced via the b-associated production mode with a mass of (left) 500 GeV and (right) 1 TeV. The lower
ratio panels show the relative changes in the differential efficiency, ∆εs(bi), due to a given source of modeling
uncertainty.
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5 Search for Zh resonance production via vector boson fusion

D Additional material for the Zh-resonance search via the VBF
production

Additional information to the results presented in Chapter 5 is given in this section.

D.1 Rectangular cut based VBF event selection

Several different configurations for a 2-dimensional rectangular event selection requirement on ∆ηVBF
jj

,
mVBF
jj

and ζ was tested. Appendix D.1 shows two-dimensional distributions of the observable pairs
(mVBF

jj
, ζ ) and (ζ , ∆ηVBF

jj
) separately for the total SM background contribution and for an example signal

mass point of 500 GeV, normalized to an integrated luminosity of 1 pb−1. The optimal event selection
requirement is slightly dependent on the resonance mass, which can be seen in Appendix D.2.

D.2 Signal modeling uncertainties

The signal theory uncertainties shown in the main body are presented in a b-tag inclusive selection.
The split-up selections of a signal with mZ′ = 500 GeV are shown in Appendices D.3 and D.4

D.3 More detailed information in the VBF feasibility tests

The post-fit correlation between the different NPs is shown in Fig. 5.43 for all NPs with at least
one correlation coefficient larger than 25%. Pulls for the complete set of unpruned NPs is given
in Appendices D.6 and D.7. Other uncertainties that the ones given in this table are negligible (< 0.1%
in all bins).

D.4 Supplementary plots for the Asimov signal region fit studies

Impact of the systematical uncertainties to the singal strength parameter for further signal with masses
mZ′ ∈ [600, 800, 1000, 2600] GeV is shown in Appendices D.8 to D.11.
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Figure D.1: Two-dimensional distribution (left) (mVBF
jj

, ζ) and (right) (ζ , ∆ηVBF
jj

) for the a signal sample with
resonance mass mZ′ = 500 GeV (top row) and for the background processes (middle row). The corresponding
signal significance in each of the 2-D distributions is shown in the bottom row.

289



5 Search for Zh resonance production via vector boson fusion

0 500 1000 1500 2000

 [GeV]VBF
jjm

0

2

4

6

8

10jjη∆

Selected region

 = 13 TeVs, Simulation Signal
 llqq) = 1pb→ Zh →(Xσ=300 , Xm

0 500 1000 1500 2000

 [GeV]VBF
jjm

0

2

4

6

8

10jjη∆

0

5
10

15

20
25

30

35
40

45

 = 13 TeVs, Simulation Significance
 llqq) = 1pb→ Zh →(Xσ=300 , 

X
, m

-1
 L dt = 139 fb∫

0 500 1000 1500 2000

 [GeV]VBF
jjm

0

2

4

6

8

10jjη∆

Selected region

 = 13 TeVs, Simulation Signal
 llqq) = 1pb→ Zh →(Xσ=2000 , Xm

0 500 1000 1500 2000

 [GeV]VBF
jjm

0

2

4

6

8

10jjη∆

0
10
20
30
40
50
60
70
80
90

 = 13 TeVs, Simulation Significance
 llqq) = 1pb→ Zh →(Xσ=2000 , 

X
, m

-1
 L dt = 139 fb∫

Figure D.2: Two-dimensional distribution (mVBF
jj

,∆ηVBF
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) (top row) for the a signal sample with resonance mass
(left) mZ′ = 300 GeV and (right) mZ′ = 2000 GeV. The corresponding signal significance in each of the 2-D
distributions (mVBF
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) is shown in the bottom row.
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Figure D.3: Distribution of the nominal predictions of VBF model C signal in the resolved signal regions with
1- (left) or 2 b-tagged jets (right) for a mass hypothesis of 500 GeV. The various ratio panels are showing the
shape uncertainties without normalization component for uncertainties originating from theoretical sources.
The curve describing the relative uncertainties behave similar for different signal mass hypotheses but shifted
with respect to the resonance mass. Differences in the course of the relative uncertainty are small between 1-
and 2-tag region, due to the random generation of b-tagging.
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Figure D.4: Distribution of the nominal predictions of VBF model C signal in the resolved signal regions with
1- (left) or 2 b-tagged jets (right) for a mass hypothesis of 1000 GeV. The various ratio panels are showing the
shape uncertainties without normalization component for uncertainties originating from theoretical sources.
The curve describing the relative uncertainties behave similar for different signal mass hypotheses but shifted
with respect to the resonance mass. Differences in the course of the relative uncertainty are small between 1-
and 2-tag region, due to the random generation of b-tagging.
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top normalization
Zhlf normalization
Zhf normalization

bin-1 stat. (1tag mBBcr)
bin-0 stat. (1tag mBBcr)

)res
µe- CR→ restop trans. (SR
)

merged
mBB CR→ merg

top trans. (SR
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Figure D.6: Pulls in the CR-only fit. Page 1/2.
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Figure D.7: Pulls in the CR-only fit. Page 2/2.
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Figure D.8: Impact of the 20 most relevant parameter to the signal strength for a signal with mass mZ′ = 600 GeV.
The box contours (colored boxes ) show the impact of a parameter value fixed at one pre-fit (post-fit) standard
deviation to the signal strength, µ. Green color indicates an negative correlation between ∆θ and ∆µ. The
overlayed markers show the post-fit values of the considered parameters θ after fitted to pseudo-data, constraining
the uncertainty.
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Figure D.9: Impact of the 20 most relevant parameter to the signal strength for a signal with mass mZ′ = 800 GeV.
The box contours (colored boxes ) show the impact of a parameter value fixed at one pre-fit (post-fit) standard
deviation to the signal strength, µ. Green color indicates an negative correlation between ∆θ and ∆µ. The
overlayed markers show the post-fit values of the considered parameters θ after fitted to pseudo-data, constraining
the uncertainty.
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Figure D.10: Impact of the 20 most relevant parameter to the signal strength for a signal with mass mZ′ =

1000 GeV. The box contours (colored boxes ) show the impact of a parameter value fixed at one pre-fit (post-fit)
standard deviation to the signal strength, µ. Green color indicates an negative correlation between ∆θ and
∆µ. The overlayed markers show the post-fit values of the considered parameters θ after fitted to pseudo-data,
constraining the uncertainty.
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Figure D.11: Impact of the 20 most relevant parameter to the signal strength for a signal with mass mZ′ =

2600 GeV. The box contours (colored boxes ) show the impact of a parameter value fixed at one pre-fit (post-fit)
standard deviation to the signal strength, µ. Green color indicates an negative correlation between ∆θ and
∆µ. The overlayed markers show the post-fit values of the considered parameters θ after fitted to pseudo-data,
constraining the uncertainty.
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