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In recent years, there has been a paradigm shift from the use of rigid, heavy-duty industrial robots requiring safeguarding measures to protect human co-workers to compliant lightweight robots that allow direct physical interaction. Modern tactile robots such as the Franka Emika Panda feature advanced sensing capabilities and soft control schemes. Intuitive app-based user interfaces make it simple even for non-experts to program complex robot applications. This technology is currently experiencing a strong push in the industry and opens up new fields of research and development. In the meantime, the next generation of robots is gaining maturity and increasing attention, which does not realize compliance via control, but intrinsic mechanical elasticity. Robots with intrinsically elastic joints mimic some musculoskeletal properties of humans or animals and can realize a previously unattained performance, robustness, and energy efficiency. However, there are still some hurdles to overcome for the economic and widespread use of modern compliant robots. In particular, a still unresolved problem is how to fulfill human safety and high performance requirements simultaneously. The current robot safety regulations are rather restrictive, and there is a lack of methods to systematically plan, implement, and verify collaborative applications that meet the demands of the application domain.

This thesis aims to make different robot system classes aware of their global safety properties and realize safe and efficient motions. The Safety Map concept is introduced, a map that captures human injury occurrence and robot inherent global or task-dependent safety properties in a unified manner, making it a novel, powerful, and convenient tool to quantitatively analyze the safety performance of a certain robot design. The kinematic, dynamic, and surface properties of stationary manipulators with rigid and compliant actuation as well as mobile manipulators are processed towards the Safety Map. The map representations of human injury data are derived by classifying and summarizing the most relevant impact studies from the biomechanics and robotics literature. The Safety Map and the previously developed Safe Motion Unit, which ensures biomechanically safe robot velocities along the trajectory, constitute a hierarchical tool stack that enables safe mechanism design, planning, and real-time control. It is independent of contact models, interpretation-free, applicable to arbitrary robots, and compatible with existing standards such as the ISO 10218.

An important physical quantity for assessing a robot’s safety and performance characteristics is the maximum achievable endpoint velocity. While the theory is well understood
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for rigid joint robots, it has been challenging to compute the maximum achievable velocity and the corresponding excitation trajectories for robots with intrinsic joint elasticity. In this thesis, the achievable speed gain of 1-DOF visco-elastic joints is determined in closed form. For complex, highly nonlinear multi-joint robots, several methods are proposed for approximating the maximum achievable endpoint velocity in real-time. The methods are verified via optimal control and previous real-world throwing experiments. In contrast to numerical optimal control approaches commonly used in literature, the developed methods require minimal computational effort, making them useful for quick hardware design iterations and motion planning. Gaining high speeds via suitable excitation is one problem in intrinsically elastic joint robots; the other is to dampen the inherently oscillatory system if undesired, potentially dangerous vibrations occur. The intrinsic mechanical damping is typically very low, so damping needs to be introduced via control. This work reviews existing and proposes novel vibration suppression schemes. The effectiveness of the controllers is demonstrated on the DLR David system in two benchmark experiments. Here, damping and impact shock absorption performance metrics are defined to quantitatively compare the tested controllers.

Collaborative and tactile robots often have more than six joints, which makes them more dexterous than classical industrial robots and allows them to fulfill auxiliary tasks in addition to the main task via so-called self-motions. This thesis investigates how the redundant degrees of freedom can be exploited to improve the performance in pHRI while maintaining safety. A control scheme is proposed that locally minimizes the robot effective mass perceived during potential contact. The reduction in effective mass allows increasing the robot speed while still satisfying the safety constraint within the SMU and Safety Map framework. In hierarchical redundancy resolution schemes, the task hierarchy is usually defined instantaneously and does not take the temporal dimension of task fulfillment into account. By design, the auxiliary tasks do not affect the primary task; however, it can occur that the primary task detrains the performance of the auxiliary tasks. The solution developed and demonstrated in this thesis is to temporarily slow down the main task while preserving the desired path. By reducing the execution speed, the null space tasks are given more time to optimize their performance criteria. Finally, interaction patterns are developed that enable kinematically reconfiguring the robot via self-motions. These patterns are intuitively interpretable to the robot user and straightforward to implement. It is shown how they can be integrated into remote and haptic teaching interfaces, and practical examples validate the proposed methods.

In summary, this thesis covers safety and performance analysis, motion planning, core safety control, and performance optimization, constituting a systematic framework for addressing the safety-performance tradeoff in pHRI.
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In this thesis, scalar quantities are written as plain letters, e.g., $\lambda, c, K$. Vectors and matrices are represented by bold letters, e.g. $\mathbf{x}, M(q)$. The total derivative w.r.t. time is indicated by a dot above the symbol, i.e., $\dot{x} = \frac{d}{dt} x, \ddot{x} = \frac{d^2}{dt^2} x$. The Euclidean norm of a vector $q$ is denoted by $||q||$, the dot product of two vectors $a$ and $b$ by $\langle a, b \rangle$, and their cross product by $a \times b$. The estimate of the quantity $x$ is denoted by $\hat{x}$, and $\tilde{x}$ denotes the error of $x$.

All symbols are introduced in the text before they are used. In some sections, the argument is omitted for the sake of brevity. Several variables appear with different subscripts, superscripts, additional symbols, and dimensions. In the following list, the quantities are generally described without being further specified. The specific meaning becomes apparent when the respective variable is introduced in the text. Please note that the list of symbols is not complete, but it contains symbols that appear frequently or are of major importance in the thesis.

**List of Symbols**

- $c$: Constant
- $d$: Distance
- $i, j$: Indices (for numbering)
- $l$: Length
- $m$: Number or mass
- $n$: Number (e.g., number of joints)
- $t$: Time
- $D$: Damping ratio
- $H$: Hamiltonian, performance criterion, or pseudo energy
- $J$: Cost function
- $T$: Kinetic Energy
- $U$: Potential Energy
- $V$: Total energy
- $\epsilon$: Small positive constant
- $N$: Null space of a matrix
- $\Omega$: Control region
ABBREVIATIONS AND SYMBOLS

\( f \) Vector function describing a task with coordinates \( \mathbf{x} \)
\( g \) Vector of gravity torques
\( h \) Vector of equality or inequality constraints
\( p \) Vector describing a point in space
\( q \) Vector of link-side joint positions
\( u \) Vector of control inputs or a Cartesian direction
\( x \) Vector of Cartesian coordinates
\( B \) Motor inertia matrix
\( C \) Coriolis and centrifugal matrix
\( D \) Damping matrix
\( F \) Vector of (generalized) Cartesian forces
\( J \) Jacobian matrix
\( I \) Identity matrix
\( K \) Stiffness or gain matrix
\( M \) Inertia Matrix
\( N \) Nullspace projection matrix
\( Q \) Modal decoupling matrix
\( U, S, V \) Matrix components of singular value decomposition
\( W \) Weighting matrix
\( Z \) Matrix describing the null space base of a Jacobian matrix
\( \lambda \) Vector of costates or eigenvalues
\( \nu \) Vector of translational Cartesian velocities
\( \omega \) Vector of angular Cartesian velocities
\( \varphi \) Vector of elastic deflections
\( \sigma \) Vector of stiffness adjuster positions
\( \tau \) Vector of joint or motor torques
\( \theta \) Vector of motor positions
\( \Lambda \) Reflected inertia matrix (e.g., in Cartesian directions \( \mathbf{x} \))

List of Abbreviations

AIS Abbreviated Injury Scale
adm Admittance
aug Augmented
cf. Confer (compare)
dyn Dynamic
e.g. Exempli gratia (for example)
etc. Et cetera (and so forth)
eq Equilibrium
ext External
i.e. Id est (that is)
imp Impedance
kin Kinematic
max Maximum
min Minimum
ns Null space
<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>opt</td>
<td>Optimal</td>
</tr>
<tr>
<td>rel</td>
<td>Relative</td>
</tr>
<tr>
<td>rob</td>
<td>Robot</td>
</tr>
<tr>
<td>suc</td>
<td>Successive</td>
</tr>
<tr>
<td>symm</td>
<td>Symmetric</td>
</tr>
<tr>
<td>tor</td>
<td>Torque</td>
</tr>
<tr>
<td>vel</td>
<td>Velocity</td>
</tr>
<tr>
<td>w.r.t.</td>
<td>With respect to</td>
</tr>
<tr>
<td>DLR</td>
<td>Deutsches Zentrum für Luft- und Raumfahrt (German Aerospace Center)</td>
</tr>
<tr>
<td>DOF</td>
<td>Degree(s) of freedom</td>
</tr>
<tr>
<td>EE</td>
<td>End-effector</td>
</tr>
<tr>
<td>ESP</td>
<td>Elastic structure-preserving control</td>
</tr>
<tr>
<td>IEEE</td>
<td>Institute of Electrical and Electronics Engineers</td>
</tr>
<tr>
<td>LWR</td>
<td>DLR/KUKA Lightweight Robot</td>
</tr>
<tr>
<td>PD</td>
<td>Proportional derivative</td>
</tr>
<tr>
<td>pHRI</td>
<td>Physical human-robot interaction</td>
</tr>
<tr>
<td>OC</td>
<td>Optimal control</td>
</tr>
<tr>
<td>SEA</td>
<td>Series elastic actuation</td>
</tr>
<tr>
<td>SISO</td>
<td>Single-input, single-output</td>
</tr>
<tr>
<td>SME</td>
<td>Small and medium-sized enterprise</td>
</tr>
<tr>
<td>SMU</td>
<td>Safe Motion Unit</td>
</tr>
<tr>
<td>SVD</td>
<td>Singular value decomposition</td>
</tr>
<tr>
<td>TMP</td>
<td>Translational manipulability ellipsoid</td>
</tr>
<tr>
<td>TUM</td>
<td>Technical University of Munich</td>
</tr>
<tr>
<td>VIA</td>
<td>Variable impedance actuation</td>
</tr>
<tr>
<td>VSA</td>
<td>Variable stiffness actuation</td>
</tr>
</tbody>
</table>
In physical human-robot interaction (pHRI), humans and robots share the same workspace. Because protective fences are no longer required, many industrial applications can be automated flexibly and cost-effectively. Classical collaborative robots (also referred to as cobots) such as the Universal Robot family feature lightweight mechanical design and joint-level position/velocity control. They are typically used for pick and place or machine tending tasks and provide rather basic physical interaction schemes, e.g., hand-guided pose teaching or surface polishing.

However, industrial applications that require sensitive physical interaction, particularly assembly tasks, can hardly be realized with cobots. For such tasks, so-called soft robots that feature advanced sensor technology and control algorithms are used nowadays. The KUKA iiwa, e.g., has integrated joint-torque sensing that enables implementing soft control concepts like impedance control. In contrast to classical collaborative robots, the iiwa can sense even slight contact with the environment and react with compliant and safe behavior. However, the robot’s programming framework requires expert knowledge and does not offer tactile control for accurate force regulation yet, which makes it difficult for users to implement manipulation tasks. The Franka Emika Panda (see Fig. 1.1), on the other

![Fig. 1.1: Physical human-robot interaction with the Franka Emika Panda.](image-url)
hand, is the first tactile robot. It has all aforementioned mechatronic and soft control features, is fully force-controlled, and comes with various physical interaction patterns such as haptic gestures or teaching modes. Also, this system provides an intuitive user interface and pre-programmed robot apps requiring minimal user configuration. This enables even non-experts to solve rather complex tasks. With the Panda, tactile robots and intuitive programming concepts were transferred from research labs to the industry, where it has now become a marketable and popular technology. The technology also opens up new and unforeseen fields of application inside and outside industrial shop floors. For example, tactile robots are increasingly used in medical applications, elderly care, and schools to acquaint and train the next generation of so-called “robonatives” with state-of-the-art robotics technology [1, 2].

Collaborative and tactile robots have already reached a certain level of maturity and real-world relevance. In the meanwhile, novel robot types have been proposed and are subject to research for several years. Current commercial robots realize compliance via soft control, as their mechanical structure is rather rigid [3, 4]. In robotics research, it has become increasingly popular to make robots intrinsically elastic by employing spring mechanisms in the joints [5–7]. A selection of such systems is depicted in Fig. 1.2. The intention of compliant actuation is to mimic some musculoskeletal properties of humans and animals. The capability to store and release energy can be exploited to perform explosive motions such as throwing and jumping, and in cyclic tasks like running, joint elasticity enhances the system’s energy efficiency [8–11]. In pHRI, the motivation behind introducing compliant actuation is also to improve human safety and the robot’s robustness to impacts.

Recently, the advances made in research and industry in the context of pHRI have partially been reflected in standardization [12, 13]. The current draft of the product-level (type C) standard ISO 10218-2 for safety in robot systems distinguishes between different collaboration types. For collaboration with so-called Power and Force Limiting (PFL), which allows robots and humans to physically interact in a shared workspace, force and pressure thresholds for human pain onset were defined that should be respected during either intended or unintended contact. The norm proposes methods for measuring contact forces and computing safe robot speeds based on a simple contact model. To implement the suggestions made in the norm, several manufacturers have developed force and pressure sensing devices that estimate human contact forces in real robot applications. In Germany, such tools are used by the Technical Inspection Association (TÜV) and professional associations (BG/DGUV) to certify pHRI robots, tools, and applications.
1.1 Problem Statement

For many applications in the industry, however, the current safety regulations can still be considered rather restrictive. In order to meet them, users often need to reduce the operational robot speed considerably, which increases the cycle time and makes pHRI applications often uneconomical. In other words, pHRI robots do not exploit their full potential in real-world applications, which hinders small and medium-sized enterprises (SMEs), start-ups, and large-scale industries from deploying this technology cost-effectively and quickly. In order to meet the demands of the application domain, the state of the art must advance through further research and development, which can then drive future revisions of the standards forward. Figure 1.3 shows a selection of key hardware, planning, and control technologies for achieving a certain performance and safety level in pHRI. A holistic human-centered solution for making pHRI safe and efficient (see right column in Fig. 1.3) requires thorough knowledge of the human’s ergonomics as well as physical and perceived safety. The application should be optimized w.r.t. safety and monitored with reliable, possibly redundant sensors during task execution. The robot should be able to reason about the task context and the human and his/her intentions to plan actions and interact purposefully. Advanced task sharing and control methods shall fulfill even complex tasks successfully.

1.1 Problem Statement

One of the biggest hurdles in implementing pHRI in practice is running applications safely and at high performance. What is still missing for making robots truly aware of safety is a thorough understanding of human injury biomechanics and the transfer of this knowledge to safe control, planning, and mechanism design methods. This thesis aims to contribute several essential building blocks for making rigid and elastic joint robots aware of human safety and generating safe and efficient motions.

The first objective is to develop an impact dynamics framework for stationary rigid and elastic joint manipulators as well as mobile manipulators. The tool shall allow the characterization and quantitative comparison of entire robot designs and different types of robots in terms of their dynamic and safety performance. This enables to make minimal potential harm a key requirement not only in control, but also in planning and mechanism design. In this endeavor, human injury data, safety constraints, and the robots’ safety-related parameters need to be processed towards a common coordinate system. An essential robot parameter is the maximum achievable operational velocity, which was shown to affect human injury probability during a collision significantly [14–18]. While the velocity capabilities of rigid joint robots have been understood well, an open question to be addressed in this thesis is how fast robots with intrinsic joint elasticity can become with suitable excitation. The achievable operational velocities shall be investigated and how to compute them efficiently. Provided the impact dynamics framework, the next objective is to deduce a planning scheme that generates safe and efficient robot trajectories. During task execution, a fundamental safety requirement for every robot is the ability to stop under any operating condition. This critical function is comparatively easy to implement in rigid joint robots and included in all cobots and tactile robots available on the market; see Fig. 1.3 (bottom left). However, the dynamics of intrinsically elastic joint robots are inherently oscillatory, which makes the problem more difficult for this robot type. Therefore, the fourth objective in this thesis is to effectively suppress undesired vibrations in
### Efficiency of collaborative application

<table>
<thead>
<tr>
<th>Hardware and Sensors</th>
<th>Core Functionality &amp; Safety</th>
<th>Basic pHRI</th>
<th>Safe &amp; Efficient pHRI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hardware and software according to Machinery Directive 2006/42/EC, ISO 12100, ISO 10218-1/2, …</td>
<td>Lightweight design</td>
<td>Safety-optimized robot mechatronics</td>
<td>Human motion tracking</td>
</tr>
<tr>
<td>Planning</td>
<td>Force sensing at end-effector</td>
<td>Human-aware reactive planning, intention estimation</td>
<td>Compliant and sensorized tools &amp; surfaces</td>
</tr>
<tr>
<td>Joint position control</td>
<td>Speed &amp; separation monitoring</td>
<td>Joint assembly planning &amp; task allocation</td>
<td></td>
</tr>
<tr>
<td>Emergency and protective stopping functions</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constraint monitoring</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Control</td>
<td>Sequential task programming</td>
<td>Knowledge- and reasoning-based task planning</td>
<td></td>
</tr>
<tr>
<td>Joint and Cartesian space path &amp; motion planning</td>
<td>High-level planning</td>
<td>Human-aware reactive planning, intention estimation</td>
<td></td>
</tr>
<tr>
<td>Task recovery schemes</td>
<td>Functional mode switching</td>
<td>Joint assembly planning &amp; task allocation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Collision-free &amp; safety-aware path planning</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Manual handguiding</td>
<td>Learning-based manipulation</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Collision detection &amp; reaction</td>
<td>Interaction control, redundancy resolution</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Safe velocity control</td>
<td>Variable impedance &amp; force/torque control</td>
<td></td>
</tr>
</tbody>
</table>

**Fig. 1.3:** Selection of key hardware, planning, and control technologies for achieving a certain efficiency and safety level in pHRI. It is distinguished between the core functionality that is included in every commercial robot system (left column), basic pHRI functionality realized by modern collaborative and tactile robots (middle column), and safe and efficient pHRI (right column), which still requires research, technology transfer, and revision of the current standards in order to meet the demands of the application domain.

Intrinsically elastic joint robots via control. Once the system has been made controllable, the next problem is to ensure human safety during a potential collision. The local control problem of generating biomechanically safe velocities even in case of unforeseen collisions is treated in [12]. The so-called *Safe Motion Unit (SMU)* is based on a realistic and a-priori model-independent safety analysis. Even when there is no sensor to detect a human and potentially endangered body parts in the shared workspace, the SMU ensures safety. However, in that case, the controller assumes worst-case conditions (e.g., collisions with the most vulnerable body part), which may result in an undesirable speed reduction. This means that safety may come at the cost of additional cycle time. As collaborative robots typically have more degrees of freedom than necessary to solve common tasks in pHRI, the aim is to analyze how the cycle time of safe applications can be reduced by exploiting the robot’s redundant degrees of freedom. In the context of redundancy resolution, it is well known that the kinematic reconfiguration of manipulators via self-motions is often non-predictable and non-intuitive. However, it is desirable (also from a safety perspective)
that the user can anticipate the robot’s motion. The objective of this work is, therefore, to develop interaction patterns that allow the user to reconfigure the robot intuitively. From the objectives described above, seven research questions are derived that are addressed in this thesis:

Q1 How can entire robot designs be related to available human injury data and safety thresholds to assess the robot’s safety characteristics on a global or task-dependent scale?

Q2 How can safe and efficient trajectories be generated for collaborative applications provided the global characterization of a robot’s impact dynamics, the shared workspace, and safety thresholds?

Q3 How much operational speed can robots with multiple intrinsically elastic joints achieve compared to rigid joint robots, and how can the speed gain be computed efficiently?

Q4 What are the global safety properties of robots with intrinsically elastic joints, and how do elastic and rigid joint robots compare in terms of safety?

Q5 How can undesired vibrations in robots with intrinsic joint elasticity be suppressed via simple but effective control schemes?

Q6 How can the kinematics of redundant robots be exploited to maximize the task velocity while ensuring safety simultaneously?

Q7 How can the user kinematically reconfigure a redundant robot intuitively and interactively?

After the following summary of the state of the art, Sec. 1.3 describes how the research questions Q1 – Q7 are addressed in this thesis.

1.2 State of the Art

The following literature overview covers the most relevant topics related to this thesis, namely collision analysis in biomechanics and robotics, safe robot design, control, and planning for safe pHRI, and the design and control of intrinsically elastic robots.

1.2.1 Collision Analysis in Biomechanics and Robotics

Types of Experiments and Subjects

In order to understand the injury mechanisms of different human body parts during direct collisions, a large number of experiments and publications have been produced in biomechanics and forensics research during the last 50 years [12,19–34]. These tests aim to investigate human collision behavior, determine and verify injury tolerances, develop mappings from impact conditions or measured physical quantities such as force or acceleration to human injury probability, and develop and verify anthropomorphic test devices that simulate the human kinematics and dynamics. In general, one can distinguish between three categories of direct impact tests [34]. In full-scale experiments, the subject is hit by
CHAPTER 1 INTRODUCTION

the entire machine or object. Component tests belong to the second category, where components such as car seats are isolated and tested under controlled laboratory conditions, e.g., in sled test setups. The third category regards single machine parts. In such tests, the impactors have the same or similar size and shape as single machine components and are propelled towards the subject. The advantage of these experiments is that impacts can be delivered precisely and repeatably under well-defined test conditions. In collision tests that investigate injury tolerances, the subjects are (for ethical reasons) typically animal or human cadavers (often referred to as post mortem test objects (PMTO)) or mechanical human surrogates. For the analysis of pain thresholds or minor injury such as contusions, experiments have also been conducted with human volunteers [13,35–37].

Quantification and Classification of Human Injury

To evaluate and categorize injuries, the internationally established Abbreviated Injury Scale (AIS) is commonly used. It was defined in [38,39] and subdivides the level of human injury into seven categories ranging from none to fatal; see Tab. 1.1. While observed human injury can be directly classified in terms of AIS, an important and non-trivial problem is how the contact conditions or measured sensor data during a collision can be mapped to the AIS scale. This mapping is required to estimate injury probability in crash-test experiments using anthropomorphic test devices or to account for safety in machine/robot design, planning, and task execution already prior to impact occurrence. There exist two approaches to establish the desired mapping. The first and most common approach relates physical quantities such as force or pressure to injury probability via contact models or injury severity indices; see Fig. 1.4 (upper path). The second approach, proposed in [12], is to relate collision parameters directly to medically observed injury without using intermediate physical quantities; see Fig. 1.4 (lower path). In the following, both approaches are described in more detail.

<table>
<thead>
<tr>
<th>AIS</th>
<th>Severity</th>
<th>Type of injury</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>None</td>
<td>None</td>
</tr>
<tr>
<td>1</td>
<td>Minor</td>
<td>Superficial injury</td>
</tr>
<tr>
<td>2</td>
<td>Moderate</td>
<td>Recoverable</td>
</tr>
<tr>
<td>3</td>
<td>Serious</td>
<td>Possibly recoverable</td>
</tr>
<tr>
<td>4</td>
<td>Severe</td>
<td>Not fully recoverable without care</td>
</tr>
<tr>
<td>5</td>
<td>Critical</td>
<td>Not fully recoverable with care</td>
</tr>
<tr>
<td>6</td>
<td>Fatal</td>
<td>Unsurvivable</td>
</tr>
</tbody>
</table>

Model-Based Relation of Output Quantities and Injury   There exist several injury severity indices that are particularly defined for a certain body region. The Head Injury Criterion (HIC) [40] is an example that is widely used in automotive crash testing. It is
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**Fig. 1.4:** From impact test to AIS injury level: Model-based (upper path) and medically oriented, data-driven approach (lower path).

Defined as

\[
\text{HIC}_{36} = \max_{\Delta t} \left\{ \Delta t \left( \frac{1}{\Delta t} \int_{t_1}^{t_2} \| \dddot{x}_H \| \, 2 \, dt \right)^\frac{1}{2} \right\} \leq 650, \tag{1.1}
\]

\[
\Delta t = t_2 - t_1 \leq \Delta t_{\text{max}} = 36 \text{ ms}.
\]

The human head acceleration resulting from an impact is denoted by \( \| \dddot{x}_H \| \) and measured in g = 9.81 m/s\(^2\). The optimization is carried out by varying the start and stop time \( t_1 \) and \( t_2 \) in the range 0 – 36 ms. The HIC weights the human head acceleration and impact duration. It takes into account that the human head can withstand high accelerations when the impact duration is low. The biomechanical literature contains a large variety of such indices. Collision data has to be acquired from impact test series to define a severity index for a certain type of interaction. Biomechanical analysis and interpretation, medical evaluation, and statistics are then employed to derive a relationship between measured physical output quantities such as force, deflection, or stress and resulting injury. This approach allows employing anthropomorphic crash-test dummies equipped with the respective sensors for injury assessment. After impact testing, the severity indices can be evaluated and linked to the AIS or another injury scale. Unfortunately, there are some problems with this approach. Firstly, it is difficult to measure quantities such as stress for complex impact geometries. Secondly, the consistency with medically observed injury is often insufficient, as a single physical quantity cannot capture the complex human impact response, especially when an injury is produced [12].

**Medically Oriented Relation of Input Parameters and Injury** In [12], it was proposed to relate the collision input parameters to medically observed injury without using intermediate physical quantities such as force or pressure. In drop-test experiments on porcine soft-tissue, the authors established the mapping impact mass, velocity, surface geometry \( \rightarrow \) injury. This approach is purely data-driven and interpretation-free, which means that more consistent results can be expected compared to model-driven injury prediction. The injury data was processed towards safety curves, which provide a maximum biomechanically safe velocity as a function of the instantaneous robot effective mass and surface curvature in the direction of motion. These representations were further developed into the Safe Motion Unit (SMU); see Fig. 1.5. The controller monitors the effective mass and the maximum allowable velocity of each point of interest on the robot structure along the trajectory. If the current task velocity exceeds the maximum biomechanically safe
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Fig. 1.5: The Safe Motion Unit (SMU) provides biomechanically safe robot velocities for control. The collision data obtained from collision experiments or simulations is processed towards so-called safety curves, which relate the current configuration-dependent robot reflected mass $m(q)$ and the surface geometry to the safe velocity $v_{\text{safe}}$. If $v_{\text{safe}}$ is lower than the desired speed $v_d$, then the velocity is reduced in order to ensure safety.

speed, the controller reduces the velocity such that all safety constraints are met. As a result, human safety is ensured during task execution even in case of entirely unforeseen collisions.

Impact Experiments in Robotics

The first systematic experimental analysis of human safety in robotics was carried out in [15, 16, 41–43]. The authors conducted impact test series with lightweight and heavy-duty robots in unconstrained, constrained, and partially constrained collision scenarios. Blunt impacts were delivered to a Hybrid III dummy, which is commonly used for injury assessment in automobile crash-testing. The human injury probability was assessed in terms of well-established injury severity indices such as the HIC or Chest Compression Criterion (CC). Furthermore, the authors analyzed the influence of robot parameters (e.g., mass, velocity, and elasticity) on injury severity and the capability of collision detection and reaction schemes to alleviate the effect of unwanted collisions. An important observation made in the experiments was that collaborative and tactile robots could produce mild soft-tissue injuries such as contusions instead of more severe injuries like fractures. The biomechanical injury severity indices used in automobile crash-testing are thus of little relevance for pHRI. Robotic cutting and stabbing experiments with sharp tools were carried out on porcine soft-tissue in [44]. As sharp tools should generally be avoided in pHRI, the authors investigated edgy contact in [12]. So-called geometric impactor primitives (sphere, edge, cuboid etc.) with their corresponding parameters were identified and defined. Systematic drop-test experiments were then conducted to analyze the effect of the impactor mass, velocity, and curvature on the soft-tissue injury. The resulting injury of skin, muscles and tendons, and nerves and vessels of porcine soft tissue was assessed in
terms of the AO-classification [45]. The aforementioned safety curves were developed and embedded into the SMU controller based on the collected collision data. The first human voluntary soft-tissue experiments with an LWR and a healthy male adult were conducted in [37]. A volunteer was hit at various body locations by a sphere- and wedge-shaped impactor. The medical observation consisted of an injury severity assessment according to the AO-classification, biomechanical analysis, pain classification, and medical imaging.

In [13, 46], the research in this direction was continued. Volunteer experiments were conducted with a pendulum test setup, where also different impactor masses, velocities, and curvatures were selected. The volunteers were hit at different body parts, the resulting injury and pain were observed, accompanied by immediate visual medical assessment and ultrasound imaging. Recent investigations on pain onset and pain tolerance of different human body parts were carried out in [36, 47, 48], for example. In addition to understanding the human collision biomechanics, these and other collision experiments conducted in the robotics context typically aim to provide standardization data for proper risk and safety assessment in pHRI.

### 1.2.2 Safe Mechanical Robot Design

To ensure collision safety in terms of robot mechanics, lightweight manipulator design is considered essential. By lowering the robot inertia, the kinetic energy upon impact and thus also the injury probability is reduced [49]. In addition to lightweight but relatively rigid manipulators, intrinsic joint elasticity and soft covering have been employed to improve collision safety. In compliant actuation, the motor inertia is largely decoupled from the link inertia, which means that the human only perceives the effective link inertia during a collision [50–52]. Besides systems in which elasticity is introduced deliberately, this decoupling property was also observed in so-called flexible joint robots such as the LWR family, where the constant joint stiffness of the harmonic drive gear and the torque sensor is orders of magnitude higher [14]. First works on the safety assessment of elastic joint robots were conducted in [17, 50, 52–55], where the influence of the elastic mechanism on the robot’s model- or metrics-based safety rating was analyzed. These works typically considered the 1-DOF case or a limited number of collision scenarios in multi-joint robots. The influence of soft covering on collision safety was investigated in [56–58], for example. In [59], an airbag was proposed that covers the end-effector and absorbs impacts safely. For most robots, selecting the inertial, kinematic, and elastic properties is usually driven by certain design decisions and criteria such as workspace dimensions, maximum speed, payload, and cost. In contrast, the authors of [60–62] proposed to integrate quantitative safety (and performance) criteria already in the mechanical design phase in order to make robots inherently safe.

### 1.2.3 Planning and Control for Safety

In robot planning and control, it is generally distinguished between pre- and post-collision schemes to ensure human safety. In pre-collision methods, the goal is to minimize potential harm prior to impact, e.g., by avoiding potentially hazardous contact with the human. The objective of post-collision schemes is to properly detect and identify the collision and react purposefully and safely.
Pre-Collision Schemes

In pre-collision schemes, safety constraints can be employed on different hierarchy levels and levels of abstraction. AI-based frameworks use symbolic approaches to plan, execute, and reason about robot actions [63–68]. They allow specifying actions such as “place the cup on the table” in terms of objects that shall be manipulated and desired effects. Such action specifications need to be interpreted before the robot can carry out the desired motion [68,69]. To cope with uncertainties, unmodeled and unwanted effects in real-world applications, and to reason about actions in high-level planning algorithms, a connection between the symbolic and control layer must be made [67,70,71]. By integrating representations of the human, contact scenarios and events as well as safety properties of the robot (e.g., sharp geometry at the end-effector) into the planning language, the robot can be made aware of safety in pHRI and plan and execute its actions under consideration of safety constraints [67].

In terms of trajectory planning and control, many metrics- and model-based approaches have been proposed [61,72–78]. In [61,73] a danger index/criterion was introduced that consists of a combination of several safety-relevant quantities such as the robot effective mass and velocity, and the distance between robot and human. In [73], a hierarchical motion generator was proposed that monitors the robot and human state and minimizes the danger criterion during task execution. The so-called danger field was introduced in [74], which quantifies how dangerous the current robot configuration and velocity are to the environment. The danger field can be computed in closed form and was integrated into a controller which generates safe motions. The reduction of the impact force was treated in [72,79], where impact models were used to relate the instantaneous robot parameters to collision force. In [75], an impedance-based controller was proposed that fulfills performance requirements and energy- and power-based safety constraints at the same time. The passive variable impedance controller was realized via energy tanks. Also in [80], a controller was developed that keeps the energy of the robot within desired safety limits. In [76], a control strategy was developed that minimizes the dissipated kinetic energy in a potential inelastic impact in either constrained or unconstrained collisions, which is estimated through a contact model. For redundant robots, several redundancy resolution schemes have been proposed to improve safety. These methods range from collision avoidance [81] and self-collision avoidance [82] to collision detection and reaction [83], or the reduction of the impact force [84].

In [85,86], the authors aim at realizing not only physically safe but also comfortable and socially acceptable motions and interaction behavior. A human-aware planning and manipulation framework was proposed, which explicitly considers the human posture and kinematics, vision field, and personal preferences. Another measure to ensure safety is to avoid any potentially dangerous contact with humans or the environment. Collision avoidance has been a vivid area of research for many years. [87–93]. Recent approaches in pHRI avoid collisions in real-time by monitoring the human and robot and taking their kinematic and dynamic properties as well as safety criteria into account [93–98].

Post-Collision Schemes

During either intended or unintended contact in pHRI, robots must react in a compliant manner. In collaborative robots with joint torque sensing, impedance control is widely used to define the robot’s contact behavior properly and to achieve a soft interaction between
the human and the robot [3, 4]. Also hybrid force/impedance controllers were proposed that realize both compliant impedance behavior and accurate force tracking [99–101]. In order to prevent or mitigate injury caused by a collision with the robot, it is essential that the system can detect and handle contact quickly, effectively, and reliably. A thorough overview on this subject can be found in [102]. The five main phases in the so-called collision event pipeline [102] are:

1. **Detection** To detect collisions with the robot structure, many proprioceptive model-based and model-free observers have been proposed in the robotics literature [103–109] and also sensitive skins exist [110–112]. Improved collision detection sensitivity and accuracy can be obtained by fusing inertial measurement unit (IMU) measurements with proprioceptive sensing [113]. For contact detection, one needs to select proper collision detection thresholds. However, due to noise and varying dynamics of the motor torques, tuning these thresholds is difficult. Today, the generalized momentum observer [103, 104] is the most popular among the collision detection schemes and widely used both in research and the industry.

2. **Localization** Especially for collision reaction, it is important to know the point of contact (joint or link) along the robot structure. Solutions to the isolation problem are reported in [102] for one contact at a time and in [114] for multiple contacts.

3. **Isolation** In addition to contact location, the direction and magnitude of the external contact wrench are of interest. In [103, 104, 106] it is described how the contact wrench can be estimated based on the collision detection residual.

4. **Classification** To discriminate between intended and unintended collisions, [115] proposed to high-pass filter the estimated external torques, as high-frequency torque components can typically be associated with (undesired) fast rigid impacts. In [116], a learning-based approach for contact classification was proposed that was validated on an LWR.

5. **Reaction** Upon contact, the robot should react in a safe and compliant manner. The most simple collision reaction scheme is to stop the robot once the collision is detected. However, this reaction can lead to possibly hazardous clamping or blocking of the human. In [105, 117] several reaction schemes were developed that take all the contextual information obtained in steps 1 – 4 into account. One possible reaction scheme is to retract the robot from the contact location in the opposite direction of impact.

### 1.2.4 Design and Control of Intrinsically Elastic Robots

As mentioned previously, robots with intrinsic joint elasticity have become increasingly popular due to their ability to absorb impacts and store and release spring potential energy to perform explosive, cyclic, and energy-efficient motions. Both in research and industry, many applications can benefit from compliant actuation, such as throwing objects in logistics, handling delicate objects, or walking on uneven terrain.
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Design Principles

Overviews on design concepts and components for compliant actuation are provided in [5–7]. Elastic actuators can be sub-divided into systems with fixed and variable impedance. The Series Elastic Actuator (SEA) [118] is the most prominent compliant actuator with constant mechanical stiffness. Variable impedance actuators (VIAs) can realize variable impedance via mechanical reconfiguration; a subgroup without dedicated damping elements is variable stiffness actuators (VSAs). There exist three main principles to change the mechanical impedance in VIA systems [5]:

1. Variation of the spring preload

2. Variation of the transmission ratio between spring and link

3. Modification of the spring physical properties

The majority of joint designs proposed in literature belong to the first category. In biologically inspired antagonistic setups with two pairs of motor and nonlinear spring, the spring preload is changed via co-contraction [119, 120]. Another possibility is to use a nonlinear element between the spring and the link so that only one spring is required. In such actuators, one motor controls the spring stiffness, the other the link equilibrium position [121–123]. In the first category of VIA systems, the exploitable potential energy is reduced when the spring is preloaded. This is theoretically not the case in the second category, where the stiffness is modified by changing the transmission ratio between the output link and the spring [124, 125]. These systems often have many moving parts, which makes them more complex than actuators of spring preload type [6]. In the third subgroup, the spring stiffness is altered by changing the spring cross-section area, length, and/or the elastic modulus. The elastic modulus is a material property and difficult to change; however, mechanisms that change the length and cross-section area were proposed in [126–128]. The authors of [6] review the design process of VIA/VSA actuators from the desired use case to the selection of components. Common design contradictions in output power, potential energy capacity, stiffness range, efficiency, and accuracy are discussed. As many VSA setups with different design principles and characteristics exist, it is difficult for the end-user to select the actuator that best suits his/her application requirements. In [7], a datasheet was developed that systematically extends the specification of traditional electric actuators by the most important VSA parameters. It serves as a unified and compact description that enables comparing different setups quantitatively.

Although many novel and even unforeseen tasks can be realized with elastic joint robots, the control of these systems is more complex compared to rigid joint robots. This is because robots with compliant actuation have more state variables, i.e., motor and link coordinates instead of motor coordinates only, and they are underactuated and inherently oscillatory. In particular for cyclic or explosive tasks, suitable excitation trajectories need to be generated that systematically exploit the system’s energy storage and release capabilities. Also, undesired vibrations in VSA robots with low mechanical damping have to be accounted for to ensure smooth link side position regulation and tracking as well as good shock absorption and braking performance.
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Position Regulation

For so-called flexible joint robots like the DLR LWR, where the joint stiffness is at least an order of magnitude higher than in intrinsically elastic robots and usually modeled as a linear spring, control laws for regulating the link position were proposed in [129–132], for example. These concepts were generalized to joints with nonlinear elasticity in [133]. The above controllers use control-input-collocated variables for feedback; their performance depends on the joint stiffness. If the stiffness of the elastic mechanism is low, the link side damping performance is also limited. For intrinsically elastic joint robots, better damping performance can be achieved with the controllers [134–136], which also feed back non-collocated variables. In [136], a gain scheduling approach based on a set of linear quadratic regulators (LQRs) is used to control the position and stiffness at the link while damping undesired oscillations. In [135] a modal decoupling-based approach is used to transform the linearized system dynamics into a set of decoupled single-input single-output (SISO) systems. The aim is to modify the intrinsic robot dynamics as little as possible while introducing the desired damping behavior. In decoupled space, the closed-loop dynamics resemble two second-order critically damped systems with desired damping behavior.

Trajectory Tracking

A thorough overview of trajectory tracking controllers for flexible joint robots is given in [137] and [138]. Early works on tracking control can be found in [139–141]. Other relevant approaches consider the extension of adaptive control laws [142] to the flexible joint case [143], feedback linearization [139], [144], [145], integral manifold control [139], integrator backstepping [146], and cascaded structures [147]. More recently, the concept of elastic structure-preserving control (ESP, ESP+) was introduced for intrinsically elastic robots to perform link-side tracking while realizing the desired damping behavior [148, 149]. An overview of the concept, including rigorous stability analysis, is provided in [150]. The concept adds damping and feedforward terms to the link dynamics while leaving the plant’s inertial properties and the structure of the nonlinear springs unchanged. The controller achieves closed-loop dynamics that structurally equal the dynamics of the original coordinates by introducing a coordinate transformation of the motor dynamics and new coordinates that reflect these damping and feedforward terms. The ESP and ESP+ were validated on the multi-joint DLR David system [151].

Impedance Control

Impedance control is widely used in soft robots such as the Franka Emika Panda or the LWR to achieve soft interaction control [134]. The joint elasticity in these robots is relatively high and typically caused by the flexibility of the torque sensor or the transmission. For robots with deliberate joint elasticity, where the stiffness is orders of magnitude lower, it was shown that the vibration damping performance of traditional impedance controllers is rather insufficient. In [152], a Cartesian impedance control law was proposed for robots with highly nonlinear, variable stiffness characteristics. The approach can realize a wide range in desired stiffness and damping and preserves the system’s intrinsic inertial and elastic properties.
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Vibration Suppression

Several control laws were proposed for suppressing undesired oscillations via energy dissipation. In [153], a phase plane approach was proposed to reduce the overall system energy via a simple state proportional controller that commands a desired motor velocity trajectory. Also, a state-triggered (bang-bang) version was described. The motor velocity switches to either minimum, maximum, or zero, depending on the current quadrant in each joint’s deflection/velocity plane. Optimal control solutions and controllers of bang-bang type were proposed in [153] (model-free) and [154] (model-based) for 1-DOF linear or visco-elastic systems. The model-free controllers can be implemented joint-wise; the extension to $n$-DOF is therefore rather simple. In practice, however, control laws of bang-bang type are generally prone to undesired chattering effects, particularly in the vicinity of the robot’s equilibrium position. This needs to be accounted for in real systems to avoid unwanted wear of the motors. In [155], a torque-based control law was proposed that regulates the system energy to the desired value. Depending on the desired energy, oscillations can be either damped out or induced. In the former case, an asymptotically stable equilibrium position in terms of the desired motor position is reached. Energy dissipation via active variation of the stiffness in VSA joints was addressed in [156,157]. The control law proposed in [157] switches the desired stiffness between a minimum and maximum value while the motor position remains constant.

Cyclic and Explosive Motions

The generation of cyclic motions such as walking, running, or drumming in elastic joint robots has gained increasing attention [10, 11, 158–165]. The goal is to excite the natural modes of the system in a stable and coordinated fashion to perform energy-efficient gaits in legged robots or pick and place motions in manipulators, for example. In [10], a controller of bang-bang type was proposed that induces intrinsic oscillatory motions by switching the motor position based on a defined joint torque threshold. In [160], the parameters of multi-body legged robots were selected such that desired eigenmodes can be excited, and in [159], an energy-based limit cycle controller was developed. Significant progress has been made in understanding and unifying the theory of oscillatory normal modes in nonlinear multi-body systems very recently [160,162–165].

In robotics literature, many authors investigated the optimality principles in visco-elastic and variable impedance joints [17, 52, 166–173]. In particular for fast motions, the goal is to understand how elastic joints can be excited (time-)optimally, how much operational velocity can be achieved, and how the system parameters affect the solution. While analytical solutions can be derived for the 1-DOF case, it has been difficult to extend this knowledge to $n$-DOF systems, as the dynamics of multi-joint robots are usually quite complex. Fast motions have, therefore, mainly been generated via numerical optimal control tools. In [8,9,174], it was investigated how the elastic energy of systems with two or more DOF can be exploited to realize explosive motions, in particular, the throwing of a ball as far as possible. The influence of coupling stiffness, nonlinear dynamics, and nonlinear elasticity with stiffness adjustment on unimodal and sequential-type motions was analyzed. Optimal trajectories were generated both for academic and real-world systems such as DLR David and a MACCEPA robot. Based on simulations and experimental results, basic power flow and energy transfer mechanisms like consecutive loading and unloading of the springs for sequential type motions were investigated. Furthermore, comparisons
were made to human studies on explosive motions. In [175], a learning framework was proposed that encodes sample (optimal control) trajectories into a Dynamic Movement Primitive (DMP) system [176]. The DMP system could reconstruct learned trajectories and extrapolate to other tasks with near-optimal performance.

1.3 Contribution

The main contributions of this thesis to the state of the art and their relation to the research questions Q1 – Q7 posed in Sec. 1.1 are described in the following. An overview of the objectives and their interrelationship is illustrated in Fig. 1.6. The proposed methods were experimentally validated on a DLR/KUKA LWR and DLR David, simulations of the proposed methods also on the PUMA 560, Franka Emika Panda, and systems consisting of a mobile platform and a Panda or LWR.

Fig. 1.6: Overview of the objectives of this thesis.
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Fig. 1.7: Unified framework for biomechanics-based safety evaluation that can be utilized for safe robot control, planning, and mechanism design.

Impact Dynamics Framework and Safe Motion Planning (Q1 & Q2)

The Safety Map framework is developed, which is a biomechanics-based impact dynamics framework for safe robot hardware design and planning; see Fig. 1.7. In the Safety Map, the achievable robot reflected mass and velocity range for the entire workspace (or task-dependent subspaces) can be quantitatively compared to any available injury data for different contact geometries, collision cases, and human body parts. This gives the robot designer clear information about which kind of injury is most likely to occur during operation, thus guiding the hardware design process and providing valuable information to safe interaction control and motion planning algorithm development. The SMU and Safety Map constitute a hierarchical tool stack (see Fig. 1.7) that is applicable to arbitrary robots, can use all available biomechanics and simulation collision data, and is compatible with standards. In this thesis, the map representations of stationary manipulators (LWR, PUMA, Panda), mobile manipulators (Panda mounted on car-like and differential drive vehicle), and elastic joint robots (David) are derived and compared with each other. Furthermore, it is shown how the Safety Map can be linked not only to certain workspace areas but also to performance metrics; in particular, the robot’s reachability map. Initial overviews on human injury data are extended by a thorough summary of the human head and chest. For this, a significant amount of relevant data from over 50 years of biomechanics injury research was classified, validated, processed, and linked to the Safety Map framework. Within the scope of a cooperation with an industrial partner, it is shown how the generation of injury data can be integrated into the risk assessment and reduction cycle for a particular pHRI application. Finally, examples show how the Safety Map can be used to assess the robot safety performance in a particular task and to generate safe, time-optimal trajectories.
Robots with Intrinsic Joint Elasticity: Speed Gain and Safety Characteristics (Q3 & Q4)

The maximum achievable velocity in elastic joint robots is investigated for 1-DOF and \( n \)-DOF systems under consideration of the most critical real-world constraints. The peak endpoint velocity is essential for robot design, motion and task planning to assess and optimize the robot’s collision safety and performance. All potential system states are determined for a 1-DOF visco-elastic joint with constrained deflection that can be reached from equilibrium. The time-optimal trajectories are derived, and the influence of system parameters on the reachable states is analyzed. The results give clear indications on how to dimension the system parameters in order to perform specific tasks. The analysis is extended to \( n \)-DOF systems, where a sufficiently accurate approximation of the Cartesian speed gain in elastic joint robots is developed with minimal computational requirements. The methods are validated using experimental data from previous ball throwing experiments [8]. Furthermore, the theory is applied to robot global safety assessment. The safety characteristics of DLR David and a hypothetically rigid version of this robot are represented in the Safety Map, where both the rigid and the elastic joint manipulator can be quantitatively compared.

Vibration Suppression in Robots with Intrinsic Joint Elasticity (Q5)

New and existing strategies for suppressing vibrations in elastic joint robots are analyzed and compared in terms of performance and passivity. The analysis enables researchers and practitioners to select suitable system design parameters and control schemes to effectively dampen undesired oscillations, e.g., in emergency situations where the robot needs to stop as fast as possible. For 1-DOF visco-elastic joints, the system states that can reach equilibrium without violating constraints are derived as well as the analytic time-optimal braking trajectories. For control of bang-bang type, a modal decoupling-based framework is proposed that decouples both the dynamics and the control inputs. The framework allows applying simple SISO control laws to more complex (linearized) \( n \)-DOF systems. A selection of damping control laws is implemented on DLR David, and two safety-related experiments are carried out, namely a dynamic ball impact against the robot structure and an emergency stop during task execution. In the experiments, it is shown that the proposed methods effectively suppress even strong oscillations. Prior to this work, some of the tested controllers had not been validated in practice yet, or only on 1-DOF systems. Finally, impact response metrics are proposed to quantitatively compare the controller performance and assess the robot’s impact absorption behavior.

Null Space Control for Safe and Efficient pHRI (Q6 & Q7)

It is investigated how the redundant degrees of freedom of pHRI robots can be exploited to improve collision safety and performance while meeting safety requirements simultaneously. A real-time capable null space controller is proposed, intended to be used in combination with the SMU. The SMU reduces the robot speed during execution to ensure safety if necessary. The controller proposed in this work minimizes the effective robot mass in the direction of motion. This allows to avoid a potential speed reduction of the SMU, which improves the cycle time of the application. Experiments with an LWR show the effectiveness of the approach, which is also extended to an 8-DOF system consisting
of an LWR and a linear axis. When optimizing particular performance or safety criteria via redundancy resolution, the null space scheme may eventually not fulfill the task due to the limited robot dynamics or the negative influence of the primary task. This thesis analyzes how the main and the auxiliary null space tasks can be synchronized temporally to fulfill both tasks at the cost of extra cycle time. For this, the geometric description of the main task is left unchanged, but the trajectory is temporarily slowed down to give the null space schemes more time to meet their objectives. Several time scaling schemes are proposed and validated on an LWR with one redundant degree of freedom. The concept is extended to multiple prioritized tasks and exemplified in simulation. Null space motions are typically non-intuitive and not suitable for interaction. In this thesis, null space interaction behaviors for redundant manipulators are developed, which allow the user to anticipate how the robot will move when it is kinematically reconfigured. The proposed tool for manual, interactive reconfiguration via self-motions can be integrated with little effort and solves real-world problems effectively. Two practical applications for an 8-DOF and 10-DOF mobile manipulator demonstrate the performance and ease of interaction.

1.4 Thesis Structure

This thesis is structured as follows. In Chapter 2, fundamentals on robot kinematics, dynamics, control, and optimization are summarized. Furthermore, the robots used for simulations and experiments are described. The impact dynamics framework Safety Map is introduced, elaborated, and applied to different robots in Chapter 3. In Chapter 4, the maximum achievable speed in elastic joint robots is investigated and verified with the optimal control solution and previous experimental results. The problem of suppressing undesired vibrations in robots with compliant actuation is treated in Chapter 5, where new and existing controllers are described and experimentally compared on DLR David. Redundancy resolution is considered in Chapter 6, where methods to improve safety, performance, and interaction are presented and validated for redundant robots such as the LWR. Finally, Chapter 7 concludes the thesis. Figure 1.8 provides an overview of the thesis structure and the relation to the main publications, which are listed in the next section.
1.5 Publications

In the following, the publications published or submitted to international, peer-reviewed conferences and journals in the scope of this thesis are listed. The content of the thesis mainly builds on the findings of the first-authored publications.
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This section briefly summarizes the fundamentals required for the theoretical concepts and practical implementations in this thesis. In Sec. 2.1, robot kinematics and dynamics are reviewed. Basic control concepts are described in Sec. 2.2 and 2.3, basics of optimization in Sec. 2.4. The robots that are used for simulations and the practical validation of control schemes are described in Sec. 2.5.

2.1 Robot Dynamic Modeling

In this section, the kinematics and dynamics of rigid and intrinsically elastic manipulators as well as mobile robots consisting of a platform and a manipulator are briefly described. A comprehensive overview on this topic can be found in [139, 177, 178], for example.

2.1.1 Kinematics

The generalized configuration coordinates associated with the robot joint positions are denoted by $q \in \mathbb{R}^n$. The task coordinates are denoted by $x(q) \in \mathbb{R}^m$. Usually, the robot Cartesian tool center point (TCP) position and orientation constitute $x(q)$. If the number of task dimensions equals the number of robot joints, i.e., $m = n$, the robot is considered non-redundant. Typical industrial robots are called non-redundant, as they are equipped with six joints to execute six-DOF position/orientation trajectories\(^1\). If $m < n$, then the robot is regarded as kinematically redundant. In addition to fulfilling the operational space task, up to $n - m$ additional tasks can be carried out to exploit the robot null space. Such motions are referred to as null space motions, internal motions, or self-motions.

The kinematic mapping from joint space to operational space is given by the (non-linear) forward kinematics $x = f_k(q)$. On a differential level, the joint space velocity $\dot{q} \in \mathbb{R}^n$ is

\(^1\)Of course, if the operational space task has less than six DOF, then such a manipulator is redundant w.r.t. this task.
related to the operational space velocity $\dot{x} \in \mathbb{R}^m$ via the Jacobian matrix $J(q) \in \mathbb{R}^{m \times n}$

$$\dot{x} = J(q) \dot{q}, \quad (2.1)$$

$$J(q) = \frac{\partial f_k(q)}{\partial q}. \quad (2.2)$$

To map operational space velocities to joint velocities that can be commanded to low-level joint controllers, one can either solve the inverse kinematics problem by inverting the forward kinematics $x = f_k(q)$ or use the first- or second-order differential kinematics. Solving the direct inverse kinematics problem can be challenging because it is not always possible to derive a closed-form solution and multiple solutions or even infinite solutions (in case of redundancy) may exist. Especially for time-dependent tasks such as trajectory tracking, it is convenient to tackle the inverse differential kinematics problem. If the robot is redundant ($m < n$), then the general solution to (2.1) is

$$\dot{q} = J(q)^\# \dot{x} + \left(I - J(q)^\# J(q)\right) \dot{q}_0, \quad (2.3)$$

where $J(q)^\#$ is a generalized inverse of the full row-rank Jacobian matrix. It satisfies $J(q) J(q)^\# = I$, where $I$ is the $n \times n$ identity matrix. The first term in (2.3) represents the joint velocities that realize the desired task velocity; the second term projects the (possibly arbitrary) velocity $\dot{q}_0$ onto the nullspace of the Jacobian matrix. The relationship between the operational space force\(^2 F \in \mathbb{R}^m \) at a contact location and the joint torque $\tau \in \mathbb{R}^n$ can be expressed as

$$\tau = J(q)^T F. \quad (2.4)$$

\(^2\)Please note that $F$ may contain both forces and torques, e.g., three forces and three torque in case of an operational space wrench $F \in \mathbb{R}^6$. 
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\[\text{Fig. 2.1: Relationship between the operational space velocity } \dot{x} \text{ and joint space velocity } \dot{q} \text{ (upper), and the joint torque } \tau \text{ and operational space force } F \text{ (lower) for a redundant manipulator.}\]
For redundant manipulators, the general solution to (2.4) is
\[
\tau = J(q)^T F + \left( I - J(q)^T (J(q)^\#)^T \right) \tau_0 .
\] (2.5)

Here, \( \tau_0 \) is a joint torque vector which is projected onto the nullspace of \( J(q)^T \) via the \( n \times n \) nullspace projector \( N = I - J(q)^T (J(q)^\#)^T \). The relationship between the joint space torque/velocity and operational space force/velocity is illustrated in Fig. 2.1.

### 2.1.2 Rigid Joint Dynamics

The dynamic equations for rigid joint robots are [177]
\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) = \tau_m + \tau_f + \tau_{ext} ,
\] (2.6)
where the generalized coordinates \( q \in \mathbb{R}^n \) are associated with the link positions, \( M(q) \in \mathbb{R}^{n \times n} \) is the symmetric and positive definite inertia matrix, \( C(q, \dot{q}) \dot{q} \in \mathbb{R}^n \) the centripetal and Coriolis vector, and \( g(q) \in \mathbb{R}^n \) the gravity vector. The motor torque is denoted by \( \tau_m \in \mathbb{R}^n \), the motor friction torque by \( \tau_f \in \mathbb{R}^n \), and the external torques by \( \tau_{ext} \in \mathbb{R}^n \). The Coriolis matrix is not unique [177], but it can be selected such that
\[
\dot{M}(q, \dot{q}) = C(q, \dot{q}) + C(q, \dot{q})^T .
\] (2.7)
With this choice, the matrix \( M(q, \dot{q}) - 2C(q, \dot{q}) \) becomes skew symmetric.

### 2.1.3 Elastic Joint Dynamics

In robotics research, one typically differentiates so-called flexible joint manipulators such as the DLR/KUKA LWR family [49] from robots with (deliberate) intrinsic joint elasticity such as DLR David [179]. The joint stiffness of the latter is at least an order of magnitude lower than the stiffness of flexible joint robots. The drive train in intrinsically elastic joint robots with constant stiffness is commonly called Series Elastic Actuator (SEA). There also exist systems with stiffness adjusting mechanisms. These are called variable impedance (VIA) or variable stiffness (VSA) robots. An overview of design principles for realizing series elastic and variable impedance actuation is given in [5]. A thorough introduction to the modeling of elastic joint robots can be found in [139, 180]. The dynamics of VSA robots like DLR David are [139]
\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) = \tau_m(\theta, q, \sigma) + \tau_{ext} ,
\] (2.8a)
\[
B \dot{\theta} + \tau_f(\theta, q, \sigma) = \tau_m - \tau_f ,
\] (2.8b)
where \( \theta \in \mathbb{R}^n \) and \( q \in \mathbb{R}^n \) represent the motor and link positions; see Fig. 4.1. The motor and link inertia matrix are denoted by \( B \in \mathbb{R}^{n \times n} \) and \( M(q) \in \mathbb{R}^{n \times n} \), the Coriolis matrix by \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \), and the gravity vector by \( g(q) \in \mathbb{R}^n \). The motor torque is denoted by \( \tau_m \in \mathbb{R}^n \), the motor friction torque by \( \tau_f \in \mathbb{R}^n \), and the possibly non-linear elastic joint torque by \( \tau_j(\theta, q, \sigma) \in \mathbb{R}^n \). The latter depends on the elastic deflection \( \varphi = \theta - q \) and the position of the stiffness adjusting mechanism \( \sigma \in \mathbb{R}^n \), which may also have underlying (second-order) dynamics. It is assumed that there are no stiffness couplings and no inertial couplings between the link-side and the motor-side dynamics, which means that they are only coupled via the elastic joint torque \( \tau_j(\theta, q, \sigma) \) [139]. The \( n \times n \) joint stiffness matrix is denoted by \( K_j = -\frac{\partial \tau_j(\theta, q, \sigma)}{\partial q} \).
Singular Perturbation Model

Typically, the motor dynamics in intrinsically elastic manipulators are much faster than the link side dynamics\(^3\). Assuming that the motors can always provide enough torque to accelerate the motor shaft and compensate the elastic joint torque, one can model the motors as velocity sources, meaning the desired velocity can be reached instantaneously [8].

To verify this assumption, the dynamics are brought into singular perturbation form. Assume that the motor velocities are PI-controlled

\[
\tau_m = K_P(\dot{\theta}_d - \dot{\theta}) + K_I(\theta_d - \theta),
\]

where \(K_P = \text{diag}\{k_{P,i}\} \in \mathbb{R}^{n \times n}\) and \(K_I = \text{diag}\{k_{I,i}\} \in \mathbb{R}^{n \times n}\) are the controller gains. The proportional gain is typically very high, thus \(\epsilon = K_P^{-1}\) is chosen. When inserting (2.8b) into (2.9) one gets

\[
\epsilon (B\ddot{x} + \tau_J) = \dot{\theta}_d - \dot{\theta} + \epsilon K_I(\theta_d - \theta).
\]

Setting \(\epsilon \to 0\) yields \(\dot{\theta}_d = \theta\). The reduced dynamics now become

\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \tau_J(\theta, q, \sigma) + \tau_{\text{ext}},
\]

\[
\dot{\theta} = \int \dot{\theta}\, dt + \theta_0.
\]

Please note that the singular perturbation model only affects the motor equations while the link dynamics remain unchanged.

### 2.1.4 Operational Space Dynamics

As a robot task is typically described in operational space, the joint space dynamics are not suitable to describe the dynamic end-effector behavior. For control and analysis of the end-effector task, the operational space dynamics can be expressed as [181]

\[
\Lambda(q)\ddot{x} + \mu(q, \dot{q}) + p(q) = F.
\]

Here, \(\Lambda(q) \in \mathbb{R}^{m \times m}\) is the operational mass matrix, \(\mu(q, \dot{q}) \in \mathbb{R}^m\) the Coriolis and centrifugal terms, \(p(q) \in \mathbb{R}^m\) the gravity vector, and \(F \in \mathbb{R}^m\) the wrench at the end-effector. The dynamic matrices can be obtained by successively inserting (2.1) and (2.4) into the
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\(^3\)This is of course not a valid assumption for typical flexible joint arms such as the LWR or Franka Emika Panda because the joint stiffness range is at least an order of magnitude larger.
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joint space dynamics (5.54). For non-redundant manipulators, they are

\[ \Lambda(q) = J(q)^{-T} M(q) J(q)^{-1}, \]  
(2.13a)

\[ \mu(q, \dot{q}) = J(q)^{-T} \left[ C(q, \dot{q}) \dot{q} - M(q) J(q)^{-1} J(q) \dot{q} \right], \]  
(2.13b)

\[ p(q) = J(q)^{-T} g(q). \]  
(2.13c)

The achievable Cartesian stiffness of elastic joint robots was investigated in [182]. Assuming the joint stiffness matrix \( K_J \) is diagonal and no coupling terms exist, the Cartesian stiffness matrix is given by

\[ K_x = \left( J(q) K_J^{-1} J(q)^T \right)^{-1}. \]  
(2.14)

**Effective Mass and Inertia**

The robot’s inertial properties at the end-effector are described by the operational space mass matrix \( \Lambda(q) \). Typical end-effector tasks include translational or rotational motions along or about a Cartesian direction \( u \in \mathbb{R}^3 \). For such tasks, the robot inertial properties can be expressed in terms of the so-called effective mass/inertia. Let us partition the Jacobian matrix \( J(q) \in \mathbb{R}^{6 \times n} \) at the end-effector as

\[ J(q) = \begin{bmatrix} J_\nu(q) \\ J_\omega(q) \end{bmatrix}, \]  
(2.15)

where \( J_\nu(q) \in \mathbb{R}^{3 \times n} \) is associated with translational and \( J_\omega(q) \in \mathbb{R}^{3 \times n} \) with angular motions. The operational space kinetic energy matrix for both non-redundant and redundant robots can be expressed as

\[ \Lambda(q) = \left( J(q) M(q)^{-1} J^T(q) \right)^{-1}. \]  
(2.16)

The inverse of this matrix can be decomposed into

\[ \Lambda(q)^{-1} = \begin{bmatrix} \Lambda_\nu(q)^{-1} & \Lambda_{\nu\omega}(q) \\ \Lambda_{\nu\omega}(q)^T & \Lambda_\omega(q)^{-1} \end{bmatrix}, \]  
(2.17)

with

\[ \Lambda_\nu(q)^{-1} = J_\nu(q) M(q)^{-1} J_\nu(q)^T, \]  
(2.18a)

\[ \Lambda_\omega(q)^{-1} = J_\omega(q) M(q)^{-1} J_\omega(q)^T, \]  
(2.18b)

\[ \Lambda_{\nu\omega}(q) = J_\nu(q) M(q)^{-1} J_\omega(q)^T. \]  
(2.18c)

The matrix \( \Lambda_\nu(q)^{-1} \) describes the translational response of the end-effector to a Cartesian force, the matrix \( \Lambda_\omega(q)^{-1} \) the rotational response to a moment, and the matrix \( \Lambda_{\nu\omega}(q) \) the coupling of translational and rotational motions. The scalar mass perceived at the end-effector given a force in the Cartesian unit direction \( u \) is now given by

\[ m_\omega(q) = \left( u^T \Lambda_\nu(q)^{-1} u \right)^{-1}. \]  
(2.19)
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This quantity is referred to as the effective/reflected mass along direction \( u \). The effective inertia perceived at the end-effector given a moment about unit direction \( u \) is

\[
I_u(q) = \left( u^T \Lambda_\omega(q)^{-1} u \right)^{-1}. \tag{2.20}
\]

The reflected mass and inertia in/about all Cartesian directions can be represented by so-called belted ellipsoids [181]

\[
\frac{v^T \Lambda_v(q)^{-1} v}{\sqrt{v^T v}} = 1, \tag{2.21}
\]

\[
\frac{v^T \Lambda_\omega(q)^{-1} v}{\sqrt{v^T v}} = 1. \tag{2.22}
\]

2.1.5 Mobile Manipulator Dynamics

The dynamics of a mobile robot consisting of a platform and a manipulator can be expressed as

\[
M(q) \ddot{q} + C(q, \dot{q}) \dot{q} + g(q) = E(q) \tau - A(q)^T \lambda, \tag{2.23}
\]

where \( q \in \mathbb{R}^n, n = n_v + n_m \) are the generalized coordinates that are composed by the vehicle coordinates \( q_v \in \mathbb{R}^{n_v} \) and the manipulator coordinates \( q_m \in \mathbb{R}^{n_m} \)

\[
q = \begin{bmatrix} q_v \\ q_m \end{bmatrix}. \tag{2.24}
\]

The symmetric, positive definite mass matrix of the coupled system is denoted by \( M(q) \in \mathbb{R}^{n \times n} \), the Coriolis matrix by \( C(q, \dot{q}) \in \mathbb{R}^{n \times n} \), and the gravity torque by \( g(q) \in \mathbb{R}^n \). The input transformation matrix is denoted by \( E(q) \in \mathbb{R}^{n \times r} \), the input torque vector by \( \tau \in \mathbb{R}^n \). The system is subject to \( m \) constraints. The matrix associated with the constraints is denoted by \( A(q) \in \mathbb{R}^{m \times n} \) and \( \lambda \in \mathbb{R}^m \) is the vector of constraint forces. The vehicle’s so-called steering system is given by

\[
\dot{q}_v = S(q_v)^{S} \dot{q}_v, \tag{2.25}
\]

where \( ^S \dot{q}_v \) is the input velocity [183,184]. For a differential drive vehicle, the input is given by the velocities of the two wheels, for example. The mapping from the input velocity to the differential coordinates \( \dot{q}_v \) is given by the constraint auxiliary matrix \( S(q_v) \), which includes the vehicle’s motion constraints (e.g., on the wheels) and fulfills

\[
S(q)^T A(q)^T = 0.
\]

The superscript \( ^S \) indicates the constraint-free space. The velocity vector of the full system is given by

\[
\dot{q} = S_I(q)^{S} \dot{q} = \begin{bmatrix} S(q_v) & 0 \\ 0 & I \end{bmatrix} \begin{bmatrix} ^S \dot{q}_v \\ ^S \dot{q}_m \end{bmatrix}, \tag{2.26}
\]

where \( S_I(q) \) denotes the extended constraint auxiliary matrix. The constraint-free velocities are mapped to operational space via

\[
\dot{x} = ^S J(q)^{S} \dot{q}. \tag{2.27}
\]

The Jacobian matrix is given by

\[
^S J(q) = [J_v(q) S(q_v) J_m(q)], \tag{2.28}
\]
where \( J_v(q) \in \mathbb{R}^{3 \times n_v} \) and \( J_m(q) \in \mathbb{R}^{3 \times n_m} \) are the Jacobian matrices associated with the vehicle and the manipulator, respectively. The dynamics of the coupled system can be derived with the macro/mini structure approach proposed in [181]. In constraint-free space, the dynamics can be expressed by

\[
S_M(q)\ddot{q} + S_C(q, \dot{q}, \dot{q}_v) + S_g(q) = S_E(q)\tau, \tag{2.29}
\]

where

\[
S_M(q) = S_I(q_v)^T M(q) S_I(q_v), \tag{2.30}
\]

\[
S_C(q, \dot{q}, \dot{q}_v) = S_I(q_v)^T \left( M(q) \begin{bmatrix} \dot{S}_I(q_v) & 0 \\ \end{bmatrix} + C(q, \dot{q})\dot{q} \right), \tag{2.31}
\]

\[
S_g(q) = g(q), \tag{2.32}
\]

\[
S_E(q) = S_I(q_v)^T E(q). \tag{2.33}
\]

The 6 × 6 Cartesian mass matrix inverse can be obtained from

\[
S_\Lambda(q)^{-1} = S_J(q) S_M(q)^{-1} S_J(q)^T. \tag{2.34}
\]

The reflected mass in Cartesian unit direction \( u \in \mathbb{R}^3 \) and the inertia about \( u \) that take the vehicle’s motion constraints into account are

\[
m_u = \left( u^T S_\Lambda_v(q)^{-1} u \right)^{-1}, \tag{2.35}
\]

\[
I_u(q) = \left( u^T S_\Lambda_\omega(q)^{-1} u \right)^{-1}, \tag{2.36}
\]

where \( S_\Lambda_v(q)^{-1} \) is the upper 3 × 3 translational and \( S_\Lambda_\omega(q)^{-1} \) the lower 3 × 3 rotational part of \( S_\Lambda(q)^{-1} \), respectively.

## 2.2 Soft Robot Control

Whenever a robot acts in partially unknown dynamic environments or the vicinity of humans, it should react to contact in a compliant manner. Compliance can either be realized via soft mechanism design or control. Elastic joint robots realize compliance via passive mechanical elements, while for rigid joint robots, compliance can be achieved via soft control schemes. In the following, impedance and admittance control are briefly described. These control concepts are widely used in lightweight and tactile robots nowadays.

### 2.2.1 Impedance Control

As perceived from the environment, physical systems appear either as admittances which accept effort input (force) and yield flow output (motion) or as impedances which accept flow input (motion) and yield effort output (force) [3]. Two physical systems complement each other constantly if one system is an admittance, the other must be an impedance and vice versa [3]. A passive environment of a manipulator can be physically described as an admittance. In order to properly define the robot’s contact behavior, impedance control
is frequently used, which alters the mechanical impedance of the system. The classical impedance control law proposed in [3] is

\[
\tau_d = -J(q)^T (K_x \ddot{x}(q) + D_x \dot{x}) + g(q), \quad (2.37a)
\]

\[
\ddot{x}(q) = \ddot{x} - x_d, \quad (2.37b)
\]

where \( K_x \in \mathbb{R}^{m \times m} \) is the desired Cartesian diagonal positive definite stiffness matrix, \( D_x \in \mathbb{R}^{m \times m} \) the desired diagonal positive definite damping matrix, \( g(q) \in \mathbb{R}^n \) the gravity compensation term, and \( x_d \in \mathbb{R}^m \) the desired end-effector position in Cartesian space. In addition to desired stiffness and damping, it is also possible to include a desired inertial behavior \( \Lambda_x(q) \in \mathbb{R}^{m \times m} \) into the control law. However, this would require feedback from the external wrench. For the sake of robustness and ease of implementation, this term is usually dropped, which means that the robot’s natural inertia is preserved. Due to the lack of an integrator, the impedance control law is of PD type. A steady-state error \( \ddot{x}(q) \) is therefore inevitable when external forces or model uncertainties are present. Controller (2.37) is passive\(^4\) w.r.t. input-output pair \( \{\tau_j + \tau_{ext}, \dot{\theta}\} \) for rigid joint manipulators. For flexible joint robots, however, it lacks this property for the input-output pair \( \{\dot{\theta}, -\tau_j\} \).

To ensure stability, it was proposed in [4, 186, 187] to replace \( q \) in (2.37) by the static equilibrium position of \( q \), denoted by \( \bar{q}(\theta) \), which depends only on the motor position. In order to implement the impedance control law (2.37), a low-level motor torque controller is required; see Fig. 2.3. In the LWR, which is used for most experiments in this thesis, a full state feedback controller [4] is used, which alters the motor kinetic energy by shaping the motor inertia to a lower value while preserving the overall structure of the motor dynamics.

### 2.2.2 Admittance Control

An admittance is the inversion of an impedance. It accepts effort input (force) and yields flow output (motion). In admittance control, an external wrench \( F_{ext} \) measured by a sensor is mapped to the desired position or velocity. For example, this mapping can be realized via a second-order system with desired mass/inertia and damping. If the output of the admittance controller is a Cartesian position \( x_d \in \mathbb{R}^n \) with \( m < n \), then the redundancy must be resolved with an inverse kinematics scheme to obtain the desired joint configuration \( \theta_d \); see Fig. 2.4. A stiff inner position control loop then regulates this

\(^4\)Passivity is an input-output property of a physical system defined in terms of energy dissipation and conversion [185]. A system is stable if a bounded input energy yields a bounded output energy.
2.3 Redundancy Resolution

In this section, possible schemes to resolve a robot’s redundant degrees of freedom are described. First, the properties of the generalized weighted Jacobian matrix inverse and nullspace projections are reviewed. Then, possible performance criteria are described and how they can be optimized locally. Finally, hierarchical approaches to redundancy resolution are summarized that can handle a stack of nullspace tasks.

2.3.1 Weighted Pseudoinverse and Nullspace Projections

The general solution to the differential inverse kinematics problem (2.3) can be rewritten as

$$\dot{q} = J(q)^{W+} \dot{x} + \left( I - J(q)^{W+} J(q) \right) \dot{q}_0. \tag{2.38}$$

Here, the generalized inverse $J(q)^\#$ of the (full row rank) Jacobian matrix that fulfills

$$J(q)J(q)^\# = I, \tag{2.39}$$

was replaced by the weighted generalized inverse

$$J(q)^{W+} = W^{-1} J(q)^T \left( J(q)W^{-1} J(q)^T \right)^{-1}. \tag{2.40}$$
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This matrix satisfies $J(q)J(q)^{W+} = I$ and (2.39) if the inversion of the right term in (2.38) is feasible. The non-singular, invertible weighting matrix is denoted by $W \in \mathbb{R}^{n \times n}$. It can be shown that the weighted pseudoinverse solves the optimization problem [192]

$$\min_{\dot{q}} \frac{1}{2} \dot{q}^T W \dot{q}, \quad (2.41a)$$

s.t. $\dot{x} - J(q)\dot{q} = 0.$ \quad (2.41b)

When selecting $W = I$, the generalized inverse is given by the Moore-Penrose pseudoinverse \((J(q)^\dagger := J(q)^+ = J(q)^T(J(q)J(q)^T)^{-1})\), which minimizes the Euclidean norm $\dot{q}^T \dot{q}$ of joint velocities. The choice $W = M(q)$ minimizes the kinetic energy $\frac{1}{2} \dot{q}^T M(q) \dot{q}$, the corresponding inverse is called the dynamically consistent pseudoinverse. In the second term in (2.38) the $n \times n$ matrix $N_{\text{vel}}(q) = I - J(q)^{W+} J(q)$, \quad (2.42)

projects the (possibly arbitrary) joint velocity $\dot{q}_0$ onto the nullspace of $J(q)$. This projection yields zero operational space velocity because $J(q)N_{\text{vel}}(q)\dot{q}_0 = 0$. For joint torque control, (2.5) can be rewritten as

$$\tau = J(q)^T F + \left( I - J(q)^{W+} J(q)^T \right) N_{\text{tor}}(q) \tau_0, \quad (2.43)$$

where the nullspace projection matrix is denoted by $N_{\text{tor}}(q)$. In the thesis, mainly torque control is considered. For the sake of brevity, $N_{\text{tor}}(q)$ is replaced by $N(q)$ in the following. It is common to select the mass matrix as the weighting matrix \((W = M(q))\) to make the nullspace projection dynamically consistent. The static consistency and dynamic consistency property of nullspace projections were defined in [181]. A nullspace projector is statically consistent if it does not generate interfering forces in the higher priority operational space task in static equilibrium. The condition for static consistency is

$$(J(q)^{W+})^T N(q) = 0, \quad (2.44)$$

when $\dot{q} = 0, \ddot{q} = 0$. It can be shown that static consistency is achieved for every nullspace projector, independent of the weighting matrix [193]. Dynamically consistent projections also do not generate accelerations in the operational space task. The requirement for dynamic consistency is [181]

$$J(q)M(q)^{-1} N(q) = 0. \quad (2.45)$$

Next, common choices for the nullspace torque $\tau_0$ are described.

2.3.2 Local Optimization

A classical approach to redundancy resolution is to locally optimize a scalar, configuration-dependent performance criterion $H(q)$. Here, the joint torque $\tau_0$ (cf. (2.5), similar procedure for velocity control) is selected in direction of the antigradient of $H(q)$

$$\tau_0 = -K_H \nabla H(q), \quad (2.46)$$
where $K_H$ is the scalar step size and $\nabla H(q)$ is the gradient of $H(q)$ at the joint configuration $q$. The total desired robot joint torque is

$$\tau_d = \tau_{\text{prim}} - K_H \left( I - J(q)^T (J(q)^W)^T \right) \nabla H(q),$$  

where $\tau_{\text{prim}} \in \mathbb{R}^n$ is the primary controller torque, e.g., the output of the impedance controller (2.37). Common choices for the performance criterion are the manipulability measure [194]

$$H(q) = \sqrt{\det(J(q)J(q)^T)},$$

for avoiding singular configurations, or the distance from mechanical joint limits

$$H(q) = -\frac{1}{2n} \sum_{i=1}^n \left( \frac{q_i - \bar{q}_i}{q_{i,M} - q_{i,m}} \right)^2,$$

where $q_{i,M}$ and $q_{i,m}$ denote the maximum and minimum joint limit and $\bar{q}_i$ the middle value of the joint position range of joint $i = 1, \ldots, n$.

### 2.3.3 Task Hierarchy

When considering multiple, i.e., up to $r < n - m$ nullspace objectives that shall be accomplished, it is possible to formulate them either as constraints or arrange them in a task hierarchy. In such a hierarchy, each individual task shall not affect the higher priority tasks but act in the respective null space. There exist two common task hierarchy schemes, namely 1) successive projections and 2) augmented projections. Both approaches are briefly described in the following. Afterwards, the extended Jacobian approach is summarized.

#### Successive Projections

Let us assign the index $i = 1$ and torque $\tau_1 \in \mathbb{R}^n$ to the main task. In the successive nullspace projection approach [195], the torque $\tau_2 \in \mathbb{R}^n$ of the task on the second (nullspace) level is projected onto the nullspace of the primary task via

$$\tau^p_2 = N^\text{Suc}_2(q) \tau_2,$$

where $\tau^p_2$ is the projected nullspace torque and $N^\text{Suc}_2(q)$ is the nullspace projector, which is given by

$$N^\text{Suc}_2(q) = I - J_1(q)^T (J_1(q)^W)^T.$$

For the remaining $2 < i < r$ tasks the joint torque is obtained by

$$\tau^p_i = N^\text{Suc}_i(q) \tau_i.$$

The successive nullspace projectors are given by the recursive algorithm

$$N^\text{Suc}_i(q) = N^\text{Suc}_{i-1}(q) \left( I - J_{i-1}(q)^T (J_{i-1}(q)^W)^T \right).$$

The total torque that is commanded to the robot is now given by the sum of the primary and all nullspace torques

$$\tau = \tau_1 + \sum_{i=1}^r \tau^p_i.$$
Augmented Projections

In the augmented projection approach introduced in [196], the nullspace projection on the second level ((2.50) – (2.51)) is same as in the successive projection scheme. For levels 3 to \( r \) the projected torque is obtained by

\[
\tau_i^p = N_i^{\text{aug}}(q) \tau_i. \tag{2.55}
\]

Here, the nullspace projector \( N_i^{\text{aug}}(q) \) can be expressed as

\[
N_i^{\text{aug}}(q) = I - J_i^{\text{aug}}(q)^T (J_i^{\text{aug}}(q)^W +)^T. \tag{2.56}
\]

The augmented Jacobian matrix is denoted \( J_i^{\text{aug}}(q) \) and can be assembled as follows

\[
J_i^{\text{aug}}(q) = \begin{pmatrix}
J_1(q) \\
J_2(q) \\
\vdots \\
J_{i-1}(q)
\end{pmatrix}. \tag{2.57}
\]

As in the previous task hierarchy scheme, the total joint torque is given by (2.54), where the projected torque on each level can be determined with (2.55). There exist several recursive algorithms [196, 197] to reduce the computational effort required to determine the augmented projections (2.56). Augmented projections strictly comply with the task hierarchy; however, algorithmic singularities may arise [193]. Successive projections, on the other hand, are computationally efficient and avoid singularities but do not ensure strict compliance with the task hierarchy. A thorough comparison of successive and augmented projections is provided in [193].

Extended Jacobian

Besides using a task hierarchy, one can formulate the nullspace objectives as constraints. In the extended Jacobian matrix approach, one can add up to \( r \leq n - m \) independent constraints of the form

\[
h(q) = 0, \tag{2.58}
\]

to the original end-effector task [198,199]. The constraints must be differentiable w. r. t. the joint position \( q \). For a motion that fulfills the main task and (2.58), one gets

\[
\begin{pmatrix}
f_k(q) \\
h(q)
\end{pmatrix} = \begin{pmatrix}
x(q) \\
0
\end{pmatrix}, \tag{2.59}
\]

where \( f_k(q) \) are the forward kinematics of the main task. Differentiating (2.59) w. r. t. time yields

\[
\begin{pmatrix}
J(q) \\
\frac{\partial h(q)}{\partial q}
\end{pmatrix} \dot{q} = \begin{pmatrix}
x \\
0
\end{pmatrix}, \tag{2.60}
\]

where

\[
J_v(q) \in \mathbb{R}^{(m+r) \times n} = \begin{pmatrix}
J(q) \\
\frac{\partial h(q)}{\partial q}
\end{pmatrix}, \tag{2.61}
\]
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2.4 Basics of Optimization

In this section, the basics of static optimization and optimal control are briefly reviewed. A thorough summary of the theory on optimization and numerical solution techniques can be found in [201–203], for example.

2.4.1 Static Optimization

In static optimization problems, the aim is to minimize the objective function \( J(x) \), also referred to as cost function, where \( x \in \mathbb{R}^n \) is the optimization variable. The problem can formally be summarized as

\[
\min_{x \in X} J(x) \quad \text{s.t.} \quad X = \{ x \in \mathbb{R}^n \mid g(x) = 0, h(x) \leq 0 \}.
\]  

Two types of constraints can be considered, namely equality constraints

\[
g(x) = 0, \quad g : \mathbb{R}^n \rightarrow \mathbb{R}^m, \ m < n,
\]  

and inequality constraints

\[
h(x) \leq 0, \quad h : \mathbb{R}^n \rightarrow \mathbb{R}^q.
\]  

The equality and inequality constraints define the admissible set \( X \subset \mathbb{R}^n \) of the optimization variable \( x \). The state \( x^* \) is called global minimum if

\[
J(x^*) \leq J(x), \quad \forall x \in X.
\]  

A local minimum is achieved if there exists a \( \varepsilon > 0 \) such that

\[
J(x^*) \leq J(x), \quad x \in X \cap B_\varepsilon(x^*),
\]  

where \( B_\varepsilon(x^*) \) is a small, open ball around \( x^* \). To formulate the necessary optimality conditions, the Lagrange function

\[
L(x, \lambda, \mu) = f(x) + \lambda^T g(x) + \mu^T h(x) = f(x) + \sum_{i=1}^{m} \lambda_i g_i(x) + \sum_{i=1}^{q} \mu_i h_i(x),
\]

is defined. Here, \( \lambda \in \mathbb{R}^m \) are the so-called Lagrange multipliers, and \( \mu \in \mathbb{R}^q \) are the Kuhn-Tucker multipliers. The first-order optimality conditions are as follows. If \( x^* \) corresponds to a minimum in \( J(x) \) under consideration of the equality and inequality constraints, then
there exist multipliers $\lambda^* \in \mathbb{R}^m$ and $\mu^* \in \mathbb{R}^q$ such that

$$\nabla_x L(x^*, \lambda^*, \mu^*) = \nabla_x f(x^*) + \sum_{i=1}^m \lambda_i^* \nabla_x g_i(x^*) + \sum_{i=1}^q \mu_i^* \nabla_x h_i(x^*) = 0, \quad (2.68a)$$

$$\nabla_{\lambda} L(x^*, \lambda^*, \mu^*) = g(x^*) = 0, \quad (2.68b)$$

$$h(x^*) \leq 0, \quad (2.68c)$$

$$\mu^* \leq 0, \quad (2.68d)$$

$$\sum_{i=1}^q \mu_i^* h_i(x^*) = 0. \quad (2.68e)$$

These optimality conditions are also referred to as Karush-Kuhn-Tucker (KKT) conditions. The second-order optimality conditions are

$$\delta x^T \nabla^2_{xx} L(x^*, \lambda^*, \mu^*) \delta x \geq 0, \quad (2.69)$$

with

$$\delta x \in \mathcal{Y} = \{ \delta x \mid \nabla g_1(x^*)^T \delta x = 0, \ldots, \nabla g_m(x^*)^T \delta x = 0, \quad (2.70a)$$

$$\nabla h_{sa}^1(x^*)^T \delta x = 0, \ldots, \nabla h_{sa}^m(x^*)^T \delta x = 0, \quad (2.70b)$$

$$\nabla h_{ma}^1(x^*)^T \delta x = 0, \ldots, \nabla h_{ma}^q(x^*)^T \delta x = 0 \}, \quad (2.70c)$$

where $h_{sa}$ are strictly active inequality constraints ($h_i = 0, \mu_i \neq 0$) and $h_{ma}$ momentary active inequality constraints ($h_i = 0, \mu_i = 0$). A sufficient optimality condition is

$$\delta x^T \nabla^2_{xx} L(x^*, \lambda^*, \mu^*) \delta x > 0 \quad \delta x \in \mathcal{Y}. \quad (2.71)$$

Depending on the form of the cost function and constraints, one can distinguish between different classes of optimization problems. The most common classes are:

- Linear Programming (LP): Both the cost function and constraints are linear.
- Quadratic Programming (QP): The cost function is quadratic, the constraints are linear.
- Non-linear Programming (NLP): The cost function or at least one constraint is non-linear.
- Integer Programming (IP): All variables are discrete.
- Mixed-Integer Programming (MIP): Both continuous and discrete variables are considered.

For each class, there exist algorithms that are tailored to the specific optimization problem [203].
2.4.2 Optimal Control

Optimal control aims at determining a control input for a dynamic system that minimizes the cost functional

\[ J(x(t), u(t), t_f) = \vartheta(x(t_f), t_f) + \int_0^{t_f} \phi(x(t), u(t), t) \, dt, \]  

(2.72)

where \( x(t) \in \mathbb{R}^n \) is the system state, \( u(t) \in \mathbb{R}^m \) the control input, and \( t_f \) the terminal time. The so-called Mayer term \( \vartheta(x(t_f), t_f) \) weights the final state and time, the integral Lagrange term \( \phi(x(t), u(t), t) \) considers the timely evolution of state, control input, and time. The dynamics are described in terms of a system of first order differential equations

\[ \dot{x} = f(x(t), u(t), t), \quad x(0) = x_0, \]  

(2.73)

where \( x_0 \) is the initial state. Several types of constraints that are inherent to every real-world system can be taken into account in the optimal control formalism. Boundary state constraints are formulated by

\[ g(x(t_f), t_f) = 0, \]  

(2.74)

where \( g \in \mathbb{R}^l \). Algebraic path inequality constraints are denoted by

\[ h(x(t), u(t), t) \leq 0, \quad \forall t \in [0, t_f]. \]  

(2.75)

Under consideration of (2.75), the optimal control input must satisfy

\[ u(t) \in U(x, t), \]  

(2.76)

where \( U(x, t) = \{ u(t) \mid h(x(t), u(t)) \leq 0 \} \).

The necessary optimality conditions, a Hamiltonian defined as

\[ H = \phi(x(t), u(t), t) + \lambda(T) f(x(t), u(t)), \]  

(2.77)

is used. Here, \( \lambda(t) \in \mathbb{R}^n \) are Lagrange multipliers, which are also referred to as costates. The inequality constraints can be integrated into the Hamiltonian to form the extended Hamiltonian

\[ \tilde{H} = \phi(x(t), u(t), t) + \lambda(T) f(x(t), u(t)) + \mu(T) h(x(t), u(t)), \]  

(2.78)

where \( \mu(t) \in \mathbb{R}^q \). The necessary first order conditions for all \( t \in [0, t_f] \) are

\[ \dot{x} = \frac{\partial H}{\partial \lambda} = f, \]  

(2.79a)

\[ \dot{\lambda} = -\frac{\partial H}{\partial x} = -\frac{\partial \phi}{\partial x} - \frac{\partial f^T}{\partial x} \lambda - \frac{\partial h^T}{\partial x} \mu, \]  

(2.79b)

\[ \mu_i h_i = 0, \quad i = 1, \ldots, q, \]  

(2.79c)

\[ \frac{\partial H}{\partial u} = \frac{\partial \phi}{\partial u} + \frac{\partial f^T}{\partial u} \lambda + \frac{\partial h^T}{\partial u} \mu = 0. \]  

(2.79d)

Equations (2.79a) and (2.79b) form a canonical system of \( 2n \) differential equations for the dynamic system of order \( n \) [201]. A second-order necessary optimality condition to confirm local minima is the Legendre-Clebsch condition

\[ \frac{\partial^2 H}{\partial u^2} \geq 0, \quad \forall t \in [0, t_f]. \]  

(2.80)
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Fig. 2.5: Minimization of the Hamiltonian when the control region is bounded. The minimum and maximum value of the control input are denoted by \( u_{\text{min}} \) and \( u_{\text{max}} \). The (local) minimum in the Hamiltonian is represented by a red dot, the minimum value reachable value for the admissible control region by a blue dot.

The transversality conditions at the final time instant are

\[
\begin{align*}
\left[ \frac{\partial \phi}{\partial x(t_f)} + \frac{\partial g^T}{\partial x(t_f)} \nu - \lambda(t_f) \right]^T &= 0, \\
H(x(t_f), u(t_f), \lambda(t_f), t_f) + \frac{\partial \phi}{\partial t_f} + \frac{\partial g^T}{\partial t_f} \nu &= 0,
\end{align*}
\]  

(2.81a)

with \( \nu \in \mathbb{R}^l \). Together with the boundary conditions (2.73) and (2.74) there exist \( 2n+l+1 \) conditions. \( 2n \) conditions are required to solve the boundary value problem formed by the canonical system; the other \( l+1 \) conditions are necessary to obtain the multipliers \( \nu \) and the final time \( t_f \). The boundary value problem can be solved analytically only for rather simple problems. If the dynamic system is complex or state constraints are present, numerical tools, e.g., shooting methods [202], are typically used to determine a solution. In problems where \( \frac{\partial^2 H}{\partial u^2} \) is regular, the optimal control input can be obtained via (2.79d). The resulting control trajectory depends on the timely evolution of states and costates. However, if the problem is singular, then an alternative approach must be taken [204].

Singular Optimal Control Problems

An optimal control problem is singular if \( \frac{\partial^2 H}{\partial u^2} = 0 \). A comprehensive summary of this problem type can be found in [204]. In the most frequent subclass of singular problems, the Hamiltonian is linear in the control put. In this case the Hamiltonian can be split into two parts

\[ H(x, u, \lambda, t) = H_1(x, \lambda, t) + H_2(x, \lambda, t)^T u(t). \]  

(2.82)

The first term does not depend on the control input, while the second is linear in \( u(t) \). When evaluating (2.79d), the control input vanishes, which implies that (2.79d) cannot be used to determine \( u(t) \). However, if the optimal control input is bounded, then the Minimum Principle of Pontryagin [205] provides a solution to the optimal control problem.

Minimum Principle of Pontryagin

If the admissible control region \( \mathcal{U} \) is bounded, then it is possible that no local minimum in the Hamiltonian is reachable; see Fig. 2.5. There exist three cases: 1) the local minimum
is located inside the control region, 2) the partial derivative of the Hamiltonian w.r.t. the control input at the boundary of the control region is $\frac{\partial H}{\partial u} < 0$, or 3) $\frac{\partial H}{\partial u} > 0$. For the sake of brevity, only the last case is depicted in Fig. 2.5. The Minimum Principle of Pontryagin requires the optimal control input to minimize the Hamiltonian in every time step. This means that (2.79d) is replaced by

$$H(x, \lambda, u, t) = \min_{U \in U(x,t)} H(x, \lambda, U, t).$$

(2.83)

For each control input $u_i, i = 1, \ldots, n$ that is bounded by $u_{i,\text{min}} \leq u_i \leq u_{i,\text{max}}$ the switching law is

$$u_i = \begin{cases} 
  u_{i,\text{min}}, & \sigma_i > 0 \\
  u_{i,\text{max}}, & \sigma_i < 0 \\
  u_{i,\text{sing}}, & \sigma_i = 0
\end{cases}$$

(2.84)

where $\sigma_i$ are the so-called switching functions

$$\sigma_i = \frac{\partial H}{\partial u_i}.$$  

(2.85)

The control is of bang-bang type, i.e., the control input is either $u = u_{i,\text{min}}$ or $u = u_{i,\text{max}}$, if the switching functions only contain isolated zeros. If there exists a time interval $[t_1, t_2] \subseteq [0, t_f], t_1 \neq t_2$ in which $\sigma_i$ equals zero, then singular solution pieces, so-called singular arcs, occur. In some cases such singular arcs can be difficult or even impossible to determine [206].

2.5 Considered Robots

This section briefly describes the robots that are used for simulations and experiments in this thesis. The robots are illustrated in Fig. 2.6.

![Robots](image)

(a) DLR/KUKA LWR mounted on linear axis  
(b) Franka Emika Panda  
(c) DLR David

Fig. 2.6: Robots considered in this work: (a) DLR/KUKA Lightweight Robot with/without linear axis, (b) Franka Emika Panda, and (c) DLR David.
2.5.1 DLR/KUKA Lightweight Robot

The development of lightweight robots has been a central research topic at the Institute of Robotics and Mechatronics of the German Aerospace Center (DLR) for more than 20 years. Three generations of the DLR Lightweight Robot (LWR) were developed. The latest generation, the LWR III, has seven degrees of freedom and a maximum reach of 936 mm; see Fig. 2.6 (a). It weighs 14 kg and has a payload to weight ratio of 1:1, meaning the robot is powerful enough to carry its own weight. The electronics and cabling are fully integrated; motor and joint position and joint torque sensors are available. The lightweight design and sensory capabilities enable the robot to detect and react to contact with the environment, enabling safe physical interaction with the human. With 1 kHz control frequency, advanced torque-based control concepts like joint or Cartesian impedance control can be realized (see above). The LWR is widely used in robotics research and is often part of complex mobile, flying, and multi-arm robot systems. In 2004 the LWR III was licensed to KUKA AG. KUKA continued the development and released the LWR IV (2008), the LWR IV+ (2010), and the iiwa (2013). Throughout the thesis, the LWR IV+ is used for various simulations and experiments. Following variants are considered:

- Stationary LWR
- LWR mounted on linear axis (see Fig. 2.6 (b))
- LWR mounted on omnidirectional mobile platform

The robot’s flexible joint dynamics are provided in Sec. 2.1.

2.5.2 Franka Emika Panda

The Franka Emika Panda is a tactile, collaborative robot that was first presented to the public in 2016; see Fig. 2.6 (b). Panda features seven revolute joints and joint torque sensing in each joint. The robot’s maximum reach is 855 mm, the workspace coverage is 94.5%, the nominal payload is 3 kg, and the weight is 18 kg. As with the LWR, real-time torque, position, and velocity control are possible at 1 kHz sampling rate, which allows for adjustable stiffness/compliance control and unified force/impedance control. A user interface called Pilot is located at the last link. The buttons allow to execute and customize applications, e.g., teaching motions via manual guidance. The Franka Desk a visual programming environment runs on browsers of computers or tablets. It allows to intuitively program the robot via apps that require only minimal parameterization by the user. Nowadays, the Franka Emika Panda is the most popular platform in robotics research. In this thesis, the safety characteristics of the following variants of Panda are investigated:

- Stationary Panda
- Panda mounted on car-like mobile platform
- Panda mounted on differential drive mobile platform

The dynamics of these systems are provided in Sec. 2.1.
2.5 CONSIDERED ROBOTS

\[ \text{Fig. 2.7: The variable stiffness mechanism of the FSJ is located in series between the} \]
\[ \text{harmonic drive gear box of the main actuator and the link. © 2008 IEEE [122].} \]

2.5.3 DLR David

DLR David [151] is an anthropomorphic robot that has variable stiffness actuation in each joint; see Fig. 2.6 (c). The design goal of David was to achieve human-like size, weight, dexterity, and performance. The motivation for introducing deliberate joint elasticity was the improvement of mechanical robustness, safety in human-robot interaction, and the inherent capability to store and release energy. This, in turn, can be utilized to outperform rigid robots in terms of energy efficiency and peak velocity. Its weight is 26 kg, the total number of DOF is 41, and the control frequency is 3 kHz. David’s arm consists of four Floating Spring Joints (FSJ) [123] with two motors each. The first motor positions the joint, the second (smaller) motor changes the joint stiffness; see Fig. 2.7. The torque/deflection curve of an FSJ is progressive, i.e., the joint stiffness increases with the elastic deflection. The available spring potential energy depends on the stiffness preset; for a soft stiffness preset, more energy can be exploited than for a stiff preset. In David’s forearm, three Bidirectional Antagonistic Variable Stiffness Joints (BAVS) [207] control the 2-DOF wrist. The tendon-driven hand has 19 DOF; its design was based on an abstraction of the principal functionalities of the human hand [179]. The antagonistic finger actuation was shown to be both highly dynamic and robust against impacts. The 42 motors and 42 nonlinear compliance mechanisms used to actuate the hand are located in David’s forearm. In this work, vibration suppression schemes are developed and tested on David, cf. Chapter 5. Furthermore, the robot’s maximum endpoint velocity capabilities and safety characteristics are derived and compared to those of rigid joint robots; cf. Chapter 4.
In close physical human-robot interaction, it is primary to ensure human safety during operation. In particular, the intrinsic safety characteristics of a robot in terms of potential human injury have to be understood well. Then, minimal potential harm can be made an essential requirement at an early stage of the robot design. In this chapter, the Safety Map is introduced, a map that captures human injury occurrence and robot inherent global or task-dependent safety properties for the desired granularity in a unified manner. To derive the Safety Map representation and relate entire robot designs to available biomechanics safety data, the robot’s reflected mass and maximum velocity are analyzed in task-dependent workspace sets. This is done for the PUMA 560, the KUKA LWR IV+, and the Franka Emika Panda. The approach is then extended to mobile manipulators that consist of a mobile vehicle and the Franka Emika Panda. Both the principal and the quantitative effects of the platform parameters on the mobile robot’s collision safety are investigated. Regarding human injury data, the initial injury data literature overview provided in [37] is extended by a thorough summary of the human head and chest. It is shown how the generation of injury data can be embedded into the risk assessment and reduction cycle of a particular application. Furthermore, examples are given of how the Safety Map can be utilized for safety assessment and optimization as well as motion generation. In summary, the Safety Map concept serves as a global safety assessment framework for entire robot designs without the need for simplifications. This makes it a valuable tool not only for safety-oriented planning and control but in particular for safer robot design.

The remainder of this chapter is organized as follows. In Sec. 3.1, the Safety Map concept is described in detail. In Sec. 3.2, the collision model that is used to classify and compare collision experiments is introduced. The results of the literature review on injury data for the human head and chest are provided in Sec. 3.3. In Sec. 3.4 it is described how injury data can be systematically generated for particular applications. In Sec. 3.5, the robot kinematic and dynamic parameters are processed towards the Safety Map representation; examples for the PUMA 560, LWR IV+, and Franka Emika Panda are given. The extension to mobile manipulators is considered in Sec. 3.7. Section 3.8 addresses applications of the Safety Map. Finally, Sec. 3.9 concludes the chapter.
3.1 Definition

In previous works, trajectories or “representative” configurations were related to human injury probability or safety metrics in order to locally avoid unwanted injury via planning or control. In [12], it was proposed to associate instantaneous robot collision behavior, i.e., reflected mass, velocity, and contact geometry to observed human injury for a realistic and a-priori model-independent safety analysis. In contrast to other approaches, no intermediate physical quantities such as force or pressure had to be associated with injury. Then, so-called safety curves can be derived that provide a maximum biomechanically safe velocity as a function of instantaneous inertial robot properties. These representations were further developed into the safe velocity controller Safe Motion Unit (SMU) that limits the instantaneous robot speed by respecting the safety curves, thereby ensuring human safety even in case of entirely unforeseen collisions [12]. In this thesis, this idea is further employed to deduce a global perspective of a robot’s collision safety. It is proposed to

- relate entire robot designs, i.e., the mass/velocity pairs for the reachable workspace, respectively a task-dependent subset, to

- human injury data, which may
  - originate from different types of experiments and disciplines (robotics, forensics, biomechanics, simulations etc.),
  - consider different body parts,
3.2 Collision Experiment Classification

In this section, an impact experiment classification is provided that governs all contact conditions that are relevant from a robotics perspective. The classification enables to systematically store the experimental data in a database and to process the generated data and insights towards safe control, planning, and mechanism design schemes; cf. Sec. 3.4. The collision model depicted in Fig. 3.2 follows the approach taken in [12] and is based on the idea that any mechanical system (here: impactor/robot and subject/human) can be represented by an instantaneous scalar mass, velocity, and surface properties in a certain Cartesian direction during contact. Furthermore, it is distinguished between different subject types, collision scenarios, and experimental setups. These are explained in the following subsections.

3.2.1 Impactor

The impactor/robot is modeled in terms of its instantaneous mass $m_r$, velocity $\dot{x}_r$, curvature $c_r$, and elastic surface properties $EP_r$. In biomechanics drop or pendulum test...

---

1Please note that these are no general conclusions as for illustrative reasons the data in Fig. 3.1 is fictitious.
Fig. 3.2: Collision model for representing the instantaneous dynamic properties of the impactor/robot and subject/human. The scalar mass and velocity in the normalized Cartesian direction $u \in \mathbb{R}^3$ are denoted by $m_u(q) \in \mathbb{R}$ and $\dot{x}_u(q) \in \mathbb{R}$.

Robot dynamics
\[ M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \tau + \tau_{ext} \]
\[ J(q) = [J_x(q)^T, J_u(q)^T]^T \]

Reflected mass
\[ \Lambda(q) = (J(q)M(q)^{-1}J(q)^T)^{-1} \]
\[ m_r = m_u(q) = [u^T\Lambda_u(q)^{-1}u]^{-1} \]

Cartesian velocity
\[ \dot{x} = J_x(q)\dot{q} \]
\[ \dot{x}_r = \dot{x}_u(q) = u^T\dot{x}(q) \]

sets, the impactors usually have a simple shape; the inertial properties can be measured easily [22,209]. For robots, the so-called reflected mass in a certain Cartesian direction constitutes the mass perceived during a collision [181]. The essential equations for calculating the Cartesian reflected mass and velocity are described in Sec. 2.1.4 and summarized in Fig. 3.2. The impactor surface may either be blunt, edgy, or sharp. In most publications, simple geometric shapes such as cylinders or flat circular plates are used, designed to deliver precise impacts to a desired location on the subject. In [12, 37] principal geometric primitives were identified and clustered; see Fig. 3.3. With these primitives, it is possible to classify most impactors used in biomechanics and robotics impact experiments.

3.2.2 Subject

The subject type can be distinguished between an animal or human cadaver (in vitro), a mechanical human surrogate, a human volunteer (in vivo), or a mathematical collision model. Depending on the subject type, different aspects of the human biomechanical response can be studied [34]. To investigate human injury tolerances, the subjects are (for ethical reasons) typically animal or human cadavers (often referred to as post mortem test objects). In automobile crash-testing, mechanical human surrogates such as the Hybrid III dummy are commonly used for injury assessment. To analyze pain threshold or minor injury such as contusions, experiments have also been conducted with human volunteers [13,37,210].

In the impact model illustrated in Fig. 3.2, the subject is characterized by the impact location $BP_h$, the instantaneous mass $m_h$, and the velocity $\dot{x}_h$. The impact location of the human is a distinctive landmark of the musculoskeletal system, such as the frontal bone or maxilla in the human head [211]. It is assumed that the impactor’s Cartesian direction of motion coincides with the surface normal of the respective body part. This agrees with the experimental design in almost all biomechanics and robotics publications on injury analysis. The relative velocity between subject and impactor\(^2\) is denoted by $\dot{x}_{rel} = |\dot{x}_r - \dot{x}_h|$. The effective human mass at the contact location (if not reported), one can a)

\(^2\)Only robot and human velocities are considered that result in a collision.
Fig. 3.3: Impactor primitives and their parameters.

use a model of the human body based on the geometrical and inertial properties [212,213], or b) fit the parameters of a mathematical collision model, e.g., a fully (in)elastic impact in a mass-spring-mass system, by conducting suitable impact experiments. For method a), the body segment inertial properties (BSIPs), namely mass, the moment of inertia, center of mass position, and the dimensions have to be known. Given only the weight and the height of a subject, mean values can be derived from cadaver measurements [212,214]. For living subjects, magnetic resonance imaging (MRI) can be used for estimating the BSIPs [213]. By applying multi-body dynamics, one can then determine the effective mass analogous to the robot reflected mass; cf. Fig. 3.2 (right). Method b) is based on a mathematical collision model. The effective human mass can be estimated using the signals recorded during real impact experiments. Assume that a simple linear mass-spring-mass system represents the collision between robot and human. The maximal force during the collision is

\[
F_{c,\text{max}} = \sqrt{\frac{m_r m_h}{m_r + m_h}} \sqrt{K_h \dot{x}_{\text{rel}}},
\]

where \(K_h\) is the contact stiffness. After measuring the contact force and assuming a certain
contact stiffness we can rearrange (3.1) and estimate the human reflected mass via

\[
\hat{m}_h = \frac{F_{c,\text{max}}^2 m_r}{K_h \dot{x}_{\text{rel}} m_r - F_{c,\text{max}}^2}. \tag{3.2}
\]

### 3.2.3 Collision Scenario

Regarding the collision scenario, it is distinguished between collisions where the subject is either unconstrained, constrained, or partially constrained [14]; see Fig. 3.4 (a). The latter is characterized only by a part of the subject being clamped which is not directly in contact with the impactor. The following abbreviations are used in the remainder of this chapter to classify the collision scenario: U: unconstrained, C: constrained, PC: partially constrained.

### 3.2.4 Test Setup

In biomechanics collision experiments, several types of setups have been used. Drop tests are the most common experiments, where free-fall due to gravity accelerates the impactor, that has a certain mass and impact geometry [12, 22, 209, 215]. The initial drop height determines the impactor velocity; the subject is usually constrained. Alternatively, impacts can be delivered horizontally to the subject. In [13,216], for example, a pendulum was used where the initial deflection adjusts the impact velocity. The impactor can also be propelled by a pneumatic cylinder [24, 217, 218]. Typically, the impactor is accelerated towards the subject. However, it is also possible to propel the subject towards the impactor [33,219].

(a) Typical test setups and collision scenarios. a) Drop test setup with constrained subject, b) pendulum setup with unconstrained subject, and c) piston setup with partially constrained subject.

(b) Classification of test setups.

Fig. 3.4: Test setups in biomechanics impact experiments (a) and their classification (b).
3.2 COLLISION EXPERIMENT CLASSIFICATION

From the biomechanics experiments, four principal setups are identified; see Fig. 3.4 (b). The free-fall principle is used in setups I and II, where I) the impactor or II) the subject is accelerated. In setups III and IV, the impact is delivered horizontally, where either III) the subject or IV) the impactor is at rest. Different human collision scenarios are possible for each setup, i.e., the body part may be constrained, unconstrained, or partially constrained.

Influence of Gravity in Collision Experiments  The results from drop test experiments (setups I and II) are likely to be more conservative than the results of experiments in which the impactor is moving horizontally (setups III and IV). To the best of the author’s knowledge, the influence of gravity has not been analyzed so far. In the following, a preliminary analysis based on a simplified collision model with and without gravity (see Fig. 3.5) is provided. A clamped human body part with constant contact stiffness $K_h$ is considered. The selected stiffnesses $K_h = 10, 100$, and $1000 \text{ N/mm}$ are in the range of human body parts [32]. The impactor is modeled as a blunt mass with a certain velocity. The maximum contact force $F_{\text{max}}, g$ with gravity and without gravity ($F_{\text{max}}$) is evaluated in simulation. Then, the ratio $F_{\text{max}}, g / F_{\text{max}}$ is calculated, which depends on both the initial velocity and mass. In Figure 3.6 it can be observed that the maximum contact force including gravity is larger than the force without gravity, which agrees well with intuition.

![Fig. 3.5: 1-DOF collision model including gravity (left) and without gravity (right).](image_url)

![Fig. 3.6: Influence of gravity on the maximum contact force for a simplified collision model: Ratio of the maximum force with and without the influence of gravity for the stiffnesses $K_h = 10, 100$, and $1000 \text{ N/mm}$, depending on the initial impactor velocity and mass.](image_url)
For this simplified model, the force ratio increases when the velocity decreases, the contact stiffness decreases, or the impactor mass increases. The velocity and contact stiffness have a more substantial influence on maximum force than the impactor mass. Theoretically, the ratio $F_{\text{max},g}/F_{\text{max}}$ can be used to determine the maximum force for setups I/II in Fig. 3.4 when experiments were conducted with setups III/IV and vice versa. However, this only holds for the considered simplified model, which is not grounded by experimental analysis. Furthermore, the maximum contact force does not necessarily correlate well with resulting injury; cf. [12]. Therefore, the presented analysis is preliminary and requires verification by real-world experiments. Considering that collision setups I/II likely provide more conservative results than setups III/IV, it is not differentiated between collisions with and without the influence of gravity in the remainder of the thesis.

3.3 Synopsis of Human Injury Data

The proposed classification of collision experiments allows representing a large variety of experiments by a limited number of parameters. In the following, a summary of the most relevant biomechanics and robotics collision experiments on the human head and chest is provided; see Tab. 3.1. This summary is a result of an extensive literature study and extends the initial literature survey reported in [37]. For the data-driven approach of relating collision input parameters to resulting injury, the collected data is of great value because it allows comparing the results from different experiments, determining whether a particular robot may produce injury, or verifying mathematical collision models. Most of the available biomechanical literature stems from automotive injury analysis, focusing on more severe injuries. The head and chest are usually of particular interest, which is why much collision data has been generated for these two body parts. In Tab. 3.1, the experimental conditions for each impact series are summarized. The graphical representation of the relationship between impact parameters and injury severity is illustrated in Fig. 3.7 for a selection of the listed experiments. The aim is to represent the injury data in the mass/velocity plane, which will allow us to compare this data with the robot’s safety properties in the Safety Map, as will be shown in Sec. 3.6.

3.3.1 Head

In the upper half of Tab. 3.1, an overview of data from facial and cranial bone injury analysis is provided. In Fig. 3.7 (a), the results of experiments on the frontal bone are illustrated, where a flat impactor is accelerated towards the subject (setups I and III) [21, 215, 216]. The collision input parameters mass and velocity are related to injury severity, which is skull fracture or subfractures (e.g., hairline cracks) in the figure. The impact velocity is $> 4 \text{ m/s}$ in most experiments, which is higher than typical speeds in pHRI ($\leq 2 \text{ m/s}$).

3.3.2 Chest

A significant amount of experiments on chest injury analysis was conducted in [23, 25, 224–230]. In order to better understand thoracic trauma in frontal impacts, a more recent extensive crash-test program was established [231]. In robotics, series of chest crash-test experiments were conducted in [15, 16], where several lightweight and heavy-duty robots
<table>
<thead>
<tr>
<th>Body Part</th>
<th>Exp. Setup</th>
<th>Case</th>
<th>Impactor</th>
<th>Parameters</th>
<th>Subject</th>
<th>Mass (kg)</th>
<th>Velocity (m/s)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frontal</td>
<td>III</td>
<td>PC</td>
<td>Flat circular</td>
<td>35 mm radius</td>
<td>Cadaver</td>
<td>28.9 - 48.3</td>
<td>3.39 - 6.99</td>
<td>[216]</td>
</tr>
<tr>
<td>Frontal</td>
<td>II</td>
<td>U</td>
<td>Edge</td>
<td>10 mm radius</td>
<td>Cadaver</td>
<td>14.5</td>
<td>3.0 - 4.2</td>
<td>[209]</td>
</tr>
<tr>
<td>Frontal</td>
<td>I</td>
<td>U</td>
<td>Edge</td>
<td>25.4 mm &amp; 7.9 mm radius</td>
<td>Cadaver</td>
<td>4.54</td>
<td>1.44 - 3.22</td>
<td>[22]</td>
</tr>
<tr>
<td>Frontal, Occipital</td>
<td>II</td>
<td>U</td>
<td>Flat rectangular</td>
<td>Padded, 120 mm x 80 mm</td>
<td>Cadaver</td>
<td>5</td>
<td>2.8 - 7.0</td>
<td>[220]</td>
</tr>
<tr>
<td>Frontal</td>
<td>III</td>
<td>U, PC</td>
<td>Sphere</td>
<td>Rigid, 120 mm radius</td>
<td>HIII Dummy</td>
<td>4.0, 67.0, 1980.0</td>
<td>0.2 - 4.2</td>
<td>[15]</td>
</tr>
<tr>
<td>Frontal</td>
<td>II</td>
<td>PC</td>
<td>Sphere</td>
<td>Padded, 76.2 mm – 203.2 mm radius</td>
<td>Cadaver</td>
<td>4.54 - 6.49</td>
<td>2.95 - 3.54</td>
<td>[221]</td>
</tr>
<tr>
<td>Frontal, Temporo-Parietal</td>
<td>II</td>
<td>PC</td>
<td>Edge</td>
<td>Padded, 3.2 mm – 25.4 mm radius</td>
<td>Cadaver</td>
<td>3.18 - 6.49</td>
<td>2.2 - 4.37</td>
<td>[221]</td>
</tr>
<tr>
<td>Frontal, Temporo-Parietal, Occipital</td>
<td>II</td>
<td>PC</td>
<td>Flat</td>
<td>Padded</td>
<td>Cadaver</td>
<td>3.31 - 5.9</td>
<td>2.23 - 5.43</td>
<td>[221]</td>
</tr>
<tr>
<td>Frontal, Zygoma, Mandible, Maxilla</td>
<td>III</td>
<td>U, PC</td>
<td>Flat circular</td>
<td>Padded, 14.3 mm &amp; 32.7 mm radius</td>
<td>Cadaver</td>
<td>0.9 - 7.3</td>
<td>2.6 - 8.5</td>
<td>[21]</td>
</tr>
<tr>
<td>Frontal, Parietal, Occipital</td>
<td>II</td>
<td>U</td>
<td>Flat</td>
<td>-</td>
<td>Cadaver</td>
<td>3.74 - 6.64</td>
<td>4.1 - 6.9</td>
<td>[222]</td>
</tr>
<tr>
<td>Frontal, Temporo-Parietal, Zygoma, Mandible</td>
<td>I</td>
<td>PC</td>
<td>Flat circular</td>
<td>Padded, 14.3 mm radius</td>
<td>Cadaver</td>
<td>1.08 - 3.82</td>
<td>2.99 - 5.97</td>
<td>[215]</td>
</tr>
<tr>
<td>Temporo-Parietal</td>
<td>I</td>
<td>C</td>
<td>Flat circular</td>
<td>12.7 mm radius</td>
<td>Cadaver</td>
<td>10.6</td>
<td>2.7</td>
<td>[31]</td>
</tr>
<tr>
<td>Temporo-Parietal</td>
<td>I</td>
<td>C</td>
<td>Flat rectangular</td>
<td>50 mm x 100 mm</td>
<td>Cadaver</td>
<td>12</td>
<td>4.3</td>
<td>[31]</td>
</tr>
<tr>
<td>Nose</td>
<td>I</td>
<td>C</td>
<td>Flat circular</td>
<td>14.3 mm radius</td>
<td>Cadaver</td>
<td>3.2</td>
<td>1.58 - 3.16</td>
<td>[223]</td>
</tr>
<tr>
<td>Nose</td>
<td>III</td>
<td>U</td>
<td>Edge</td>
<td>12.5 mm</td>
<td>Cadaver</td>
<td>32.64</td>
<td>2.8 - 7.1</td>
<td>[30]</td>
</tr>
<tr>
<td>Chest</td>
<td>IV</td>
<td>PC</td>
<td>Flat circular</td>
<td>Padded, 15.24 cm diameter, 161.29 – 191.55 cm² surface</td>
<td>Cadaver</td>
<td>14.03 - 19.55</td>
<td>4.52 - 10.06</td>
<td>[224, 225]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U</td>
<td>Flat circular</td>
<td>15.24 cm diameter, 1.28 cm edge radius</td>
<td>Cadaver</td>
<td>1.63 - 23.59</td>
<td>6.26 - 14.31</td>
<td>[23]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>PC</td>
<td>Flat circular</td>
<td>15.24 cm diameter, 1.28 cm edge radius</td>
<td>Cadaver</td>
<td>9.98</td>
<td>5.36 - 6.26</td>
<td>[25]</td>
</tr>
<tr>
<td>Chest</td>
<td>IV</td>
<td>U</td>
<td>Flat circular</td>
<td>Padded, 15.24 cm diameter, 1.28 cm edge radius</td>
<td>Volunteer</td>
<td>10.01</td>
<td>2.40 - 4.60</td>
<td>[226]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U, C</td>
<td>Flat circular</td>
<td>Rigid/padded, 6.45 cm² surface</td>
<td>Cadaver</td>
<td>1.51, 10.01</td>
<td>4.02 - 10.01</td>
<td>[226]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U, C</td>
<td>Flat circular</td>
<td>15.24 cm diameter</td>
<td>Cadaver</td>
<td>1.39</td>
<td>4.34 - 13.23</td>
<td>[227]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U, PC</td>
<td>Flat circular</td>
<td>15.24 cm diameter, 1.28 cm edge radius</td>
<td>Porcine</td>
<td>23.04</td>
<td>21.00</td>
<td>[228]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U, PC</td>
<td>Flat circular</td>
<td>15.24 cm diameter, 1.28 cm edge radius (anesthetized)</td>
<td>Swine</td>
<td>21.00</td>
<td>3.00 - 12.20</td>
<td>[228]</td>
</tr>
<tr>
<td>Chest</td>
<td>II</td>
<td>PC</td>
<td>Flat circular</td>
<td>15.00 cm diameter, 1.27 cm edge radius (anesthetized)</td>
<td>Volunteer</td>
<td>4.90, 10.40, 21.00</td>
<td>8.10 - 31.60</td>
<td>[229, 230]</td>
</tr>
<tr>
<td>Chest</td>
<td>IV</td>
<td>C</td>
<td>Flat circular</td>
<td>-</td>
<td>Cadaver</td>
<td>11.05 - 26.19</td>
<td>6.44 - 16.61</td>
<td>[231]</td>
</tr>
<tr>
<td>Chest</td>
<td>III</td>
<td>U, C</td>
<td>Sphere</td>
<td>12.0 cm radius</td>
<td>HIII Dummy</td>
<td>4.67, 1980</td>
<td>0.20 - 4.20</td>
<td>[15]</td>
</tr>
<tr>
<td>Chest</td>
<td>I</td>
<td>PC</td>
<td>Sphere</td>
<td>12.5 mm radius</td>
<td>Volunteer</td>
<td>3.68 - 3.79</td>
<td>0.19 - 1.31</td>
<td>[37]</td>
</tr>
</tbody>
</table>
Fig. 3.7: Summary of the relationship between mass, velocity, and injury (red) for selected data on (a) the human frontal bone [21,215,216] and (b) the human chest [15,23,25,226–230]. For the robotics experiments with the Hybrid III dummy (blue), the results for the Chest Compression Criterion (CC) are illustrated. © 2018 IEEE [208].

were used. Both dynamic unconstrained (with KUKA KR6 and KR500 robot) and quasi-static constrained (with LWR III) frontal chest impacts were carried out on a Hybrid III dummy. An overview of the most relevant impact experiments on the chest, which were conducted in both biomechanics and robotics, is provided in the lower half of Tab. 3.1. In Figure 3.7 (b), the relationship between collision input parameters and injury severity is illustrated for selected chest impact experiments. In the figure, red markers represent results from biomechanics injury; the robotics data is shown in blue.

3.4 Application-Oriented Generation of Injury Data

Previously, it was explained how collision data could be classified and processed towards the Safety Map. For possible collisions in pHRI, already a significant amount of impact data has been generated [12,13,15,16,46,232]. However, to understand the human impact behavior for a wide range of collision scenarios, applications, and types of human injury, there is still much data to be collected. In [12], a generic approach for generat-
ing collision data was proposed. The authors suggested decomposing the robot structure, in particular the end-effector, into a set of geometric primitives; see Fig. 3.3. Then, the achievable reflected mass and velocity range of typical collaborative robots was determined and discretized. Impact tests were conducted and evaluated for every possible (discretized) combination of mass, velocity, and primitive parameters. While generic contact primitives can represent a wide range of geometries located on the robot structure, more complex geometries need to be tested individually. Furthermore, an open question is how the injury data generation and safety assessment can be tailored to a particular application to estimate possible risks and take risk reduction measures quickly and target-oriented. In this thesis, a systematic approach is taken to generate and exploit injury data in the context of the risk assessment and reduction cycle described in ISO 12100 and ISO 10218; see Fig. 3.8. This approach is explained in the following.

The first step in the risk assessment is to determine the boundaries of the machinery. Then, possible hazards are identified, e.g., clamping situations or collisions with sharp objects. If the injury severity of a potential collision is unknown, then suitable impact experiments need to be conducted. This can be done with either the considered robot or a test setup that resembles the real contact conditions, e.g., a drop test or pendulum. The results of the impact tests are summarized and collected in a database. Information about the possible injury severity from this database can be extracted and provided to the risk

![Fig. 3.8: Integration of experimental injury analysis into the risk assessment and reduction cycle.](image-url)
Fig. 3.9: From hazard identification to safe motion generation in an anonymized industrial use case. One of the contact geometries identified potentially hazardous is the illustrated edge with 50 mm length and 0 mm edge radius. The black arrow indicates the impact direction. This geometry is then tested via drop test experiments, and the medical evaluation processed towards a database, from which a safety curve is automatically generated. Finally, the safety curve is embedded into the Safe Motion Unit, which generates safe motions in the pHRI application.

estimation, which assesses both the severity of the harm and the likelihood of occurrence. Given the information provided by the risk assessment, the risk evaluation determines whether risk reduction measures are required. If this is the case, then again, the generated collision data and planning, control, or design optimization schemes based on this data can be employed to improve safety and start the risk assessment cycle from the beginning.

Together with an industrial partner, this process is completely run through for a real-world pHRI application; see Fig. 3.9. In the hazard identification phase, the contact geometries illustrated in Fig. 3.10 are identified. These are tested in systematic drop test experiments, which follow the same protocol as the tests conducted in [12]. The impactor mass range is 2 - 10 kg with 2 kg increment, the velocity range is 0.5 - 4 m/s with 0.5 m/s increment. In Fig. 3.9, the results of the medical soft-tissue assessment are reported for an edge-shaped geometry with 50 mm length and 0 mm edge radius. The medical data, sensor data, and experimental conditions are stored in a SQL database. From this database, drop test reports are automatically generated that summarize the results of a test series. These reports serve to document the experiments, and they have also been used to communicate the results to standardization committees. Another implemented export function regards the automatic generation of safety curves for real-time safe velocity control. Together with the industrial partner, the safety curves for the considered contact geometries (see Fig. 3.10) are embedded into the Safe Motion Unit, which generates biomechanically safe motions in the partner’s pHRI application.
3.5 Global Robot Dynamic Properties

Having collected, classified, and processed human injury data, it is now described how the kinematic and dynamic characteristics of a robot can be mapped to a mass/velocity range in the Safety Map in order to represent the robot properties on a global or local, task-dependent, scale. One seeks the reflected mass and maximum velocity range for all reachable poses, i.e., Cartesian positions and orientations, and in every Cartesian direction. One main idea of the concept is to calculate the global dynamic properties of a robot design for the desired granularity only once. Afterwards, the data associated with task-dependent subsets of the robot workspace can be extracted. Specific trajectories or single static configurations can also be analyzed by interpolating the data, thus allowing for different degrees of granularity in the safety analysis. The procedure for computing the global robot dynamic properties consists of four steps:

Step 1 Discretize the workspace and determine all reachable poses of a robot, in other words, its reachability map.

Step 2 For each (discretized) reachable pose, determine the set of reachable null space configurations if the robot is redundant or select only one robot configuration with using a specified redundancy resolution method.

Step 3 Generate a grid of Cartesian directions.

Step 4 Calculate the Cartesian reflected mass and maximum velocity for each feasible pose, null space configuration, and Cartesian direction.

In the following, the four steps are explained in more detail. All considered quantities are illustrated in Fig. 3.11.
3.5.1 Workspace Discretization

One seeks the robot’s so-called versatile workspace, i.e., all (discretized) reachable combinations of Cartesian position $t \in \mathbb{R}^3$ and orientation $R \in SO(3)$, which is defined as

$$W_v = \{ (t, R) \mid \exists q \in Q : f_k(q) = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \} \subset SE(3).$$

(3.3)

Here, $Q$ is the robot configuration space, and $f_k(q)$ is the forward kinematics. Many algorithms exist to determine the versatile workspace. In the algorithm proposed in [233], the workspace is discretized into an evenly-spaced, orthogonal position grid with desired granularity. The position set is defined as $T = \{ t_1, \ldots, t_n \} \subset \mathbb{R}^3$. For each position, a certain number $n_q$ of discretized end-effector orientations $R = \{ R_1, \ldots, R_{n_r} \} \subset SO(3)$ is defined. Forward and/or inverse kinematics can be utilized to compute the reachable poses and the associated joint configurations.

3.5.2 Null Space Configurations for Redundant Robots

Reachability map algorithms usually provide one joint configuration for a certain Cartesian pose. If the robot is redundant, then also the desired number $n_{qs}$ of possible null space positions can be determined\(^3\). For each Cartesian position $t \in T$ and orientation $R \in \mathcal{R}$ the set of discretized, achievable null space configurations is denoted by $Q_{ns}(t, R)$. For a six-DOF position/orientation task, the LWR has one redundant degree of freedom if the configuration is non-singular. The possible null space positions associated with a certain pose can be determined by successfully integrating the Jacobian matrix’s one-dimensional kernel. Details on the procedure for the LWR are reported in Sec. 6.1. The analysis of the self-motion manifold for robots with more DOF is treated in [234,235].

\(^{3}\)Also non-redundant robots may have several possible joint configurations for a desired end-effector pose. However, for the sake of brevity, a thorough analysis of such configurations is omitted in this work.
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3.5.3 Cartesian Direction Grid

The robot reflected mass and maximum velocity are calculated for a discretized number $n_u$ of Cartesian unit directions. For this, a uniform grid on the surface of the unit sphere $S^2 = \{ x \in \mathbb{R}^3 : ||x|| = 1 \}$ is generated, where the set of distributed points is defined as $\mathcal{U} = \{ u_1, \ldots, u_{n_u} \} \subset S^2$.

3.5.4 Reflected Mass

For all reachable poses, for all possible null space positions, and for all Cartesian directions, i.e., for at most $n_{\text{tot}} = n_t \times n_e \times n_{q_{n_s}} \times n_u$ configurations, the reflected mass $m_u(q)$ and maximum Cartesian velocity $\dot{x}_{u,\text{max}}$ at the robot flange, respectively the tool center point (TCP), are evaluated. The reflected mass $m_u(q)$ in a particular unit direction $u$ is given by (2.19); see also Fig. 3.2. For the 3R robot, the reflected mass ellipsoid, i.e., the representation of the reflected mass for all Cartesian directions, is illustrated in Fig. 3.12 (left).

3.5.5 Maximum Endpoint Velocity

The manipulability ellipsoid and polytope for rigid joint robots are well-established tools for analyzing a robot’s Cartesian velocity capabilities for a given configuration [194, 237]. From a computational point of view, ellipsoids are more tractable than polytopes. However, only polytopes are considered in this work, as they represent all achievable velocities, while the ellipsoids only constitute a subset of these velocities. Consider the motor velocity constraints

$$\dot{q}_{\text{min}} \leq \dot{q} \leq \dot{q}_{\text{max}}, \quad (3.4)$$

where $\dot{q}_{\text{min}}$ and $\dot{q}_{\text{max}}$ are the minimum and maximum motor velocity, respectively. For the sake of simplicity, it is assumed that these bounds are symmetric. The $2^n$ motor velocity bounds form a hyperrectangle in joint space, which has $2^n$ vertices. The translational

---

**Fig. 3.12:** 3R planar robot: Cartesian belted ellipsoid of reflected robot mass (left) and velocity polytopes (right), where $\text{TMP}_{\text{ws}}$ denotes the weak sense and $\text{TMP}_{\text{ss}}$ the strong sense polytope. The length of each robot link is 0.5 m, at the distal end of each link a 1 kg point mass is located. The maximum symmetric velocity of each motor is 2 rad/s and the joint configuration is $q^T = [110, -70, -70]$°. © 2021 IEEE [236].
manipulability polytope in the so-called weak sense, denoted by $\text{TMP}_{\text{ws}}$, can be obtained by transforming the joint-space hyperrectangle to Cartesian space via $\nu = J_\nu(q) \dot{q}$, where $\nu \in \mathbb{R}^3$ denotes the translational velocity. Weak sense means that the angular velocity $\omega = J_\omega(q) \dot{q}$ may be non-zero. In case of redundancy ($m < n$) the hyperrectangle is mapped to a space of lower dimension. As a result, the boundary of the Cartesian polytope is defined by less than $2^n$ vertices because there are internal ones. For a 3R planar robot that performs a translational task ($n = 3, m = 2$), we obtain $2^3 = 8$ vertices in joint space and typically six vertices in Cartesian space which defines the polytope; see Fig. 3.12 (right). To compute the TMP in the so-called strong sense (i.e., purely translational motions), denoted by $\text{TMP}_{\text{ss}}$, in case of redundancy, one needs to determine the motor speeds that are part of the null space of $J_\omega(q)$ and fulfill the velocity constraints at the same time, i.e., $\{ \dot{q} | \dot{q} \in \mathcal{N}(J_\omega(q)) \cap |\dot{q}| \leq \dot{q}_{\text{max}} \}$. An algorithm for determining these motor velocities is provided in [238], which was originally proposed for force polytope analysis. The maximum possible velocity (either weak or strong sense) in a certain Cartesian direction $u \in \mathbb{R}^3$ can be determined with the line clipping algorithm proposed in [239], for example. Please note that the strong sense TMP is a subset of the weak sense TMP.

### 3.6 Safety Map of Stationary Manipulators

#### 3.6.1 Results

The Safety Map representations of the six-DOF PUMA 560 and the seven-DOF LWR IV+ are illustrated in Fig. 3.13. A uniform 5 cm distance between the positions is selected to generate the Cartesian position grid. For the sake of clarity in presentation, only one end-effector orientation is considered. For both robots, the end-effector axes $x_{\text{EE}}, y_{\text{EE}},$ and $z_{\text{EE}}$ are aligned with the Cartesian axes $x_0, y_0,$ and $z_0$ as follows: $x_{\text{EE}} = -x_0,$ $y_{\text{EE}} = y_0,$ $z_{\text{EE}} = -z_0$. One wants to analyze the reflected mass in the principal motion directions; in Fig. 3.13 $u = x_0, u = y_0,$ and $u = z_0$ are selected. In addition to the global mass/velocity range, the dynamic properties of both robots are analyzed for a typical (dexterous) workspace area of $60 \times 20 \times 40$ cm size.

For the PUMA 560, the inverse kinematics algorithm [240] is used where an elbow-up and so-called “lefty” configuration are selected in the algorithm’s preferences. For the considered problem, 19,837 reachable poses were identified. In Fig. 3.13 (middle row), the accumulated mass/velocity ranges of the robot for translational motions in Cartesian $X,$ $Y,$ and $Z$-direction are illustrated. For the LWR’s inverse kinematics algorithm [241], a default elbow-up configuration is selected to resolve the system’s redundant DOF. 9138 positions were determined for the entire workspace and 15 null space configurations were computed for each non-singular configuration. In Fig. 3.13 (lower row) the robot’s global $X,$ $Y,$ and $Z$ mass/velocity ranges including null space motions are illustrated. Please note that the maximum possible velocity is shown. Of course, the robot can always travel with lower speed, meaning the area below the illustrated mass/velocity ranges is also feasible.

The boundary of the robot’s Safety Map representation is mainly defined by singular or near-singular configurations. When the robot approaches the workspace boundary, the reflected mass in the direction of the robot structure becomes very high while the maximum velocity is low. If the robot is stretched out, but the structure does not point in the direction of a Cartesian axis, then the reflected mass in $X,$ $Y,$ or $Z$-direction is in a “normal” range. At the same time, the maximum velocity is still very low due to the
robot configuration being singular. High velocities can be achieved either in singular or non-singular configurations. The results for the exemplary cube indicate the reflected mass and maximum velocity ranges that can be expected in a typical workspace area. These results will be later used in the use case described in Sec. 3.8.

For the Franka Emika Panda, it is shown in Fig. 3.14 how the reachability map can be linked to the Safety Map. To generate the Panda’s reachability map, a uniform Cartesian position grid with 5 cm distance and 20 equally distributed $SO(3)$ end-effector orientations were selected for each position. The built-in inverse kinematics algorithm of Matlab 2020b was used to check the reachability of each pose, where both self-collisions and the joint position limits were accounted for. The robot’s weak sense polytope was used to determine the achievable Cartesian velocities. The colors in Fig. 3.14 (a) represent the relative number of reachable poses for every Cartesian position. The accumulated mass/velocity range for a certain reachability index is depicted in Fig. 3.14 (b). This shows how the Safety Map can be linked not only to certain workspace areas but also to performance metrics.
3.6.2 Influence of Payload

Previously, the robot mass/velocity range was calculated for the robot flange or TCP. When attaching an end-effector/payload to the system, its mass and inertia influence the robot’s inertial properties, the geometry the maximum achievable Cartesian endpoint velocity. Ideally, one would like to compute the robot’s Safety Map representation only once and then shift/transform the mass/velocity range according to the specific tool parameters with only little computational effort.

When expressed w.r.t. the operational point, the overall kinetic energy matrix is given by the sum of the kinetic energy matrices of robot and end-effector [243]. The reflected mass at the load in direction \( u \) increases with the specific load mass and inertia. If the flange (partially) rotates, the tool geometry may influence the operational speed and the maximum reachable velocity. An example is provided in Fig. 3.15, where the influence of a payload on the reflected mass and operational velocity (weak and strong sense) of the PUMA 560 is illustrated. The load mass is \( m_L = 2 \) kg, the inertia tensor about the main axis is \( I_L = \text{diag}\{0.2, 0.3, 0.4\} \) kgm\(^2\), and the location of the center of mass w.r.t. the robot flange is \( r_{L,\text{COM}}^T = [5, 10, 15] \) cm.

The figure shows that the strong sense velocity (red) remains the same after adding the payload, whereas the maximum possible weak sense velocity increases (blue). In both cases, the reflected mass increases after adding the payload. A thorough analysis on this topic, particularly the efficient calculation of the Safety Map update, is subject to future work.

3.6.3 Remark on ISO/TS 15066 Reflected Mass Model

In the current ISO/TS 15066, the simplified model

\[
m_u = \frac{M}{2} + m_L,
\]

(3.5)
is used to determine the robot reflected mass. Here, \( M \) is the summed mass of all the moving parts, and the \( m_L \) is the payload. In contrast to the theoretically correct model proposed in [181], (3.5) neither depends on the robot configuration nor on the Cartesian
direction $u$. To analyze whether the ISO model still provides a reasonable estimation of the reflected mass for the LWR IV+ and the Franka Emika Panda, the mass obtained by (3.5) is compared to the robot’s workspace effective mass distribution. In Fig. 3.16, the relative number of robot positions associated to a certain effective mass range and the reflected mass obtained by (3.5) (LWR: 6.3 kg, Panda: 5.45 kg) are shown. Like in the previous Safety Map results, only one end-effector orientation is considered for the LWR. The flange is pointing downwards, with the end-effector frame being axis-aligned with the world coordinate frame. For Panda, 20 uniformly distributed Cartesian directions are considered for each position. No payload is taken into account. For the LWR, it can be observed that in approx. 60% of the reachable workspace, the reflected mass is lower than the one obtained by ISO/TS; see Fig. 3.16 (a). For the Panda, the actual reflected mass is lower than the simplified ISO/TS estimate in 97% of the workspace; see Fig. 3.16 (b). This implies that implementation of the SMU (which is also part of the ISO/TS 15066) using Khatib’s reflected mass model typically outputs higher safe velocities than an implementation based on the ISO model. The ISO model thus deteriorates the performance of pHRI applications in terms of cycle time in many cases. However, in Fig. 3.16 it is also shown that the model underestimates the reflected robot mass in some workspace areas, which may lead to potentially hazardous contact situations. To sum up, a reasonably accurate estimation/calculation of the robot reflected mass (possibly supported by measurements [244]) is inevitable for enabling safe and efficient HRI. The current ISO model (3.5) can be regarded as over-simplified and needs to be updated.
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3.7 Safety Map of Wheeled Mobile Manipulators

In the previous section, the safety characteristics of stationary robots were investigated. In the following, the achievable Cartesian reflected mass and velocity range of two common types of mobile platforms, i.e., a differential drive and car-like vehicle, and the combination of these platforms with a seven-DOF Franka Emika Panda (see Fig. 3.17) is analyzed. Both the principal and the quantitative effects of the platform parameters on the mobile robot’s collision safety are investigated for four collision scenarios; see Fig. 3.18. Finally, the mass/velocity data is processed towards the Safety Map, which allows assessing the safety performance of these systems and comparing them to stationary manipulators, elastic joint robots (cf. Chapter 4), or other mobile systems, for example.

3.7.1 Considered Systems

The differential drive and the car-like wheeled platforms that are shown in Tab. 3.2 together with their parameters are considered in this work. The drive wheels (black) of the car-like vehicle are coupled and thus rotate at the same speed; the angles of the (also coupled) steering wheels govern the vehicle’s steering angle $\phi$. In the differential drive vehicle, the drive wheels rotate independently from each other. Both platforms satisfy the conditions of pure rolling and non-slipping. At the location $A$ on the surface of the vehicles, the seven-DOF Franka Emika robot (total weight of 18 kg) is mounted; see Fig. 3.17. The

![Fig. 3.16: LWR IV+ and Panda: Comparison of workspace reflected mass distribution and effective mass obtained by ISO/TS 15066. © 2021 IEEE [244].](image)

![Fig. 3.17: Considered mobile manipulators consisting of a differential drive (a) and a car-like (b) platform and the Franka Emika Panda.](image)
combination of platform and manipulator forms the mobile manipulator. The kinematics and dynamics of the coupled system are described in Chapter 2.

3.7.2 Collision Cases

The following four collision cases (see Fig. 3.18) are considered, which are relevant in real-world applications:

Case a) When the mobile robot is transporting goods, typically the vehicle is moving while the manipulator is at rest. In this case, the platform may collide against the human, typically at the lower extremities.

Case b) The mobile platform is at rest; the manipulator is moving. This case typically occurs when the mobile robot stops at a workstation and manipulates objects there. For this case, collisions with the upper body are more likely to occur than collisions with the lower body.

Case c) Like a) with the difference that not the vehicle, but the manipulator may collide with the human, typically against the upper body.

Case d) If the vehicle and the manipulator move simultaneously, then the system can exploit its maximum performance in terms of achievable velocity. This can be required to perform explosive motions such as the throwing of objects, for example.

3.7.3 Derivation of Reflected Mass and Velocity Range

The general procedure for determining the achievable mass and velocity range is the same for all cases a) - d). The different scenarios can be examined by narrowing down the system parameters accordingly. The cases can be distinguished between 1) the contact location(s) and 2) whether the two subsystems vehicle and manipulator are (actively) moving or not. The procedure for deriving the Safety Map representation is as follows.

4In terms of instantaneous collision dynamics, there is no difference between a moving and a resting manipulator in case a).
Fig. 3.18: Possible collisions between a human and a mobile robot. In case a) the platform collides against the human, in b) - d) the manipulator against the human. In a) the platform and potentially also the manipulator moves actively, in b) only the manipulator, in c) only the platform, and in d) both the manipulator and the platform.

**Step 1** Select the point(s) of interest (POI) on the robot structure. In case a) six POI on the vehicle body are considered, namely the four corners and the center in the front and back. In case b) - d), the manipulator end-effector is the only POI. The POI(s) define the contact Jacobian matrix that is required to determine the reflected mass and the velocity polytope described in the previous section and Chapter 2.

**Step 2** Set the velocity constraints. In case a) and c), the manipulator is at rest, i.e., the velocity of every joint is zero. The car-like platform can travel at a velocity within its speed limits; in the differential drive, this holds for both (independent) wheels. In case b) the platform velocity is zero, the achievable Cartesian velocity is governed by the manipulator’s velocity polytope described in Sec. 3.5. In case d), both the vehicle and the manipulator contribute to the achievable end-point velocity.

**Step 3** Sample the robot configurations for the desired parameter range and discretization. For each POI, all combinations of (discretized) platform parameters and the robot’s reachability map are determined. In this thesis, also the ISO 9283 cube is investigated.

**Step 4** Evaluate the reflected mass and velocity range for every configuration and in the possible directions of motion. For collisions with the platform, the direction of motion can be constrained by the vehicle’s motion constraints. In contrast, the manipulator can typically move in all (discretized) Cartesian directions if the configuration is non-singular.

**Step 5** Accumulate the calculated mass/velocity data in the Safety Map and relate the robot representation to injury data and/or other robots’ mass/velocity range.

---

5The discretization of the robot’s workspace and the end-effector orientation is the same as in the previous section. For the car-like vehicle, $\varphi \in [-25, 25] \degree$ steering wheel angle with $5 \degree$ increment is selected. For the differential drive, the directions on the unit circle used to evaluate the reflected mass and velocity have $5 \degree$ increment.
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(a) Reflected mass and velocity range for $\varphi = 0^\circ$ steering angle.

(b) Reflected mass and velocity range for $\varphi = 25^\circ$ steering angle.

(c) Reflected mass in the direction of motion over steering angle, $\varphi \in [-40, 40]^\circ$.

(d) Maximum velocity in the direction of motion over steering angle, $\varphi \in [-40, 40]^\circ$.

Fig. 3.19: Achievable reflected mass (red) and velocity (blue) for the car-like vehicle at the center of the top right wheel (green circle). In (a) and (b), the reflected mass belted ellipsoid and the achievable velocity range are illustrated for $\varphi = 0^\circ$ and $25^\circ$ steering wheel angle. In (c) and (d), the reflected mass and maximum velocity in the direction of motion direction are shown for the range $\varphi \in [-40, 40]^\circ$ in steering wheel angle for the considered point of interest (green circle).
3.7.4 Results

In this section, the results for cases a) - d) are provided. For each case, the qualitative and quantitative effects of different robot parameters on the reflected mass and endpoint velocity are described. The accumulated mass/velocity data is summarized in the Safety Maps illustrated in Fig. 3.22. There, also the current ISO/TS 15066 thresholds for the considered body parts are shown. However, please note that these thresholds only serve as an example. The goal of this work is to derive the safety-relevant robot dynamic properties, which can be employed for impact mitigation schemes and safety assessment of real-world use cases in future work.

Case a)

In case a), the platform collides against the human, typically at the lower extremities. In the following, first, the achievable mass/velocity range of the two vehicles is investigated without an attached manipulator, thereafter the effect of the manipulator on the safety characteristics of the coupled system.

Vehicle only  For the car-like vehicle, the reflected mass and velocity for a certain steering wheel angle and POI are illustrated in Fig. 3.19 (a) and (b). For $\varphi = 0^\circ$, the motion is purely translational, the reflected mass in the direction of motion (along blue line) equals the platform mass. For $\varphi = 25^\circ$, the motion is both translational and rotational; the reflected mass is slightly smaller and also governed by the platform inertia. For directions other than the direction of motion, it can be observed that the reflected mass becomes very large (perpendicular to the wheel, even infinite), which is due to the vehicle’s motion constraints. However, this work focuses on the reflected mass and velocity range that the robot can achieve in the direction of motion. This analysis is provided in Fig. 3.19 (c) and (d), where the dependency of both quantities on the steering wheel angle is shown. Results for the differential drive are illustrated in Fig. 3.20. Those POIs on the platform that are not located on the axis of rotation of the active wheels can move in every direction by varying the velocities of the two wheels. For rotational motions, POIs close to the wheels typically reach relatively low velocities while the reflected mass is high. Distal POIs (see Fig. 3.20) can reach high velocities but relatively low reflected mass in the direction of
motion. This is also reflected in the Safety Map representations of both systems, which are depicted in Fig. 3.22 (left column, red area).

**Combination of Vehicle and Manipulator** Mounting a manipulator on the mobile platform adds extra mass and inertia to the system. The increase in reflected mass can be observed in Fig. 3.22 (left column, red vs. blue area), the achievable operational velocity remains the same.

**Case b)**
In case b), only the manipulator moves and possibly collides against the human while the vehicle is at rest. In Fig. 3.22 (second column), it can be observed that the difference between stationary manipulator (red) and mobile manipulator (blue) in terms of achievable mass/velocity range is negligible. As the platform is at rest, there is no change in operational velocity, but the platform’s inertial properties affect the reflected mass at the end-effector. However, the reflected mass of the Franka Emika Panda (and other tactile or collaborative robots) is mainly governed by the last few links, which is why the extra degrees of freedom provided by the platform have only little influence on the reflected mass. This holds for the two considered platforms with 50 and 124 kg mass, but also for a broader platform mass range; cf. [181]. For simplicity, one can therefore neglect the platform in calculating the reflected mass for non-singular configurations, which is also conservative from a safety point of view.

**Case c)**
In both cases a) and c), only the vehicle is actuated. In case c), however, the manipulator acts as a lever arm during rotational motions (especially in stretched-out configurations), which is why the achievable translational velocity at the end-effector is higher in case c) than the one in case a). In case c), the reflected mass range at the manipulator’s end-effector is the same as in case b).

**Case d)**
In case d), both the platform and manipulator are moving. In terms of a potential collision with the manipulator’s end-effector, d) is the general case, i.e., the achievable velocity and reflected mass ranges obtained in cases b) and c) are subsets of the one obtained in d). In this case, the maximum possible velocity is comparatively high because the vehicle and manipulator speed sum up. In Fig. 3.21, it is shown how the velocity polytope of the stationary manipulator (purple) increases when a mobile platform is added.

### 3.8 Applications

This section describes how the Safety Map can be integrated into the robot and task design workflow as a safety evaluation and optimization tool as well as using it to generate safe trajectories. The given examples regard only stationary robots; however, they can be applied or extended to other robot types quite straightforward.
Fig. 3.21: Cartesian velocity polytope for two types of mobile robots (red) compared to the polytope of the stationary manipulator (purple). In (a) and (b), the influence of the steering angle on the velocity polytope is shown for the car-like platform; the differential drive is illustrated in (c).

Fig. 3.22: Safety map representations for two types of mobile platforms including a Franka Emika Panda and the four collision cases a) - d) mentioned above. The dark blue area represents the achievable mass/velocity range of the mobile robot, where the entire workspace of the manipulator is considered. The mass/velocity range for Panda’s ISO cube is illustrated in light blue. For collision case a) the mobile robot (blue) is compared to the platform without attached manipulator (red), for case b) the mass/velocity range of both the mobile robot (blue) and the stationary manipulator without platform (red) are illustrated for comparison. For collisions with the end-effector, the lower arm injury threshold from ISO/DIS 10218 is shown, for impacts with the platform the threshold on lower leg injury is depicted.
3.8 APPLICATIONS

3.8.1 Safety Assessment

Global Suppose one is interested in the robot’s global safety performance without having a specific application at hand. In that case, the Safety Map can be utilized to analyze, e.g., whether a) the robot is in principle capable of producing a specific type of injury, b) where the most dangerous areas in the reachable workspace are located, or c) how the safety properties compare with other performance indices such as manipulability/dexterity in certain workspace areas (see Panda results in Fig. 3.14). Please note that the framework allows for different degrees of granularity in the safety assessment. The robot dynamic properties can be calculated either with fine or coarse grids, which makes short iterations in robot design and safety evaluation possible.

Task-Oriented To assess certain robot applications in terms of safety, the following steps have to be carried out to determine the Safety Map:

Step 1 Extract the task-dependent mass/velocity data (workspace area or trajectory) from the global robot dynamic properties.

Step 2 Assign contact primitives with their parameters to points of interest on the robot structure (usually the end-effector).

Step 3 Identify collision scenarios (constrained/unconstrained) and human body parts that may be hit during collisions by analyzing the shared workspace.

Step 4 Select the corresponding injury data and relevant thresholds from the current standards.

This procedure is now applied to a pick and place task with two robots. The PUMA 560 and LWR IV+ shall perform translational motions (strong sense) in the Cartesian $X$, $Y$, or $Z$-direction in the exemplary cuboid depicted in Fig. 3.13 (upper row, same workspace

![Fig. 3.23: Safety Map for a pick and place use case. The mass/velocity range of the PUMA 560 and LWR IV+ for the considered workspace area are illustrated in dark/light gray, head and chest biomechanics injury data in red and blue. © 2018 IEEE [208].](image)
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Fig. 3.24: Applications of the Safety Map. The blue area represents the LWR IV+ mass/velocity range for the cube depicted in Fig. 3.13, the injury threshold is fictitious.

for both robots). In Fig. 3.23, the combined robot mass/velocity ranges are illustrated for both robots. The robot data is compared to injury data for blunt, unconstrained impacts against the human frontal bone (see Fig. 3.7 (left)), blunt chest injury data (see Fig. 3.7 (right)), and the current ISO/TS 15066 thresholds. Please note that the TS 15066 relates force/pressure limits (assuming constantly 1 cm² contact area) to thresholds in the mass/velocity plane via a (over-)simplified contact model; cf. Sec. 3.6.3. For the considered task, the PUMA 560 can reach higher velocities than the LWR, and also the reflected mass is typically larger. In Fig. 3.23, the ranges of achievable mass and velocity for both robots remain well below the critical values of the biomechanics data\(^6\). The fact that the considered types of injury are unlikely to occur for these robot mass/velocity ranges was already shown in [15]. However, to the best of the author’s knowledge, the global systematic analysis and comparison of robot mass and velocity range and the relation to real biomechanics injury data has not been made until now. While no severe injury is to be expected according to the well-established biomechanics data, the TS 15066 threshold can be violated by both robots.

3.8.2 Safe Mechanism Design

After the map representations of different robots and injury of different human body parts were developed and compared, the next question is how the information provided by the Safety Map can be used to ensure or improve safety and performance in a particular application. The long-term research goal is to systematically integrate the Safety Map into the (partially automatic) robot and task design process, which is subject to future work. In this thesis, illustrative examples are given that show how the Safety Map can be utilized for ensuring safety; see Fig. 3.24. For this, the LWR and the same workspace area that was used previously are considered.

As human injury severity is usually related to the contact geometry, one can analyze how robot/tool surface modifications affect safety. In Fig. 3.24 (a), three fictitious safety curves for an edge-shaped impactor are illustrated. Each safety curve represents the injury

\(^6\)Please note that raw biomechanics data is illustrated without classification in terms of injury/no injury in terms of a safety curve.
threshold of a certain edge radius. The larger the edge radius, the safer the contact. For 0 mm edge radius, the injury threshold intersects the LWR’s map representation, which means that this safety constraint needs to be taken into account when planning the task. For 4 mm edge radius, the considered type of injury can be excluded, which means that the robot can always travel at maximum speed without further safety measures being necessary. However, such mechanical modifications are not possible or wanted in every industrial application.

3.8.3 Safe Motion Generation

In Fig. 3.24 (b), the safety curve is evaluated at the maximum robot reflected mass that the robot can reach in the considered workspace area. The resulting velocity ensures safety for any path within the workspace area; see Fig. 3.24 ((b), green). However, this simple selection might deteriorate performance because the full performance potential in terms of achievable safe velocity is not exploited; see the yellow area in Fig. 3.24 (b). If a robot trajectory was planned already, then the Safety Map provides an intuitive visualization of whether the trajectory is safe or not. For example, in Fig. 3.24, the initial trajectory is represented by a red line. Part of this line is above the injury threshold, which means that the safety constraint is violated. The green line represents the trajectory that was scaled in time to satisfy the constraint. Technically, this time scaling can be done without the Safety Map by checking the compliance with the safety constraint along the trajectory and reducing speed when necessary. The following paragraph describes how the Safety Map can also be utilized also for safe trajectory planning.

Especially in industrial settings, it is desired to execute a task safely and as fast as possible. The quantities computed for the robots’ Safety Map representation, i.e., the workspace grid, the Cartesian velocity and reflected mass range, and the safety constraints provide all the essential information needed to plan safe and time-efficient trajectories. In the following, a basic example is provided that shows how such trajectories can be generated. The goal is to compute a minimum-time trajectory from a start to a goal pose that takes the safety constraint into account given by a safety curve. Consider a planar, gravity-free 2R robot; see Fig. 3.25. The length of each robot link is 0.5 m, at the distal end of each link a 2 kg point mass is located. The distance between the robot’s workspace grid positions is 10 cm; see Fig. 3.25. For every grid position, a corresponding joint configuration is determined via the robot’s inverse kinematics. Then, for each position, the maximum safe velocity in the direction of the adjacent grid positions is determined via the safety curve depicted in Fig. 3.25 (upper right). These velocities are represented by gray lines in the workspace grid. The longer a line, the higher the maximum safe velocity in the considered direction. For the sake of simplicity, joint-space acceleration, velocity, and position constraints are omitted. Provided the distances and the speed limitations between the grid positions, and assuming that the velocity is constant when traveling from one position to another, we may now determine the time required to traverse through the grid. This information can be used to find a time-optimal path from start to goal. This is done with the well-known A* algorithm [245]. In Fig. 3.25, the red line represents the minimum-time solution obtained via B-spline interpolation. It is compared to the minimum-distance trajectory, which is shown in blue. Both trajectories are subject to the safety-curve constraint, i.e., safety is ensured at every time instant. The bottom right figure shows that the minimum-time trajectory is faster than the minimum-distance trajectory and results
1.9 SUMMARY

How does the robot compare to other robots in terms of safety? The mass and velocity range of the entire robot workspace, or task-dependent subspaces, can be quantitatively compared to any available injury data for different contact primitives, collision cases, and human body parts. This gives the designer clear information on which kind of injury is most likely to occur during operation, thus guiding the hardware design process and giving valuable information to safe interaction control and motion planning algorithm development. In fact, the Safety Map can also be directly employed as a cost map for robot safety-oriented motion planning or as a global cost function for optimal control. In this work, the approach was validated using the dynamics of the six-DOF PUMA 560 and the seven-DOF LWR IV+ and Franka Emika Panda. The Safety Map representation was determined for both robots and related to biomechanics injury data, which was classified, validated, and processed during a thorough biomechanics literature survey. Furthermore, the framework was extended to mobile manipulators that consist of a mobile platform and a Franka Emika Panda. The principal and the quantitative effect of the system parameters on collision safety was investigated for four use cases relevant to real-world applications.

This simple example shows how the Safety Map can be used not only to assess safety but also to generate safe motions. This example regarded only translational motions of a planar, non-redundant 2R robot. Future work could address the extension from 2D to 6D (translational and rotational motion), redundant robots, the avoidance of obstacles, and real-time trajectory generation.

3.9 Summary

In this thesis, the Safety Map concept was proposed, a global map that serves as a common unified representation for injury biomechanics data and robot collision behavior. The Safety Map is a novel tool for robot developers that can be utilized for injury analysis and safer robot design already at an early concept phase of the design and development process. The Safety Map enables the user to address the following (among other) questions:

- Is the considered robot capable of producing a particular type of injury during unforeseen collisions in my application?
- Where are the most dangerous areas in the reachable robot workspace?
- How do the robot safety characteristics compare with other performance indices? For example, how dangerous is the robot in its most dexterous workspace?
• How does the robot compare to other robots in terms of safety?

The mass and velocity range of the entire robot workspace, or task-dependent subspaces, can be quantitatively compared to any available injury data for different contact primitives, collision cases, and human body parts. This gives the designer clear information on which kind of injury is most likely to occur during operation, thus guiding the hardware design process and giving valuable information to safe interaction control and motion planning algorithm development. In fact, the Safety Map can also be directly employed as a cost map for robot safety-oriented motion planning or as a global cost function for optimal control. In this work, the approach was validated using the dynamics of the six-DOF PUMA 560 and the seven-DOF LWR IV+ and Franka Emika Panda. The Safety Map representation was determined for all robots and related to biomechanics injury data, which was classified, validated, and processed during a thorough biomechanics literature survey. Furthermore, the framework was extended to mobile manipulators that consist of a mobile platform and a Franka Emika Panda. The principal and the quantitative effect of the system parameters on collision safety was investigated for four use cases relevant to real-world applications. Finally, examples showed how the Safety Map could be used for safety assessment and optimization as well as trajectory generation.
Many robotic systems with intrinsic joint compliance have been developed in recent years, e.g., legged robots, hands, prostheses, manipulators, and humanoids. The motivation for deliberately introducing joint elasticity in manipulators is to improve mechanical robustness, safety in human-robot interaction, and the inherent capability to store and release energy, which can be utilized to outperform rigid robots in terms of energy efficiency and peak velocity. In this chapter, the (configuration-dependent) maximum achievable endpoint velocity of elastic joint robots is investigated, an important characteristic for assessing and optimizing the performance and safety properties of a robot design. In Sec. 4.1, the set of reachable velocities and deflections is derived analytically for a 1-DOF visco-elastic joint considering important real-world constraints on the motor velocity and elastic deflection. Furthermore, the time-optimal trajectories for all reachable states are determined. In Sec. 4.2, the 1-DOF results are extended to n-DOF manipulators with compliant actuation. Several hypotheses are made on how and to what extent the motor velocity and the elastic energy can be exploited and converted to link kinetic energy. The hypotheses are exemplified using a 3R planar robot. For verification, the theory is compared to the optimal control solution. Here, a reasonable agreement in terms of maximum achievable TCP velocity is observed, and it is shown that the computation time for the proposed estimation methods is orders of magnitude lower than for the one of a state-of-the-art optimal control solver. It is also shown how the results can be used to accelerate the computation of the optimal control solution. Also, the results of the presented approach are compared with those from real-world throwing experiments, which were recently conducted on the elastic DLR David system [8]. Finally, the methods are applied to derive and quantitatively compare the safety properties of DLR David and a hypothetically rigid version of this robot in terms of the Safety Map framework described previously.
CHAPTER 4 SPEED GAIN IN ELASTIC JOINT ROBOTS

4.1 1-DOF Visco-Elastic Joint: Speed Gain and Time-Optimal Control

In the robotics literature, many authors investigated the optimality principles for 1-DOF visco-elastic and variable impedance joints [17,52,166–169]. Optimal excitation trajectories and the influence of parameters such as mass, nonlinear/variable stiffness, and damping were derived for different types of oscillators. However, typically only the constraints on the system’s inputs (motor velocity or torque) have been considered. In the author’s previous work [52], the maximum possible velocity was determined for an elastic joint with constant stiffness and limited elastic deflection, which is typically the most important constraint of the elastic mechanism. This research is followed up here. For the case of a 1-DOF visco-elastic joint with limited deflection and motor velocity, the maximum possible velocity is determined depending on the system parameters and constraints. Furthermore, the more general problem of determining all system states (velocity and deflection) that can be reached from equilibrium and the generation of the corresponding time-optimal trajectories are addressed.

4.1.1 Problem Definition

The dynamics of the considered visco-elastic joint (see Fig. 4.1) can be expressed as

\[ M \ddot{q} = \tau_g + \tau_{\text{ext}} - \tau_J, \tag{4.1a} \]
\[ B \ddot{\theta} = \tau_m - \tau_f - \tau_J, \tag{4.1b} \]
\[ \tau_J = K_J(\theta - q) + D_J(\dot{\theta} - \dot{q}), \tag{4.1c} \]

where \( B \in \mathbb{R} \) is the motor inertia, \( \theta \in \mathbb{R} \) the motor position, \( D_J \in \mathbb{R} \) the constant joint damping, \( K_J \in \mathbb{R} \) the joint stiffness, \( M \in \mathbb{R} \) the link inertia, \( q \in \mathbb{R} \) the link position, and \( \tau_m, \tau_f, \tau_g, \tau_{\text{ext}} \in \mathbb{R} \) the motor, motor friction, link gravity, and external torques, respectively. For the sake of simplicity and clarity of the analysis, \( \tau_f \approx 0 \) and \( \tau_{\text{ext}} \approx 0 \) are assumed. Furthermore, the joint is considered to move horizontally, i.e., \( \tau_g = 0 \). The following symmetric constraints on the spring deflection and motor velocity are taken into account

\[ |\varphi| = |\theta - q| \leq \varphi_{\text{max}}, \tag{4.2a} \]
\[ |\dot{\theta}| \leq \dot{\theta}_{\text{max}}. \tag{4.2b} \]

The maximum elastic deflection depends on the spring energy storage capacity and usually on the selected stiffness setup if the stiffness can be adjusted. In the DLR FSJ joint [122], e.g., a stiff setup allows for a lower maximum deflection than a soft stiffness setup by

\[ \tau_m \]
\[ K_J \]
\[ \tau_{\text{ext}} \]
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Fig. 4.1: 1-DOF visco-elastic joint.
design. In some VSA actuators, $\phi_{\text{max}}$ is constant, irrespective of the selected stiffness. The potential energy stored in an elastic joint is given by

$$U_S(\varphi) = \int_0^\varphi \tau(\varphi) \, d\varphi.$$  \hspace{1cm} (4.3)

Typically, not the total potential elastic energy can be utilized for energy storage and release. The available energy can be limited by a) spring pretension (e.g., in antagonistic setups), b) the stiffness setup, and c) the maximum possible elastic deflection. Here, it is assumed that the motor can apply the maximum velocity (4.2b) under all possible operating conditions. As described in Sec. 2.1, one can bring the dynamics into singular perturbation form when assuming that the motor dynamics are significantly faster than the link side dynamics. The reduced dynamics are found to be

$$\ddot{q} = 2D\omega(\dot{\theta} - \dot{q}) + \omega^2(\theta - q),$$  \hspace{1cm} (4.4a)

$$\theta = \int \dot{\theta} \, dt + \theta_0,$$  \hspace{1cm} (4.4b)

with $\theta_0$ being the initial motor position, $\omega = \sqrt{K_J/M}$ the undamped eigenfrequency, and $D = D_J/(2\sqrt{K_JM})$ the damping ratio. Damping is typically undesired in elastic joints designed for performance increase and kept as low as possible, because it can deteriorate the performance. Therefore, underdamped joints ($D < 1$) are considered in this work. To describe the first order differential equations, the system state $x = [\dot{q}, \varphi]^T$ is selected. Now (4.4) can be grouped as

$$\dot{x} = Ax + Bu = \begin{pmatrix} -2D\omega & \omega^2 \\ -1 & 0 \end{pmatrix} x + \begin{pmatrix} 2D\omega \\ 1 \end{pmatrix} u,$$  \hspace{1cm} (4.5)

where $u = \dot{\theta}$ is the control input.

**Reachable States**

The reachable set $\mathcal{R}$ is defined as the set of states $x$ that can be reached from the origin $x(0) = [0, 0]^T$ without violating the deflection constraint (4.2a) or the motor velocity constraint (4.2b). Together with the initial and terminal conditions the problem is defined as

$$\dot{q}(0) = 0, \quad \dot{q}(t_f) = \dot{q}_d,$$

$$\varphi(0) = 0, \quad \varphi(t_f) = \varphi_d,$$  \hspace{1cm} (4.6a, 4.6b)

where $\dot{q}_d$ and $\varphi_d$ are the desired link velocity and deflection at the final time $t_f$. The desired state shall be located within the reachable set, i.e., $x_d = [\dot{q}_d, \varphi_d]^T \in \mathcal{R}$.

**Optimal Control Formulation**

Intuitively speaking, the joint shall be accelerated as fast as possible. The suitable cost function is simply $\min J(u) = t_f$, subject to dynamics (4.5). The control input is the limited motor velocity $u = \dot{\theta}$, $|u| \leq u_{\text{max}} = \dot{\theta}_{\text{max}}$. The Hamiltonian (cf. Sec. 2.4) is defined as

$$H = \lambda_1(2D\omega(u - x_1) + \omega^2x_2) + \lambda_2(u - x_1),$$  \hspace{1cm} (4.7)
where $\lambda_1$ and $\lambda_2$ are the costates [202]. In addition to the bounded input, also a path constraint is considered, namely the limited elastic deflection (4.2a). Formally, one constraint represents the upper and another the lower maximum deflection, respectively

$$h = \begin{pmatrix} h_1 \\ h_2 \end{pmatrix} = \begin{pmatrix} \theta - q - \varphi_{\text{max}} \\ -\theta + q - \varphi_{\text{max}} \end{pmatrix} \leq \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$  \hfill (4.8)

The state inequality constraint can be taken into account by directly adjoining it to the Hamiltonian (4.7) to form an extended Hamiltonian$^1$. In this work, the full optimal control formalism is omitted for the sake of brevity and readability. Instead, it is focused on the formed plots that are necessary to understand the given line of argumentation. As will be shown later, the considered problems can then be determined by exploiting the solution without active state constraint and the necessary boundary control in case of an active state constraint.

**Unconstrained Problem** If no state constraint is active, then the costate dynamics are

$$\dot{\lambda}_1 = 2D\omega\lambda_1 + \lambda_2$$
$$\dot{\lambda}_2 = -\omega^2 \lambda_1.$$  

Rewriting the dynamics yields

$$\ddot{\lambda}_1 - 2D\omega \dot{\lambda}_1 + \omega^2 \lambda_1 = 0.$$  

The resulting switching function is

$$\sigma = \frac{\partial H}{\partial u} = 2D\omega \lambda_1 + \lambda_2 = \dot{\lambda}_1.$$  \hfill (4.9)

As the Hamiltonian is a linear function of the control input, the optimal control law according to the Minimum Principle of Pontryagin [205] becomes

$$u^* = \begin{cases} -u_{\text{max}} \text{ sign}(\dot{\lambda}_1), & \dot{\lambda}_1 \neq 0, \\ \text{singular}, & \dot{\lambda}_1 = 0. \end{cases}$$  \hfill (4.10)

Singular solution arcs can be excluded, as the controllability matrix $C = [B, AB]$ has full rank [201]. Thus, $u^*$ is of bang-bang type. Solving the costate dynamics and inserting them into (4.9) yields

$$\sigma = e^{D\omega t} \left( c_1 \cos(\omega_d t) + c_2 \cos(\omega_{\text{d}} t) \right),$$  \hfill (4.11)

where $\omega_d = \sqrt{1-D^2} \omega$ is the damped eigenfrequency and $c_1$ and $c_2$ are constants depending on the initial costate values, damping ratio, and eigenfrequency. Since the switching function is $2\pi$-periodic, a zero crossing occurs the latest every half period $\pi$. In direct consequence, the switching time of the bang-bang controller is $t_s = \pi/\omega_d$.

**Boundary Control** Since (4.8) is differentiated once w.r.t. time until the input appears explicitly, the path constraint is of order one

$$\frac{dh}{dt} = \begin{pmatrix} dh_1 \\ dh_2 \end{pmatrix} = \begin{pmatrix} u - x_1 \\ -u + x_1 \end{pmatrix} \leq \begin{pmatrix} 0 \\ 0 \end{pmatrix}.$$  \hfill (4.12)

If the constraint is active, then (4.12) yields the boundary control $u_b = x_1$. When the motor and the link travel at the same velocity, the relative position $x_2 = \theta - q$ remains constant. After hitting $x_2 = \varphi_{\text{max}}$, this control input ensures that the constraint will not be violated. Of course, the motor velocity constraint (4.2b) must be met at any time. Boundary control is therefore only possible if $|x_1| \leq u_{\text{max}}$.

$^1$A comprehensive survey on dealing with state constraints can be found in [246].
4.1.2 Influence of System Parameters on Maximum Velocity

One can identify three principal cases for the reachable states and their time-optimal trajectories, which depend on the exploitable spring energy and the link side damping. The reachable set is either bounded by

Case 1) an enclosing limit cycle, all reachable states can be hit by bang-bang control,

Case 2) the maximum elastic deflection, all reachable states can be hit by bang-bang control, or

Case 3) the maximum elastic deflection, quasi-singular solutions exist.

For each case, the maximum link velocity can be expressed as the sum of motor velocity $u_{\text{max}}$ and a term $\Delta \dot{q}$ provided by spring energy storage and release

$$\dot{q}_{\text{max}} = \dot{\theta}_{\text{max}} + \Delta \dot{q}.$$  \hspace{1cm} (4.13)

Instead of formulating $\dot{q}_{\text{max}}$ as a sum of motor and spring term, one can also use a so-called speed gain

$$\epsilon = \frac{\dot{q}_{\text{max}}}{\dot{\theta}_{\text{max}}} \geq 1,$$ \hspace{1cm} (4.14)

in order to express the benefit of the elastic mechanism on the achievable link velocity [52]. The maximum possible speed gain $\epsilon = \dot{q}_{\text{max}}/u_{\text{max}}$ for all cases is depicted in Fig. 4.2. It depends on the damping ratio $D$ and $\sqrt{e_{\text{SL}}}$, a measure for the energetic capability of the joint, which can be determined as follows [52]. If the link travels with the maximum motor velocity, then its kinetic energy is given by $T_{L,\theta} = \frac{1}{2}M\dot{\theta}_{\text{max}}^2$. The maximum storable energy in the spring is $U_S$, in case of a linear stiffness we get $U_S = \frac{1}{2}KJ\dot{\varphi}_{\text{max}}^2$. The ratio of both energies is

$$e_{\text{SL}} = \frac{U_S}{T_{L,\theta}} = \frac{\omega^2\varphi_{\text{max}}^2}{\dot{\theta}_{\text{max}}^2}.$$ \hspace{1cm} (4.15)

When taking the square root of (4.15) we get $\sqrt{e_{\text{SL}}} = \frac{\omega\dot{\varphi}_{\text{max}}}{\dot{\theta}_{\text{max}}}$, which correlates with the maximum achievable link velocity; see Sec. 4.1.4. The larger $\sqrt{e_{\text{SL}}}$, the more spring energy can be exploited to achieve high link-side velocities. For low $\sqrt{e_{\text{SL}}}$, most of the energy is provided by the motor, which means that the elastic transmission has only little benefit on the maximum achievable velocity. An alternative representation of the achievable link velocity for a 1-DOF damping-free joint is illustrated in Fig. 4.3. In the figure, the influence of the spring energy and the motor velocity on the speed gain can be analyzed separately. In Fig. 4.3 (a), the contribution of the spring to the maximum link velocity is illustrated in Fig. 4.4. In the figure, the influence of the spring energy on the speed gain can be analyzed separately. In Fig. 4.3 (b) the influence of motor and spring on the speed gain. The figures enable us to find a good balance between maximum motor velocity and elastic energy to achieve the desired speed gain. For the DLR FSJ [122], it can be observed that the contribution of the spring to the maximum achievable link velocity is $\approx 25 \%$ if the motor travels at maximum velocity. Next, all three cases mentioned above are described in detail.

4.1.3 Case 1: Limit Cycle

If damping is present and the elastic deflection is unlimited, the authors of [248] showed that the system approaches a limit cycle when bang-bang control is continuously applied;
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**Fig. 4.2:** Visco-elastic joint: Maximum link velocity increase for case 1, 2, and 3 depending on the energy ratio $\sqrt{\varepsilon_{SL}}$ and damping $D$. © 2014 IEEE [247].

**Fig. 4.3:** Linear mass-spring system: Influence of motor velocity and spring energy on (a) the achievable link velocity and (b) speed gain.

see Fig. 4.4. The switching curve for time-optimal control, denoted by $S_r$, can be obtained when starting at the origin $[0,0]^T$ and applying $u = \pm u_{\text{max}}$ for $t = t_s$. Starting a new spiral from every point of the resulting two curves generates the adjacent curves. Successively repeating this procedure provides the remaining spirals of $S_r$; see Fig. 4.4 [201]. Above the switching curve, one must command $u = u_{\text{max}}$, below $S_r$ one must apply $u = -u_{\text{max}}$ to hit the steady-state in minimum time. It can be observed that the velocity gain decreases with each successive motor cycle due to damping. The maximum possible velocity is

$$
\dot{q}_{\text{max,lc}} = u_{\text{max}} \left( 1 + \frac{F_1(D)}{1 - F_2(D)} \right), \quad \forall D > 0,
$$

(4.16)

where

$$
F_1(D) = e^{-\frac{D}{\sqrt{1-D^2}} \left(\pi - \text{atan}^2(2D\sqrt{1-D^2},1-2D^2)\right)},
$$

(4.17)

and

$$
F_2(D) = e^{-\frac{\pi D}{\sqrt{1-D^2}}}
$$

(4.18)

This velocity can only be obtained by an infinite number of motor cycles. The reachable states, denoted by $R_{bb,lc}$ and illustrated in Fig. 4.4 (green colored area), are all states that are enclosed by the limit cycle. Because no deflection constraint is considered in this case, all states can be reached by bang-bang control.
In case 1, the maximum velocity (4.16) only depends on $u_{\text{max}}$ and $D$, as the deflection constraint is not active. If damping is low, the maximum velocity can reach large values. For $D = 0$ the velocity can theoretically become infinite, because there exists no limit cycle [249]. For real-world systems, however, the maximum speed is rather bounded by the deflection constraint since the elastic energy is limited. This case is described next.

### 4.1.4 Case 2: Bang-Bang Control

In case 2, the maximum velocity and reachable set of states are smaller than those of the previous case. First, the maximum possible velocity is derived. The corresponding time-optimal trajectory will then help to identify the set of reachable states. Afterwards, the boundary between cases 1 and 2 is derived.

#### Maximum Velocity

In order to optimally exploit the elastic energy, it is necessary to fully charge the spring and transform as much potential energy as possible to kinetic link energy. This charged state is $x_{ch} = [\dot{\theta}_{\text{max}}, \phi_{\text{max}}]^T$; see Fig. 4.5 (upper). As shown in [52], this charged state can be reached by bang-bang control without violating the maximum deflection. Once $x_{ch}$ is reached, one must apply the maximum motor velocity $u = u_{\text{max}}$ (i.e., the link travels in the inertial frame of the motor) to gain maximum speed. Inserting $x_0 = x_{ch}$ into the system dynamics (4.4) and setting $u = u_{\text{max}}$, one can derive the maximum velocity

$$\dot{\theta}_{\text{max}, \phi_{\text{max}}} = u_{\text{max}}(1 + \sqrt{\varepsilon_{SL} F_3(D)}),$$  

(4.19)

where

$$F_3(D) = e^{-\arctan\left(\frac{\sqrt{1-D^2}}{D}\right)\frac{D}{\sqrt{1-D^2}}}.  

(4.20)$$

The phase plane trajectory for reaching $\dot{\theta}_{\text{max}, \phi_{\text{max}}}$ is depicted in Fig. 4.5 (upper). The corresponding motor and link velocities are shown in the lower figure. The maximum...
velocity (4.19) increases linearly with $\sqrt{\varepsilon_{SL}}$ and decreases exponentially with $F_3(D)$. If damping is low, which holds for most real-world joints, the energy ratio has a much stronger influence on the maximum velocity than the damping ratio; see Fig. 4.2.

**Amount of Energy available for Velocity Maximization**

At maximum link velocity the link acceleration becomes zero. The elastic deflection in this state can be determined by setting $\ddot{q} = 0$ in (4.5) and solving for $\varphi$, which yields

$$\varphi(\dot{q}_{\text{max}}, \varphi_{\text{max}}) = \frac{2D}{\omega} (\dot{q}_{\text{max}}, \varphi - u_{\text{max}}).$$  \hspace{1cm} (4.21)

This equation shows that the elastic energy can only be utilized to a limited extent if damping is present. Only if $D = 0$ then we obtain $\varphi(\dot{q}_{\text{max}}, \varphi_{\text{max}}) = 0$ and one can fully transform potential energy to kinetic energy. This fact supports the general design guideline of choosing low damping for robotic systems and realizing it rather via active damping if necessary. Next, the set of reachable states is described for case 2.

**Reachable Set**

The trajectory with the largest distance to the origin in the phase plane defines the boundary of the reachable set. The trajectory mentioned above for obtaining the maximum possible link velocity is part of this boundary. Therefore, one may start from $x_{ch}$ and apply $u = u_{\text{max}}$ until $\dot{q}_{\text{max}, \varphi_{\text{max}}}$ is hit. Going forward in time, we keep $u = u_{\text{max}}$ until we
reach zero deflection and do not reverse the motor velocity when passing the switching curve. Since we are interested in maximizing the distance to the origin and not deriving a time-optimal trajectory, this control leads to a larger velocity increase than switching the motor speed when $S_r$ is reached. After hitting $x_1 = 0$ one must switch to $u = -u_{\max}$ until the minimum elastic deflection is obtained. Please note the described boundary is point symmetric w.r.t. the origin. To obtain the boundary trajectory on the left half of the phase plane, one must start from $[-u_{\max}, -\varphi_{\max}]^T$ and apply the inverse motor input as the one described previously. Finally, the maximum and minimum elastic deflection define the upper and lower bound of the reachable set. The reachable set for case 2 is denoted by $R_{bb, \varphi_{\max}}$. In Fig. 4.5 this set is represented by the colored area.

**Boundary between Case 1 and Case 2**

To determine whether the maximum velocity is bounded by a limited cycle (case 1) or the maximum elastic deflection (case 2), one can set $\dot{q}_{\max, \varphi_{\max}} = \dot{q}_{\max, lc}$ and solve for $\sqrt{e_{SL}}$. The boundary

$$\sqrt{e_{SL}12}(D) = \frac{2F_1(D)}{(1 - F_2(D))F_3(D)}, \quad (4.22)$$

is a relationship between the energy ratio and damping. In Fig. 4.2 it is represented by a black solid line between area 1) and 2). Below the boundary, the maximum velocity is bounded by the maximum deflection, while above, it is bounded by the limit cycle. The remaining area is described next.

**4.1.5 Case 3: Quasi-Singular Control**

In case 3, the elastic deflection is lowered such that it intersects the switching curve $S_r$. Bang-bang control can no longer be applied because it would violate the deflection constraint. The maximum deflection of the switching curve is

$$\varphi_{S_r, \max} = \frac{u}{\omega}F_3(D). \quad (4.23)$$

In terms of energy ratio one can rewrite (4.23) and obtain

$$\sqrt{e_{SL}23}(D) = F_3(D). \quad (4.24)$$

Like in case 2, the maximum velocity is bounded due to the deflection constraint and can be determined by (4.19). The maximum velocity for case 3 and the boundary $\sqrt{e_{SL23}}$ between 2) and 3) are depicted in Fig. 4.2. An example for case 3 is illustrated in Fig. 4.6. The reachable set of states can be obtained with the same approach as in case 2. However, the maximum velocity cannot be reached by bang-bang control, but is subject to quasi-singular solution arcs [52]. When hitting the deflection constraint $x_1 = \varphi_{\max}$, the boundary control $u_b = x_1$ must be applied; see Sec. 4.1.1. Maintaining the maximum possible spring deflection means that the maximum elastic torque is used to accelerate the link. The phase-plane trajectory travels on the constraint until the charged state $x_{ch} = [u_{\max}, \varphi_{\max}]^T$ is hit. To reach the maximum velocity, $u = u_{\max}$ must be applied; see Fig. 4.6.

Three distinct regions can be identified in the reachable set that is denoted by $R_{qs, \varphi_{\max}}$. In area 3.1), bang-bang control can be applied to reach every state. The outer boundary is obtained when switching to $u = -u_{\max}$ once the maximum deflection is hit. States
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Fig. 4.6: Reachable states for case 3. States located within the subcase areas can be reached time-optimally as follows: case 3,1: bang-bang, case 3,2: bang-singular-bang, case 3,3: bang-singular-bang-bang. Four trajectories are depicted for illustrating the optimal control in each region. The corresponding motor and link velocities are depicted in Fig. 4.7. © 2014 IEEE [247].

![Diagram of reachable states for case 3](image)

Fig. 4.7: Exemplary time-optimal trajectories according to Fig. 4.6. © 2014 IEEE [247].

located in the second area 3,2) can be hit by bang-singular-bang control; the boundary is defined by the spiral which intersects $x_{ch}$. The third region, 3,3), is bounded by the set of reachable states. Any state belonging to this area can be reached by bang-singular-bang-bang control. In Fig. 4.6, four trajectories are illustrated to show the time-optimal solution for each area. The corresponding states are depicted in Fig. 4.7.

In this section, the speed gain of 1-DOF visco-elastic joints was analyzed. The following section extends the results to $n$-DOF elastic robots with intrinsic joint elasticity.
4.2 Speed Gain Approximation for $n$-DOF Robots

In this section, the analysis of the maximum achievable velocity is extended to $n$-DOF serial manipulators with compliant joints. The goal is to estimate the achievable Cartesian TCP velocities with reasonable accuracy and minimal computational effort so that this estimation can be employed in motion and task planning methods and in the early design phase of robot mechanisms where quick iterations are desirable.

4.2.1 Problem Definition and Approach

Up to now, explosive motions together with the maximum peak velocity were mainly derived via optimal control [8,9,174]. In the previous section, the solution for a 1-DOF system could be solved analytically. However, for systems with more degrees of freedom, numerical techniques are usually required, which are computationally costly, time-consuming, and require accurate modeling of the complex system dynamics. Especially in the early design phase of the robot mechanism, but also in task and motion planning, it is essential that the maximum achievable TCP velocities for a particular robot configuration can be estimated in minimum time. For such applications, optimal control methods are hardly suitable due to their considerable computational effort.

In this work, a representation of the maximum possible Cartesian endpoint velocities for elastic joint robots is sought that a) is simple and computationally inexpensive to compute and b) estimates the achievable velocities with sufficient accuracy; see Fig. 4.8. Although essential for real-world implementation and understanding the energy transfer mechanisms, the derivation of the associated (time-optimal) trajectories is not considered in this thesis. Inspired by the velocity polytope for rigid joint robots, the representation of the maximum Cartesian velocities shall be determined for a specific joint configuration. It is assumed that the elastic energy can be locally transferred to kinetic energy around the desired link configuration $q_d$ via internal spring deflection and release. In this thesis,
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gravity-free elastic joint robots are considered. It is focused on the energy storage and release mechanism of the spring; the influence of gravitational potential energy on the maximum achievable velocity should be investigated in future work. The interest is in determining those velocities that can be reached from equilibrium by injecting energy via control and without external contact forces being applied. Several hypotheses are made on how and to what extent the motor velocity and the elastic energy can be exploited and converted to link kinetic energy. The hypotheses are exemplified using a 3R planar robot. For verification, the theory is compared with the optimal control solution. Here, a reasonable agreement in terms of maximum achievable TCP velocity is observed, and it is shown that the computation time of the proposed methods is orders of magnitude lower than the time required to compute the optimal control trajectories. To further confirm the validity of the presented methods, the results are compared with those from real-world throwing experiments that were previously conducted on DLR David by the authors of [8]. Finally, the approach is applied to robot safety assessment, where the safety characteristics of both the elastic and a hypothetically rigid version of DLR David are compared in terms of the Safety Map framework [208].

4.2.2 Considered Dynamics and Constraints

The reduced elastic joint dynamics (2.11) are considered, where the motors are modeled as velocity sources; cf. Chapter 2. In contrast to the previous section, the system is undamped as damping generally decreases velocity. Furthermore, the torque/deflection characteristic may be non-linear. Again the motor velocity constraint and the elastic deflection constraint

\[ \dot{\theta}_{\text{min}} \leq \dot{\theta} \leq \dot{\theta}_{\text{max}}, \]
\[ \varphi_{\text{min}} \leq \varphi \leq \varphi_{\text{max}}, \]

are considered, which are the most important real-world constraints besides motor torque. It is assumed that the constraints are symmetric, which holds for most systems. The overall amount of spring energy that can be actively exploited, e.g., to perform explosive motions, is denoted by \( U_{S,\text{dyn}} = \sum_{i=1}^{n} U_{S,\text{dyn},i} \), where \( U_{S,\text{dyn},i} \) denotes the elastic energy in joint \( i \). For VSA joints, \( U_{S,\text{dyn},i} \) is assumed to be the largest possible energy.

4.2.3 Energy Conversion Hypotheses

Two main hypotheses H1 and H2 are proposed to derive the achievable TCP velocities. Both hypotheses extend the 1-DOF results to \( n \)-DOF. The 1-DOF solution is again briefly summarized in the following. Suppose no damping is present and the elastic energy is limited. In that case, the maximum achievable link velocity of a planar, linear 1-DOF elastic joint with mass \( m \) can be expressed as the sum of the maximum motor velocity and a term \( \Delta \dot{q} \) coming from spring energy and release

\[ \dot{q}_{\text{max}} = \dot{\theta}_{\text{max}} + \Delta \dot{q} = \dot{\theta}_{\text{max}} + \sqrt{\frac{2U_{S,\text{dyn}}}{m}}. \]  

\(^2\text{Please note that not every achievable link velocity can be expressed in this convenient form.}\)
When the system has reached the maximum link velocity, then the total system energy is

\[ V_f = \frac{1}{2} m \dot{\theta}_{\text{max}}^2 + U_{S,\text{dyn}}, \]

(4.27a)

\[ = \frac{1}{2} m \dot{\theta}_{\text{max}}^2 + U_{S,\text{dyn}} + \dot{\theta}_{\text{max}} \sqrt{2M(q)u_{S,\text{dyn}}}, \]

(4.27b)

The total energy consists of \( V_{ch} \), i.e., the energy that the system has when the link travels with maximum motor speed and the spring is fully charged, and a term required to keep the maximum motor velocity while compensating for the elastic joint torque.

The first energy conversion hypothesis \( H_1 \) is inspired by (4.27). It assumes that a certain amount of energy can be injected into the system, which can be converted to link kinetic energy. \( H_1 \) has two sub-hypotheses \( H_{1a} \) and \( H_{1b} \). Hypothesis \( H_2 \) is inspired by (4.26) and extends the velocity polytope approach from the rigid to the elastic joint case; cf. Sec. 3.5.5. The three sub-hypotheses of \( H_2 \) are denoted by \( H_{2a}, H_{2b}, \) and \( H_{2c} \). Starting with \( H_1 \), all the hypotheses are described in the following. The theory is applied to the 3R planar robot that was introduced previously; see Fig. 4.8. Every joint is now equipped with a linear spring that can store up to 2 J potential energy. An overview of the results for all hypotheses is provided in Fig. 4.9.

**Hypothesis \( H_1 \)**

In the first hypothesis, \( H_1 \), it is assumed that one can inject a certain amount of energy \( V \) into the system that can be converted (solely) to link kinetic energy. By extending (4.27) from 1-DOF to \( n \)-DOF we obtain the candidate energies

\[ H_{1a} \quad V_{ch} = \frac{1}{2} \dot{\theta}_{\text{max}}^T M(q) \dot{\theta}_{\text{max}} + U_{S,\text{dyn}}, \]

(4.28a)

\[ H_{1b} \quad V_f = V_{ch} + \dot{\theta}_{\text{max}} \sqrt{2M(q)u_{S,\text{dyn}}}, \]

(4.28b)

where \( u_{S,\text{dyn}} = [U_{S,\text{dyn},1}, \ldots, U_{S,\text{dyn},n}]^T \). For \( V_{ch} \), the links have the same velocities as the motors and all springs are fully deflected. The energy \( V_f \) is the sum of \( V_{ch} \) and an additional
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Fig. 4.10: Hypothesis H1: Strong and weak sense velocities in joint space (a) and Cartesian space (b), (c). © 2021 IEEE [236].

term analogous to \((4.27)\). In sub-hypothesis \(H1_a\) the energy \(V = V_{ch}\) is assigned and in \(H1_b\) \(V = V_f\). By equating the total energy with the link kinetic energy \(\frac{1}{2} \dot{q}^T M(q) \dot{q} = V\) and rearranging the terms we get

\[
\dot{q}^T M(q) \dot{q} = 1,
\]

(4.29)

which describes an ellipsoid in joint space. Equation (4.29) represents all joint velocities which are feasible given the energy \(V\). Using the translational Jacobian matrix \(J_\nu(q)\) one can now transform the velocities (4.29) to Cartesian space. One obtains the same result when inserting \(\dot{q} = J_\nu(q)^+ \nu\), where \(J_\nu(q)^+\) is the generalized inverse of \(J_\nu(q)\), into the previous equation, which yields

\[
\nu^T (J_\nu(q) M(q)^{-1} J_\nu(q)^T)^{-1} \nu \leq 1.
\]

(4.30)

This ellipsoid is the weak sense representation of the achievable translational velocities. The result for the 3R robot is illustrated in Fig. 4.9 (a), (b) and Fig. 4.10. In order to calculate the strong sense velocities, one needs to determine the intersection\(^3\) of the nullspace \(N(J_\omega(q))\) and the ellipsoid (4.29), i.e., the velocities that satisfy

\[
\left\{ \dot{q} \mid \dot{q} \in N(J_\omega(q)) \& \frac{1}{2} \dot{q}^T M(q) \dot{q} = V \right\}.
\]

(4.31)

The shape of the intersection depends on the dimension of \(N(J_\omega(q))\). For example, if \(n - m_{J_\omega} = 1\), where \(m_{J_\omega}\) is the number of rows of \(J_\omega(q)\), then the null space is represented by a line in \(\mathbb{R}^n\), for \(m_{J_\omega} = 1, n \geq 2\) it is a hyperplane with dimension \(n - 1\). For the 3R robot, the nullspace of \(J_\omega(q)\) is represented by a two-dimensional plane in \(\mathbb{R}^3\); see Fig. 4.10 (a). Practically, one can obtain the boundary of the intersection as follows:

1. Determine the joint velocities \(\dot{q}\) that are located on the unit sphere \(\dot{q}^T \dot{q} = 1\).

\(^3\)Please note that it is not possible to obtain the nullspace velocities via projection onto \(N(J_\omega(q))\), which could be done by replacing \(J_\nu(q)\) in (4.30) by \(J_{\nu,\omega}(q) = J_\nu(q)(I - J_\omega(q)^T J_\omega(q))\), because the resulting velocities will not necessarily be located within the admissible ellipsoid.
2. Project these velocities onto the null space of $J_\omega(q)$ with $\dot{q}_{N_\omega} = (I - J_\omega(q)^+ J_\omega(q)) \dot{q}$. The velocities are still located within the unit sphere.

3. Scale the null space velocities onto the boundary of the ellipsoid (4.29) via

$$\dot{q}_{e,N_\omega} = \frac{\sqrt{2V}}{q_{N_\omega}^T M(q) \dot{q}_{N_\omega}} \dot{q}_{N_\omega}.$$  \hfill (4.32)

The Cartesian velocities in the strong sense are finally given by $\nu = J_\nu(q) \dot{q}_{e,N_\omega}$. The result for the 3R robot is illustrated in Fig. 4.10 (c). The comparison of the weak and strong sense velocities for both the rigid (motors only) and the elastic joint 3R robot is shown in Fig. 4.9 (a) for $H_1^a$ and (b) for $H_1^b$. It can be observed that the maximum achievable endpoint velocity of the elastic robot is much larger than the velocity of the rigid counterpart. Because the energy $V_f$ is larger than $V_{ch}$ (cf. (4.28)), hypothesis $H_1^b$ provides larger velocities than hypothesis $H_1^a$.

**Hypothesis H2**

In hypothesis H1, the Cartesian velocity ellipsoid is obtained via a scalar kinetic energy that comprised the contribution of both the motors and the springs. As far as the motors are concerned (in other words, the rigid version of the robot), one can directly determine the feasible Cartesian velocity polytope according to Sec. 3.5 without the need of conversion to an (intermediate) energy. In the second hypothesis, H2, we want to start from this motor velocity polytope and add the velocities from the release of stored spring energy. As in the 1-DOF case described previously (see (4.26)), it is assumed that the maximum possible link velocity can be written in the form

$$\dot{q}_{\text{max}} = \dot{\theta}_{\text{max}} + \Delta \dot{q},$$  \hfill (4.33)

where $\Delta \dot{q}$ represents the velocity gain attributed to the release of elastic energy. It is assumed that the total elastic energy can be converted to link kinetic energy. To determine $\Delta \dot{q}$, three sub-hypotheses $H_2^a$–$H_2^c$ on the energy conversion mechanism are formulated.

**H2**

- **$H_2^a$** Each joint has a maximum link velocity which consists of the maximum motor velocity plus a term provided by the spring in the respective joint only. It is assumed that there is no inertial coupling between the links, i.e., $n$ independent mass-spring systems are considered.

- **$H_2^b$** Like $H_2^a$ with the difference that the inertia about each joint is given by the configuration-dependent inertia of all successive links, which are assumed to be rigidly coupled.

- **$H_2^c$** The available spring potential energy is converted to link kinetic energy while making no assumptions on how a particular spring contributes to the maximum possible link velocity.

In the following, each sub-hypothesis is explained and the theory is applied to the 3R robot. The resulting velocities are illustrated in Fig. 4.9 (c)–(e).
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Hypothesis H2a  In the same spirit as the related work on 1-DOF, H2a assumes that each elastic joint has a certain maximum link velocity. The motivation behind this is to extend the velocity polytope from the rigid joint to the elastic joint case in a very straightforward manner. Let us assume that there is no dynamic coupling between the links (in other words, we have n independent mass-spring systems) and that the total elastic energy can be converted to link kinetic energy. In each joint, there is a motor with the maximum velocity $\dot{\theta}_{\text{max},i}$, a spring with available energy $U_{\text{S,dyn},i}$, and the link inertia $i_m_i$ about the current axis. We can again use (4.26) to determine the maximum link velocity

$$\dot{q}_{\text{max},i} = \dot{\theta}_{\text{max},i} + \sqrt{\frac{2U_{\text{S,dyn},i}}{i_m_i}}, \quad i = 1, \ldots, n, \quad (4.34)$$

in each joint. One can now derive the weak sense velocity polytope by transforming the joint space hyperrectangle $|\dot{q}| \leq q_{\text{max}}$ to Cartesian space via $J_\nu(q)$. This procedure is the same as for rigid joint robots, where $\dot{q}$ is the motor velocity. The derivation of the strong sense velocity polytope also remains the same; cf. Sec. 3.5.5. The polytopes for the rigid and elastic case are illustrated in Fig. 4.9 (c), which have the same shape but are different in size, meaning the elastic joint robot can reach higher velocities.

Hypothesis H2b  Previously, it was assumed that the inertia about joint $i$ is given by the decoupled link inertia $i_m_i$. A more conservative approach is to assume that all link inertias from joint $i$ to $n$ are rigidly coupled. The maximum joint velocity in this case is again determined by (4.34), where $i_m_i$ is now being replaced by $M_{i,i}$, the $i$-th element of the main diagonal of $M(q)$. The results for the 3R robot are illustrated in Fig. 4.9 (d). Compared to the previous hypothesis H2a, H2b provides lower velocities due to the larger inertia about the joints.

Hypothesis H2c  In hypotheses H2a and H2b, it was assumed that the potential energy of every spring is converted to kinetic energy in the particular joint. This allowed us to apply the polytope theory from rigid joint manipulators to elastic joint robots. In
hypothesis $H_2_c$, it is not assumed that each joint has a certain maximum velocity but rather that the overall available elastic energy is converted to kinetic link energy. Similar to hypothesis $H_1$ (cf. (4.29)), the joint space ellipsoid

$$\Delta \dot{q}^T \frac{M(q)}{2 U_{S,dyn}} \Delta \dot{q} = 1,$$  

(4.35)

represents the contribution of the spring to the achievable link velocity. According to (4.33), the geometric sum, i.e., the Minkowski sum\(^4\) of the motor and spring velocities is now determined. The result for the 3R robot is illustrated in Fig. 4.11. The joint velocities obtained by the Minkowski sum can be transformed to Cartesian space via $J_\nu(q)$, which gives us the weak sense representation; see Fig. 4.11 (c). To derive the strong sense velocities, one needs to determine the intersection of the joint-space Minkowski sum and the nullspace of $J_\omega(q)$, or the Cartesian velocities that satisfy $\omega = 0$. For the 3R robot, the 3D clipping algorithm [239] was applied to compute the intersection of the Cartesian Minkowski sum with the $\nu_x/\nu_y$-plane; see Fig. 4.11 (b), (c). For systems/tasks with more DOF, it can become challenging to derive the $H_2_c$ strong sense velocities. However, a subset of the feasible velocities can be determined relatively easily by first computing the strong sense representation of the motor and spring velocities independently (see Sec. 3.5.5 and (4.32)) and then calculating the Minkowski sum of both representations. The sum of the two nullspace velocities also belongs to the nullspace $\mathcal{N}(J_\omega(q))$. The result for this simplified approach is illustrated in Fig. 4.9 (e) for the 3R robot. In the figure, the motor polytope (red) is added to the spring ellipse (yellow), which results in the red/yellow dashed representation. It can be observed that these velocities are a subset of the achievable strong sense velocities, which are represented by a green line.

### 4.2.4 Verification

In order to verify the hypotheses, an optimal control problem is formulated that is solvable to determine the maximum feasible endpoint velocities and the corresponding robot trajectories. First, the problem is numerically solved for the elastic 3R robot, where the optimal control solution is compared to the velocities obtained by the hypotheses. Afterwards, this comparison is also made for the real-world throwing experiments that were previously conducted on the DLR David system [8, 250].

#### Problem Formulation

The motor position, link position, and velocity form the system state

$$\mathbf{x}_{opt} = \begin{bmatrix} x_{opt,1} \\ x_{opt,2} \\ x_{opt,3} \end{bmatrix} = \begin{bmatrix} \theta \\ q \\ \dot{q} \end{bmatrix},$$

(4.36)

the control input is the motor velocity $\mathbf{w} = \dot{\theta}$, which is bounded by $|\mathbf{w}| \leq \dot{\theta}_{max}$. The cost function for the optimal control problem has the standard form [201]

$$J_{opt} = \phi(t_f, \mathbf{x}_{opt}(t_f)) + \int_{t_0}^{t_f} L(t, \mathbf{x}_{opt}, \mathbf{w}) \, dt,$$

(4.37)

\(^4\)The Minkowski sum for two sets $C_1$ and $C_2$ is defined as $C_1 \oplus C_2 = \{c_1 + c_2 | c_1 \in C_1, c_2 \in C_2\}$, i.e., the resulting set contains the sum of every element from $C_1$ and every element from $C_2$. 
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where $\phi(t_f, x_{opt}(t_f))$ is the Mayer term and $L(t, x_{opt}, w)$ the Lagrange term. The initial and final time are denoted by $t_0$ and $t_f$. We want to maximize the translational endpoint velocity in the desired Cartesian direction $u_d$ and therefore select the Mayer term

$$\phi(t_f, x_{opt}(t_f)) = -u_d^T J_{\nu}(x_{opt,2}) x_{opt,3}(t_f) + ct_f.$$ (4.38)

The robot should reach the maximum velocity as fast as possible; the secondary goal is thus to minimize the final time. The Mayer term thus includes $t_f$, which is multiplied by a small positive constant $\epsilon$. Theoretically, one does not need to specify a Lagrange term, however, from a practical point of view, a small regularization term

$$L(t, x_{opt}, w) = \frac{1}{2} w^T Rw,$$ (4.39)

is included in order to smoothen the control input. Here, $R \in \mathbb{R}^{n \times n}$ is a diagonal regularization matrix where the entries take relatively low values. The optimal control problem is subject to the reduced elastic joint dynamics. The maximum spring deflection yields the path constraint

$$|x_{opt,1} - x_{opt,2}| \leq \varphi_{max}.$$ (4.40)

At $t = t_f$, the robot has the desired configuration $q_d$ and the Cartesian velocity points in the desired direction $u_d$, which yields the terminal constraints

$$x_{opt,2}(t_f) = q_d,$$ (4.41a)

$$J_{\nu} x_{opt,3}(t_f) ||J_{\nu} x_{opt,3}(t_f)|| = u_d.$$ (4.41b)

For the strong sense analysis, the terminal constraint $J_{\omega} x_{opt,3}(t_f) = 0$ is added. In order to keep the motion as small as possible, the initial link position is selected to be the same as the desired position, i.e., $x_{opt,2}(t_0) = x_{opt,2}(t_f) = q_d$.

Results for the 3R Elastic Joint Robot

For the 3R robot, three goal configurations are selected, namely $q_{d,1}^T = [140,-100,-100]^\circ$, $q_{d,2}^T = [110,-70,-70]^\circ$, and $q_{d,3}^T = [70,30,30]^\circ$, which reach from a folded to an outstretched configuration; see Fig. 4.12. The spring stiffness in each joint is 500 Nm/rad, the elastic energy was increased to 4.87 J ($\varphi_{max} = 8^\circ$) in each joint, all other parameters remain the same. For each configuration, the optimal control problem is solved for 100 evenly-spaced Cartesian directions, i.e., points on the unit circle $S^1$. The optimal trajectories were calculated with the numerical toolbox GPOPS$^5$ [251].

The results for the weak sense analysis are depicted in the upper row in Fig. 4.12, the results for the strong sense analysis in the lower row. The mean average percentage error (MAPE) (cumulative for all three configurations) including variance for each hypothesis compared to the optimal control solution is illustrated in the bar graph on the right. For the considered robot, the best agreement with the optimal control results is accomplished with hypothesis $H2_{\epsilon}$, where the mean error (with negligible variance) is 8 % for weak sense velocities and 9 % for strong sense velocities. The MAPE for the other hypotheses

---

$^5$Following parameters were used: $R = \text{diag}\{0.1,0.1,0.1\}$, $\epsilon = 0.001$, mesh tolerance: 0.001, no. mesh iterations: 3, no. nodes per interval: min: 6, max: 12.
is at least two times higher. \(H_{1_b}\) is the only hypothesis that provides a (over-)conservative approximation. Apparently, the robot’s inertial coupling in \(M(q)\) influences the achievable TCP velocities. The higher the inertial coupling, the worse the estimation accuracy of hypotheses \(H_{2_a}\) and \(H_{2_b}\), which assume that the links are decoupled. Hypotheses \(H_{1_a}\) and \(H_{1_b}\) consider inertial coupling; however, the contribution of both the motors and the springs is condensed in a scalar energy \(V\) that defines the size of the ellipsoids. The best solution for this robot is obtained by \(H_{2_c}\), which extends the velocity polytope approach from the rigid to the elastic joint case by summing the contributions of the motors and the springs and taking inertial coupling into account.

In terms of computation time, it took seven hours on average on an Intel(R) Core(TM) i7-8565U CPU @ 2.0 GHz with 16 GB RAM (MATLAB 2020a) to compute the (100) optimal control solutions for each configuration and weak/strong sense representation in Fig. 4.12, i.e., approx. a full two days for all results⁶. In contrast, only 1.1 s were required in total to compute the velocities resulting from all the hypotheses shown in Fig. 4.12. An overview of the cumulated computation times for the 3R is provided in Tab. 4.1. The time required to compute \(H_{1_a} - H_{2_b}\) is similar to the rigid joint case. \(H_{2_c}\) requires more computation time because the derivation of the strong sense representation

---

⁶Please note that for higher granularity (no. mesh iterations, mesh tolerance, etc.), even more computation time is required. Also for the throwing experiments reported in [8], more time was required to compute the desired motor trajectories.
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Tab. 4.1: 3R planar elastic joint robot: Time required to compute the maximum TCP velocities illustrated in Fig. 4.12.

<table>
<thead>
<tr>
<th>Rigid joint</th>
<th>Elastic joint</th>
</tr>
</thead>
<tbody>
<tr>
<td>OC</td>
<td>H1_a</td>
</tr>
<tr>
<td>45 ms</td>
<td>≈ 2 days</td>
</tr>
</tbody>
</table>

is computationally costly.

Evaluation of Previous DLR David Experiments

Next, the results of the presented methods are compared with those from the ball throwing experiments that were previously conducted on the DLR David system [8]; see Fig. 4.13 and the video in [250]. The goal of the optimal control problem in [8] was to throw a ball to a certain target distance for a particular final time. In the 2-DOF (planar) experiments\(^7\) (see Fig. 4.13 (a)), joints 1 and 4 were actuated. The excitation trajectories were generated for different motor velocity limits and target distances. In Fig. 4.13 (a), the results for \(\dot{\theta}_{\text{max}} = 2, 3, \) and \(4 \, \text{rad/s}\) are shown. For each considered motor velocity limit, the experiment with the farthest achieved throwing distance is selected. The maximum measured TCP velocities are illustrated in Fig. 4.13 (a). The figure compares these velocities to the TCP velocities (absolute and relative) estimated by the proposed hypotheses. In the 3-DOF (three-dimensional space) experiment, joints 2–4 (2-DOF shoulder and 1-DOF elbow) were actuated, the maximum motor velocity was limited to \(2 \, \text{rad/s}\). The results are depicted in Fig. 4.13 (b).

Please note that the problem formulation of the previous throwing experiments is slightly different from the one in this thesis. In [8] the goal was to achieve the desired throwing distance and not the maximum possible throwing distance, respectively TCP velocity. This is reflected in both the desired optimal control and the actual robot trajectories, where the maximum motor velocity and elastic deflection are typically not fully exploited. In contrast, in the 3R optimal control solution, both quantities reach their limits at a particular position along the trajectory. Therefore, it is expected that the velocities obtained by the hypotheses are larger than the velocities observed in the experiments. Nevertheless, hypotheses \(H_1_a\) and \(H_2_c\) agree reasonably well with the experimental results. Regarding the 2-DOF experiments, one obtains 11% (2 rad/s), 16% (3 rad/s), and 23% (4 rad/s) difference w.r.t. the experiment for \(H_1_a\); for \(H_2_c\) the difference is 26% (2 rad/s), 21% (3 rad/s), and 21% (4 rad/s). Concerning the 3-DOF experiment, the difference is 5% for \(H_1_a\) and 18% for \(H_1_c\). In the comparison for the 2-DOF experimental series, the difference between estimated and measured TCP velocity increases with maximum motor velocity; see Fig. 4.13 (a). In [8], the tracking accuracy of the motor position deteriorated for desired motor velocities \(\geq 4 \, \text{rad/s}\), which resulted in (slightly) lower endpoint velocities than expected. The authors of [8] explained this with unmodeled dynamics and friction. Furthermore, the assumption that the motors can be regarded as velocity sources has limitations for high motor accelerations.

\(^7\)A soft stiffness preset was selected and the maximum deflection for the optimal control problem was limited to 12°, which corresponds to 2.38 J exploitable potential spring energy (physical maximum: 15°, 5.3 J).
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(a) 2-DOF throwing experiments for different maximum motor velocities $\dot{\theta}_{\text{max}}$ and desired throwing distances $\text{dist}_d$.

(b) 3-DOF throwing experiment with $\dot{\theta}_{\text{max}} = 2 \text{ rad/s}$.

Fig. 4.13: Previous throwing experiments on DLR David [8,250]: Maximum measured TCP velocity and difference (absolute and relative) w.r.t. the velocities estimated by the proposed hypotheses. © 2021 IEEE [236].
4.2.5 Reduction of Computational Cost of Optimal Control

In Sec. 4.2.4, it was shown that the proposed methods could quickly estimate the achievable endpoint speed. However, compared to the proposed hypotheses, the solution of the optimal control problem is typically closer to the actual achievable speed, and it provides the input trajectory that can be commanded to the robot. As mentioned previously, the computational effort for solving optimal control problems is typically considerable though; cf. Sec. 4.2.4. The idea in the following is to employ the proposed estimation of the maximum operational velocity to reduce the computation time of the optimal control solver. For this, two possibilities are discussed and evaluated in the following.

**Improvement of the Final Guess**  
Optimal control methods usually require a guess of the initial and final values of all variables, which need to be specified by the user. To solve the optimal control problem for the 3R robot, 8 m/s was selected for the guess of the final endpoint velocity for every configuration and Cartesian direction. To speed up the calculation, one may now replace the 8 m/s by the $H_2$ velocity estimate (or the estimate of another hypothesis). However, it should be noted here that the optimal control solver generally requires the final values of the joint velocities and not the Cartesian velocities. The developed hypotheses provide only the latter. For redundant robots like the 3R, it would therefore be necessary to determine the joint velocities via the non-unique pseudoinverse of the Jacobian matrix.

**Estimated Velocity as Constraint**  
The maximum endpoint velocity and the minimum time required for the robot to reach this velocity were unknown in the optimal control formulation from in Sec. 4.2.4, making it difficult to solve the problem. The problem is better defined, i.e., there are less unknown variables, if the final velocity is set as a constraint. Then, one can formulate a minimum-time or minimum-energy optimal control problem, which can usually be solved faster [202]. However, the results illustrated in Fig. 4.12 show that the proposed approximation provides higher velocities than the system can actually reach in some cases. Setting infeasible velocities as constraints may cause significant computation time because the optimal control solver cannot find a solution. Depending on the solver and the considered system, one needs to check whether it is faster to solve a problem that contains unknown variables or defined more precisely but potentially not solvable. Concerning the latter, one could approach the search for the maximum achievable speed iteratively, e.g., start from the rigid-joint solution and increase the target velocity for the next iteration by a certain percentage, or use a golden-section search where the lower and upper bounds are defined by the rigid-joint solution and the estimate of the proposed hypotheses.

For the 3R robot, a preliminary analysis was conducted to determine whether the proposed speed gain estimate can be used to accelerate the computation time of the optimal control approach. Following variants of the optimal control problem formulated in Sec. 4.2.4 were analyzed for 20 equally distributed Cartesian directions and the robot configuration $q^T = [110, -70, -70]$° (see Fig. 4.12, second column):

1) **Original formulation**  
The maximum achievable endpoint velocity is unknown, the same guess of 8 m/s for the final velocity is chosen for all 20 Cartesian directions.

2) **Improved guess**  
The maximum achievable endpoint velocity is unknown, the guess
of the final velocity is given by the H$_2$ estimate.

3) **Constraint** The target speed (constraint) at the final time instant is given by the H$_2$ estimate.

The total computation times for the three cases on a Intel(R) Core(TM) i7-7700 @ 3.60 GHz with 16 GB RAM (MATLAB 2020b) are listed in Tab. 4.2. The time required to solve the original optimal control problem is 63:13 min. When incorporating the H$_2$ result into the guess of the final velocities (case 2), the computation time reduces by approx. 40% to 45:25 min. In case 3, the optimal control solver GPOPS takes considerable time to abort the computational process when the desired speed is unreachable. The optimization process had to be aborted manually, and therefore, no time is listed in Tab. 4.2. To check how fast the optimization could be performed if the target speed is reachable, the H$_2$ speed constraint was decreased by 30%. This allowed reducing the computation time by approx. 110% compared to the original problem formulation.

In summary, it is worth incorporating the proposed speed gain estimate as a guess of the final velocity into the optimal control problem to save computation time. Even less computation time can be achieved if the speed gain approximation is incorporated as a constraint; however, only if the solver can terminate the process within a reasonable time should the desired speed not be reachable. Unfortunately, with GPOPS, it was impossible to conduct the iterative search for the maximum achievable speed mentioned above. Future work should consider using an alternative optimal control solver.

<table>
<thead>
<tr>
<th>Original</th>
<th>Improved Guess</th>
<th>Constraint</th>
</tr>
</thead>
<tbody>
<tr>
<td>63:13 min</td>
<td>45:25 min</td>
<td>100% H$_2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>70% H$_2$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>29:51 min</td>
</tr>
</tbody>
</table>

4.2.6 **Safety Map: Rigid vs. Elastic Joint Robot**

Besides analyzing peak performance, one of the major motivations for determining the maximum Cartesian endpoint velocity of elastic joint robots is to derive their safety characteristics. The goal is to represent elastic joint robots in the Safety Map framework, allowing us to compare different robots (i.e., also rigid joint manipulators or mobile robots) to human injury data; cf. Chapter 3. In this section, the theory is applied to derive the Safety Map representation of the DLR David system [151]. Only actuation of the first four robot joints is considered; the wrist and hand motions are ignored. The maximum velocity of each motor is 8.51 rad/s, the maximum available elastic energy in each FSJ joint is 5.3 J [122]. The reflected robot mass [181] and maximum velocity (weak sense) shall be determined in the direction of the three principal Cartesian directions X, Y, and Z for the red workspace area depicted in Fig. 4.14 (left). The considered box has a 25 cm edge length, the center is located at $[-0.2035, -0.45, -0.2]^T$ m w.r.t. the robot base located in the shoulder. The Safety Map representation is determined for both the elastic and a hypothetically rigid version of the robot. The links on the rigid version of David are driven...
by the motors only, and $M(q)$ includes both the motor and the link inertia. The hypothesis $H_2$ is used to determine the maximum endpoint velocities for elastic David because it provided good and, more importantly, conservative velocity estimates for David previously. The Safety Maps are illustrated in Fig. 4.14. It can be observed that elastic David has a lower mass range, but it can reach much higher velocities than the rigid counterpart. These results agree well with expectation and previous results [17,50,53]. In Fig. 4.14 also the threshold for the occurrence of blunt chest injury in terms of the so-called Compression Criterion [24] is depicted. Both rigid and elastic David can harm the human when high-speed motions are performed in this workspace area. When operating an elastic robot at velocities equal to its rigid counterpart, the elastic robot is the safer option. However, as the impact velocity typically has a stronger influence on injury probability than the reflected mass [14], the elastic joint robot may pose a more significant threat to the human for specific body parts and collision scenarios than a rigid joint robot.

4.3 Summary

This section proposed and evaluated several approaches to determine the maximum achievable Cartesian endpoint velocities for gravity-free elastic joint robots. The peak TCP velocity is essential for robot design, motion, and task planning to assess and optimize collision safety and performance. For 1-DOF visco-elastic joints, an analytical solution to the achievable speed gain was derived, taking important real-world constraints on motor velocity and elastic deflection into account. For compliantly actuated $n$-DOF robots, numerical optimal control tools are commonly employed to determine the maximum possible velocity and the corresponding excitation trajectory. Such tools are usually computationally expensive. The methods proposed in this thesis provide a sufficiently accurate approximation of the speed gain in elastic joint robots with minimal computational requirements.
4.3 SUMMARY

The methods were verified for a simulated 3R robot. A reasonable agreement between the real and the estimated velocities was also observed for the ball throwing experiments conducted previously on DLR David. Furthermore, it was shown for a case study that the computation of the optimal control solution could be significantly accelerated if the speed gain approximation is incorporated into the problem formulation. Finally, the developed theory was applied to the global robot safety assessment problem. The safety performance of DLR David and a hypothetically rigid version of this robot were compared within the Safety Map framework.
The previous chapter described how the energy storage and release capabilities of elastic joint robots could be exploited to outperform their rigid counterparts in terms of peak performance. In order to achieve high link side velocities and to improve efficiency, compliant actuators are often designed such that damping and friction parallel to the spring are negligible. However, the inherent oscillatory system dynamics can deteriorate the tracking performance of link side trajectories or the time and distance required to stop the system in case of an undesired collision or an emergency situation. To benefit from the properties of the compliantly actuated robot while simultaneously achieving a desired task behavior, unwanted oscillations must be suppressed either through mechanics or control. This section regards the suppression of undesired vibrations via control, which includes stopping to an equilibrium position. The considered model and the system energies are described in Sec. 5.1. In Sec. 5.2 and Sec. 5.3, new and existing state-proportional and state-triggered control schemes are described and compared in terms of performance and passivity. In Sec. 5.4, a decoupling-based control framework is developed that allows to implement SISO state-triggered control schemes on multi-joint intrinsically elastic robots. Experiments on the elastic DLR David robot are reported in Sec. 5.5, where different controllers are implemented and validated. The experiments regard two-safety related use cases, namely a) the impact absorption after a dynamic ball impact and b) an emergency stop during task execution. Several metrics are defined for assessing the robot’s impact response. In the experiments on DLR David, these metrics are used to quantitatively compare the performance of the tested control laws.

5.1 Model and System Energies

For the 1-DOF analysis on brakable states and the corresponding time-optimal trajectories, the gravity-free visco-elastic joint model (4.1) with constant stiffness is used; cf. Sec. 4.1. For n-DOF systems, the reduced model (2.11) with possibly non-linear torque/deflection characteristic is considered, which was described in Sec. 4.2. The control input of the elastic joint robot is again the motor velocity $u = \dot{\theta}$, which is assumed to have no underlying
dynamics. The total system energy of the undamped elastic joint robot is given by

\[ V(\theta, q, \dot{q}) = U(\theta, q) + \frac{1}{2} \dot{q}^T M \dot{q}. \]  \hspace{1cm} (5.1)

Here, the total potential energy \( U(\theta, q) = U_g(q) + U_s(\theta, q) \) is the sum of gravitational energy \( U_g(q) \) and elastic energy \( U_s(\theta, q) \). The time derivative of \( V(\theta, q, \dot{q}) \) is given by

\[
\dot{V} = \frac{dU_s(\theta, q)}{dt} + \frac{dU_g(q)}{dt} + \dot{q}^T M \ddot{q} + \frac{1}{2} \dot{q}^T \dot{M} \dot{q},
\]

\[
= \tau_J(\theta, q)^T (\dot{\theta} - \ddot{\theta}) + g(q)^T \dot{q} + \dot{q}^T (\tau_J(\theta, q) - C(q, \dot{q}) \dot{q} - g(q)) + \frac{1}{2} \dot{q}^T \dot{M} \dot{q},
\]  \hspace{1cm} (5.2a)

\[
= \tau_J(\theta, q)^T \dot{\theta}.
\]  \hspace{1cm} (5.2c)

The system energy decreases when motor velocity and elastic joint torque have opposite signs. The torque/deflection curve is usually point symmetric w.r.t. the origin and strictly increasing. In this case, the system energy is reduced when [153]

\[
\dot{V} \leq 0 \text{ if } \varphi^T \dot{\theta} \leq 0.
\]  \hspace{1cm} (5.3)

When constantly decreasing \( V \), an equilibrium position is typically achieved when the robot is in a vertical configuration, where the elastic deflection is minimal. To regulate the system energy, [155] used the energy-like function

\[
H(\theta, q, \dot{\theta}, \dot{q}) = U(\theta, q) - U(\theta, q(\theta)) + \frac{1}{2} \dot{q}^T M \dot{q}.
\]  \hspace{1cm} (5.4)

In \( U(\theta, q(\theta)) \), \( q(\theta) \) denotes the link equilibrium for a given motor position. This quantity was introduced in [133]; it can usually be obtained by solving a simple convex optimization problem. The collocated state \( \bar{q}(\theta) \) depends only on motor variables and can be used for regulating/tracking desired link positions, for example. If \( H(\theta, q, \dot{\theta}, \dot{q}) \) becomes zero, then a static equilibrium is obtained, which can be an arbitrary joint position \( q \)

\[
H(\theta, q, \dot{\theta}, \dot{q}) = 0 \iff q = \bar{q}(\theta), \dot{q} = 0.
\]  \hspace{1cm} (5.5)

The time derivative of \( H(\theta, q, \dot{\theta}, \dot{q}) \) is given by [155]

\[
\dot{H} = (\tau_J(\theta, q) - \tau_J(q(\theta)))^T \dot{\theta},
\]  \hspace{1cm} (5.6a)

\[
= \dot{V} - \tau_J(q(\theta))^T \dot{\theta}.
\]  \hspace{1cm} (5.6b)

For linear stiffness we get \( \dot{H} = \dot{\varphi}(\theta, q)^T \dot{\theta} \), where

\[
\dot{\varphi}(\theta, q) = \bar{q}(\theta) - q,
\]  \hspace{1cm} (5.7)

can be considered as a deflection that becomes zero when the system reaches a static equilibrium. Also for non-linear, strictly increasing torque/deflection curves, one can replace \( \tau_J(\theta, q(\theta)) - \tau_J(q(\theta)) \) by \( \dot{\varphi}(\theta, q) \), if the pseudo energy \( H \) shall be reduced via control, i.e., \( \dot{H} \leq 0 \) if \( \dot{\varphi}(\theta, q)^T \theta \leq 0 \).
5.2 State-Proportional Control

In this work, the problem of suppressing vibrations via control is viewed from an energetic perspective. The goal is to extract system energy \( V \) to dampen the joint velocity and achieve an energetically passive behavior of the controlled system. In the following, first state-proportional and then state-triggered control schemes are discussed. The controllers are initially proposed for the 1-DOF gravity-free case; the extension to \( n \)-DOF systems including gravity is described afterwards.

5.2.1 1-DOF

In the 1-DOF case, a very intuitive energy dissipating, state-proportional control law inspired by (5.2) is

\[
  u = -K_C \tau_J(\theta, q),
\]

(5.8)

where \( K_C > 0 \) is the controller gain. The time derivative of the system energy is

\[
  \dot{V} = -K_C \tau_J(\theta, q)^2,
\]

(5.9)

which is smaller or equal to zero. For a linear system, the two closed-loop system eigenvalues are

\[
  \lambda_{1,2} = -\frac{K_C}{2} \pm \frac{1}{2} \sqrt{K_C^2 - 4\omega^2}.
\]

(5.10)

For \( K_C < 2\omega \), the eigenvalues are complex with negative real parts, which results in a stable, oscillatory motion towards the equilibrium. For higher values of \( K_C \), the eigenvalues are real and negative as the second term in (5.10) is smaller or equal to \( 1/2K_C \). This yields a stable, aperiodic system behavior. The dependency of the two closed-loop system eigenvalues on the controller gain is illustrated in Fig. 5.1. Here, a linear damping-free system is used for simulation. The system parameters are \( m = 1.8 \text{ kg, } K_J = 207 \text{ Nm/rad, and } u_{\text{max}} = 2 \text{ rad/s.} \)

The response to an initial elastic deflection and link velocity is illustrated in Fig. 5.2 for two controller gains\(^1\). For \( K_C = 5 \), it can be observed that the system oscillates about the equilibrium position. The elastic energy \( U \) is transferred to kinetic energy \( T \) and vice versa in an alternating fashion. For \( K_C = 30 \), the controller primarily minimizes the elastic deflection, which means the elastic energy decreases quickly. However, this also results in

\(^1\)The controller implementation is \( u = -K_C \varphi \) to allow comparability with control law (5.11).
low elastic joint torque that is available to decelerate the link. Therefore, motor and link positions converge to the equilibrium position asymptotically. In addition to the elastic deflection, it is possible to integrate the joint velocity $\dot{q}$ into the control law, e.g., in quadratic or absolute form to keep the sign of the motor velocity. In [153], the following control law was proposed that depends on both the elastic deflection and the link velocity:

$$
\begin{align*}
    u &= \begin{cases} 
    -K_C \varphi \dot{q}, & \varphi > 0 \& \dot{q} \geq 0, \\
    K_C \varphi \dot{q}, & \varphi < 0 \& \dot{q} \leq 0, \\
    0, & \text{otherwise}
    \end{cases} \\
    \quad \quad \text{(5.11)}
\end{align*}
$$

Compared to (5.8), controller (5.11) typically achieves slower convergence towards the equilibrium; see Fig. 5.2. This is because a non-zero motor velocity is only commanded in two out of four quadrants in the plane spanned by the elastic deflection and link velocity. Furthermore, the low joint velocity in the vicinity of the equilibrium leads to small control action.

### 5.2.2 Extension to $n$-DOF

If no gravity is present, then $\theta = q$ holds whenever an equilibrium position is reached. In the presence of gravity, however, the elastic deflection in an equilibrium position is usually $\varphi \neq 0$ due to gravity torque. As $V = \tau_J(\theta, q)^T \dot{\theta}$ holds also in the presence of gravity.

---

2A strictly increasing torque/deflection characteristic is assumed.
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of gravity, control law (5.8), e.g., can suppress oscillations by reducing the total system energy. However, this control law decreases energy until the elastic deflection becomes minimal, which is typically achieved if the manipulator is in a vertical configuration. To stop at a desired equilibrium position other than a vertical configuration, [155] proposed to use the energy-like function \( H(\theta, q, \dot{\theta}, \dot{q}) \) described previously. When \( H = 0 \), then a static equilibrium \( \dot{q} = 0 \) and \( q = \bar{q}(\theta) \) is achieved. To suppress vibrations in the presence of gravity, one may now want to minimize \( H \) instead of \( V \), or both \( H \) and \( V \) simultaneously.

The state-proportional controllers described previously can be extended easily to \( n \)-DOF. Let us define

\[
\Delta \tau_J(\theta, q) = \tau_J(\theta, q) - \tau_g(\bar{q}(\theta)) = \tau_J(\theta, q) - \tau_J(\theta, \bar{q}(\theta)).
\] (5.12)

Control law (5.8) can now be reformulated as

\[
u = -K_C \Delta \tau_J(\theta, q),
\] (5.13)

where \( K_C = \text{diag}\{K_{C,1}, \ldots, K_{C,n}\} \) is the diagonal, positive definite controller gain matrix. This control law minimizes \( H \) as can be seen by inserting (5.13) into (5.6)

\[
\dot{H} = -(K_C \Delta \tau_J(\theta, q))^T \Delta \tau_J(\theta, q).
\] (5.14)

To reduce both \( H \) and \( V \) simultaneously, the control law can be modified as follows

\[
u = \begin{cases} 
-K_C \Delta \tau_J(\theta, q), & \tau_J(\theta, q)^T \tau_J(\theta, q) \geq \tau_J(\theta, q)^T \tau_J(\bar{q}(\theta)), \\
0, & \text{otherwise}.
\end{cases}
\] (5.15)

If the torque/deflection characteristic is strictly increasing, then

\[
u = -K_C \varphi,
\] (5.16)

can be implemented to achieve \( \dot{H} \leq 0 \) and

\[
u = \begin{cases} 
-K_C \varphi, & \varphi^T \varphi > 0, \\
0, & \text{otherwise}.
\end{cases}
\] (5.17)

to reduce both \( \dot{H} \) and \( \dot{V} \).

**Remark** The control law proposed in [153] and analyzed in Fig. 5.2 can be implemented joint wise

\[
u_i = \begin{cases} 
-K_{C,i} \varphi_i \dot{q}_i, & \varphi_i > 0 \& \dot{q}_i \geq 0, \\
K_{C,i} \varphi_i \dot{q}_i, & \varphi_i < 0 \& \dot{q}_i \leq 0, \\
0, & \text{otherwise}
\end{cases}
\] (5.18)

for joints \( i = 1, \ldots, n \).

In Fig. 5.3, simulation results for a 1-DOF rotational joint with DLR FSJ elastic mechanism and gravity are provided. In the figure, the positions, velocities, and energies achieved with control law (5.13) and (5.15) are illustrated. A stable oscillatory motion towards equilibrium is observed for both controllers. Controller (5.18) is omitted, because like in the gravity-free case, the performance is comparatively poor. This will be also shown in Sec. 5.5, where the controllers (5.16) and (5.18) are implemented on DLR David and validated in practice.
(a) Controller (5.13), \( \dot{H} \leq 0 \)  
(b) Controller (5.15), \( H \leq 0, \dot{V} \leq 0 \)

Fig. 5.3: Comparison of state-proportional control laws for a rotational FSJ joint with non-linear joint torque/deflection characteristic and gravity. In the left column, results for controller (5.13) are illustrated, results for control law (5.15) in the right column.
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5.3.1 Time-Optimal Braking for Visco-Elastic Joints

In Sec. 4.1, the maximum achievable velocity and the set of reachable states with their corresponding time-optimal trajectories were determined for a 1-DOF joint. This section continues the analysis. For a linear visco-elastic joint with limited elastic deflection, all states, i.e., velocities and deflections, shall be determined that can be brought to equilibrium. Zero deflection and velocity shall be reached without violating the motor velocity and deflection constraints \(|u| \leq u_{\text{max}}\) and \(|\varphi| \leq \varphi_{\text{max}}\). The set of brakable states is denoted by \(B\), the initial and final conditions for this problem are

\[
\begin{align*}
\dot{q}(0) &= \dot{q}_0, & \dot{q}(t_f) &= 0, \quad (5.20a) \\
\varphi(0) &= \varphi_0, & \varphi(t_f) &= 0, \quad (5.20b)
\end{align*}
\]

where \(x_0 = [\dot{q}_0, \varphi_0]^T \in B\) is the initial state. Regarding the time-optimal trajectory and resulting set \(B\) two cases are identified:

Case 1) All states can be stopped via bang-bang control

Case 2) Quasi-singular solutions may occur
Fig. 5.5: The colored area in the upper figure represents all brakable states (case 1)). The red solid line is an exemplary trajectory that reaches the origin in minimum time. The corresponding evolution of motor and link speed is depicted in the lower figure. © 2014 IEEE [247].

For both cases, the switching curve for time-optimal control, denoted by \( S_b \), can be obtained in a similar fashion as the switching curve for velocity maximization; see Fig. 5.5 (upper). We get the first curves of \( S_b \) when starting from \([0,0]^T\) and going backwards in time with \( u = \pm u_{\text{max}} \) for \( t = t_s \), where \( t_s = \pi/\omega_d \). Above the switching curve, one must apply \( u = -u_{\text{max}} \), below \( S_b \), \( u = u_{\text{max}} \) applies to hit the steady state in minimum time. Next, the boundary of the brakable set is determined. The solution is the same for cases 1) and 2).

**Brakable States**

In the previous problem of reaching desired states, one important state located on the boundary of the reachable set was \( x_{ch} = [u_{\text{max}}, \varphi_{\text{max}}]^T \). This maximum energetic state must be hit asymptotically in order to reach the maximum velocity. Also for this problem, the trajectory with the largest distance to the origin defines the boundary of \( B \) and reaches the marginal deflection asymptotically. Since the system trajectory is moving clockwise in the phase plane, this state is denoted by \( x_{ch} = [u_{\text{max}}, -\varphi_{\text{max}}]^T \). The boundary can be obtained as follows. In a reversed time evolution starting from \( x_{ch} \), one applies \( u = u_{\text{max}} \) until zero deflection is reached; see Fig. 5.5 (upper). Then, one switches to \( u = -u_{\text{max}} \) until the maximum deflection is hit. The boundary is point symmetric w.r.t. the origin; the inverse procedure gives the boundary on the left-hand side of the phase plane. The upper and lower boundary of the brakable set are finally defined by the maximum and minimum elastic deflection, respectively.
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Fig. 5.6: Brakable states for case 2). States located within the subcase areas can time-optimally be stopped as follows: 2,1) bang-bang, 2,2) bang-singular-bang, 2,3) bang-bang-singular-bang. © 2014 IEEE [247].

Case 1

Bang-bang control is possible for all brakable states if the first curve of the switching curve can be hit without violating the motor velocity or deflection constraint. This is the case if the maximum elastic deflection is larger than the maximum deflection of the first switching curve. The boundary between cases 1) and 2) in terms of energy and damping ratio is

\[
\sqrt{e_{SL12}(D)} = e \frac{D}{\sqrt{1-D^2}} \left( \pi - \arctan \left( \frac{\sqrt{1-D^2}}{D} \right) \right).
\]

(5.21)

An example where all states within the brakable set can be stopped by bang-bang control is depicted in Fig. 5.5. The colored area represents the brakable set denoted by \( R_{bb} \).

Case 2

If the elastic deflection intersects the first curve of \( S_b \), quasi-singular solution pieces may occur because bang-bang control could violate the constraint. An example for case 2) is illustrated in Fig. 5.6. One can identify three subcases 2,1), 2,2), and 2,3). The brakable set \( B_{qs} \) and the corresponding time-optimal control can be derived similarly to case 3) of the velocity maximization problem described in Sec. 4.1. For the sake of brevity, a thorough elaboration is omitted.

Reachable vs. Brakable States

In Fig. 5.7 (a) the reachable and brakable set are depicted for a given joint design. Bang-bang control is possible for both sets. The blue area represents states which are reachable and brakable; however, there also exist states that can be reached but not be brought to equilibrium (green area) and vice versa (red area) without violating the deflection constraint. If damping is increased as shown in Fig. 5.7 (b), then the reachable set becomes a subset of the brakable set (\( R \subset B \)). The condition for this case is as follows. The boundary
of the brakable set always hits \([u_{\text{max}}, -\varphi_{\text{max}}]^T\) in the fourth quadrant as described previously. The reachable set is a subset of the brakable set if the boundary of the reachable set intersects the minimum elastic deflection at \(\dot{q}(-\varphi_{\text{max}}) \geq u_{\text{max}}\). The analytic formulation of the boundary in terms of \(\sqrt{e_{SL}}\) and \(D\) is omitted for the sake of brevity.

Figure 5.8 summarizes the influence of the system parameters on the type of control input required to excite or dampen the joint time-optimally. Boundaries (4.22) and (4.24) are shown for all reaching cases, the boundary (5.21) for the braking cases, and finally the boundary whether \(R\) is a subset of \(B\) or not. In total, one can identify eight distinct cases depending on the energy ratio \(\sqrt{e_{SL}}\) and damping factor \(D\). With Fig. 5.8, one can analyze which concrete design parameters should be selected in order to achieve a desired joint behavior. Regions I and II are less desirable because quasi-singular solutions may exist for velocity maximization and braking. Bang-bang control can be applied to reach desired states if the joint design is located in region III-VIII and for braking in region V-VII. Thus, reaching desired states and braking to equilibrium is always possible with bang-bang excitation if the joint design is located in region V, VI, or VII. For maximum

Fig. 5.7: Two exemplary combinations of reachable and brakable sets. © 2014 IEEE [247].

Fig. 5.8: Cases for the reachable and brakable set, depending on the energy ratio and damping. © 2014 IEEE [247].
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Fig. 5.9: Behavior of a linear mass-spring system when applying control law (5.22). The system state travels clockwise on the blue ellipses when minimum motor speed is applied, and on the red ellipses when the maximum velocity is commanded. © 2015 IEEE [253].

velocity increase, V is the most desirable region because the joint has good energy storage and release capabilities and low damping; see Fig. 4.2 and Fig. 5.7 a).

5.3.2 1-DOF: Controller Comparison

In the following, existing and new/modified damping controllers are reviewed and compared for a 1-DOF linear oscillator in terms of energetic passivity and performance. The control laws are illustrated in Fig. 5.10. To extract system energy \( V \) via state-triggered control, one can formulate the control law

\[
    u = -\text{sign}(\varphi)u_{\text{max}},
\]

(5.22)

which shall minimize \( \dot{V} \) based on (5.3). The closed-loop system energy derivative is \( \dot{V} = \varphi u = -|\varphi|u_{\text{max}} \leq 0 \). This control law reduces the system energy locally; however, it is possible that the system does not converge to the equilibrium, but the system state remains at a point on the line segment \( \dot{q} \in [-u_{\text{max}}, u_{\text{max}}], \varphi = 0 \). This is because the ellipses centered around \( \pm u_{\text{max}} \) meet on this line segment with opposite direction of travel; see Fig. 5.9. Because \( \varphi = 0 \), no elastic torque is available to decelerate the link.

Time-Optimal Control

The time-optimal control law for the linear system is depicted in Fig. 5.10 (upper row), where the red area represents maximum velocity input and the blue area minimum velocity input. In the phase plane, the solid black line represents an exemplary braking trajectory. The corresponding motor and link velocities are shown in the middle column. The spring potential energy \( U \), link kinetic energy \( T \), and total system energy \( V = U + T \) are depicted in the right column. The time-optimal controller reduces energy as fast as possible. However, the energy does not decrease monotonically; cf. Fig. 5.10 (upper right) at approx. 0.2 and 1.2 half cycles. In the first and third quadrant in the phase plane, energy decrease, i.e., \( \dot{V} \leq 0 \) according to (5.2), is always ensured. In the second and fourth quadrant, however, the system energy increases when the current state is located within the area enclosed by the switching curve and the \( x \)-axis. This is because motor velocity and elastic deflection have equal signs, which results in a non-passive behavior. Next, a modification of the time-optimal control law is proposed, which leads to suboptimality in
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Fig. 5.10: Results for state-triggered control for two model-based and three model-free control laws for a linear, gravity-free mass-spring system.

terms of braking time but monotonic energy decrease, i.e., the controller shows passive behavior.

Near Time-Optimal, Passive Control

The time-optimal control law injects energy into the system in the area enclosed by the x-axis and the switching curve. Due to the problems mentioned above, this area should be avoided. Instead, one can select $u = 0$, which keeps the current system energy constant.
and only slightly modifies the controller in order to achieve passivity. When applying zero velocity, the system state travels on an ellipse centered around the origin in the phase plane until the switching curve \( S \) is hit; see Fig. 5.10 (second row). The maximum motor velocity can then be commanded because torque/deflection and motor velocity have opposite signs, resulting in a total energy decrease.

The controller’s phase plane representation together with an exemplary trajectory is depicted in Fig. 5.10 (second row), where the green areas represent zero commanded motor velocity and the blue and red area minimum and maximum motor velocity, respectively. From the evolution of the total system energy depicted in Fig. 5.10 it can be observed that passivity and only slightly larger braking time in comparison to time-optimal control are achieved. The previous two control laws require complete knowledge of the dynamics, particularly the torque/deflection curve. Next, three model-free control laws are described.

**Model-Free Control I**

The switching curves for time-optimal and near time-optimal control depend on the torque/deflection characteristic and can be difficult to derive, especially for joints with nonlinear stiffness. In [153], the model-free state-triggered control law

\[
 u_{MFI} = \begin{cases} 
 -\text{sign}(\dot{\varphi})u_{\text{max}}, & \varphi \dot{q} \geq 0, \\
 0, & \text{otherwise}. 
\end{cases} 
\]  

(5.23)

was proposed, which is the pendant of the state-proportional controller (5.11). In phase plane quadrants one and three, the minimum/maximum motor velocity is commanded. This also applies to the previous two model-based schemes, as there are no switching curves in these quadrants. In quadrants two and four, the desired motor velocity is zero, i.e., the energy remains constant. This leads to an overall energetically passive behavior of the controlled oscillator. The controller’s phase plane representation and an exemplary trajectory are illustrated in Fig. 5.10 (third row). Please note that the origin can only be reached asymptotically with this control law. In other words, the joint cannot be stopped in finite time without frictional or damping effects in case the system trajectory does not travel on the first switching curve described previously. In the controller presented next, this model-free approach is modified to achieve a faster energy decrease.

**Model-Free Control II**

In addition to commanding maximum, minimum, or zero velocity, one can apply \( u = \dot{q} \) if \( |\dot{q}| \leq u_{\text{max}} \). With this choice, the motor travels with the same velocity as the link. The elastic deflection, i.e., the potential energy remains the same while the kinetic energy is being reduced until \( u = \dot{q} = 0 \). In quadrant two and four, one can use \( u = \dot{q} \) to reduce energy where the previous control scheme kept constant energy whenever \( u = 0 \); see Fig. 5.10 (fourth row). The control law is given by

\[
 u_{MFII} = \begin{cases} 
 -\text{sign}(\varphi)u_{\text{max}}, & \varphi \dot{q} \geq 0, \\
 \dot{q}, & \varphi \dot{q} < 0 & |\dot{q}| \leq u_{\text{max}} \& |\varphi| \geq \varphi_{\text{min}}, \\
 0, & \text{otherwise}. 
\end{cases} 
\]  

(5.24)

When commanding \( u = \dot{q} \), the time to reach zero link velocity depends on the available elastic torque. If the elastic torque is small, then energy decreases only very slowly.
this situation, one may achieve a faster energy decrease when keeping system energy with \( u = 0 \) and applying minimum/maximum motor velocity in the next quadrant (I or III). The problem can be avoided by applying \( u = \dot{q} \) only when the elastic deflection is above a threshold \( \varphi_{\text{min}} \); see Fig. 5.10 (fourth row). The selection of \( \varphi_{\text{min}} \) is subject to future work.

![Graph showing control strategies](image)

**Fig. 5.11:** Boundary control in case the maximum joint deflection \( \varphi_{\text{max}} \) intersects the switching curve \( S \). In the upper figure, exemplary braking trajectories are depicted in the phase plane for time-optimal (TOC), near time-optimal (NTOC), and model-free (MF) control. The corresponding motor and link velocities are depicted in figure two to four, the energies in the bottom figure. © 2015 IEEE [253].
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Boundary Control

As described previously, the deflection constraint may be violated when commanding maximum or minimum motor velocity. Strategies to avoid constraint violation are illustrated in Fig. 5.11 (upper). When hitting the deflection constraint, one must apply $u = \dot{q}$ and keep the maximum deflection until the switching curve of the time-optimal control law is reached. After hitting the switching curve, maximum motor velocity must be commanded to reach equilibrium. Boundary control is only possible if the system reaches the constraint for link velocities $|\dot{q}| \leq u_{\text{max}}$, otherwise the system cannot be brought to equilibrium without violating the deflection constraint. In contrast to the time-optimal solution, which always commands either minimum or maximum motor speed, the near time-optimal scheme commands zero motor velocity in the area enclosed by the first switching curve. This results in a passive behavior but in longer braking time; see Fig. 5.11 (lower). For the model-free controllers, one can command $u = \dot{q}$ along the constraint as long as $0 \leq |\dot{q}| \leq u_{\text{max}}$.

5.3.3 Extension to $n$-DOF

In case the spring stiffness is linear and gravity constant, all gravity-free controllers described in the previous section are applicable in the presence of gravity by replacing $\varphi$ by $\bar{\varphi}$, thereby minimizing $H(\theta, q, \dot{\theta}, \dot{q})$ instead of $V(\theta, q, \dot{q})$. However, constant gravity force/torque is usually present in academic systems like a vertical mass-spring system. For non-linear stiffness and constant gravity, braking control laws from the optimal control literature can be applied that take the respective torque/deflection relationship into account [254]. However, in general, both the torque/deflection relationship and the gravity torque are non-linear, making it difficult to derive such (time-)optimal control laws. Please note that in case of a planar, gravity-free joint, both the state-proportional and model-free bang-bang controllers can be implemented without knowing the system model. If gravity is present, then the spring torque/deflection curve and the gravity torque vector are required to compute $\bar{q}(\theta)$; in other words, the controllers are no longer model-free. For $n$-DOF elastic joint robots, the considered model-free schemes can be implemented jointwise Control law (5.23) becomes

$$u_i = \begin{cases} -\text{sign}(\Delta \tau_{J,i}(\theta_i, q_i))u_{\text{max},i}, & \Delta \tau_{J,i}(\theta_i, q_i)\dot{q}_i \geq 0, \\ 0, & \text{otherwise}, \end{cases} \quad (5.25)$$

and the second model-free controller (5.24) can be formulated as

$$u_i = \begin{cases} -\text{sign}(\Delta \tau_{J,i}(\theta_i, q_i))u_{\text{max},i}, & \Delta \tau_{J,i}(\theta_i, q_i)\dot{q}_i \geq 0, \\ \dot{q}_i, & \Delta \tau_{J,i}(\theta_i, q_i)\dot{q}_i < 0 & \text{&} & |\dot{q}_i| \leq u_{\text{max},i} \\ 0, & \text{&} & |\Delta \tau_{J,i}(\theta_i, q_i)| \geq \Delta \tau_{J,\text{min},i}, \end{cases} \quad (5.26)$$

for joints $i = 1, \ldots, n$. As mentioned previously, one can replace $\Delta \tau_J(\theta, q)$ by $\bar{\varphi}$ if the torque/deflection curve is strictly increasing. In Fig. 5.12, controller (5.25) and (5.26) are applied to a 1-DOF rotational joint with an DLR FSJ elastic mechanism and gravity. It can be observed that controller (5.26) reduces energy faster than control law (5.25). To avoid chattering in the vicinity of the equilibrium position, a switch to the state-proportional...
Decoupling-Based Approach for Model-Based Controllers

Unfortunately, it is not possible to implement the time-optimal and near-time optimal control laws in joint space. The switching curve of these schemes requires knowledge about the maximum motor velocity, the torque/deflection curve, and the link inertia of the respective joint. Furthermore, it is impossible to assign a scalar mass to each joint because the robot mass matrix is coupled. A solution to this problem is implementing the control law in modal space, where the system is decoupled and SISO control can be applied. For elastic joint robots, such a decoupling-based approach was used in [135], e.g., where a state feedback damping controller was proposed.
Modal space control design usually involves the transformation of the dynamics from joint space to modal space, the controller application in the new modal coordinates, and the retransformation of the desired control variables to the original space. The proposed controller structure is depicted in Fig. 5.13. Here, $M \in \mathbb{R}^{n \times n}$ and $K_J \in \mathbb{R}^{n \times n}$ denote the linearized mass and stiffness matrix, the decoupling transformation matrix is denoted by $Q \in \mathbb{R}^{n \times n}$, and modal space quantities are indicated by the subscript $Q$. The desired motor velocity is denoted by $u_{d,Q} \in \mathbb{R}^n$ in modal space and $u_d \in \mathbb{R}^n$ after retransformation to joint space. In order to apply the considered control laws in decoupled coordinates, we need to transform not only the system dynamics but also the input constraints (maximum motor velocities) to modal space. Unfortunately, not the same decoupling transformation $Q$ can be applied for both the dynamics and input constraints. Loosely speaking, in joint space, the dynamics are coupled while the input constraints are decoupled, while in modal space, the dynamics are decoupled and the input constraints are coupled.

In the next section, this problem is discussed in detail. Several solutions for the missing control region decoupling and implementation of the control framework depicted in Fig. 5.13 are proposed.

### 5.4 Maximal Input Limits for Modal Space Control

In this section, modal decoupling is first briefly reviewed for more general second-order dynamic systems than the considered elastic joint robot. Then, the problem of deriving modal space input limits that satisfy the actuator constraints is addressed.

#### 5.4.1 Problem Definition

Modal decoupling is a well-known tool commonly employed to analyze and control linear or linearized mechanical systems. It allows diagonalizing the system dynamics, which has several advantages. Firstly, one can gain insight into the natural oscillations of a mechanical system [255]. Secondly, the control complexity of large-order systems can be reduced significantly as the control design may take place in the simplified modal space instead of the original, coupled space [256, 257]. Many applications for such decoupled control exist. A standard problem is the damping of undesired vibrations in elastic systems [135, 247, 258, 259]. In robotics, modal decoupling was used for hybrid force/position control [260] and excitation of limit cycles [158], for example. One aspect that is often not considered is compliance with system constraints. In general, it is desirable/required to
meet them, and in particular, compliance with actuator saturations is a vivid research area in control theory. In Model Predictive Control (MPC) methods, for example, constraints are usually incorporated into the optimization procedure [261]. In linear control theory, there exists a large number of anti-windup techniques to respect saturations. These methods allow for an unconstrained controller design and add a compensator that becomes active as soon as a control variable is saturated [262].

In this work, the problem is considered of how input constraints can be transformed from original to modal space such that independent single-input single-output (SISO) control is made possible and the desired control variables meet the actuator constraints in original space. The problem is illustrated in Fig. 5.14.

5.4.2 Modal Decoupling

In this section, linear(ized), n-dimensional mass-spring-damper systems are considered. Three relevant systems and their corresponding original and modal space equations are depicted in Fig. 5.15. Their properties and the dynamics diagonalization are described in the following. System 1) is the classical dynamic system used in modal analysis. The control input is the force/torque \( u = f \in \mathbb{R}^n \). Following input constraints are considered

\[
{u}_{\text{min},i} \leq u_i \leq {u}_{\text{max},i}, \quad i = 1, \ldots, n,
\]

where \( u_{\text{min}} < 0 \) and \( u_{\text{max},i} > 0 \). These limits are not necessarily symmetric. This holds, e.g., for the available motor torque in robots after compensating for gravity. The symmetric, positive definite mass matrix is denoted by \( M \in \mathbb{R}^{n \times n} \), the damping matrix by \( D \in \mathbb{R}^{n \times n} \), and the stiffness matrix by \( K \in \mathbb{R}^{n \times n} \). It is assumed that the system is classically damped, i.e., the damping matrix is a linear combination of the mass and stiffness matrix

\[
D = \alpha_1 M + \beta_1 K,
\]

where \( \alpha_1 \in \mathbb{R} \) and \( \beta_1 \in \mathbb{R} \). However, this is not the general case [264]. When solving the generalized eigenvalue problem, a nonsingular matrix \( Q \in \mathbb{R}^{n \times n} \) can be obtained that is
orthogonal w.r.t. the mass, stiffness, and damping matrix, which gives us

\[ Q^T M Q = I , \]  
\[ Q^T K Q = \Lambda , \]  
\[ Q^T D Q = D_Q , \]

where \( I \) is the \( n \times n \) identity matrix, \( D_Q = \alpha_1 I + \beta_1 \Lambda \) a diagonal \( n \times n \) matrix, and \( \Lambda = \text{diag}\{ \lambda_i \}, i = 1, \ldots, n \) a matrix containing the system’s eigenvalues. If the product \( K^{-1} M \) is symmetric, then \( Q \) is mutually orthogonal \( (Q^T Q = I) \). Substituting the coordinate transformation \( q = Q q_Q \) in the original space dynamics in Fig. 5.15 (middle left) and premultiplying by \( Q^T \) yields the modal space dynamics (lower left). The transformed control input is

\[ u_Q = Q^T u . \]  

(5.30)

Since \( D_Q \) and \( \Lambda \) are diagonal, one obtains \( n \) decoupled equations with \( u_Q \) being the modal control input. System 2) represents systems with elastic transmission, e.g., flexible joint robots such as the LWR [49]. The motor position and mass are denoted by \( \theta \in \mathbb{R}^n \) and \( B \in \mathbb{R}^{n \times n} \), the link side quantities are the same as in system 1). The control input is the motor force, the motor and link side dynamics are coupled via the elastic joint force \( f_J = D(u - \dot{q}) + K(\theta - q) \). To decouple the dynamics, the motor inertia matrix must fulfill (in analogy to the damping matrix)

\[ B = \alpha_2 M + \beta_2 K , \]  

(5.31)

with \( \alpha_2 \in \mathbb{R} \) and \( \beta_2 \in \mathbb{R} \) to obtain a \( n \times n \) diagonal matrix \( B_Q = \alpha_2 I + \beta_2 \Lambda \). Of course, \( B \) does not necessarily have the form (5.31). In [135] it was proposed to replace \( B \) by a matrix \( B' \) that is described as a linear combination of \( M \) and \( K \). The parameters \( \alpha_2 \) and \( \beta_2 \) were optimized such that deviation of \( B \) from \( B' \) is as small as possible. For system 2) the coordinate transformation for the motor position is \( \theta = Q \theta_Q \), otherwise the decoupling procedure is the same as in the previous case. System 3) represents the reduced elastic joint robot dynamics (cf. Sec. 2.1), where the motors are modeled as velocity sources. While the input to system 1) and 2) is a force, it is a velocity in system 3). Here, the transformed control input is given by

\[ u_Q = Q^{-1} u . \]  

(5.32)

The transformations (5.30) and (5.32) are identical if \( Q \) is orthonormal.
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5.4.3 Control Region Coupling

Using a coordinate transformation, one can bring the system dynamics 1) – 3) into a diagonal form. However, one property of this approach is that the control inputs $u$ and thus also the actuator constraints (5.27) are coupled via the transformation (5.30), respectively (5.32). In the following, the original control region defined by the actuator limits and the transformed control region are described in detail. Then, the problem of determining suitable input values in decoupled space and its dependence on the control law is described. Finally, a simple dynamic system is used to exemplify the proposed methods.

Original and Transformed Control Region

Define the control region in original space as the hyperrectangle

$$\Omega = [u_{\text{min},1}, u_{\text{max},1}] \times \cdots \times [u_{\text{min},n}, u_{\text{max},n}],$$

which has $2n$ faces and $2^n$ vertices. Its basis vectors are denoted by $e_i \in \mathbb{R}^n$, $i = 1, \ldots, n$. For each vector $e_i$, the $i$th component is 1 while the other components are 0. The matrix

\[\begin{pmatrix}
q_{T,1} \\
e_1
\end{pmatrix}, \quad \begin{pmatrix}
q_{T,2} \\
e_2
\end{pmatrix}, \quad \begin{pmatrix}
q_{T,3} \\
e_3
\end{pmatrix}\]

Fig. 5.16: Original control region $\Omega$ and basis vectors $e_i$ (original space) and $q_{T,i}$ (modal space), represented in original coordinates (upper). In the lower figure, the basis vectors are represented in the decoupled space. The hyperplane normals are denoted by $\hat{n}_i$. © 2016 IEEE [263].
that contains all basis vectors is

\[ E = [e_1, \ldots, e_n] = I. \quad (5.34) \]

Assuming (5.30) (respectively (5.32)) is used to transform the control input, the basis vectors \( q_{T,i}, i = 1, \ldots, n \) of the decoupled space are the columns of the transformation matrix \( Q^T \). An example for a system with two actuators (e.g., a double pendulum) is depicted in Fig. 5.16. In the upper figure, \( \Omega \) and \( e_i \) are represented in original space, in the lower figure in modal space. The transformed control region is defined as

\[ \Omega_Q = Q^T(\Omega), \quad (5.35) \]

meaning every vertex of \( \Omega \) is transformed via \( Q^T \). The transformation is linear, i.e., the hyperrectangle may be scaled, rotated, reflected, and/or sheared. The transformed control region \( \Omega_Q \) is thus a parallelepiped. The basis vectors \( e_i \), represented in modal coordinates, are parallel to the parallelepiped faces. When transforming all basis vectors to modal space, we get

\[ E_Q = Q^T E = Q^T, \quad (5.36) \]

with \( E_Q = [e_{Q,1}, \ldots, e_{Q,n}] \). The vectors parallel to the parallelepiped faces are thus simply given by the columns of \( Q^T \). The transformed control region \( \Omega_Q \) is characterized by \( d_{\text{max}},i = \hat{n}_i^T u_{\text{max}},i, \) \( d_{\text{min}},i = \hat{n}_i^T u_{\text{min}},i \) from the origin to the planes are required. The Hesse normal form of the two parallel planes that have the same normal \( \hat{n}_i \) is

\[ \hat{n}_i^T Q^T u = d_{\text{max}},i, \quad (5.37a) \]
\[ \hat{n}_i^T Q^T u = d_{\text{min}},i, \quad (5.37b) \]

where \( d_{\text{max}},i \in \mathbb{R} \) and \( d_{\text{min}},i \in \mathbb{R} \) are the distances from the origin to the planes in positive/negative direction along \( \hat{n}_i \). To obtain \( \hat{n}_i \), the columns of \( Q^T \) are normalized

\[ \hat{Q}^T = [q_{T,1}, \ldots, q_{T,n}] = \left[ \frac{q_{T,1}}{\|q_{T,1}\|}, \ldots, \frac{q_{T,n}}{\|q_{T,n}\|} \right]. \quad (5.38) \]

Then, \( \hat{Q}^T \) is transposed and the \( i \)th row is omitted to obtain the \( (n-1) \times n \) matrix \( \hat{Q}_{\setminus i} \). The kernel (null space) of this matrix is

\[ \ker(\hat{Q}_{\setminus i}) = \{ \hat{n}_i \mid \hat{Q}_{\setminus i} \hat{n}_i = 0 \} . \quad (5.39) \]

Having determined the plane normals, one obtains the distances \( d_{\text{max}} = [d_{\text{max},1}, \ldots, d_{\text{max},n}]^T \) and \( d_{\text{min}} = [d_{\text{min},1}, \ldots, d_{\text{min},n}]^T \) from the origin to the planes by

\[ d_{\text{max}} = \hat{N}^T Q^T u_{\text{max}}, \quad (5.40a) \]
\[ d_{\text{min}} = \hat{N}^T Q^T u_{\text{min}}, \quad (5.40b) \]

where \( u_{\text{max}} = [u_{\text{max},1}, \ldots, u_{\text{max},n}]^T \) and \( u_{\text{min}} = [u_{\text{min},1}, \ldots, u_{\text{min},n}]^T \). The formal definition of the parallelepiped bounds will help us later to derive suitable modal input constraints.
Dependence of Modal Input Limits on Controller Type

For some control laws that command the maximum input value, both the current system state and the input limits must be known to determine the control variable. Other controllers, however, only require information about the current system state. Control laws thus have different requirements to determine the control variable. As shown in the next section, these requirements influence the optimization of the modal input limits. Three principal cases can be identified. Without prior knowledge of the modal control limits

Case 1) the sign and absolute value of the modal control variable are unknown,

Case 2) its sign is known, but not its absolute value, or

Case 3) both its sign and absolute value are known to the controller.

In this work, modal input limits for cases 1 and 2 shall be determined that a) are as large as possible and b) do not violate the real actuator limits after retransformation to original space. In case 3, no limit values are required to determine the desired control input. Instead, the modal input constraints can limit the desired control variable to a realizable value if necessary.

Exemplary 2-DOF System

To motivate and describe the requirements of all three cases, a velocity-controlled, 2-DOF elastic system is used, e.g., a linearized double pendulum. The joint space dynamics are

\[
\begin{align*}
M\ddot{q} &= K(\theta - q), \\
\theta &= \int \dot{\theta} \, dt + \theta_0,
\end{align*}
\]

where \( M \in \mathbb{R}^{2\times2} \), \( K \in \mathbb{R}^{2\times2} \), and \( u = \dot{\theta} \in \mathbb{R}^2 \), c.f. Fig. 5.15 (upper right). The same original actuator constraints are selected and the same decoupling transformation as in the example depicted in Fig. 5.16 are assumed. After transforming to modal space, one obtains two harmonic oscillators. Each oscillator has the second-order SISO dynamics

\[
\begin{align*}
\ddot{q}_Q &= w^2_Q(\theta_Q - q_Q), \\
u_Q &= \dot{\theta}_Q,
\end{align*}
\]

where the quadratic eigenfrequency \( w^2_Q \) is an entry of the diagonal matrix \( \Lambda \) that contains the eigenvalues of \( M^{-1}K \). Here, the index \( i \in \{1, 2\} \) is omitted for the sake of brevity. It is possible to describe the first-order dynamics by selecting the state \( x_Q = [\dot{q}_Q, \varphi_Q]^T \), where the elastic deflection is \( \varphi_Q = \theta_Q - q_Q \). The control aim in the following section is to bring the system from an arbitrary initial state \( x_Q(0) \) to the equilibrium \( x_Q = 0 \). In each of the three cases 1 – 3, an exemplary control law is provided and applied to both modal oscillators independently. Please note that all algorithms are developed for \( n \)-DOF while the example is only 2-DOF. Examples with more degrees of freedom are provided in Sec. 5.4.7, experiments on DLR David in Sec. 5.5.
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Fig. 5.17: The blue control region $\Omega_Q'$ in decoupled space has the largest possible volume that ensures symmetric maximum and minimum bounds for each modal control input. The retransformed region is denoted by $\Omega'$. The modal and original inputs share the same axes in the figure. © 2016 IEEE [263].

5.4.4 Case 1: Sign and Absolute Value of Control Input Unknown

Some control laws depend on both the system state $x_Q$ and the maximum control input $u_{\text{max},Q}$, e.g., the time-optimal control law described in Sec. 5.3.2. Assuming $u_{\text{min},Q} = -u_{\text{max},Q}$, one obtains the time-optimal input $u_Q$ by evaluating whether the current state $x_{Q,2}$ is below or above the switching curve $S$; see Fig. 5.10. The switching curve depends on both the eigenfrequency and the absolute value of $u_{\text{max},Q}$. The sign of $u_Q$ can only be determined if $u_{\text{max},Q}$ is known in advance. In order to implement such a controller, symmetric and independent limits are required in modal space, i.e., $u_{\text{min},Q,i} = -u_{\text{max},Q,i}, i = 1, \ldots, n$.

The modal input constraints $u_{\text{min},Q}$ for this case are determined in the following.

Optimization of Symmetric Hyperrectangle Volume

Geometrically speaking, one wants to increase the size of a hyperrectangle, which has symmetric limits w.r.t. the origin, until the boundary of $\Omega_Q$ is hit. To solve this problem, a static, constrained, nonlinear optimization problem is formulated. The goal is to maximize the volume of the modal control region; the cost function is

$$J = -\prod_{i=1}^{n} |u_{Q,i}|. \quad (5.43)$$

Here, all modal inputs are weighted equally. If certain coordinates are more important than others, e.g., if undesired high/low-frequency vibrations shall be damped, then inequality or equality constraints can be introduced such as $u_{Q,1} \geq \alpha u_{Q,2}$, where $\alpha$ is a scalar constant. If one or more modal inputs shall be zero, then the respective inputs $u_{Q,i}$ are excluded from the cost function (5.43). For a uniform scaling, i.e., the modal control region has the same aspect ratio as the original control region, scaling can solve the problem instead of an optimization problem. This problem is addressed later in this section. The cost function (5.43) is subject to the bounds of the transformed control region $\Omega_Q$. The hyperplane definitions described in Sec. 5.4.3 constitute the $2n$ inequality constraints on the control...
Fig. 5.18: Determining the hyperrectangle with maximum volume in modal space. In step 1, the original and transformed control region $\Omega$ and $\Omega_Q$ are translated to the origin to obtain $\tilde{\Omega}$ and $\tilde{\Omega}_Q$. In step 2, the optimization is carried out to compute $\tilde{\Omega}_Q'$. In the last step, the optimization result is translated again; $\Omega_Q'$ is the desired control region in modal space. Here, the size of $\Omega_Q'$ is unique but not its position. The dashed blue line represents an alternative solution. © 2016 IEEE [263].

inputs

\[|\hat{N}|u_Q \leq |d_{\text{max}}|, \quad (5.44a)\]
\[|\hat{N}|u_Q \leq |d_{\text{min}}|. \quad (5.44b)\]

Since the desired control region is symmetric, one can use the absolute values of $\hat{N}$, $d_{\text{max}}$, and $d_{\text{min}}$ to restrict the search for an optimal solution to the first quadrant, where $u_Q > 0$.

The result for the control bounds and decoupling transformation shown in Fig. 5.16 is illustrated in Fig. 5.17. Please note that the original and modal quantities share the same coordinate axes in the figure. The blue area, denoted by $\Omega_Q'$, represents all feasible inputs for this problem. Blue dots represent the limit values. Only one constraint is active in this example. After retransforming $\Omega_Q'$ to original space (grey rectangle $\Omega'$), it can be observed that no actuator constraints are violated. The solution is thus feasible.

**Maximum Possible Hyperrectangle Volume**

The previous solution $\Omega'$ has a relatively small volume compared to the original control region $\Omega$; see Fig. 5.17. Only one out of four possible vertices in decoupled space reaches an actuator limit. Obviously, it is possible to find a larger hyperrectangle inside $\Omega_Q$ if the original bounds $u_{\text{max},i}$ and $u_{\text{min},i}$, $i = 1, \ldots, n$ are not symmetric w.r.t. the origin. To determine the largest possible hyperrectangle, the requirement $u_{\text{min},Q,i} = -u_{\text{max},Q,i}$, $i = 1, \ldots, n$ is now dropped. By applying some modifications, one can solve a similar optimization problem\(^3\). The procedure consists of three steps which are depicted in Fig. 5.18 and described in the following.

**Step 1** First, $\Omega$ is translated such that its center $o_\Omega$ coincides with the origin. The center is located at $o_\Omega = [o_1, \ldots, o_n]^T$, where $o_i = (u_{i,\text{max}} + u_{i,\text{min}})/2$, $i = 1, \ldots, n$. This gives us new, symmetric control limits

\[u_{\text{symm},i} = (u_{\text{max},i} - u_{\text{min},i})/2, \quad i = 1, \ldots, n. \quad (5.45)\]

---

\(^3\)Remark: Computing the maximum axis-aligned (hyper-)rectangle among obstacles is a common problem in computational geometry and is often referred to as the maximum empty rectangle problem [265,266].
By replacing the maximal input limits \( u_{\text{max}} \) in (5.40a) by \( u_{\text{symm}} = [u_{\text{symm},1}, \ldots, u_{\text{symm},n}]^T \)

one obtains the modified distances to the hyperplanes

\[
\mathbf{d}_{\text{max}} = \mathbf{N}^T \mathbf{Q}^T u_{\text{symm}}.
\]  

(5.46)

The plane normals \( \mathbf{N} \) remain the same. The new inequality constraints are

\[
|\mathbf{N}| u_{\Omega} \leq |\mathbf{d}_{\text{max}}|.
\]  

(5.47)

Since the hyperplanes are point symmetric w.r.t. the origin, one only requires \( n \) inequality constraints instead of \( 2n \) constraints as in the previous problem.

**Step 2** Maximize the hyperrectangle volume by solving the nonlinear optimization problem (5.43).

**Step 3** Translate the optimization result back to the origin of \( \Omega_{Q} \), which is

\[
\mathbf{o}_{\Omega_{Q}} = \mathbf{Q} \mathbf{o}_{\Omega},
\]  

(5.48)

see Fig 5.18 (right). The feasible control region in modal space has the largest possible volume; however, it may occur that the origin is not part of \( \Omega'_{Q} \); see Fig 5.18. This means that it may not be possible to command both positive and negative inputs in each coordinate, which is crucial for most controllers. In Fig. 5.18 (right) the first modal input only takes positive values. However, the position of \( \Omega'_{Q} \) inside \( \Omega_{Q} \) is not unique if not all constraints are active. In Fig. 5.18 (right) it can be seen that \( \Omega'_{Q} \) can be translated while still satisfying the constraints. By translating the control region, it is possible in this example to include the origin inside \( \Omega'_{Q} \). The alternative solution is indicated by a dashed blue line in Fig. 5.18 (right). The optimization problem can therefore be extended by minimizing the distance from the center of \( \Omega'_{Q} \) to the origin. For the sake of brevity, this problem is left to future work.

**5.4.5 Case 2: Sign of Control Input Known, Absolute Value Unknown**

In the second case, controllers provide information about the sign of the control variable given the current system state only. The magnitude of the control variable still needs to be determined. An exemplary control for this case is (5.23)

\[
u_{Q} = \begin{cases} 
  u_{\text{min},Q} & \text{if } x_{Q,1} \geq 0 \& x_{Q,2} > 0, \\
  u_{\text{max},Q} & \text{if } x_{Q,1} \leq 0 \& x_{Q,2} < 0, \\
  0 & \text{otherwise}, 
\end{cases}
\]  

(5.49)

which reduces the kinetic and potential energy of the harmonic oscillator (5.42). Here, the input limit values are exploited for fast energy decrease. Given the sign of \( u_{Q,i} \) provided \( x_{Q,i}, i = 1, \ldots, n \), the modal control limits shall be maximized in the respective quadrant. For this, a constrained optimization problem is again formulated. To search for an optimal solution in a specific quadrant, one has to take the sign of the desired \( u_{Q} \) into account. The \( 2n \) inequality constraints for this case are formed by the parallelootope faces

\[
\hat{\mathbf{N}}_{\text{max}} u_{Q} \leq |\mathbf{d}_{\text{max}}|,
\]  

(5.50a)

\[
\hat{\mathbf{N}}_{\text{min}} u_{Q} \leq |\mathbf{d}_{\text{min}}|,
\]  

(5.50b)
CHAPTER 5 VIBRATION SUPPRESSION IN ELASTIC JOINT ROBOTS

\[ Q u_1 Q ; 1 u Q ; 1 + Q u_2 Q ; 2 \]

(a) Maximum volume

(b) Maximum vector norm

(c) Conservative volume

Fig. 5.19: Maximization of (a) the volume and (b) the quadratic vector norm of \( u_Q \) when its sign (quadrant) is known in advance. A separate optimization was carried out for each quadrant. The blue dots indicate the optimal solution in modal space, the grey dots are the retransformed input values. In (c), the region \( \Omega_Q' \) represents the maximum possible volume in every quadrant of the modal space, where independent \( u_Q,i, i = 1, \ldots, n \) can be commanded. © 2016 IEEE [263].

where

\[
\tilde{N}_{\text{max}} = \text{diag}\{\text{sign}(u_Q)\} \tilde{N} \text{diag}\{\text{sign}(d_{\text{max}})\}, \tag{5.51a}
\]

\[
\tilde{N}_{\text{min}} = \text{diag}\{\text{sign}(u_Q)\} \tilde{N} \text{diag}\{\text{sign}(d_{\text{min}})\}. \tag{5.51b}
\]

The solutions for all four quadrants are depicted in Fig. 5.19 (left). In quadrants I, III, and IV, the optimization result coincides with a vertex of \( \Omega_Q \). In the second quadrant, however, \( \Omega_Q \) has no vertex. Therefore, one of the parallelotope faces is the active constraint.

Remark: Alternative Cost Functions

To determine modal input limits that are as large as possible, the volume spanned by the inputs is selected as a cost function. The solution for every quadrant is a point in \( \mathbb{R}^n \). The volume is, however, only one of several possible cost functions. An alternative is the quadratic vector norm

\[
J = -\sum_{i=1}^{n} w_i u_{Q,i}^2, \tag{5.52}
\]

where \( w_i, i = 1, \ldots, n \) are coordinate weights. The optimization outcome for identical weights is illustrated in Fig. 5.19 (b). In quadrants I and III, the solution is identical to volume maximization. In quadrant II and IV, however, the maximum norm is given by the vector, which points from the origin to an intersection of the parallelotope with the \( u_{Q,1}/u_{Q,2} \)-axis. In quadrant II, the maximum norm vector is aligned with the \( u_{Q,2} \)-axis and hits the intersection of \( \Omega_Q \) and this axis. While \( u_{Q,2} \) is maximized, \( u_{Q,1} \) is zero. This is disadvantageous for most controllers, as no control action is possible for the first decoupled system.

Conservative Volume

Instead of solving the optimization problem, we can find a computationally cheaper yet more conservative solution, which is illustrated in Fig. 5.19 (right) and can be determined...
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Fig. 5.20: Limitation of a control input that is located outside of the permissible control region $\Omega_Q$. The new input $u'_Q$ is given by the intersection of $\Omega_Q$ and the (blue dashed) line between the origin and $u_Q$. © 2016 IEEE [263].

as follows. First, the intersection of the hyperplanes and the coordinate axes is determined. The intersection with the minimum distance to the origin along the coordinate axis then defines the maximum permissible value for this coordinate. By comparing the result to Fig. 5.17, one can see that the conservative volume is significantly larger if the sign of $u_Q$ is known.

5.4.6 Case 3: Sign and Absolute Value of Control Input Known

In case 3, controllers are considered that do not require information about actuator limit values in order to determine the control input $u_Q$. For the harmonic oscillator, this could be controller (5.8)

$$u_Q = -K_C x_{Q,2},$$

(5.53)

Since $u_Q$ is proportional to the system state, one does not need to compute feasible limits $u_{max,Q}$ and $u_{min,Q}$ via optimization. Given $u_Q$ for all SISO controllers, one can transform the control variable back to the original space via $u = Qu_Q$ and check whether the original actuator constraints (5.27) are violated or not. If the desired control input is located within $\Omega$, it can be applied to the actuators. If one or more limit values are exceeded, then a possible solution is to scale $u_Q$ uniformly. This method is illustrated in Fig. 5.20. The intersection of $\Omega_Q$ and the line from the origin to $u_Q$ provides a feasible modal control input that is located in $\Omega$ after retransformation to original space. This method is, however, only one of several possible solutions.

5.4.7 Application to Higher-Order Systems

Up to this point, a 2-DOF example was used to illustrate the optimization procedures. In this section, simulation examples for 3–7-DOF systems are provided. Experiments with DLR David are described in Sec. 5.5.
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Fig. 5.21: 3-DOF example of modal control limit maximization. In (a), the volume is maximized while ensuring symmetric limits w.r.t. the origin (case 1). In (b), the volume is maximized when dropping the requirement $u_{\min, Q,i} = -u_{\max, Q,i}, i = 1, \ldots, n$ (case 1). In (c), the volume is maximized in each quadrant separately (case 2). © 2016 IEEE [263].

Static 3-DOF Example

In Fig. 5.21, the optimization methods of cases 1 and 2 are applied to a linear academic system with three degrees of freedom. In (a), the volume spanned by the modal control limits is maximized such that the bounds are symmetric w.r.t. the origin. In (b), the maximum possible volume is depicted. As in the 2-DOF case, it can be observed that the maximum possible volume is significantly larger than the one obtained when demanding symmetry w.r.t. the origin. In (c), the sign of the desired control variable is taken into account (case 2). The maximum volume is determined for each quadrant, which better exploits the available input constraints than the previous two methods. Next, the problem of stopping a 7-DOF rigid joint robot is addressed.

DLR LWR

A hypothetically rigid-joint 7-DOF LWR with dynamics
\[
M(q)\ddot{q} + C(q, \dot{q})\dot{q} + g(q) = \tau, \tag{5.54}
\]
is considered. The motor torques are bounded by $|\tau_i| \leq \tau_{\max,i}, i = 1, \ldots, 7$. Part of the available motor torque is spent for gravity compensation. The configuration dependent bounds are
\[
\tau'_{\min,i}(q) = - (\tau_{\max,i} + g_i(q)) < 0, \tag{5.55a}
\]
\[
\tau'_{\max,i}(q) = \tau_{\max,i} - g_i(q) > 0, \tag{5.55b}
\]
These bounds are typically asymmetric. The control law
\[
\tau'_i = \begin{cases} 
\tau'_{\min,i}(q) & \text{if } \dot{q}_i \geq \varepsilon_i \\
\tau'_{\min,i}(q)/\dot{q}_i/\varepsilon_i & \text{if } \varepsilon_i > \dot{q}_i \geq 0 \\
-\tau'_{\max,i}(q)/\dot{q}_i/\varepsilon_i & \text{if } -\varepsilon_i < \dot{q}_i \leq 0 \\
\tau'_{\max,i}(q) & \text{if } \dot{q}_i \leq -\varepsilon_i 
\end{cases}, \tag{5.56}
\]
\[
\tau = \tau' + g(q), \tag{5.57}
\]
\footnote{Constraints on the velocities and positions are omitted.}
is implemented with $2\varepsilon_i > 0$ being a region in which the equilibrium $\dot{q} = 0, \ddot{q} = 0$ is reached smoothly [104]. This control law is formulated in joint space. To implement the controller in decoupled space, the system dynamics are linearized along the braking trajectory. In modal space, the velocity $\dot{q}_i$ is replaced by $\dot{q}_{Q,i}$ and the bounds $\tau'_{\text{min},Q,i}$ and $\tau'_{\text{max},Q,i}$ are determined via optimization (case 2). Having determined the modal control variable $\tau'_Q$, one obtains the motor torques via $\tau = Q\tau'_Q + g(q)$. In simulation, the above control law is implemented in both joint and modal space. One would like to know how the joint-space and modal-space implementation compare in terms of performance. Furthermore, it shall be checked whether feasible modal input limits for dynamic, asymmetric motor torque limits are obtained. The symmetric motor torque constraints are $\tau'_{\text{max}} = [150, 150, 80, 80, 80, 50, 50]$ Nm. After compensating for gravity, conservative torque bounds are used, namely 30% of $\tau'_{\text{max}}$. The initial position and velocity are $q_0 = [0, 45, 0, -75, 0, 75, 0]$ $^\circ$ and $\dot{q}_0 = [100, -100, 0, -100, -100, 0, 0]$ $^\circ$/s. The motor torques and the robot kinetic energy $T = \frac{1}{2} \dot{q}^T M(q) \dot{q}$ are depicted in Fig. 5.22. It can be observed that the desired motor torques comply with the actuator constraints. As the constraints depend on $q$, they are not constant during braking (see $\tau'_{\text{min},4}$ and $\tau'_{\text{max},4}$, for example), but in this example, the variation is negligible because braking is a local behavior. Only one constraint of the available modal control region may be active when computing the modal input limits. In this situation also only one motor takes the maximum possible torque. Because the control region is not fully exploited, the modal space controller can have worse performance than the joint space implementation in terms of energy decrease. However, in this example, the required stopping time for the decoupling-based control
law is only marginally larger than the joint space implementation. This means that the application of the decoupling transformation does not result in much performance loss. At the same time, the simple SISO structure in decoupled space enables enhanced analyses. For example, the braking controller can be extended by braking distance and braking time estimation to improve safety as proposed in [253, 267].

5.4.8 Real-Time capable Scaling with fixed Aspect Ratio

If the aspect ratio of the actuator limits can/shall remain the same in both joint and modal space and the decoupling matrix is orthonormal, then the maximum possible input limits in decoupled space can be determined via scaling instead of optimization. This allows computing the feasible modal control region faster. If $Q$ is orthonormal, e.g., when the stiffness matrix is diagonal and all joints have the same stiffness, then the decoupling transformation is a pure rotation or deflection. This means that the aspect ratio of the control region remains the same in both the original and the decoupled space. The sought control region in modal space that takes the real actuator constraints into account can be obtained as follows; see Fig. 5.23.

1. Apply the inverse decoupling transformation $Q$ to the original control region $\Omega$, which yields $\Omega_{Q^{-1}}$.

2. Determine the vertex of $\Omega_{Q^{-1}}$ that has the largest distance to $\Omega$.

3. Derive the scaling factor for this vertex and scale the entire control region $\Omega_{Q^{-1}}$, which gives us $\Omega'$.

4. Apply transformation $Q$ to $\Omega'$, which results in the admissible control region $\Omega'_Q$ in modal space.
Algorithm 1 Calculate input limits $u_{Q,\text{max}}'$ in decoupled space via scaling

for $i \leftarrow 1$ to $2^n$ do
    $v_{i,Q} \leftarrow Q v_i$
    $u_{i,Q} \leftarrow \text{diag}\{\text{sign}(v_{i,Q})\} u_{\text{symm}} + o_{i}$
    $d_i \leftarrow |v_{i,Q}| - |u_{i,Q}|$
    $j \leftarrow \text{argmax} \ d_i(j)$
    if $i = 1$ then
        $k \leftarrow \frac{u_{i,Q}(j)}{|v_{i,Q}(j)|}$
    else
        $k \leftarrow \min \left\{ k, \frac{u_{i,Q}(j)}{|v_{i,Q}(j)|} \right\}$
    end if
end for

$u_{Q,\text{max}}' \leftarrow k \ u_{\text{max}}$

The algorithm is provided in Alg. 1; its complexity is $O(2^n)$. For collaborative robots with six or seven joints, the eigenvalue decomposition (complexity typically $O(3n^3)$) required for modal decoupling is usually computationally more demanding than the control region decoupling. This was verified on a LWR and DLR David.

5.4.9 Implementation of the Decoupling-Based Control Framework

With the dynamics decoupling transformation (5.29) and the control region decoupling obtained via optimization or scaling, we now have all components to implement the control framework illustrated in Fig. 5.13. After the dynamics and control region decoupling, one can implement the time-optimal or near time-optimal control law (or another controller) for each decoupled coordinate and transform the desired control variable back to the original space, where the motors are controlled. On the tested LWR and DLR David, the framework is real-time capable. The scaling-based solution is exemplified in the following section, where experiments on the DLR David system are reported.

5.5 Experiments

Two experiments were conducted to validate the considered control laws, namely, a) a ball impact experiment and b) an emergency stop experiment. First, the implemented control laws are described, then the experimental procedure and the results.

5.5.1 Considered Control Laws

Currently, the default safety control law for DLR David is a motor PD controller with online gravity compensation

$$\tau = K_P(\theta_d - \theta) - K_D \dot{\theta} + g(\bar{q}(\theta)),$$

(5.58)

where $\theta_d$ is the desired motor position and $K_P$ and $K_D$ are the diagonal proportional and damping gain matrices. This controller and the following other controllers were implemented for comparison.
CHAPTER 5 VIBRATION SUPPRESSION IN ELASTIC JOINT ROBOTS

I Motor PD
\[ K_P = \text{diag}\{8000, 8000, 8000, 8000\}, \quad K_D = \text{diag}\{200, 200, 200, 200\} \]

II Energy dissipation controller [153] (state-proportional)
\[ K_{H,i} = 50, \ i = 1, \ldots, 4 \]

III Energy dissipation controller [153] (bang-bang)
\[ \dot{\theta}_{\text{max},i} = 1 \text{ rad/s}, \ i = 1, \ldots, 4 \]

IV Energy dissipation controller [247] (bang-bang, modal space)
\[ \dot{\theta}_{\text{max},i} = 1 \text{ rad/s}, \ i = 1, \ldots, 4 \]

V Energy dissipation controller [253] (state-proportional)
\[ K_H = \text{diag}\{15, 15, 15, 15\} \]

VI Energy regulation controller [155]
\[ K_H = 20, \quad H_d = 0, \quad K_P = \text{diag}\{1000, 1000, 1000, 1000\}, \]
\[ K_D = \text{diag}\{100, 100, 100, 100\} \]

VII ESP link-side damping controller [150]
\[ K_P = \text{diag}\{1000, 900, 750, 750\}, \ \xi_{D,i} = 0.5, \ \xi_{K_D,i} = 0.7, \ i = 1, \ldots, 4, \]
where \( \xi_{D,i} \) and \( \xi_{K_D,i} \) are damping parameters.

VIII ESP+ link-side damping controller [150]
\[ K_P = \text{diag}\{1000, 900, 750, 750\}, \ \xi_{D,i} = 0.5, \ \xi_{K_D,i} = 0.7, \ i = 1, \ldots, 4 \]

In addition to controllers I – VIII, the variable stiffness controller proposed in [157] was implemented and tested on David. Because no stable vibration suppression was achieved with this control scheme, it is not included in the above controller list. However, simulation and real-world results for the variable stiffness scheme are reported in Sec. 5.5.3.

5.5.2 Implementation

In this thesis, the motors of elastic joint robots are modeled as velocity sources because the motor side dynamics are typically much faster than the link side dynamics. In order to apply the proposed control laws to torque-controlled DLR David, a cascaded controller structure is used; see Fig. 5.24. The desired motor velocity coming from the damping control law is integrated, then the desired motor position and velocity are forwarded to a motor PD controller with online gravity compensation, which computes the desired motor torque. Regarding the state-triggered control laws, it is well known that bang-bang control can lead to chattering in the vicinity of an equilibrium position. This can cause unwanted

Fig. 5.24: From desired motor velocity of the damping controller to commanded motor torque.
effects such as high wear of moving mechanical parts, heat losses in electrical circuits, etc. Many solutions exist to prevent chattering, i.e., filtering the control input \cite{268}. In this work, chattering is prevented by switching to the state-proportional controller IV once the total pseudo energy $|H(\theta, q, \dot{\theta}, \dot{q})|$ of the robot becomes lower than a certain threshold.

5.5.3 Ball Impact Experiment

In the ball impact experiment, a 3 kg ball hits the right forearm of DLR David, which is initially at rest; see Fig. 5.25 (top left). Only the first four FSJ joints are actuated, the positions of the wrist and hand are kept constant using stiff position control. A medium joint stiffness setup is selected ($\sigma^T = [5, 5, 5, 5]^\circ$). The damping controllers are activated prior to impact. It would also be possible to employ a collision detection scheme to trigger the control law, usually done during nominal operation. Here, a possible delay caused by the collision detection scheme shall be avoided, as only the controller response shall be investigated. The robot configuration was selected such that the impact induces significant oscillations in joints 1–4. The initial pendulum deflection (which corresponds to impact speed) was successively increased until the maximum elastic deflection of one or more joints was reached when using motor PD control\(^5\). This drop height was then selected for all following impact experiments.

The experimental results are reported in Fig. 5.25. In the first row (controller I), one can see that the impact induces significant oscillations; it takes approx. 4 s until the system reaches the static equilibrium. The elastic deflection of the first joint almost reaches the limit of 10° after impact. For control scheme II (second row), one observes faster convergence towards equilibrium. Furthermore, the distance in elastic deflection towards the limits becomes larger, which improves safety. However, the commanded motor velocity oscillates significantly (see row two, column four). As the equilibrium position is not defined, but the control law only minimizes the pseudo energy $H(\theta, q, \dot{\theta}, \dot{q})$, the equilibrium position is different from the initial position (see the evolution of joint position in the third column). For the motor PD controller, both the initial and the final position were identical. The bang-bang controllers III and IV in the third and fourth row successfully suppress the induced vibrations; however, strong oscillations in motor velocity can be observed. The response of the state-proportional controller V is illustrated in row five. In the previous 1-DOF analysis, control law V performed better than the similar state-proportional controller II. This result is confirmed in the David experiments. The equilibrium is reached faster, also with fewer oscillations both on the motor and the link side. This is because control law II commands a non-zero control action in only two out of four quadrants in the $\phi/\dot{\phi}$-plane, while controller V exploits all four quadrants. In row six, the torque-based energy regulation controller VI is represented. After suppressing the vibrations, the initial motor position prior to impact is reached again, which was set as the desired equilibrium position. In the seventh and the last row, the responses of the ESP and ESP+ controllers are depicted. Both controllers achieve good link side damping and the desired link position is reached quickly\(^6\).

\(^5\)For this controller, the largest oscillations are expected during impact absorption.

\(^6\)In this experiment, motor side friction was not compensated for. It is expected that the results obtained with the ESP/ESP+ (and maybe also with the other controllers) will improve when including friction compensation \cite{269}.
Results for Variable Stiffness Control

Simulation results for the variable stiffness control scheme [157] are depicted in Fig. 5.26. The conditions are very similar to the real ball impact scenario. The same initial robot configuration was selected as in Fig. 5.25. A 100 N force with 0.1 s duration was applied to the robot’s forearm. The minimum and maximum stiffness setup values were selected as $\sigma_{\text{min}} = 0^\circ$ and $\sigma_{\text{max}} = 5^\circ$. No stiffness actuator dynamics were considered; the desired stiffness could be reached instantaneously. The simulation results are illustrated in Fig. 5.26 (left column). It can be observed that the stiffness change is of bang-bang type and that minimum and maximum stiffness alternate with high frequency. The equilibrium position
Fig. 5.26: Performance of the variable stiffness controller proposed in [157] in simulation (left column) and experiment (right column).

is reached after approx. 0.45 s.

On DLR David, the controller was applied to joints 1 and 2, as the stiffness adjustment mechanism of joints 3 and 4 was not working properly when the experiment was conducted. The positions of joints 3 and 4 were thus kept constant. The minimum and maximum stiffness setup values were selected as $\sigma_{\text{min}} = 0^\circ$ and $\sigma_{\text{max}} = 2^\circ$. In the experiment, the robot was initially at rest; then, a slight external force was exerted manually. This force induced unstable oscillations, which could not be damped with the controller. The results are depicted in Fig. 5.26 (right column). It can be observed that the settling time of the stiffness adjustment mechanism is approx. 70 ms. Apparently, this relatively small time delay is sufficient to cause instability. The authors of [157] noted that a limited settling time of the stiffness adjuster could deteriorate the practical controller performance. For the VSA Cube [270], they found a heuristic to anticipate the stiffness switchings. For DLR David, such a heuristic is still to be found (if possible).

**Quantitative Evaluation of Impact Behavior**

In the following, the robot’s impact response shall be assessed quantitatively. For this, several performance metrics are defined and evaluated. These metrics regard the time and traveled distance to reach equilibrium, the compliance with constraints, and the number of oscillations induced by the collision. The metrics are used to compare the control laws used in the ball impact experiments. A summary of the results is provided in Fig. 5.27 and explained in the following. Please note that the controllers were not tuned with regard to one or more metrics, which would generally be possible.

**Stopping Time** The time required to bring the system to equilibrium can be defined in terms of the kinetic energy $T$, pseudo energy $H$, or the norm of joint velocities, for example. The latter has the advantage that no model but only sensor data is required. In this work, the stopping time $t_f$ is defined as the time when the norm of joint velocities becomes smaller than a threshold $\varepsilon$, i.e. $||\dot{\mathbf{q}}(t)|| < \varepsilon$, $t \in T$, before reaching the static equilibrium. The total impact duration is defined as $T = [t_0, t_f]$, where $t_0$ is the initial instant of collision. For the experiments $\varepsilon = 0.01 \text{ m/s}$ is selected. A comparison of the stopping times for the ball impact experiment is given in Fig. 5.27. Controller VIII is the
fastest scheme (0.68 s), followed by controller IV (0.837 s), and V (0.857 s).

**Compliance with Constraints**  Besides damage to the surface and the structure (links, electronics, etc.), the main mechanical threats from impacts regard the drive train. Following (among other) quantities usually need to be kept within certain bounds:

- Motor (incl. gearbox) torque, position, and velocity
- Link position
- Elastic deflection
- Stiffness adjuster torque, position, and velocity

For DLR David, the elastic deflection is typically the most critical quantity as the elastic energy and maximum deflection are limited. One is interested in how close the deflection in each joint gets to the constraint while the impact is absorbed. To assess the compliance w.r.t. to the deflection limits, the maximum relative deflection

\[ r_{\phi, \text{max}} = \max_{t \in T, j \in J} \frac{\varphi_j(t)}{\varphi_{\text{max}, j}(t)} \leq 1 \]  

is evaluated for \( t \in T \) and over all joints \( j \in J \), where \( J \) is the set of joints. Here, it is assumed that the deflection constraint is symmetric. In the experiment \( r_{\phi, \text{max}} = 92 \% \) is observed for control law I, the remaining controllers improve impact absorption by reducing the maximum relative deflection to \( 60 \% \leq r_{\phi, \text{max}} \leq 70 \% \); see Fig. 5.27.

**Oscillations**  In order to quantify how much the system oscillates after an impact, the number of zero-crossings of every joint velocity \( \dot{q}_i(t), i \in 1, \ldots, n \) is counted in the period \( t \in T \). Then, the average number of all joints is determined. To quantify motor side oscillations (especially those of the bang-bang controllers), one could also formulate a metric in terms of motor velocity. For the controllers I, II, and III, where significant oscillations were observed, we count 24, 15, and 13 zeros crossings in joint velocity, respectively. For the remaining controllers, typically less than six zero-crossings occurred.

**Traveled Distance w.r.t. Initial Position**  In addition to evaluating the number of oscillations, it is of interest how much the joint or Cartesian position deviates from the initial position while the impact is being absorbed. The first proposed metric considers the maximum Cartesian distance of the end-effector w.r.t. to the initial position in the time span \( t \in T \)

\[ d_{\text{max}} = \max_{t \in T} \| x_{EE}(t_0) - x_{EE}(t) \|_2. \]  

Controllers I, VI, VII, and VIII have a defined equilibrium position, while control laws II, III, IV, and V do not. The metric

\[ d_{\text{eq}} = \| x_{EE}(t_0) - x_{EE}(t_f) \|_2, \]  

quantifies the Cartesian deviation of the end-effector’s equilibrium from the initial position. The controller with the largest maximum traveled end-effector distance in the ball impact experiment is controller VI (17.7 cm), followed by controller V (16.4 cm), the control laws
Fig. 5.27: Ball impact experiment: Controller comparison in terms of the proposed performance metrics.
with unspecified equilibrium position, the motor PD controller (11.2 cm), and the ESP controllers (≤ 10 cm). The largest distance between the initial and equilibrium position is observed for controller V (13.53 cm), II (7.1 cm), IV (6.8 cm), and III (4.3 cm). In contrast, the equilibrium position for controllers I, VI, VII, and VIII is (almost) identical to the configuration prior to impact.

To sum up, for the considered experimental conditions, controller parameters, and evaluation metrics, controller VIII (ESP+) performs best, with controller VII (ESP) having similar performance. For each metric illustrated in Fig. 5.27, the ESP+ has the smallest distance to the origin. However, please note that some metrics can be more relevant than others, depending on the application and safety strategy. For example, it makes more sense for the robot to move away from the contact location in clamping situations instead of keeping the position, which could induce further collisions or undesired clamping forces. In this situation, a larger stopping distance is tolerable, respectively desirable. Regarding safety from the robot’s point of view, controllers II-VIII significantly reduce the maximum elastic deflection. In terms of stopping time, which also correlates with the number of link-side oscillations for most controllers, controllers IV, V, and VI perform well besides control laws VII and VIII. As expected, the largest distance between the initial and equilibrium position is achieved by controllers II, III, IV, and V, which do not regulate the goal configuration. For these controllers and controller VI, the maximum distance w.r.t. the initial configuration is also larger than the one observed for the other controllers.

5.5.4 Emergency Stop Experiment

In the second experiment, an emergency stop is performed. The robot shall follow a desired joint trajectory using an (arbitrary) tracking controller. At a predefined position along the robot trajectory, an immediate switch to one of the damping controllers takes place to perform the emergency stop. This position is set as the goal configuration for the controllers that regulate the target position. The desired trajectory is illustrated in Fig. 5.28 (first row). The robot moves from an upper to a lower position. In the middle of the trajectory (see red line in Fig. 5.28, upper left), the respective damping controller is activated based on the robot’s forward kinematics. To test the controllers’ damping performance, the velocity of the robot trajectory should be as large as possible. The velocity was successively increased until one or more joints reached the maximum deflection when using motor PD control for the emergency stop. This velocity was then selected to test all control laws.

The results are illustrated in Fig. 5.28. The evaluation of the measured signals in terms of the selected metrics is provided in Fig. 5.29. The interpretation of the results is very similar to one of the previous experiment. For controllers I and II, strong oscillations in joint velocity can be observed; the remaining control laws suppress vibrations effectively. Controllers III-VIII also have a very similar stopping time in this experiment. The best compliance with the deflection constraint is achieved with controllers V and VI. However, this comes along with a larger max. stopping distance. Because the target position is not regulated, controllers II-V have the largest distance between equilibrium and starting position. Like in the previous experiment, controller VII (ESP) and VIII (ESP+) perform best for most metrics.
Fig. 5.28: Emergency stop experiment. The trajectory is shown on the top; a braking controller is activated when the robot hand reaches the solid red line. Each row illustrates the response of a certain controller, which is mentioned on the left. In the first column, the link velocity is shown, in the second column, the elastic deflection (bounds represented by dashed lines), in the third column, the joint position, and in the fourth column, the motor velocities. A vertical black solid line represents the instant of the emergency stop.

Possible Velocity Increase

To compare the damping control schemes, the same conditions were selected for every experiment. The speed of the nominal trajectory was comparatively low, as motor PD control would lead to system damage if higher speeds were chosen. For proper damping control schemes, the system should be able to brake to equilibrium safely also from higher speeds. In an additional experiment, the velocity of the trajectory was increased by 123%. In Fig. 5.30 the Cartesian velocity of the nominal trajectory with motor PD control and the high-velocity trajectory for controller V is illustrated. The maximum Cartesian velocity of
Fig. 5.29: Emergency stop experiment: Controller comparison in terms of the proposed metrics.

Fig. 5.30: DLR David: Cartesian end-effector speed in the emergency stop experiment. Blue: Nominal trajectory (cf. Fig. 5.28) with motor PD controller used as braking scheme, red: Trajectory with 123% higher velocity and braking scheme V. The black line indicates the moment of activation of the respective damping controller.
the wrist is $1.13 \text{ m/s}$ in the nominal trajectory and $2.51 \text{ m/s}$ in the modified trajectory. It can be shown that control law V ($K_C = 30$) brings the system safely to equilibrium while allowing for a significant velocity increase.

5.6 Summary

In this section, the problem of suppressing undesired oscillations in elastic joint robots via control was addressed. In the 1-DOF analysis, an analytical solution to stopping a viscoelastic joint in minimum time was derived. Newly proposed and existing state-proportional and state-triggered control laws were compared in terms of passivity and performance. For control of bang-bang type, a modal decoupling-based framework was proposed that decouples both the dynamics and the control inputs, thereby allowing to apply simple SISO control laws to more complex (linearized) $n$-DOF systems. A selection of eight different damping control laws was implemented on DLR David. Two safety-related experiments were performed, namely, a) a dynamic ball impact against the robot structure and b) an emergency stop during task execution. Prior to this work, some of the tested controllers had not been validated in practice yet, or so far only on 1-DOF systems. Finally, impact response metrics were proposed to quantitatively compare the performance of the tested controllers and to analyze the robot’s impact absorption behavior.
Null Space Control for Safe and Efficient pHRI

Many of today’s collaborative and tactile robots have more degrees of freedom than necessary to accomplish the desired task. This property enhances the robot’s dexterity and allows it to fulfill secondary tasks which do not interfere with the primary task. Classical and widely used secondary tasks are the avoidance of singularities [271–273], joint limits [274–276], and obstacles [81, 94, 277, 278]. This thesis investigates how the robot’s redundant degrees of freedom can be exploited to realize safe and efficient motions. In particular, three control schemes are proposed that a) improve the performance of safe robot motions, b) the performance of auxiliary tasks, and c) enable an intuitive and interactive reconfiguration of the robot. In Sec. 6.1, a controller is elaborated that locally minimizes the robot’s reflected mass in the direction of motion via self motions. The controller is combined with the Safe Motion Unit [12]. A reduced reflected mass enables the robot to travel at higher operational velocities while still respecting the safety constraint. This improves the efficiency in HRI tasks, particularly in industrial applications, where short cycle times are essential. The proposed scheme is validated on a seven- and eight-DOF LWR. In Sec. 6.2, it is investigated how the performance of auxiliary nullspace tasks can be improved by temporarily reducing the speed of the primary task. Hierarchical task control schemes are usually defined instantaneously and do not take the temporal dimension into account [196,278]. It is thus possible that the primary task hinders the auxiliary tasks from achieving their objectives when they depend on the entire joint configuration. The goal is to keep the same primary and null space controller but to modify the timing law of the desired task online. Such relaxation leaves the principal behavior of the system unchanged and improves task fulfillment at the cost of some extra cycle time. Several time scaling schemes are proposed and validated on an LWR and a 4R robot. In practice, it is often necessary to kinematically reconfigure the robot, e.g., when the robot is in an unfavorable configuration or obstructs the human. In Sec. 6.3, simple yet intuitive and interactive methods are proposed to reconfigure a redundant robot while keeping the end-effector pose. The methods are validated on eight- and ten-DOF systems in simulation and experiment.
6.1 Performance Improvement of Safe Velocity Control

In addition to classical secondary tasks such as singularity or joint limit avoidance, several safety-related schemes have been proposed. These works include, e.g., collision detection and reaction [83], the reduction of the impact force [79, 84, 279, 280], or the amount of dissipated energy in blunt inelastic impacts [76]. In [84, 279], contact models were used to determine the relationship between robot parameters and the resulting collision force. It was stated that a reduction of the reflected mass results in lower force. In robotics injury analysis, however, it was shown that a reduction in reflected mass does not always reduce injury probability [42, 43]. Furthermore, the consistency of injury prediction obtained by contact models was shown to be often insufficient w.r.t. the medically observed injury [12]; cf. Chapter 1. In this section, the aim is to improve the performance of biomechanically safe velocity control, i.e., to avoid a possible velocity reduction by the Safe Motion Unit [12]. For this, a redundancy resolution scheme is elaborated that minimizes the reflected mass of a given point of interest (POI) in the direction of motion. Based on recent results in robotics injury analysis, it is first analyzed when such a null space strategy would improve safety. While previous works on reflected mass minimization considered velocity control, a torque-based null space controller is developed that systematically takes joint position limits into account. The null space strategy is then combined with the SMU, and experiments on the LWR show the effectiveness of the approach. Finally, the idea is extended to an eight-DOF system consisting of an LWR and a linear axis.

6.1.1 Potential Benefit of Reflected Mass Reduction on Collision Safety

Let us recall the robot reflected mass $m_u(q)$ perceived at the end-effector in the unit direction $u \in \mathbb{R}^3$; cf Sec. 2.1.4. The reflected mass depends on robot’s inertial properties and the joint configuration $q$. Possible ways to reduce the reflected mass are a) modifying the robot’s inertial parameters by design or b) altering the joint configuration. In redundant robots, one can use reconfiguration, i.e., self-motions, to minimize the reflected mass for the desired pose and in a specific Cartesian direction.

An important question is how much benefit a reduction in effective mass has on human injury probability, and in which situations collision safety can be improved via self motions. The influence of mass and velocity on human injury was thoroughly studied in [42, 43]. For

![Frontal collision force](image)

Figure 6.1: Frontal collision force for an unconstrained impact against the human head obtained by simulation. © 2017 IEEE [281].
Fig. 6.2: Effect of mass minimization on biomechanically safe velocity for a spherical impactor with 12.5 mm radius. For the reflected mass \( m_u \), the safety curve outputs the velocity \( v_{u,\text{safe}} \). When reducing the reflected robot mass to \( m_u^* \), a larger velocity \( v_{u,\text{safe}}^* \) can be commanded. © 2017 IEEE [281].

blunt, unconstrained impacts it was shown that a saturation effect in reflected mass takes place when a certain impactor mass is reached. Assume that a mass-spring-mass system models the collision between robot and human forehead. The maximal force during the collision can be determined with (3.1), where \( K_h = 1000 \text{ N/mm} \) contact stiffness and \( m_h = 4.5 \text{ kg} \) head mass are selected [209]. The maximal contact force is depicted in Fig. 6.1. It can be observed that the saturation effect occurs already at \( m_r \approx 15 \text{ kg} \). If the robot has a considerable weight, then a small reduction in reflected mass will negligible affect collision force. In contrast, the impact velocity always has a significant influence on injury severity. For lower reflected inertias which are inherent to typical pHRI robots, a change in reflected mass does affect contact force. However, the injury severity is typically low for the considered mass and velocity range during blunt impacts [14]. A reduction of the reflected mass is therefore rather relevant for sharp and edgy contact as shown in [12], where systematic drop-test experiments were conducted with geometric contact primitives such as edges, wedges, and spheres.

### 6.1.2 Approach

Especially in industrial applications, it is desired that the robot moves as fast as possible while ensuring human safety at the same time. A possible velocity reduction imposed by the SMU guarantees safety but may deteriorate performance in terms of cycle time. As described in Chapter 3, a possibility to regain performance is to modify the end-effector surface geometry to allow higher safe velocities given the same reflected mass. Alternatively, the reflected mass in redundant robots can be reduced by suitable exploitation of the redundant degrees of freedom. In this work, the SMU scheme is extended by a null space controller that minimizes the reflected robot inertia to further exploit potential performance (speed) increase without affecting the end-effector task. When reducing the reflected mass, the maximum permissible velocity may become higher than the desired task speed; see Fig. 6.2. In this situation, one can either travel with the nominal velocity or speed up the robot until the maximum safe velocity is reached. In this thesis, only the problem of avoiding a velocity reduction by the SMU is considered. If the SMU does not limit the robot speed, i.e., the mass/velocity pairs are below the safety curve, then mass minimization has no benefit on safety because the motion is regarded as safe already. The
mass minimization is, therefore, only advantageous if the SMU would reduce the desired velocity. Practically, the seven-DOF LWR III is mainly considered. In Section 6.3.3 also results on the extension to an eight-DOF system consisting of an LWR IV and a linear axis are provided. It is assumed that the points of interest are located at the end-effector. The robot’s links are assumed to be blunt, and collisions with these surfaces are regarded as safe given the light mass properties and the limited maximum velocity of the robot. The reflected mass minimization shall be added as a redundancy resolution scheme to joint torque control, e.g., the impedance control framework \cite{4}. It can also be integrated into a hierarchical redundancy resolution scheme \cite{196, 278}, which is, however, not the scope of this work. The null space strategy and the SMU shall be usable in a modular fashion. They may either be used independently or in combination with each other.

### 6.1.3 Minimization of the Robot Reflected Mass via Self-Motions

This section describes local, real-time capable optimization methods for minimizing the reflected robot inertia.

#### Gradient-Based Minimization

To obtain the null space joint torque that minimizes the reflected inertia, an intuitive idea is to project the gradient of the reflected mass onto the null space of the Jacobian matrix, i.e.,

\[
\mathbf{u}_{\text{prim}} - K_H \left( \mathbf{I} - J(q)^T (J(q)^{M+})^T \right) \nabla m_u(q),
\]

where \( K_H \) is a scaling factor, \( \mathbf{I} \in \mathbb{R}^{n \times n} \) the identity matrix, and \( J(q)^{M+} \) the mass-weighted generalized inverse of the Jacobian matrix, which ensures static and dynamic consistency \cite{181}; cf. Chapter 2. The output of the primary control law is denoted by \( \mathbf{u}_{\text{prim}} \). The gravity compensation is included in this torque. The gradient of the reflected mass is given by

\[
\nabla m_u(q) = \frac{\partial m_u(q)}{\partial q} = \frac{\partial (u^T \Lambda^{-1}(q) u)^{-1}}{\partial q}.
\]

With this approach, which has been used by other authors for velocity control previously, the reflected mass is minimized locally. Close to extrema, the gradient is typically very low, and so is the commanded torque. When applying the joint torque controller (6.1) to the LWR in a joint configuration that corresponds to a (local) maximum in reflected mass, the robot does not move due to link side friction, even for large \( K_H \). To systematically overcome such friction effects, an alternative method is proposed in the following.

#### Minimization via Attractive Potential

It is proposed to use the gradient of an attractive potential with its maximum at the configuration of minimal reflected mass. It is defined as

\[
U(q) = \frac{1}{2} (q_{m_u}^* - q)^T K (q_{m_u}^* - q),
\]

where \( q_{m_u}^* \) is the joint position that corresponds to a (local) minimum in reflected mass. The positive definite, symmetric controller gain matrix is denoted by \( K = \)
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diag\{k_1, \ldots, k_n\}. By differentiating (6.3) w.r.t. the joint position one obtains the desired control torque

$$\tau^*_m = -\frac{\partial U(q)}{\partial q} = K(q^*_m - q).$$

(6.4)

The torque is projected onto the null space of the Jacobian matrix using the mass-weighted pseudoinverse and then added to the output of the primary controller, which yields

$$\tau_d = \tau_{\text{prim}} + \left(I - J(q)^T (J(q)^M)^T\right) \tau^*_m.$$  

(6.5)

Next, the problem of computing the desired position \(q^*_m\) is addressed. First, it is described how the achievable null space positions can be determined for the LWR. Then an algorithm is proposed that determines the desired position and takes the joint position limits into account.

Achievable Null Space Joint Positions Since the considered task trajectory has six DOF and the LWR seven DOF, the null space of the Jacobian matrix is of dimension one if \(J(q)\) is non-singular. The vector \(w(q)\), where

$$w : q \mapsto \nu \in \ker(J(q)) \subset \mathbb{R}^{n \times 1},$$

(6.6)

can be regarded as a joint velocity that results in zero operational speed since \(J(q)w(q) = 0\). The analytical form of the kernel was determined in [189]. By successively integrating \(w(q)\) starting from the initial position \(q_{ns}(0) = q_0\) one obtains all joint positions \(q_{ns}\) that correspond to self-motions (see Fig. 6.3 (lower)):

$$q_{ns}(t) = \int_{t_0}^t \pm w(q_{ns}(\tilde{t})) + C_xJ(q_{ns}(\tilde{t}))^\dagger e_x(q_{ns}(\tilde{t})) \, d\tilde{t}.$$  

(6.7)

The integration includes a correction term that is based on the end-effector position and orientation error \(e_x(q) = x_d(q) - x(q)\) between the goal pose and the current pose. This term compensates for integration drift from a practical point of view [282]. The weighting matrix for the correction term is denoted by \(C_x\), the Moore-Penrose pseudoinverse of the Jacobian matrix is denoted by \(J(q)^\dagger\). It is assumed that the third entry of \(w(q)\) is greater than zero during integration. The resulting null space motion, i.e., the rotation of the LWR’s so-called elbow, is \(2\pi\)-periodic. The reflected mass is now evaluated for all positions \(q_{ns}(t)\) in a particular Cartesian direction \(u\). In Fig. 6.3 (lower) it can be observed that \(q_3\) strictly increases over the self-motion. One can therefore use it as a coordinate that represents the self-motion. The resulting reflected mass over \(q_3\) plot for a typical pose of the LWR is illustrated in Fig. 6.3 (b). In the figure, it can be observed that the LWR has two minima and two maxima for this end-effector pose. For \(u = z_{EE} = -z_0\) the minima are the “elbow left” and “elbow right” position, the two maxima are the “elbow up” and “elbow down” configuration, respectively. As the LWR has (symmetric) joint position limits \(|q| \leq q_{\text{max}}\), it can occur that an extremum is not reachable. This can be observed for \(\Delta q_3 \approx 3/4\pi\) rad in Fig. 6.3 (b), for example. Due to the joint position limitations (solid red line), the “elbow down” position is not reachable.

147
Fig. 6.3: LWR: Reflected robot mass perceived at the end-effector in $z_{EE}$-direction. The reflected mass over one full elbow rotation is depicted in (b). The solid red line indicates joint positions which are not reachable due to joint position limits. Red and green dots represent maxima and minima in reflected mass. In (a), the positions associated with the extrema are visualized. In the lower figure, the $2\pi$-periodic joint positions are depicted (joints 5-7 are omitted for better readability). © 2017 IEEE [281].
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**Fig. 6.4:** Determining the desired reflected mass and the associated joint configuration. In the figure, four cases are illustrated that show the behavior of the algorithm. In each case, the black dot indicates the initial reflected mass and the green dot the goal. The conservative position limits are represented by a gray line, the real hardware limits by a red line. All masses/positions on the blue line are reachable without violating the constraints.

**Determining the Goal Position** The target position $q_m^*$ is the next local/global minimum in reflected mass in the direction of the gradient. The gradient of the instantaneous reflected mass w.r.t. $q_3$ is obtained by numerical differentiation

$$
\frac{\partial m_u(q)}{\partial q_3} \bigg|_{q_{ns}(t_i)} \approx \frac{m_u(q_{ns}(t_{i+1})) - m_u(q_{ns}(t_{i-1}))}{q_3(t_{i+1}) - q_3(t_{i-1})}.
$$

(6.8)

To determine the next position in the direction of the gradient descent, an Euler forward integration method is selected that uses the same correction term as in (6.7). The integration step is

$$
q_{ns}(t_{i+1}) = q_{ns}(t_i) + \text{sign} \left( \frac{\partial m_u(q)}{\partial q_3} \bigg|_{q_{ns}(t_i)} \right) \frac{w(q_{ns}(t_i))}{\|w(q_{ns}(t_i))\|^2} \Delta t + C_x J(q_{ns}(t_i))^\dagger e_x(q_{ns}(t_i)).
$$

(6.9)

Here, the gradient of the reflected mass determines the direction of the null space motion, i.e., the velocity $w(q)$ given by the kernel of the Jacobian matrix, which is normalized in (6.9). The step size is denoted by $\Delta t$. The third term in (6.9) corrects the deviation from the desired end-effector pose. If the joint position limits do not obstruct the robot motion, one can simply follow the gradient until the next local or global minimum in reflected mass is reached. However, in the vicinity of position bounds, it is necessary to stop or even reverse the motion direction. In the algorithm, conservative bounds are used, i.e., $|q| < q_{consv} < q_{max}$, to avoid for hardware limits. The behavior of the optimization procedure in the presence of position limits is illustrated in Fig. 6.4. There, four cases are depicted that are explained in the following.

1) The current position does not violate bounds; the gradient is followed until the unconstrained local minimum is reached.

2) If the minimum is not reachable, the border of the conservative joint position limit is selected as the goal position.

3) If the current position violates the conservative joint limits and following the gradient would further violate the constraint, then the direction is reversed and followed until the boundary of the joint limits is reached. This ensures that a reasonable distance to the hardware limits is kept.
4) The current position violates the joint limits, but the robot moves away from the constraint in the direction of the gradient. The gradient is therefore followed until the constraint is not exceeded anymore.

On the experimental LWR setup, the goal position could be computed in real-time, i.e., at 1 kHz control frequency. In order to avoid large step responses in the commanded joint torque, the number of iterations was limited. For large $\Delta t$, chattering may occur as the minimum is not computed exactly. The integration step size must therefore be kept reasonably small. Furthermore, a damping term may be added to (6.4). The experiment is described in the next section.

### 6.1.4 Experiment

A pick and place experiment was carried out to evaluate the performance of the mass minimization scheme in combination with the SMU. Even though the experiment is relatively simple, the results allow analyzing the benefits and limitations of the approach, as will be discussed in this section.

The desired Cartesian trajectory is depicted in Fig. 6.5. The motion sequence is 1 $\rightarrow$ 2 $\rightarrow$ 1 $\rightarrow$ 3 $\rightarrow$ 4 $\rightarrow$ 3 $\rightarrow$ 1. The same trajectory was commanded for three control schemes. Firstly, the Cartesian impedance controller was used without SMU or redundancy resolution (see black line in Fig. 6.6). Secondly, the SMU was activated (blue), and finally, the combination of SMU and local mass minimization (green). In the SMU, only one point of interest (POI), the end-effector tip, is considered for the sake of clarity. The shape of the closed gripper brackets is very similar to the spherical impactor with a 12.5 mm radius, which was analyzed in [12]. Therefore the safety curve of this geometry is assigned to this POI; see Fig. 6.2. The mass/velocity pairs of the LWR almost always remain below the safety curve. Therefore, the offset of the curve is conservatively shifted such that the effect of the SMU becomes visible. The SMU may reduce the robot speed if the $z_{EE}$-axis of the end-effector (see Fig. 6.3) is (partly) moving in the direction of travel. As mentioned previously, mass minimization is only beneficial when the safety curve reduces the velocity. However, to evaluate the performance of the mass minimization, the null space scheme is activated during the entire trajectory. The reflected mass is minimized in the direction of the end-effector movement. For the motions 1 $\leftrightarrow$ 3 the mass is minimized in $y_{EE} = y_0$ direction, for 1 $\leftrightarrow$ 2 and 3 $\leftrightarrow$ 4 in $z_{EE} = -z_0$ direction.

The robot motion with and without redundancy, the recorded signals, and a classification of the results in terms of safety and performance are depicted in Fig. 6.6. The results can

![Fig. 6.5: Schematic of the pick and place task trajectory in the $y_0/z_0$ plane. © 2017 IEEE [281].](image-url)
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be interpreted as follows.

Motion 1 → 2
In the first movement, the robot is traveling in negative \( z_0 \)-direction. The end-effector \( z_{EE} \)-axis points in the direction of movement, which is the potentially dangerous direction. The SMU reduces the velocity to a biomechanically safe value (see fourth row in Fig. 6.6). The motion with activated SMU is slower than the nominal trajectory; however, the reflected mass is not altered. When activating the reflected mass minimization (enabled before starting the trajectory), one can observe that the mass becomes lower than the one in the original trajectory. Due to lower reflected mass, the safety curve outputs a higher safe velocity. Therefore, the mass minimization allows the robot to travel at the same speed as the nominal trajectory while ensuring collision safety. As a result, the motion including mass minimization reaches the desired position earlier than the trajectory with SMU only, namely at \( \approx 1.2 \) s instead of \( \approx 2.6 \) s. The robot could now initiate the motion to the next goal position. In Fig. 6.6, however, this motion is delayed. For a better comparison of the results, the motion segments start at the same time for all controllers.

Motion 2 → 1
In the second motion segment, the robot moves in positive \( z_0 \)-direction. The end-effector \( z_{EE} \)-axis points in the opposite direction of travel, which means that the SMU does not reduce the operational velocity. The velocity is the same for all controllers, while the third controller additionally reduces the reflected mass.

Motion 1 → 3
The motion from position 1 to 3 is along the \( y_0/y_{EE} \)-axis only. As in the last movement, the end-effector is not pointing in the direction of travel, and therefore, the SMU does not influence the robot speed. Please note that the jump in reflected mass from the second to the third movement is due to the change from \( u = z_{EE} \) to \( u = y_{EE} \). The reflected mass with activated minimization was always lower than the mass in the other two experiments for the first two movements. During this movement, it can be observed that between \( 4.3 \) s and \( 4.9 \) s, the minimization scheme outputs a larger reflected mass than the nominal trajectory. This is because the initial position in this motion segment is different for both methods. For the trajectory including mass minimization and SMU, the elbow moves from the right to the upper and finally to the left position. For the nominal trajectory, the elbow is always in the upper position. The remaining three movements \( 3 \rightarrow 4, 4 \rightarrow 3, \) and \( 3 \rightarrow 1 \) are not described in detail because the analysis is identical to the first three motion segments.

Classification of Safety and Performance
In the lower plot in Fig. 6.6, the safety and performance of the three controllers are classified. In segments 1 → 2 and 3 → 4, the nominal trajectory partially exceeds the biomechanically safe velocity because no safety constraint is taken into account (red). By activating the SMU, safety is always ensured, but the performance is decreased, i.e., the robot requires more time to reach the target pose (green/yellow hatched). Finally,
Fig. 6.6: Performance of the SMU and local mass minimization in a pick and place task. The top image illustrates the task execution without (upper row) and with (lower row) active redundancy resolution scheme. In the results depicted in rows 2 – 6, the nominal trajectory without SMU or mass minimization is represented by a black line, the result with activated SMU by a blue line, and the trajectory with SMU and mass minimization by a green line. The Cartesian position of the end-effector, denoted by $0_{EE,y}$ and $0_{EE,z}$, is depicted in rows two and three, the absolute Cartesian velocity of the end-effector in row four, and the reflected mass in current $x$-direction row five. In the bottom row, a classification of the results in terms of safety and performance is provided. Green segments indicate a safe motion with nominal speed, green/yellow hatched segments a safe motion where the velocity is below the nominal speed, red segments an unsafe motion with nominal speed, and white segments an idle position. © 2017 IEEE [281].
the combination of SMU and mass minimization keeps the performance of the original trajectory and ensures safety (green).

Discussion
For the considered task, it was shown that the proposed method improves the performance of safe velocity control, i.e., the cycle time is reduced. However, the method has limitations due to its local nature. In the timely evolution of the reflected mass in Fig. 6.5, one can see at $\approx 4.5$ s that the optimized reflected mass is higher than the one of the original trajectory. Firstly, this is because the trajectory consists of different motion segments and the elbow position in the nominal trajectory and the one including minimization scheme is different at the initial position of each segment. Secondly, the robot dynamics are limited, so the minimum in reflected mass cannot be reached instantaneously. If another POI was present at the end-effector that points in Cartesian $y_0$-direction, then the increase in reflected mass could result in a reduction of the operational velocity by the SMU.

Suppose only the minimization of the reflected mass was considered without the usage of the SMU. In that case, one could use a time scaling approach similar to [105] to synchronize the null space strategy with the end-effector trajectory. The difference between the current reflected mass and the next local minimum could serve as a measure to reduce the velocity of the end-effector. The higher the difference in reflected mass, the lower the velocity. This may result in a lower speed, but one would ensure that the minimum in reflected mass is always achieved. This problem is investigated in Sec. 6.2.

In the experiment, the changes in $u$ were abrupt, which led to significant reconfiguration of the LWR’s elbow position. In practice, one could include transitions such that $u$ changes smoothly and the minimization scheme has more time to reconfigure the elbow. Furthermore, one could use instants where the end-effector manipulates an object or is steady to reconfigure the elbow kinematically. A minimum in reflected mass is then already achieved when the robot starts the next dynamic movement. Lastly, if the trajectory was available offline, one could formulate an optimal control problem that minimizes the final time while taking the safety curves as inequality constraints into account. A preliminary analysis is provided in Sec. 3.8. However, this solution also has limitations because it is not sensor-based.

6.1.5 Extension to LWR Mounted on Linear Axis
In this section, first results on the extension of the method to an eight-DOF robot are provided. It consists of an LWR that is mounted on a linear axis; see Chapter 2. The generalized coordinates are $\mathbf{q}^T = [q_x, q_1, q_2, q_3, q_4, q_5, q_6, q_7]$, where $q_x$ is the position of the linear axis and $q_i, i = 1, \ldots, 7$ are the LWR positions. The robot has two redundant degrees of freedom for a six-DOF task when the Jacobian matrix is non-singular. Again, a joint configuration is sought that corresponds to a minimum in reflected mass and does not alter the end-effector task. Having determined the goal configuration, one can apply the control law (6.5).

In Section 6.1.3, it was shown that the positions of the LWR’s third joint could represent the null space elbow rotation because it (locally) strictly increases/decreases over the $2\pi$-periodic self-motion. Also for this robot, coordinates are sought that represent the self-motion and can be understood intuitively. These coordinates shall be the position of the linear axis and the third LWR joint. From singular value decomposition (SVD) of
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Fig. 6.7: Reflected mass in the Cartesian $y_0$-direction of the eight-DOF system over the position of the linear axis and the third LWR joint (upper). Here, a configuration similar to the one depicted in Fig. 6.3 a) (red configuration) was selected. The timely evolution of reflected mass for a movement in Cartesian $y_0$-direction is depicted in the lower figure. The black and green lines represent the reflected mass without and with an enabled minimization scheme, respectively. © 2017 IEEE [281].

$J(q) \in \mathbb{R}^{6 \times 8}$ one obtains the orthogonal matrix $V(q) = [V_1(q) \mid V_2(q)]$, where $V_1(q)$ and $V_2(q)$ constitute the orthonormal bases for the range space of $J(q)^\top$ and the null space of $J(q)$, respectively. The matrix $V_2(q) = [v_{21}(q), v_{22}(q)]$ contains two null space vectors that are orthogonal w.r.t. each other. One now wants to decouple the motion of the manipulator and the linear axis. Firstly, a null space vector $w(q) = [0, *, \ldots, *] \in \ker(J(q))$ is derived, in which the first entry is zero and the other entries take arbitrary values. By projecting any joint velocity onto this part of the null space, zero velocity in the linear axis is obtained, i.e., only the LWR moves. The vector $w(q)$ can be expressed as a linear combination of $v_{21}(q)$ and $v_{22}(q)$, namely

$$w(q) = v_{21}(q) - \frac{v_{21,1}(q)}{v_{22,1}(q)}v_{22}(q), \quad (6.10)$$

where $v_{21,1}(q)$ and $v_{22,1}(q)$ are the first elements of $v_{21}(q)$ and $v_{22}(q)$, respectively. If $v_{22,1}(q) = 0$, then one can select $w(q) = v_{22}(q)$. The second null space vector $w_\perp(q)$ shall be independent from $w(q)$, i.e., the vectors are orthogonal w.r.t. each other. To obtain $w_\perp(q)$, the Gram-Schmidt process is used to orthogonalize $w(q)$ and either $v_{21}(q)$ or $v_{22}(q)$. While a velocity that is projected onto $w(q)$ halts the linear axis, the projection onto $w_\perp(q)$ maximizes its velocity. To sum up, two vectors are obtained which are orthogonal w.r.t. each other and span the entire null space of the Jacobian matrix like $v_{21}(q)$ and $v_{22}(q)$.

One can now systematically integrate $w(q)$ and $w_\perp(q)$ and use $q_x$ and $q_3$ to represent the self-motions. In Fig. 6.7 the reflected robot mass in Cartesian $y_0$-direction is illustrated over
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$q_x$ and $q_3$. All points illustrated in the $q_x/q_3$ plane correspond to configurations that do not alter the end-effector position. Using this grid, one can calculate the gradient descent of the reflected mass and determine the next minimum. This procedure was applied in iterative form to minimize the reflected mass for a dynamic trajectory. The initial configuration was similar to the one depicted in Fig. 6.3 (a) (red configuration). While keeping the same orientation and Cartesian $x_0$- and $z_0$-position, the end-effector moves 1.5 m in Cartesian $y_0$-direction. The timely evolution of the reflected mass with and without reflected mass minimization is depicted in Fig. 6.7. The results show that the reflected mass is minimized effectively also for this system.

### 6.2 Performance Improvement of Auxiliary Tasks

Like in the previous section, the objective of a null space task is often formulated in terms of a performance or safety criterion that shall be minimized, e.g., the manipulability measure in case of singularity avoidance [194], the distance to the joint position limits [274], or the estimated contact force during a collision with the robot [76]. If the optimization criterion is defined globally, i.e., it depends on all joint positions, then both the primary task and the null space task influence this criterion during task execution. This means that the main task can either support or hinder the null space scheme from achieving its objective. This is also because typical hierarchical task control schemes are defined instantaneously and do not take the temporal dimension of task fulfillment into account [196, 278]. In the experiment reported in the previous section, e.g., the nullspace scheme did not have enough time, respectively actuation torque to achieve a lower reflected mass than the one observed in the nominal trajectory without redundancy resolution.

One obvious solution is to generate trajectories via motion planning schemes that respect all constraints and optimization criteria. However, motion planning is typically done offline and computationally very costly if done online. In terms of real-time control, a possible solution is to relax the main task through a suitable task scaling [283, 284] or priority switching scheme [89, 285–287]. However, such approaches sacrifice the nominal execution of the primary task to satisfy the auxiliary tasks. They have been used to avoid obstacles [89, 285], joint limits [283, 284, 286], or kinematic singularities [286, 287], for example.

The solution developed in this thesis is based on slowing down the primary task temporarily while preserving its geometric description. The null space task is given more time to optimize for the performance criterion by reducing the execution speed. The idea was – to the best of the author’s knowledge – first proposed in [289]. There, the operational speed was reduced whenever the ratio of available and desired null space velocity/torque for minimizing a particular optimization function became smaller than a threshold. In this work, the concept of temporal scaling of the main task for improving the performance of auxiliary tasks is further investigated. The objective is to keep the same primary and null space controller but to modify the timing law of the desired task trajectory online; see Fig. 6.8. Such relaxation leaves the principal behavior of the system unchanged. In this work, several time scaling schemes are proposed and validated experimentally on an LWR with one redundant DOF. Furthermore, the concept is extended to multiple prioritized tasks, and simulation results are provided for a planar 4R robot.
6.2.1 Problem Definition

The rigid joint dynamics (5.54) are considered; cf. Sec. 2.1.2. For the sake of clarity, let us assume that one secondary task shall be fulfilled in addition to the main task in order to resolve the robot’s redundancy (cf. Sec. 6.2.4 for analysis on multiple, hierarchical tasks). The goal of the secondary task shall be the local optimization of a certain performance criterion $H(q)$ that is differentiable w.r.t $q$. The joint velocity resulting from the control of the main and the secondary task is given by

$$\dot{q} = \dot{q}_x + \dot{q}_{\text{ns}},$$  \hspace{1cm} (6.11)

where $\dot{q}_x$ can be associated to the main task and $\dot{q}_{\text{ns}} \in \ker(J(q))$ is the null space velocity, which can be obtained, e.g., by projecting the gradient $\nabla H(q) = \frac{\partial H(q)}{\partial q}$ of $H(q)$ onto the null space of the Jacobian matrix. The time derivative of the objective is given by

$$\dot{H} = \nabla H \dot{q},$$  \hspace{1cm} (6.12a)

$$= \nabla H \dot{q}_x + \nabla H \dot{q}_{\text{ns}},$$  \hspace{1cm} (6.12b)

$$= \dot{H}_x + \dot{H}_{\text{ns}}.$$  \hspace{1cm} (6.12c)

Since the null space controller locally minimizes $H(q)$, one can assume that $\dot{H}_{\text{ns}}(q)$ is negative, or zero if a local minimum has been reached. The rate $\dot{H}_x(q)$, however, can be either positive or negative, meaning the main task can support or hinder the null space scheme from minimizing $H(q)$. Let us consider the following two cases:

1) $\dot{H}_x(q) < 0$, $\dot{H}_{\text{ns}}(q) \leq 0$: Both the main and auxiliary task minimize $H$.

2) $\dot{H}_x(q) > 0$, $\dot{H}_{\text{ns}}(q) \leq 0$: The main task deteriorates the null space performance. If $|H_x(q)| \leq |H_{\text{ns}}(q)|$, then $H$ is being minimized (slowly), otherwise $H(q)$ even increases.

While the first case is certainly desirable, the second case should be avoided, most significantly if $\dot{H}_x(q) > 0$ and $|\dot{H}_x(q)| > |\dot{H}_{\text{ns}}(q)|$. Clearly, the null space dynamics play an
important role here. If they are (deliberately) slower than the dynamics of the main task, then $H(q)$ may increase during task execution. The goal is now to ensure $\dot{H}(q) \leq 0$ by limiting the magnitude of $\dot{H}(q)$. This shall be accomplished by temporarily slowing down the main task, which gives the null space task more time to minimize the performance or safety criterion. In addition to keeping $\dot{H}(q)$ negative or equal to zero, one may want to keep the magnitude of $H(q)$ as small as possible, respectively the difference of $H(q)$ and a (preferably feasible) desired value $H_d$. For this, the execution speed needs to be reduced even further to fulfill $\dot{H}(q) \leq 0$. In the following, several time scaling methods are proposed to solve the problem. First, the concept of time scaling and related work on the topic is briefly summarized.

### 6.2.2 Time Scaling-Based Relaxation of the Primary Task

The desired joint space trajectory $q_d(t) \in \mathbb{R}^n$ or Cartesian space trajectory $x_d(t) \in \mathbb{R}^6$ are typically provided by an interpolator and are parameterized w.r.t. time. In a discrete implementation of the interpolator, the current time is given by $t_i = t_{i-1} + \Delta t$, where $t_{i-1}$ is the last time instant and $\Delta t$ is the increment, usually the sampling time. By multiplying the time increment by a factor $\alpha$

\begin{equation}
    t_i = t_{i-1} + \alpha \Delta t,
\end{equation}

one can scale the trajectory in time, i.e., slow down ($\alpha \in [0,1]$), speed up ($\alpha > 1$), or even go backwards along the trajectory ($\alpha < 0$). In the robotics literature, time scaling has been used to solve various control problems. In [290, 291] it was employed to satisfy dynamic and kinematic constraints during task execution. The authors of [292] aimed at improving the tracking performance of pre-planned trajectories, and in [115], time scaling was used for collision reaction, where $\alpha$ was defined as a function of the estimated external torque. Depending on the amount and the direction of the external torque, the user could push the robot back and forth along the desired path. In this work, the concept of time scaling is applied to the synchronization of the main task and the (prioritized) auxiliary null space tasks. The aim is to define $\alpha$ as a function of a suitable null space performance error.

**General Scheme**

In the previous section, two objectives were defined for the time scaling scheme, namely 1) $\dot{H}(q)$ shall be less or equal to zero, and 2) $H(q)$ shall be kept as small as possible. The general time scaling scheme for achieving these goals is defined as

\begin{equation}
    \alpha = 1 - (K_H e_H + K_{\dot{H}} e_{\dot{H}}),
\end{equation}

where $e_H$ represents the error in performance criterion and $e_{\dot{H}}$ is the so-called synchronization error. The corresponding scalar gains for these errors are denoted by $K_H$ and $K_{\dot{H}}$, respectively. This definition is also inspired by the literature on motion coordination of two or more dynamical systems [293, 294]. In the following, $e_{\dot{H}}$ is defined and possible definitions of $e_H$ are proposed. Prior to this, the considered range and dynamics of $\alpha$ are described.
Considered Range and Dynamics of the Time Scaling Factor

The range of the time scaling factor shall be \( \alpha \in [0, 1] \), i.e., one wants to decelerate the robot but not go back along the planned path (\( \alpha < 0 \)) or reach higher speeds than the nominal velocity (\( \alpha > 1 \)). When commanding \( \alpha = 0 \), the robot will stop its motion, which means that the null space scheme will reach its goal (if reachable) after a certain period. However, in many applications, the cycle time shall not exceed a critical value. Therefore, it is possible to define the allowable range \( \alpha \in [\alpha_{\text{min}}, 1] \), where \( \alpha_{\text{min}} \in (0, 1) \). This ensures that the robot always executes the task at a velocity greater than a certain threshold.

Another possibility is to supervise the evolution of \( \alpha \) during task execution and the time lost due to time scaling to decide when the trajectory should resume to nominal speed to meet the cycle time requirement. In this work, however, only a constant lower bound \( \alpha_{\text{min}} \) on \( \alpha \) is considered. Practically, one may submit \( \alpha \) to critically damped second-order dynamics with a relatively low time constant to ensure that the scaling factor is continuous considering that the errors \( e_{\dot{H}} \) and \( e_{\dot{H}} \) can be discontinuous.

Definition of the Synchronization Error

The synchronization error is defined as

\[
e_{\dot{H}} = \dot{H}(q) - \dot{H}_{\text{ns}}(q).
\]

Since this error is only relevant when \( \dot{H}(q) \) is larger than \( \dot{H}_{\text{ns}}(q) \) and both rates have opposite sign, \( e_{\dot{H}} \) is reformulated as

\[
e_{\dot{H}} = \begin{cases} 
\dot{H}(q) - \dot{H}_{\text{ns}}(q), & \text{if } \text{sign}(\dot{H}(q)) \neq \text{sign}(\dot{H}_{\text{ns}}(q)) \\
0, & \text{otherwise}.
\end{cases}
\]

To determine \( \dot{H}(q) \) and \( \dot{H}_{\text{ns}}(q) \) based on the measured Cartesian and joint velocity, the kinematically decoupled decomposition of the joint space velocities

\[
\dot{q} = J(q)^{W+} \dot{x} + Z(q)^{T} v_{n}(q),
\]

proposed in [295] is used where \( J(q)^{W+} \) is the weighted pseudoinverse [181] and \( v_{n}(q) = (Z(q)WZ(q)^{T})^{-1}Z(q)W \dot{q} \) is a minimal parameterization of the self motion velocity [296]. The weighting matrix is denoted by \( W \in \mathbb{R}^{n \times n} \) and is typically selected as \( W = M(q) \). The full row rank\(^1 \) matrix \( Z(q) \in \mathbb{R}^{(n-m) \times n} \) spans the null space of the Jacobian matrix and satisfies \( J(q)Z(q)^{T} = 0 \). The \( Z(q) \) matrix can be obtained numerically by Singular Value Decomposition (SVD) of \( J(q) \) or analytically as described in [297], for example. The rates of \( H(q) \) due to the velocity of the main and auxiliary task can now be determined as follows

\[
\dot{H}(q) = \nabla H(q)J(q)^{W+} \dot{x},
\]

\[
\dot{H}_{\text{ns}}(q) = \nabla H(q)Z(q)^{T} v_{n}(q). \tag{6.18b}
\]

\(^1\)It is assumed that the Jacobian matrix is non-singular.
6.2 PERFORMANCE IMPROVEMENT OF AUXILIARY TASKS

Definitions of the Performance Criterion Error

Gradient Because the gradient $\nabla H(q)$ is usually available for null space control, one can use this quantity also for time scaling. When the gradient is large, the velocity shall be reduced while the robot shall resume to nominal speed when the gradient is close to zero (extremum). A similar approach was used in [289]. However, $\nabla H(q)$ does not reflect the actual null space capabilities since only locally constrained minimization of $H(q)$ is possible. Instead, the weighted gradient is considered [298]

$$h_n(q) = (Z(q)WZ(q)^T)^{-1}Z(q)(\nabla H(q))^T,$$

(6.19)

where $h_n(q) \in \mathbb{R}^{(n-m)}$ can be regarded as the gradient of $H(q)$ projected into minimal null space coordinates. In the sequel, it will be referred to as the minimal gradient. The error in performance criterion can now be defined as the magnitude of the minimal gradient

$$e_H = |h_n(q)|.$$  

(6.20)

Gradient and Hessian A problem of $|h_n(q)|$ is that its magnitude can be equally low near both a constrained local maximum and a minimum. Accordingly, the minimal gradient on its own is a relatively insufficient definition of the performance error unless augmented by information about the kind of extremum (minimum/maximum), i.e., the second-order derivative. Numerically, the derivative of the gradient can be obtained by

$$h_n(q)' = \frac{H(q_-) - 2H(q) + H(q_+)}{|q_+ - q_-|^2}.$$  

(6.21)

Here, the configurations $q_-$ and $q_+$ in the direction of the negative and positive gradient in the vicinity of the current robot configuration $q$ can be obtained by an Euler integration step

$$q_- = q - Z(q)^T h_n(q) \Delta t,$$

(6.22)

$$q_+ = q + Z(q)^T h_n(q) \Delta t,$$

(6.23)

where $\Delta t$ is a small step size. Having determined $h_n(q)'$, $\alpha$ is redesigned as

$$\alpha = \begin{cases} 
\alpha_{\text{min}} & \text{if } h_n(q)' < 0, \\
1 - (K_H e_H + K_H e_H) & \text{otherwise,}
\end{cases}$$

(6.24)

which means that the robot speed is limited to the minimum possible velocity if the current robot configuration is near a constrained local maximum in terms of the objective.

Difference Current and Desired Value of the Performance Criterion Since the range of the minimal gradient can be large, it may be challenging to tune the gain $K_H$ in (6.14). Furthermore, the gradient provides no clear information about the error in $H(q)$ itself. The difference

$$e_H = H(q) - H_d,$$

(6.25)

thus gives a more intuitive formulation of the null space performance error of the current value $H(q)$ and a desired value $H_d$. When selecting $H_d$, the kinematic self-motion
capabilities of the robot should be taken into account. If $H_d$ is selected arbitrarily, then it can occur that the goal is not reachable. If $\alpha = 0$ is allowed, the robot may stop its motion entirely because $e_H$ does not converge to zero. In this situation, task scaling or task transition schemes can relax constraints on the main task and resume operation. If it is required that the objective fulfills $H(q) \leq H_d$, then it should be considered to reformulate the task as a constraint [299].

To ensure that $H_d$ is feasible, it should be located on a reachable part of the self-motion manifold. For local null space optimization schemes, $H_d$ can be defined as the next local minimum in the direction of the negative gradient, which can be determined by iteratively integrating the null space velocity $\dot{q}_n(q) = -Z(q)^T h_n(q)$. In the optimization literature, many schemes exist to find such a minimum, e.g., via gradient descent. For the LWR, this was done in the previous section, for example. Having selected a feasible $H_d$, (6.25) represents a meaningful error in terms of the performance criterion. Accordingly, the time scaling parameterization should be more intuitive than one of the previous schemes.

### 6.2.3 Experiment

In order to validate the performance of the proposed time scaling schemes, an experiment with a 7-DOF LWR IV is conducted. The robot shall perform a pick and place task; the desired Cartesian end-effector trajectory is illustrated in Fig. 6.9, which is very similar to the one in the previous section. The motion sequence is $1 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 4 \rightarrow 3 \rightarrow 5$, the desired robot speed is $0.8 \text{ m/s}$. A Cartesian $SE(3)$ task is considered; thus, the robot has one redundant degree of freedom. The primary robot controller is a Cartesian impedance controller [4], the null space controller shall minimize the reflected robot mass $H(q) = m_u(q)$ in the direction of travel. The controller was implemented according to Sec. 6.1 and shall improve the robot’s collision safety. First, a nominal motion without a null space scheme or time scaling is performed. Then, the null space controller is activated, again without time scaling. Finally, the null space scheme is used in combination with all proposed time scaling methods. For all schemes, $\alpha_{\text{min}} = 0.3$ is selected in order to allow for a significant velocity decrease but to avoid a (temporary) complete stop of the system.

The experimental results are illustrated in Fig. 6.10. For the sake of brevity, only the results for three motion segments are depicted, namely $1 \rightarrow 2$ (left column), $1 \rightarrow 3$ (middle column), and $3 \rightarrow 4$ (right column). The results for the other motion segments are similar. The reflected mass is illustrated over the Cartesian end-effector position in the top row, represented by the path parameter $s \in [0, 1]$. For motions $1 \leftrightarrow 2$ and $3 \leftrightarrow 4$, $s$ corresponds to $25 \text{ cm}$ distance in $z_0$-direction, for $1 \leftrightarrow 3$ to $50 \text{ cm}$ in $y_0$-direction; see Fig. 6.9. The time scaling factor $\alpha$ over time is depicted in the middle row, and in the bottom row, the path parameter over time. This representation allows determining when and to what extent the robot speed is reduced and how much extra time is required to accomplish the task compared to the nominal motion. The nominal trajectory without null space scheme or time scaling is represented by a black line, null space control without time scaling by a gray line, null space control with time scaling based on gradient-based scheme, gradient and Hessian, and known local minimum $H_d(q)$ by a blue, red, and yellow line. The next local minimum in the direction of the negative gradient of $H(q)$ is represented by a green line.

Regarding the nominal motion (top row in Fig. 6.10) one can observe that the reflected
mass is generally higher\(^2\) when compared to the other schemes that employ the null space controller. However, during motion 1 \(\rightarrow\) 3, the nominal trajectory reaches a local minimum in reflected mass (at \(s \approx 0.4\) s) by coincidence. When the null space controller is used without any time scaling scheme, the reflected mass increases in all motion segments for the largest portion of the motion. This is due to the competing dynamics between the primary and the null space task. Given the relatively high end-effector velocity, the magnitude of \(\dot{H}_x(q)\) is typically larger than \(\dot{H}_{ns}(q)\). Due to the limited null space dynamics, the minimization of the reflected mass mainly takes place at the end of a motion segment, where the velocity of the end-effector becomes zero.

The introduction of a time scaling scheme clearly improves the performance of the null space scheme as the robot can reach a lower reflected mass throughout the trajectory. For the considered problem and trajectory, the time scaling law based on (6.25) has a relatively better ability to maintain the reflected mass closer to the minimum than the other schemes. The performance of the gradient-based and gradient and Hessian schemes are identical for all motion segments except for segment 3 \(\rightarrow\) 4\(^3\). The initial configuration in this segment is close to a local maximum in reflected mass, and therefore, the gradient itself does not give a proper indication about the error in reflected mass.

For motion 1 \(\rightarrow\) 2, the reflected mass is very close to the desired value (note the range of the \(y\)-axis in the top left figure) for all considered control schemes. This means that time scaling is only active for a short period; otherwise, the motion and final time remain unchanged; see the timely evolution of \(\alpha\) and \(s\) in the first column. For the motion segments 1 \(\rightarrow\) 3 and 3 \(\rightarrow\) 4, the velocity is being reduced for a larger period, which leads to a significant decrease in reflected mass, but in turn also to an increase in cycle time.

**Discussion**

The experimental results confirm that time scaling is a simple, yet effective method to improve the performance of auxiliary tasks. The influence of the time scaling scheme on the operational velocity depends on several factors. If the dynamics of the main task are

---

\(^2\)For motion 1 \(\rightarrow\) 2 the reflected mass is not illustrated because it is above the considered range.

\(^3\)In the top right plot in Fig. 6.10 (motion segment 3 \(\rightarrow\) 4), \(s\) is below zero at the beginning of the motion. Here, the robot moves \(\approx 2\) mm in the opposite direction due to imperfect null space projection and/or controller overshoot.
Fig. 6.10: Experimental results for a pick and place task on a LWR IV. The left column represents the motion $1 \rightarrow 2$, the middle column the motion $1 \rightarrow 3$, and the right column the motion $3 \rightarrow 4$; see Fig. 6.9. In the upper row, the reflected mass over the path parameter $s$ is depicted, in the middle row the time scaling factor $\alpha$ over time, and in the lower row the path parameter over time. Legend: $w \backslash \alpha$ NS, $w \backslash \alpha$ TS: nominal trajectory without null space control or time scaling (black); NS, $w \backslash \alpha$ TS: null space control without time scaling (gray); NS, \{TSG, TS_{GH}, TS_{Hd}\}: Null space control with gradient-based scheme, gradient and Hessian, and known local minimum $H_{ld}$, respectively (blue, red, yellow); $m_{u,d}$: desired local minimum in reflected mass (green). © 2019 IEEE [288].
slower than those of the auxiliary task, then the time scaling scheme will likely be inactive most of the time. If the main task is much faster than the auxiliary task, then the error in the performance index may lead to a significant velocity reduction for a large part of the trajectory. However, being able to speed up means that the method is generally superior to only scaling the robot velocity by a constant factor for the entire trajectory. The value of the minimum allowable scaling factor $\alpha_{\text{min}}$ can influence the system behavior significantly. Setting $\alpha_{\text{min}}$ to very low values may result in a “stop-and-go” like motion. If $\alpha_{\text{min}}$ is large, then the velocity decrease of the primary task can have a negligible benefit on null space task fulfillment.

6.2.4 Extension to Multiple Prioritized Tasks

In this section, the concept is extended to an arbitrary number of hierarchical auxiliary tasks. Given a task hierarchy with $r$ priority levels, each task $x_i(q) \in \mathbb{R}^{m_i \times n}$ is defined by the mapping $x_i = f_{k,i}(q)$ on a kinematic level and the mapping $\dot{x}_i = J_i(q)\dot{q}$ on a differential level with $J_i(q) = \frac{\partial f_{k,i}(q)}{\partial q}$. Furthermore, each task consists of minimizing the performance criterion $H_i(x_i)$ locally\(^4\). As before, the primary task is an end-effector positioning task, where the desired trajectory provided an interpolator is parameterized w.r.t. time. The problem is to design the time scaling factor such that the primary and the auxiliary tasks are synchronized while taking the task priority and performance of all $r - 1$ null space tasks into account.

Scaling Factor Design

The time scaling factor $\alpha$ is determined in two steps. First, $\alpha_i, i = 2, \ldots, r$ is designed for each task independently from the other tasks. Then, the scaling factors of each level are combined to an overall time scaling factor. For each task, the time scaling law

$$\alpha_i = 1 - (K_{H,i}e_{H,i} + K_{H,i}e_{H,i}),$$

is used, where $K_{H,i}$ and $K_{H,i}$ are positive scalars. The problem is now how to define $e_{H,i}$ and $e_{H,i}$ in a hierarchy consistent way. The original task space velocities $\dot{x}_i$ comprise couplings between the hierarchy levels and can thus not be used. Therefore, local null space velocities $v_i \in \mathbb{R}^{m_i}$ (introduced in [296,300]) are considered, which are given by

$$\begin{pmatrix} v_1 \\ \vdots \\ v_r \\ v \end{pmatrix} = \begin{pmatrix} J_1(q) \\ \vdots \\ J_r(q) \end{pmatrix} \dot{q}.$$  \hspace{1cm} (6.27)

Here, $J(q)$ is the hierarchy consistent Jacobian matrix [300]. The time derivative of $H_i(q)$ due to the influence of the primary task and the control action on level $i$ are given by

$$\dot{H}_{i,1}(q) = \frac{\partial H_i(q)}{\partial x_i}J_i(q)J_1(q)^{\text{W}}\dot{x}_1,$$ \hspace{1cm} (6.28a)

$$\dot{H}_{i,i}(q) = \frac{\partial H_i(q)}{\partial x_i}J_i(q)J_i(q)^{\text{W}}+v_i.$$ \hspace{1cm} (6.28b)

\(^4\)In the sequel, the dependency on $q$ and $x$ is omitted.
One can now systematically define the synchronization error on each level as

\[
e_{H,i} = \begin{cases} 
H_{i,1}(q) - H_{i,i}(q), & \text{if } \text{sign}(H_{i,1}(q)) \neq \text{sign}(H_{i,i}(q)) \\
0, & \text{otherwise}
\end{cases} \quad (6.29)
\]

which means that \( e_{H,i} \) is only relevant when the primary task has a negative influence on the null space task on level \( i \). The error \( e_{H,i} \) in performance criterion can be formulated in terms of any of the schemes proposed in Sec. 6.2.2. Here, the error is defined as \( e_{H,i} = H_i(q) - H_{i,d} \) with \( H_{i,d} \) being a constrained local minimum for task \( x_i \). To determine \( H_{i,d} \), one can define the minimal gradient on each level as

\[
h_{n,i}(q) = \bar{J}_i(q) W^{-1} J_i(q)^T \left( \frac{\partial H_i(x_i)}{\partial x_i} \right)^T,
\]

where the gradient of the objective (possibly defined in task space) is first mapped to configuration space using \( J_i(q)^T \); then \( W^{-1} \) compensates for the rotation of the gradient included in \( J_i(q) \) \[301\]. Finally, the gradient is mapped to local null space coordinates via \( \bar{J}_i(q) \). The null space velocity in the direction of the gradient can be obtained by \( \dot{q}_{n,i} = \bar{J}_i(q) W^{-1} h_{n,i}(q) \). Similar to the case of one degree of redundancy, one can now repeatedly integrate \( \dot{q}_{n,i} \) on all levels independently until the next constrained local minimum \( H_{i,d} \) is determined.

Having determined \( \alpha_i \) on all levels, the goal is now to combine them to the overall time scaling factor. One possible solution is to select the most conservative \( \alpha_i \) of all the hierarchy levels, i.e.,

\[
\alpha = \min(\alpha_i), \quad i = 2, \ldots, r.
\]

(6.31)

Alternatively, each \( \alpha_i \) can be weighted and combined as

\[
\alpha = \sum_{i=2}^{r} w_i \alpha_i.
\]

(6.32)

Here, \( w_i \) are non-negative weights which are selected such that \( \sum_{i=2}^{r} w_i = 1 \) and \( w_i > w_j, \forall i < j \). This means that a high priority task influences the robot speed more than a low priority task.

**Simulation Results**

In order to validate the hierarchical time scaling approach, simulations were carried out on the 4R DOF planar robot shown in Fig. 6.11 (left). Each link has 0.5 m length, a 0.5 kg point mass located at the link center. The initial configuration is \( q_0^T = [135, -90, -45, -45]^\circ \). The primary task is an \( x_0/y_0 \) linear Cartesian end-effector motion of 40 cm distance in negative \( y_0 \)-direction. For the considered task, the robot has two redundant DOF. The secondary task is to minimize the vertical distance \( p_{3,y} \), of the third joint to a horizontal plane located at \( y_0 = 0.5 \) m. The tertiary task minimizes the reflected mass perceived at the end-effector like in the previous experiment. The simulation results are illustrated in Fig. 6.11. Both auxiliary tasks converge to their local minimum \( (y_{3,d} \) on level two and \( m_{u,d} \) on level three), which shows that the definition of \( e_{H,i} \) is...
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Fig. 6.11: Time scaling in combination with hierarchical null space control: Simulation results for a planar 4R robot. The robot is illustrated in (a), where the vertical position of the third joint is \( p_T^3 = [p_{3,x}, p_{3,y}] \); the initial and desired Cartesian position are \( x_0 \) and \( x_d \), respectively. In (b) and (c), the results for level two (vertical position of the third joint) and level three (minimization of reflected mass) are depicted. The evolution of the time scaling factor is shown in (d). Legend: NS, w/o TS: nominal motion with null space control but without time scaling; NS, TSHd: null space control with time scaling; \( p_{3,y,d}, m_{u,d} \): Desired vertical position of second joint and reflected mass. © 2019 IEEE [288].

consistent in terms of the task prioritization framework. This ensures that time scaling is only enabled when possible to improve the performance index on level \( i \). When using time scaling, all auxiliary tasks achieve better performance and converge faster to the local minimum than without using time scaling.

6.3 Intuitively Interpretable Reconfiguration via Interactive Control

In practice, it often occurs that the joint configuration associated with an end-effector pose is unfavorable, which means that the (redundant) robot should be reconfigured kinematically. Four exemplary problems the author considers to be important are:

a) “Get out of my way!”

The robot obstructs movements of the human coworker, e.g., the human intends to grasp an object which is not reachable without reconfiguring the robot; see Fig. 6.12 a).

b) “Untwist yourself!”

The robot has an unfavorable configuration to execute a certain task. A different configuration would lead to better manipulability or reachability; see Fig. 6.12 b).

c) “Don’t touch the stuff!”

The robot is in the vicinity of persons or objects, which can lead to undesired, potentially dangerous collisions; see Fig. 6.12 c). By reconfiguring the robot, one can increase the distance to the persons/obstacles and reduce the hazard potential.

d) “Glue motion segments together!”

A task that consists of several motions shall be optimized, e.g., in terms of traveled distance; see Fig. 6.12 d). This can be achieved by modifying configurations in different motion segments.
It is either necessary or beneficial to kinematically reconfigure the robot in these cases while the end-effector position and orientation remain unchanged. Ideally, one would like to use verbal commands expressed in natural language (such as “Get out of my way!” in problem a)) to initiate the desired robot motion. Such intuitive actions need to be interpreted before the robot can carry out the desired motion [68, 69]. Alternatively, the robot may be guided manually using remote or haptic interfaces. For the latter problem, [303, 304] introduced a method to teach null space motions through a six-DOF teaching device or by directly touching and moving the links.

This thesis contributes to manual, interactive null space control for redundant robots, where the user can guide the robot via remote or haptic interfaces. Single-arm manipulators, in particular the LWR, are considered which may be mounted on a mobile platform and have (including platform) more DOF than necessary to fulfill a particular end-effector task. The dynamics of the fully actuated, holonomic robot can be expressed by the standard rigid body dynamics (5.54); cf. Chapter 2. Users are provided with an intuitive tool to kinematically reconfigure the robot, which can be integrated with only little effort. Typically, it is difficult to anticipate a null space motion, even when the movement is commanded on joint level. This work aims to generate predictable self-motions in the sense that the user knows in advance how the robot will move during reconfiguration. This turns the motion into an easily interpretable and safe robotic behavior. The approach employs joint-space constraints based on a selection of suitable coordinates to obtain null space projections that can be used with teaching devices or direct physical interaction. Practical examples for a seven-DOF LWR mounted on a one-DOF linear axis and a three-DOF mobile platform are given.

6.3.1 Related Work

There exist several ways to induce self-motions that solve the four practical problems mentioned above. Reconfiguration can be tackled on different levels of complexity and abstraction, ranging from pure manual control to verbal commands. The latter can be expressed in natural language and require no a-priori knowledge about robot kinematics or dynamics but must be translated and grounded accordingly. In the following, the considered robot dynamics are described first. Then, a brief overview of different ways to
command self-motions is given. Problem a) where the robot obstructs the human coworker is taken as an example. The goal is that the robots clears the path of the human by performing a null space motion. Afterwards, the related research of this work is reviewed.

**Metrics-Based Redundancy Resolution**

The classical approach to redundancy resolution in robotics is to formulate mathematical metrics which are to be optimized. One can regard the intuitive action “Get out of my way!” as a collision avoidance problem, i.e., a possible metric would be the minimum Cartesian distance between the robot structure and the human. Appropriate proprioceptive/exteroceptive sensing is required to evaluate this metric. The optimization then provides velocities or joint torques, which are projected onto the null space of the Jacobian matrix and subsequently added to the main task controller.

**Generating Robot Motions from Symbolic Action Specifications**

Instead of treating reconfiguration solely from a control point of view, the authors of [70, 71] aim at bridging the gap between the symbolic and the control layer. The idea is to define constraint-based movement specifications, which have representations in both the symbolic and the control domain. This enables the robot to reason about its actions, and it provides an interface that high-level planning algorithms can access. The approach proposed in [70,71] is briefly summarized as well as applied to problem a) in the following. The human posture, the environment’s geometry, and the robot posture are represented by so-called Geometric Features (GF) like points, lines, or planes, that are semantically annotated. The GF are linked by Feature Functions (FF), which can be the height or the distance between GF, for example. Using the FF, the spatial relation between the robot and objects can be expressed; two examples: “The robot is close to the human” or “The mobile platform is aligned with box A”. The sum of these relations is denoted Qualitative Robot Posture (QRP). It can be accessed by higher planning layers and used to command movements. The desired QRP can be translated into action by formulating so-called Movement Constraints, which relate a pair of GF and a FF to a desired evaluation value. These constraints enable a controller to execute robot motions. Concerning the obstacle avoidance problem, one can assign GF to robot links and the human and relevant objects in the environment. Distance linkages between these GF are then defined in terms of FF. The logic-based representation of the command “Get out of my way!” comprises the distances of the robot to the obstacles and the objective to maximize this distance. With this representation, the constraint set can be generated and forwarded to the controller, which executes the self-motion.

**Interactive Null Space Control**

In terms of interactive guidance, a method to intuitively teach redundant robots was proposed in [303,304]. The idea is to map desired Cartesian velocities to a reference frame attached to a certain joint through a six-DOF teaching device such as a SpaceMouse, which is now part of many industrial programming devices. The kinematic robot chain is virtually cut off at joint $i$. The relationship of the desired velocity $\dot{x}_{d,i} \in \mathbb{R}^6$ of the reference frame and the respective joint velocity can be described by

$$\dot{q}_{d,i} = J_i(q)^W \dot{x}_{d,i},$$  \hspace{1cm} (6.33)
where $\dot{q}_{d,i} \in \mathbb{R}^i$ is the desired joint velocity and $J_i(q)^W+ \in \mathbb{R}^{i \times m}$ is the weighted inverse of the body Jacobian matrix associated to joint $i$. This velocity is projected onto the null space of the Jacobian matrix and added to the main task velocity, which yields

$$\dot{q}_d = J(q)^W+ \dot{x}_d + (I - J(q)^W+ J(q)) \begin{pmatrix} \dot{q}_{d,i} \\ 0_{(n-i) \times 1} \end{pmatrix}. \quad (6.34)$$

To project the desired $\dot{q}_{d,i}$ onto the null space of $J(q)$, the classical Moore-Penrose pseudoinverse projector ($W = I$) was used in [303, 304]. In addition to using a six-DOF teaching device, the authors proposed using the estimated external torque of each joint as input for null space control. Then, touching the robot’s links would perform an evasive motion to minimize the external joint torques. In the following example, the resulting self-motion and the limitations of the approach are described.

Consider a seven-DOF LWR, which is mounted on an omnidirectional platform; see Fig. 6.13. The initial position of the mobile platform is $x_0 = y_0 = 0$ m, the robot platform shall move in positive Cartesian $y_0$-direction while keeping the same end-effector pose. When attaching the reference frame to the first LWR joint and commanding $\dot{x}_{d,i}^T = [0, \dot{y}_d, 0, 0, 0, 0]$ using (6.33), (6.34) with $\dot{x}_d = 0$, one obtains a self-motion that kinematically reconfigures the robot. However, it is generally not possible to move exactly in direction $\dot{x}_{d,i}$ (here: $y_0$-direction) with the selected pseudoinverse null space projector. This is because the projector minimizes the joint velocities but does not take any other constraints into account. This behavior is illustrated in Fig. 6.13, where it is shown that the robot also moves to some extent in the Cartesian $x_0$-direction. During the self-motion, the robot collides against the red obstacle located in the workspace.

Concerning this example, the goal of this work is (loosely speaking) to move the robot platform in $y_0$-direction only and not in $x_0$-direction. This avoids a collision with the obstacle and makes the motion predictable. Furthermore, the interaction interface shall be intuitive and the implementation straightforward. The approach to solving this problem is presented in the next section.
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6.3.2 Approach

The problem of generating intuitive and predictable internal motions is approached by selecting coordinates that allow interpreting the resulting self-motion when they are actuated or constrained. Based on this selection, null space projections are developed that incorporate joint space constraints that ensure the chosen coordinates always move in a coordinated fashion. For the sake of clarity, only static end-effector poses are considered, i.e., the task velocity is zero. The approach consists of seven steps:

Step 1 Identify and select interpretable joint coordinates
Step 2 Formulate joint-space constraints
Step 3 Incorporate constraints into the extended Jacobian matrix
Step 4 Derive the null space projection
Step 5 Integrate the null space projection into the control law
Step 6 Select the teaching interface
Step 7 Assign the null space projection(s) and actuated joints to the user interface

In the following, these steps are described in detail.

Interpretable Subset of Joint Coordinates (Step 1 and 2)

Firstly, the user needs to determine those joint coordinates \( q_c \subset q \), respectively a combination of these, that allow the user to anticipate the resulting null space motion when actuated and/or constrained. The selected coordinates should be suitable to represent the null space motion, i.e., they should (locally) strictly increase/decrease over the self-motion. For (holonomic) mobile robots, consisting of a platform and a manipulator with at least six DOF, all platform coordinates can be part of \( q_c \). Concerning the manipulator, only the LWR is considered in this work. The LWR self-motion is governed by a rotation of the elbow when the Jacobian matrix is non-singular; cf. Sec. 6.1. The position of joints 3 and 5 strictly increases over the elbow rotation. The generalization to other kinematics is subject to future research.

Incorporation of Constraints via the Extended Jacobian Matrix (Step 3)

Having selected \( q_c \), the next step is to formulate constraints for the auxiliary tasks. A constraint may comprise several joints or a single joint only. The latter case infers that the motion of the respective joint is blocked. The well-known extended Jacobian matrix \( J_e(q) \) is used to incorporate the joint-space constraints, where one can add up to \( r \leq n - m \) independent constraints to the original end-effector task [198, 199]; cf. Sec. 2.3. Typically, \( n - m \) constraints are considered such that \( J_e(q) \) becomes invertible [198]. However, in this situation, no null space can be exploited to generate self-motions. Since we want to perform null space motions, we can consider at most \( r \leq n - m - 1 \) joint-space constraints. The kernel of the extended Jacobian matrix then fulfills

\[
J_e(q) \ker(J_e(q)) = 0.
\]
When rewriting the previous equation as
\[
\begin{pmatrix}
J(q) \ker(J_e(q)) \\
\frac{\partial h(q)}{\partial q} \ker(J_e(q))
\end{pmatrix} = 0,
\]
(6.36)
one can see that the kernel of the extended Jacobian matrix is a subspace of the task Jacobian matrix null space, i.e., \( \ker(J_e(q)) \subset \ker(J(q)) \).

### Null Space Projection and Control (Step 4 and 5)

To project joint velocities onto the null space of the Jacobian matrix while fulfilling the constraint \( h(q) \), one can use the projector
\[
N_{vel}(q) = I - J_e(q)^{W+} J_e(q),
\]
(6.37)
for velocity control and
\[
N_{tor}(q) = I - J_e(q)^T (J_e(q)^{W+})^T,
\]
(6.38)
for joint torque control. Here, \( J_e(q)^{W+} \) is the weighted, generalized inverse of the extended Jacobian matrix. Projectors (6.37) and (6.38) are identical if \( W = I \). In the sequel, the projector (6.38) is mainly considered (without loss of generality). In [305], it was shown that the projection can also be calculated using the kernel of the (extended) Jacobian matrix. From singular value decomposition (SVD) of \( J(q) \) one obtains the orthonormal matrix \( V(q) = [V_1(q) | V_2(q)] \), where \( V_1(q) \) and \( V_2(q) \) constitute the orthonormal bases of the range space of \( J(q)^T \) and the null space of \( J(q) \), respectively. The projection matrix can be expressed as
\[
N_{tor}(q) = I - J_e(q)^T (J_e(q)^{W+})^T
= W^T V_2(q)^T \left( V_2(q) W^T V_2(q)^T \right)^{-1} V_2(q).
\]
(6.39a)
(6.39b)

To execute a desired motion, the CLIK control law
\[
\dot{q} = J(q)^{W+} K (x_d - x) + N_{vel}(q) \dot{q}_d,
\]
(6.40)
can be used when differential kinematics are considered [282]. Here, \( x_d \) is the desired Cartesian end-effector pose, and \( K \) is the proportional gain matrix in the correction term. The vector \( \dot{q}_d \) includes the desired velocities of coordinates \( q_c \) while the other entries are zero. In joint torque control, one can add a null space torque to the control variable of the primary controller, i.e.,
\[
\tau = \tau_{prim} + N_{tor}(q) \tau_{ns,d}.
\]
(6.41)
Here, \( \tau_{prim} \) is the torque of the primary control law, e.g., an impedance controller that achieves a desired stiffness and damping in either joint or Cartesian space [4]. Gravity compensation is included in this term. The desired null space torque denoted by \( \tau_{ns,d} \) is projected onto the null space of the Jacobian matrix.
Remark: Blocking Joint Movements  If the movement of a joint $q_j$ shall be blocked, one can modify the columns of the Jacobian matrix instead of adding the extra row

$$h_i(q) = [0, \ldots, q_j, \ldots, 0].$$  (6.42)

Let $z$ be a vector that contains the indices of the joints that shall be blocked. Now the columns of the Jacobian matrix with all indices contained in $z$ are replaced by zero column vectors. This yields the modified Jacobian matrix $J_{\setminus z}(q)$; the null space projector is given by

$$N_{tor}(q) = I_{\setminus z} - J_{\setminus z}(q)^T \left( J_{\setminus z}(q) W^+ \right)^T,$$  (6.43)

where $I_{\setminus z}$ is formed by replacing the entries $I_{z_i, z_i}$ of the identity matrix by zeros.

Teaching Interfaces (Step 6 and 7)

To set the joint constraints and command desired joint velocities, positions, or torques, one can use a remote teaching device or a haptic interface, typically the robot itself. In [303], a six-DOF SpaceMouse was used to command the Cartesian velocity (translational and angular) of a reference frame that is associated with a particular joint. The resulting joint velocity was then projected onto the null space of the Jacobian matrix. This approach can be extended by introducing joint-space constraints to the null space projection (6.34); the interaction would otherwise remain the same. Instead of commanding the desired Cartesian velocity of a reference frame, the teaching device can also be used for joint-space control. Specific (combinations of) joints and/or constraints can be assigned to the controller axes. When commanding positive/negative values in the respective direction, the robot would move back and forth along the constraint. For example, the three-DOF platform described in Section 6.3.3 has two translational coordinates $q_x$ and $q_y$, which enable the robot to move in $x_0$- and $y_0$-direction, respectively. The input from a gampad’s analog stick could define the desired angle between both coordinates, for example.

A popular alternative to remote-programming devices is the physical interaction with the robot itself, as collaborative robots like the LWR have rich sensing capabilities. Also here, one can distinguish between joint-space and Cartesian space interaction. For example, in [304], the links were touched directly to initiate evasive self-motions of the robot. For this, the robot must be capable of estimating external joint torques. Especially for mobile platforms, which usually have a velocity interface and not a torque interface, this interaction is often impossible. Furthermore, even if external joint torques can be measured or estimated, it can occur that some links are not in the reach of the human, which means that the joint cannot be moved manually.

A well-established method to interact with torque-controlled robots is to use haptic gestures at the end-effector, i.e., to push the robot in Cartesian $x_0$-, $y_0$-, and $z_0$-direction and interpret the signals [102, 306–308]. The end-effector can either be equipped with a force-torque sensor or the external forces $\tau_{ext}$ are estimated through a collision detection scheme [104]. With

$$0 \hat{F}_{ext} = \begin{pmatrix} x_0 f_{ext} \\ y_0 f_{ext} \\ z_0 f_{ext} \\ 0 N_{ext} \end{pmatrix} = 0 J(q)^{\#}_{EE}^T \hat{\tau}_{ext},$$  (6.44)
one obtains the estimated external forces at the end-effector, where $0\hat{\mathbf{f}}_{\text{ext}}$ is the estimated external wrench in world coordinates; $x_0\hat{\mathbf{f}}_{\text{ext}}$, $y_0\hat{\mathbf{f}}_{\text{ext}}$, and $z_0\hat{\mathbf{f}}_{\text{ext}}$ the external force in Cartesian $x_0$-, $y_0$-, and $z_0$-direction, respectively. The external torque is $0\hat{\mathbf{N}}_{\text{ext}}, 0\mathbf{J}(\mathbf{q})_E^\#$ is an arbitrary pseudoinverse of the Jacobian matrix associated with the end-effector, and $\mathbf{\tau}_{\text{ext}}$ are the estimated external joint torques. Similar to the control with a SpaceMouse, a specific constraint can be assigned to each Cartesian direction. Alternatively, it is possible to implement an interactive menu to switch between constraints.

### 6.3.3 Applications

In this section, two practical examples are provided that demonstrate the approach.

**Lightweight Robot Mounted on Linear Axis**

The first system consists of a linear axis and a seven-DOF LWR. The generalized coordinates are $\mathbf{q}^T = [q_x, q_1, q_2, q_3, q_4, q_5, q_6, q_7]$, where $q_x$ is the position of the linear axis and $q_i$, $i = 1, \ldots, 7$ are the LWR positions. The robot is depicted in Fig. 6.14. It has eight DOF, of which two can be used for null space motions when the end-effector position and orientation (six-DOF task) remain constant. Cartesian impedance control is used, where the position-controlled linear axis has an admittance interface [4, 190]. For interactive null space control, $\mathbf{N}_c = \left[n_{x}, n_{2} \right]$ is selected, i.e., the position of the platform and the 3rd rotational LWR joint, which represents the elbow configuration. The goal is to decouple the null space motions of the linear axis and the LWR. For this, two null space projectors are required. The first projector shall block the motion of the linear axis while the manipulator moves passively. The second projector shall maximize the velocity of the linear axis while the manipulator is reconfigured. The second projector is finally given by extending the task Jacobian matrix by the constraint $\partial h(\mathbf{q})/\partial \mathbf{q} = [1, 0, 0, 0, 0, 0, 0, 0]$. Using the inertia-weighted pseudoinverse $\mathbf{J}_c(\mathbf{q})^{M^+}$, we get the projection matrix

$$
\mathbf{N}_{\text{tor},1}(\mathbf{q}) = \mathbf{I} - \mathbf{J}_c(\mathbf{q})^T \left(\mathbf{J}_c(\mathbf{q})^{M^+}\right)^T .
$$

(6.45)

The null space vector associated to this projection has the form

$$
\mathbf{w}(\mathbf{q}) = [0 \ast \cdots \ast]^T \in \text{ker}(\mathbf{J}(\mathbf{q})).
$$

(6.46)

With the first entry being zero, it is ensured that the linear axis does not move. According to (6.39), the first projection matrix can also be calculated using $\mathbf{w}(\mathbf{q})$, namely

$$
\mathbf{N}_{\text{tor},1}(\mathbf{q}) = \mathbf{M}(\mathbf{q})\mathbf{w}(\mathbf{q}) \left(\mathbf{w}(\mathbf{q})^T \mathbf{M}(\mathbf{q})\mathbf{w}(\mathbf{q})\right)^{-1} \mathbf{w}(\mathbf{q})^T .
$$

(6.47)

In order to determine the second projection matrix, we can make use of the results in Sec. 6.1.5. It was shown that $\mathbf{w}(\mathbf{q})$ and the vector $\mathbf{w}_\perp(\mathbf{q})$ that is orthogonal to $\mathbf{w}(\mathbf{q})$ span the null space of the (non-singular) Jacobian matrix. The perpendicular vector is given by (cf. Sec. 6.1.5)

$$
\mathbf{w}_\perp(\mathbf{q}) = v_{21}(\mathbf{q}) - \frac{\langle v_{21}(\mathbf{q}), \mathbf{w}(\mathbf{q}) \rangle}{\langle \mathbf{w}(\mathbf{q}), \mathbf{w}(\mathbf{q}) \rangle} \mathbf{w}(\mathbf{q}),
$$

(6.48)

where $\langle \cdot, \cdot \rangle$ denotes the dot product. The second projector is finally given by

$$
\mathbf{N}_{\text{tor},2}(\mathbf{q}) = \mathbf{M}(\mathbf{q})\mathbf{w}_\perp(\mathbf{q}) \left(\mathbf{w}_\perp(\mathbf{q})^T \mathbf{M}(\mathbf{q})\mathbf{w}_\perp(\mathbf{q})\right)^{-1} \mathbf{w}_\perp(\mathbf{q})^T .
$$

(6.49)
Reconfiguration Through Haptic Gestures  In the following, haptic gestures are used to intuitively reconfigure the robot via self-motions. One should be able to move the
linear axis and elbow of the LWR by simply pushing the robot at the end-effector. The translation of the linear axis shall be proportional to a force in Cartesian $y_0$-direction, the rotation of the elbow proportional to a force in $x_0$-direction; see Fig. 6.14. The null space motion shall not affect the execution of the main task, i.e., the end-effector pose and impedance. A torque-based null space strategy shall be added to the impedance control framework to ensure a compliant robot behavior at any time. A torque-based control law that incorporates the projectors (6.45) and (6.49) is given by

$$\tau_{ns,d} = \mathbb{N}_{\text{tor},1}(q) \begin{pmatrix} 0 \\ 0 \\ 0 \\ \vdots \\ 0 \end{pmatrix} + \mathbb{N}_{\text{tor},2}(q) \begin{pmatrix} k_3 (\dot{q}_{3,d} - \dot{q}_3) \\ 0 \\ \vdots \\ 0 \end{pmatrix}, \quad (6.50)$$

where $k_3$ and $k_x$ are gains for the 3rd robot joint and the linear axis, and $\tau_{ns,d}$ is the null space joint torque that is added to the Cartesian impedance control action. The first term in the previous equation achieves a rotation of the LWR’s elbow while the position of the linear axis remains constant. The second term maximizes the velocity of the linear axis while the lightweight arm moves passively. To sense external Cartesian forces, the estimated external joint torques are employed that are described in the previous section, c.f. (6.44). The desired velocities in (6.50) are replaced by

$$\dot{q}_{x,d} = \begin{cases} 0, & |y_0 \hat{f}_{\text{ext}}| < \epsilon_{y_0} \\ k_{f,x} \left( y_0 \hat{f}_{\text{ext}} - \text{sign}(y_0 \hat{f}_{\text{ext}}) \epsilon_{y_0} \right), & \text{otherwise} \end{cases}, \quad (6.51)$$

$$\dot{q}_{3,d} = \begin{cases} 0, & |x_0 \hat{f}_{\text{ext}}| < \epsilon_{x_0} \\ k_{f,3} \left( x_0 \hat{f}_{\text{ext}} - \text{sign}(x_0 \hat{f}_{\text{ext}}) \epsilon_{x_0} \right), & \text{otherwise} \end{cases}, \quad (6.52)$$

where $\epsilon_{y_0}$ and $\epsilon_{x_0}$ are force thresholds in $y_0$- and $x_0$-direction, respectively. The gains for the linear axis and the 3rd LWR joint are denoted by $k_{f,x}$ and $k_{f,3}$.

**Experimental Results** Control law (6.50) in combination with (6.51) and (6.52) was implemented on the real eight-DOF system. The experimental results are depicted in Fig. 6.15. In the upper figure, a force in $y_0$-direction induces a linear axis motion while the elbow, represented by the position of the 3rd LWR joint, moves passively. By coincidence, $q_3$ almost remains constant in this experiment. In the lower figure, the elbow moves when an external force in $x_0$-direction is exerted, while the linear axis is (almost) at rest. The recorded data shows that the reconfiguration can be performed effectively and intuitively. It is possible to switch from interactive null space control to normal operation seamlessly.

**Lightweight Robot mounted on Omnidirectional Platform**

Next, a ten-DOF robotic system consisting of a LWR and a three-DOF omnidirectional platform is simulated. The generalized coordinates are $q^T = [q_x, q_y, q_\alpha, q_1, q_2, q_3, q_4, q_5, q_6, q_7]$, where $q_x$, $q_y$ are the two translational coordinates of the platform and $q_\alpha$ represents the angle about the vertical axis. The variables $q_i$,
6.3 INTERACTIVE RECONFIGURATION

Fig. 6.16: Reconfiguration of a mobile platform in \( y_0 \)-direction with fixed platform rotation: Comparison between Moore-Penrose pseudoinverse projection (a) and the projection proposed in this work (b). © 2017 IEEE [302].

\( i = 1, \ldots, 7 \) are the positions of LWR. In practice, it is beneficial to change the position and orientation of the mobile platform and the angle of the manipulator’s elbow while keeping the end-effector pose. Relevant cases for reconfiguration are

1) translational motion of the platform in Cartesian \( x_0/y_0 \)-direction with fixed/free platform rotation,

2) rotation of the platform with fixed \( x_0/y_0 \)-position, and

3) rotation of the manipulator elbow with fixed platform position and orientation.

For interactive control, \( \mathbf{q}^T_c = [q_x, q_y, q_\alpha, q_3] \) is selected, i.e., the third manipulator joint (robot elbow) and all platform coordinates. The latter can be controlled independently when the target frame is located in the robot’s workspace because the seven-DOF manipulator can compensate for the platform motion. For translational platform movements in \( x_0/y_0 \)-direction, which correspond to motions of \( q_x/q_y \), the angle \( \beta \) between both coordinates is defined. The constraint for the extended Jacobian matrix is

\[
\frac{\partial h(q)}{\partial q} = \begin{bmatrix} \sin \beta & -\cos \beta & 0 & 0 & 0 & 0 & 0 & 0 & 0 \end{bmatrix}.
\] (6.53)

For motions in \( x_0 \)-direction only, \( \beta = 0^\circ \) is selected, for movements in \( y_0 \)-direction \( \beta = 90^\circ \). For each case with the corresponding constraints and extended Jacobian matrix, a separate null space projection is defined.

Simulation results are provided in Fig. 6.16 and Fig. 6.17, where cases 1–3 are exemplified. In the first figure, the resulting trajectory using the proposed projection is compared to the Moore-Penrose pseudoinverse solution (6.34). The proposed method respects the constraint, which makes the movement interpretable to the user. Furthermore, a collision with the obstacle located in the robot workspace is avoided; the trajectory obtained by the Moore-Penrose pseudoinverse solution collides with the object, c.f. Sec. 6.3.1. To parameterize the constraints and command desired velocities, both haptic and remote teaching interfaces can be used as described in Sec. 6.3.2. The implementation on a real system like the KUKA omniRob and the extension to non-holonomic systems (cf. Chapter 2) is subject to future work.
6.4 Summary

In this work, the performance and safety in HRI were improved by combining the well-established Safe Motion Unit with a reactive redundancy resolution scheme that simultaneously minimizes the robot reflected mass in the direction of movement. A reduction in reflected mass allows the robot to travel at higher speeds while simultaneously ensuring human biomechanical safety constraints. For the LWR, minima and maxima in reflected mass were determined for static end-effector poses. Then, a real-time capable local minimization scheme was proposed that provides a desired joint torque based on an attractive field spanned between the current joint position and the position associated with a (local) minimum in reflected mass. The combination of the nullspace scheme and SMU was validated experimentally, and the advantages and limitations of the approach were discussed. Furthermore, it was investigated how the trajectory of the robot’s primary task can be relaxed via time scaling such that the performance of one or multiple auxiliary null space task(s) in minimizing a performance/safety criterion can be improved. By temporarily limiting the velocity of the main task based on a suitable error in the performance index, the null space tasks are given more time to achieve their objectives. The proposed schemes can be implemented with minimal effort and leave the existing primary and null space controller unchanged. The methods were validated experimentally on an LWR. The concept was extended to the general case of multiple prioritized task control and validated in simulation using a 4R planar robot. It was shown that time scaling is a simple yet effective method to improve the task achievement of the auxiliary tasks at the cost of some extra cycle time. The developed method is an efficient alternative to existing task transition or priority switching schemes, as the geometric description of the main task remains unchanged. However, such schemes may also be combined with time scaling. Finally, null space interaction patterns were developed that are intuitively interpretable to the robot user and straightforward to implement. The well-known extended Jacobian matrix was used to formulate null space projections that incorporate joint-space constraints for interactive guidance of the robot. It was shown how these could be integrated into remote or haptic teaching interfaces, and two practical examples validated the approach.
Conclusion

7.1 Summary

In this thesis, the global safety characteristics of rigid and intrinsically elastic manipulators as well as mobile robots were investigated, which are essential for understanding and minimizing the hazard potential in human-robot interaction. Controllers for realizing safe and efficient motions were developed, validated, and compared in simulations and experiments. The main contributions to state of the art are described in the following, organized by chapter. Table 7.1 provides an overview how the research questions posed in Sec. 1.1 map to the chapters.

Chapter 3  The Safety Map framework was introduced, which serves as a unified representation of global robot safety performance and human injury data. It provides the designer with clear and quantitative information about the robot’s safety and can guide the hardware development process. Furthermore, it can be utilized as a cost map for path planning and interaction control. Together with the Safe Motion Unit (SMU) proposed in [12], which locally ensures biomechanically safe velocities via control, a hierarchical tool stack was assembled that

• provides a biomechanics-based safety assessment for robot design, planning, and control,

• can use all available simulation and experimental injury data,

• is data-driven, model-independent, and interpretation-free,

• applicable to arbitrary robots, and

• compatible with existing standards.

The Safety Map was applied to rigid and elastic joint manipulators (KUKA LWR, Unimate PUMA, Franka Emika Panda, and DLR David) and mobile manipulators consisting of a platform and a Franka Emika Panda. This allowed quantitatively comparing the safety
CHAPTER 7 CONCLUSION

Tab. 7.1: Evaluation of the research questions posed in Sec. 1.1.

<table>
<thead>
<tr>
<th>Research question</th>
<th>Chapter</th>
<th>Answered?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1 How can entire robot designs be related to available human injury data and safety thresholds to assess the robot’s safety characteristics on a global or task-dependent scale?</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Q2 How can safe and efficient trajectories be generated for collaborative applications provided the global characterization of a robot’s impact dynamics, the shared workspace, and safety thresholds?</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Q3 How much operational speed can robots with multiple intrinsically elastic joints achieve compared to rigid joint robots, and how can the speed gain be computed efficiently?</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Q4 What are the global safety properties of robots with intrinsically elastic joints, and how do elastic and rigid joint robots compare in terms of safety?</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>Q5 How can undesired vibrations in robots with intrinsic joint elasticity be suppressed via simple but effective control schemes?</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>Q6 How can the kinematics of redundant robots be exploited to maximize the task velocity while ensuring safety simultaneously?</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>Q7 How can the user kinematically reconfigure a redundant robot intuitively and interactively?</td>
<td>6</td>
<td></td>
</tr>
</tbody>
</table>

performance of different robot types in the same framework and also linking collision safety to other performance metrics, particularly the robot’s reachability. The robot representations were related to human biomechanics injury data, which was classified, validated, and processed during a thorough biomechanics literature survey. Examples demonstrated how the Safety Map can be used for safety assessment in particular tasks, how risk reduction measures could be taken, and how safe, time-optimal trajectories could be generated. Furthermore, within the scope of a collaboration with an industrial partner, it was shown how injury data could be generated targeted to the risk assessment and reduction of a real-world application. Several results and insights gained in this thesis were communicated to and acknowledged by robot safety standardization committees. To the best of the author’s knowledge, the presented framework is the first global dynamic and exact safety analysis tool for robot manipulators. It may drive the development of safety algorithms and standardization forward and lead to significant changes in how human-friendly robots are designed in the future.

Chapter 4  In order to assess both the safety properties and the maximum performance of a robot, it is necessary to determine the achievable Cartesian velocities. It is well known that elastic joint robots can outperform their rigid counterparts in peak velocity and energy efficiency by systematically exploiting the spring’s energy storage and release mechanisms. In Chapter 4, the achievable speed gain was analyzed for gravity-free elastic joint robots while taking the motor velocity and elastic energy bounds into account, the two most
important real-world constraints besides limited motor torque. In the 1-DOF case, the influence of system parameters on maximum speed and the time-optimal trajectory were derived. For multiple-joint systems, a computationally inexpensive but reasonably accurate estimation of the maximum achievable Cartesian endpoint velocities was developed and verified with the optimal control solution and previous ball throwing experiments conducted in [8]. The developed methods give the robot designer valuable insight into how the springs and motors should be dimensioned to achieve the desired dynamic performance, particularly for realizing explosive motions such as throwing.

Chapter 5  
One problem concerning intrinsically elastic robots is to excite targeted cyclic and high-speed motions; the other is to dampen these systems if undesired vibrations occur. Elastic joint robots are inherently oscillatory because the physical damping is typically very low. In Chapter 5, existing and new vibration suppression control schemes were described and compared in terms of performance and passivity. The controllers were implemented on DLR David and tested - many of them for the very first time - in two benchmark tests, namely an emergency stop and a ball impact experiment. Impact response metrics were proposed to quantitatively compare the controller performance and the robot’s ability to absorb impacts. The proposed methods and results enable researchers and practitioners to select suitable system design parameters and control schemes to effectively suppress undesired vibrations in their robots.

Chapter 6  
Three redundancy resolution schemes were developed that improve the system performance. First, a control scheme was proposed that locally minimizes the effective mass in the direction of travel via self-motions. Reducing the reflected mass showed that a velocity reduction imposed by the SMU used as the core safety unit could be avoided. This resulted in fast yet safe trajectories. Second, a time scaling-based controller was proposed that temporarily relaxes the main task to improve the task achievement of the auxiliary tasks at the cost of some extra cycle time. It was demonstrated that the developed method is an efficient alternative to existing task transition or priority switching schemes, as the geometric description of the main task and the controller structure remain unchanged. Third, interaction patterns were developed that enable reconfiguring the robot via self-motions. These patterns are intuitively interpretable to the robot user and straightforward to implement. It was shown how these could be integrated into remote and haptic teaching interfaces, and practical examples demonstrated the proposed methods.

7.2 Future Work

As summarized in Tab. 7.1, most of the posed research questions could be answered adequately. Further research is required especially for safe, time-optimal trajectory planning (Q2), since the concept proposed in this thesis was only validated in a basic simulation. Possible future work in this direction and other interesting directions of research are described next.

Safety in pHRI  
In the context of safety, this work elaborated how the robot kinematic and dynamic properties and the human injury data can be processed towards the Safety Map. Basic examples were provided that showed how safety could be opti-
mized via mechanical design changes and trajectory planning. The next step would be to integrate the Safety Map into the (possibly automatic) robot design process, in which the mechanism and electronics are optimized w.r.t. safety and other performance criteria; cf. [60–62]. Considering the robot deployment in real pHRI applications, future work could address the optimal placement of the robot w.r.t. task requirements, dexterity, performance, and safety criteria by combining the Safety Map, reachability map, and possibly further tools [233, 309]. This thesis showed for a basic robot how the Safety Map could be utilized to generate safe, time-optimal motions. The concept should be pursued in future work and extended to collaborative and tactile robots with six or more joints. The tool would be of great value to the industry because it allows planning safe trajectories based on the safety thresholds given in the standards and provides information about the shortest possible cycle time. The Safety Map is based on the well-established reflected mass model proposed in [181] and the SMU introduced in [12]. In practice, the effective mass is usually lower due to structural elasticities in the robot joints and links. The calculated reflected mass is thus more conservative than the actual effective mass. Future work could consider the replacement of the theoretical effective mass with the one measured in a suitable collision experiment. First results in this direction are reported in [244,310,311]. In [12] and this thesis, it was explained that data-driven safety schemes have several conceptual advantages over model-based safety ratings, which cannot fully capture the complex human injury biomechanics. However, model-based approaches technically require no collision data and can be conveniently employed in control schemes, making them appealing to many engineers. Also the current standardization efforts in the ISO/DIS 10218-2 rely on a simplified collision model instead of a more reliable and realistic data-driven approach. In order to exploit the full potential of the proposed data-driven tool stack, a substantial amount of collision data is still to be collected, which requires several years of fundamental biomechanics research. In the author’s opinion, this should not be regarded as a weakness of the data-driven approach over model-based approaches but as a basic necessity to making robots truly aware of human safety.

Intrinsically Elastic Joint Robots: Achievable Speed Gain and Generation of Explosive Motions  Previous work and this thesis have shown that elastic joint robots can achieve much higher operational speeds than their rigid counterparts. However, it has been challenging to generate suitable excitation trajectories for coordinated explosive motions. The computation is typically done with optimal control methods, which are time-consuming, difficult to parameterize, and particularly for multiple-joint robots, prone to local minima. One approach to generating explosive motions that are accessible in real-time is to use the estimation of the maximum achievable velocity proposed in Chapter 4 either as a constraint or as an initial guess for the optimal control solver to speed up the computation of the trajectories; cf. Sec. 4.2. Then, one could generalize the trajectories with the approach proposed in [175] that encodes sample trajectories into a Dynamic Movement Primitive (DMP) system. The DMP system can reconstruct learned trajectories and extrapolate to other tasks with near-optimal performance. In this endeavor, the speed gain approximation in elastic robots requires verification also for systems with more than three DOF. The second approach would be gaining further insight into the excitation of nonlinear normal modes in elastic joint robots and deducing motion generators/controllers from this knowledge [161,163,164]. Finally, the methods proposed in this work assume that the motors in elastic joint robots can reach desired velocities instantaneously. This means
it is assumed that enough motor torque is always available to compensate the elastic joint torque and accelerate the motor shaft. The optimal control trajectories for the real-world throwing experiments conducted in [8] were generated based on the same assumption and yielded good results; however, an intermediate PD motor position controller was required. Future work could consider the extension of the methods from velocity to torque input, which would resemble the system dynamics more realistically, but also imply higher model complexity.

**Intrinsically Elastic Joint Robots: Vibration Suppression and Impact Absorption**

A decoupling-based control framework for suppressing undesired oscillations was proposed in Chapter 5. By assuming braking is a rather local behavior, the controller linearizes and then decouples the system dynamics and control region such that SISO control is made possible in modal space. The eigenvalue decomposition and the optimization-based control region decoupling are computationally rather costly. A problem to be tackled in future research is to reduce the computational complexity of the optimization algorithm used for the simultaneous decoupling of system dynamics and control region. Similar problems are addressed in computational geometry, e.g., the maximum empty rectangle problem [265, 266]. Another future research direction would be the excitation of the inherently nonlinear oscillation modes instead of linearizing the system along the trajectory [162, 163]. In Chapter 5, impact absorption metrics were proposed and evaluated in two experiments to compare different control schemes in terms of their ability to suppress undesired vibrations. In future research, one could extend the metrics proposed for elastic joint robots and apply them to other robot types. This includes identifying relevant impact scenarios and defining benchmark experiments similar to those proposed in this work. Such an analysis allows to quantitatively assess and optimize the impact shock absorption performance of robot systems. For humanoid robots, which are often prone to damage in case of a fall, some research in this direction has been done already [312, 313].

**Null Space Control for Safe and Efficient pHRI**

The reflected mass minimization scheme proposed in Chapter 6 was so far only tested for one point of interest on the robot structure. Future work should consider multiple ones, possibly located on different links. Furthermore, it should be considered to activate the nullspace scheme only if the SMU would reduce velocity rather than always keeping the controller activated, which can have disadvantages due to the local nature of the method. Typically, the SMU is activated when the human enters the shared workspace. Use is made of the conservative assumption that a collision could occur at any time. While ensuring safety using the SMU as the core unit, performance could be further increased by taking more information about the human and the robot into account, e.g., the current velocity and direction of motion, the human’s intention, and the human and robot dynamic properties. For this, additional sensors and models are required [88, 95, 96, 96, 98]. Finally, the SMU is still to be verified in practice by performing collision experiments with a robot and human/animal soft tissue. The time scaling scheme for improving the performance of auxiliary tasks was validated for one redundant DOF experimentally and for two DOF in simulation. Future research could address the stability proof of the method. Work in this direction was recently done in [314]. Furthermore, one could monitor the time lost due to time scaling during task execution. With this information, one can decide when the trajectory should resume to nominal speed to meet the cycle time requirement.
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