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Abstract

While Convolutional Neural Networks (CNNs) are a prominent class of machine learning
models that are mainly applied to analyze visual imagery, Recurrent Neural Networks (RNNs)
and the cutting-edge Attention Networks, Transformer Networks are another significant
class of machine learning models that are mainly applied to deal with Natural Language
Processing problems (NLP). Training these networks requires vast computing resources: due
to a large amount of training data and due to the many training iterations. To speed up
learning by reducing the necessary number of iterations to convergence, many specialized
algorithms have been developed. First-order methods (using just the gradient) are the most
popular, but second-order algorithms (using Hessian information) are gaining importance.

We have a second-order optimizer called Newton-CG that has already shown speed-up
and accuracy benefits compared with first-order optimizers for image classification problems
in Mihai Zorca’s bachelor thesis [1]. In this thesis, we continue the comparison between
Newton-CG and first-order optimizers, but we focus on NLP problems or Sentiment Analysis
problems more specifically. We implemented two models: One is RNN based and the other
is Self-Attention based. We trained these two models using Newton-CG optimizer and
other first-order optimizers and recorded their loss and accuracy. We also tried to improve
Newton-CG’s performance by using Adam to pretrain.

In contrast, the performance of Newton-CG on sentiment analysis is not as good as on
image classification. The performance of Newton-CG on the RNN model is very unstable,
and the accuracy is only higher than that of SGD. On the Attention model, the performance
of Newton-CG is more stable and the accuracy is higher.
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1 Introduction

Neural Networks are highly flexible and powerful models. Given enough hidden units,
they can approximate any continuous, real-valued function [2]. Recurrent Neural Networks
(RNNs) and Attention Networks are specialized models, well suited for Natural Language
Processing (NLP) tasks.

Training these models is a big challenge in deep learning. It requires a lot of computing
resources and often we need to speed multiple days to train a single network [2]. Therefore,
many specialized algorithms have been developed to solve this problem over the last decade.
The most popular methods are first-order optimizers, such as SGD, AdaGrad, RMSprop, and
Adam, which use only gradient information. Recently, second-order optimizers that also use
Hessian information have been presented [3]. They have not replaced first-order optimizers
and we think one important reason is their increased complexity of implementation.

A second-order optimizer is proposed by Julian Suk in his master thesis [4] and it has
already shown speed-up and accuracy benefits compared with first-order optimizers for
image classification problems in Mihai Zorca’s bachelor thesis [1]. In this thesis, we call this
optimizer Newton-CG and we compare it with other first-order optimizers on NLP problems.

In Chapter 2, we first give an overview of Neural Networks that are mainly used for NLP
tasks, then we explain the Attention mechanism in detail. We also introduce cutting-edge
Transformer Networks. Later we present the most commonly used first-order methods before
focusing on second-order optimization and the sample Newton-CG method.

Chapter 3 presents the TensorFlow (TF) platform and its computational graph model.
Then it presents the important high-level library Keras, before explaining how we integrated
Newton-CG into TF. Afterward we introduce the machine learning problem we focus on in
detail. We have also mentioned the limitations of our implementation and the computational
setup.

In Chapter 4 we show the results of both models and do some analysis. Finally, we compare
their performances and conclude the performance of Newton-CG on training Recurrent
Neural Networks and Attention Networks.
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2 Theoretical Background

This chapter gives an overview of neural networks and then we will focus on the Atten-
tion Networks and Transformer Networks, which are currently the most popular network
architectures for natural language processing, then it presents optimization methods most
commonly used to train the model, along with the new second-order optimization algorithm.

Note: This chapter touches on the theory of neural networks and their optimization
algorithms. In the bachelor thesis “Training Deep Convolutional Neural Networks on the
GPU Using a Second-Order Optimizer” by Mihai Zorca [1], handed in internally at TUM in
2020, we already included theory sections on many of these topics. The paper had sections on
neural network training, its challenges and the commonly used algorithms SGD, AdaGrad,
RMSprop and Adam. Therefore, Subsection 2.1.1, Subsection 2.4.1, Subsection 2.4.2,
Subsection 2.4.3, Subsection 2.4.4, Subsection 2.4.5, Subsection 2.5.1, Subsection 2.5.2 and
Subsection 2.5.3 will inevitably show some similarities in content and structure to their
bachelor thesis counterparts.

2.1 An Overview of Neural Networks

Neural Networks (NNs) are the “quintessential deep learning model” [2]. In this section, we
give an overview of the well-known neural networks, such as Recurrent Neural Networks and
Long Short Term Memory Networks. We discuss the advantages and disadvantages of these
neural networks in natural language processing problems, then we come to the cutting-edge
network architectures in NLP: Attention and Transformer Networks.

2.1.1 Artificial Neural Networks

Artificial Neural Networks, or Neural Networks for short, are computing systems inspired
from neuroscience [2]. They consist of connected layers of processing units, called neurons
[5].Artificial Neural Networks map an input x to a category or label y. A feed-forward
network defines the parameterized function y = f(x,W ). Internally, each layer corresponds
to a function f that processes the output of the previous layer [2]. Mathematically, if
the neural network has n layers and the input is x, then the predicted category y can be
expressed as follows:

y = f (n)
(
. . .
(
f (2)

(
f (1)(x)

)))
, (2.1)

where f (i) corresponds to the function in the ith layer. For a standard fully connected layer,
each neuron in one layer connects to every neuron in the previous layer [2]. According to [6],
we can write a layer f (n) as a vector of neurons it contains and the output of jth neuron in
nth layer as [6]:
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2.1 An Overview of Neural Networks

f (n) =
(
z
(n)
1 , z

(n)
2 , . . . , z

(n)
M(n)

)>
and z

(n)
j = φ

M(n−1)∑
i=1

(
w

(n)
ji f

(n−1)
i

)
+ w

(n)
j0

 , (2.2)

where the superscript n denotes the nth layer, z
(n)
i denotes the ith neuron in the layer, M(n)

is the number of neurons of nth layer, the parameters w
(
jin) represents the weights and the

constants w
(n)
j0 are called biases. The weights and the biases are both part of the parameter

set W .

The function φ represents the neuron’s activation function. theoretically, any differentiable
function can be used as the activation function [5]. Common choices are sigmoidal functions
like σ(x) = 1

1+exp(−x) or tanh−1(x) and rectified linear unit (ReLU) y = max{0, x}. The
former have very small gradients across most of their domain thus sometimes making the
training very slow, whereas the latter is easier to optimize since it preserves linear properties.

2.1.2 Word Embedding

Before we dive into the common used neural networks in NLP, let’s first have a look at one
of the most important techniques in NLP: Word Embedding.

Word embedding is a type of word representation and words with similar meanings have
similar representations. It is a general term for the methods that map words to real number
vectors. Word embedding is one of the important breakthroughs in NLP. In the following
will focus on what is word embedding and introduce some word embedding algorithms.

Word embedding is actually a kind of technology. A single word is represented as a real
number vector in a predefined vector space, and each word is mapped to a vector. For
example, assume we have a sentence that contains words such as “cat”, “dog”, “love”, and
we map these words into vectors: “cat” to (0.2 0.2 0.4), “dog” to 0.2 0.2 0.4, and love to
(-0.4 -0.5 -0.2) (the data is only for illustration). The process of mapping words to vectors
like this is called word embedding.

Figure 2.1: cos a < cos b, then “cat” and “dog” are more similar whereas “cat” and “love”
are more different.
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2 Theoretical Background

One reason why we hope to turn each word into a vector is for more convenience of
calculation. Let’s look at the previous example: Humans know that “cat” and “dog” are
both animals, and “love” is a kind of emotion. But for machines these three words are all
represented by 0,1 It’s just a binary string and cannot be calculated. By converting words
into word vectors through word embedding, the machine can calculate the words, and obtain
the similarity between words by calculating the cosine of the angle between different word
vectors.

In addition, word embedding can also be used as an analogy, such as: v (“king”)-v (“man”)
+ v (“woman”) ≈ v (“Queen”), v (“China”) + v (“capital”) ≈ v(“Beijing”). With these
operations, machines can ”understand” the meaning of words like humans.

Several popular word embedding algorithms are like embedding layer, Word2vec [7].

4



2.1 An Overview of Neural Networks

2.1.3 Recurrent Neural Networks

Figure 2.2: A folded simple RNN structure.
Source: [8]

Figure 2.3: Unfolded structure of a simple
RNN. Each arrow shows a full
connection of units between the
layers. Source: [8]

Recurrent Neural Networks (RNN), are ANNs with recurrent connections that are able
to model sequential data for sequence prediction and recognition [9]. RNNs consist of
high-dimensional hidden states with non-linear dynamics [10]. The structure of hidden states
functions as the memory of the network and the state of the hidden layer at a certain time
depends on its previous state [11]. These hidden states allow the RNNs to remember and
store the past complex information for long period [8].

In the following we adopt the notations of [8] to explain the structure of a simple
RNN. A simple RNN has three layers: the input layer, the recurrent hidden layer and the
output layer, as shown in Figure 2.2. In the input layer we have the input, which can
be written as a sequence of vectors through time t such as {. . . ,xt−1,xt,xt+1, . . .}, where
xt = (x1, x2, . . . , xN ) .

Assuming the hider layer has totally M hidden units ht = (h1, h2, . . . , hM ), in a fully-
connected RNN the input units are connected to the hidden units in the hidden layer, where
the connection is defined with a weight matrix WIH . The hidden units are also connected
to each other through time with recurrent connections [8].

The hidden layer defines the state or “memory” of the system as

ht = fH (ot) , (2.3)

where

ot = WIHxt + WHHht−1 + bh. (2.4)

fH(·) is the activation function in hidden layer, and bh is the bias vector of the hidden
units. The hidden units are connected to the output layer with weighted connections WHO.
The output layer has P units yt = (y1, y2, . . . , yP ) that are computed as

yt = fO (WHOht + bo)

where fO(·) is the activation function in output layer and bo is the bias vector. Because
the input-target pairs are sequential through time, the above steps are repeated over time
t = (1, . . . , T ).

The hidden states are the most significant part of RNN: they summarize and store the
important information about the previous states over many timesteps. This integrated
information can affect the behavior of RNN in the future and make precise predictions [10].

5



2 Theoretical Background

2.1.4 Long Short Term Memory Networks

Long Short Term Memory Networks (LSTM), is a special kind of recurrent neural networks
that is capable of learning long-term dependencies [12]. The standard RNN can learn to
use the past information when the gap between the relevant information is relatively small.
However, if the gap is relatively large, then RNNs become unable to connect the information
[13, 14]. In contrast, LSTM can handle this problem quite well [15, 16].

Figure 2.4: The repeating module in a stan-
dard RNN contains a single layer.
Source: Christopher Olah’s blog

Figure 2.5: The repeating module in an
LSTM contains four interacting
layers. Source: Christopher
Olah’s blog

Similar to RNN, LSTM also has hidden states for storing information about previous
sequence data. The difference is that the repeating module in an LSTM contains four
interacting layers whereas in RNN there is only one, see Figure 2.4 and Figure 2.5. We can
imagine this repeating module as one conveyor belt, on which there are cell states and a
series of transformations that are used to process the current hidden state and cell state and
output the next hidden state and cell state. These transformations are usually called Gates.

Figure 2.6: The repeating module in
LSTM. Source: Christo-
pher Olah’s blog

There are totally three gates in one repeating mod-
ule: 1) forget gate 2) input gate & new values 3)
output gate. In the forget gate layer the not very
important information is thrown away from the cell
state Ct−1. More specifically, it takes ht−1 and xt
as input and outputs a vector ft of same length as
Ct−1 with all entries between 0 and 1, where a 1 rep-
resents ”completely keep this” while a 0 represents
”completely get rid of this.” Later ft and Ct−1 will
be elementwise multiplicated. Mathematically, this
can be written as follows:

ft = σ (Wf · [ht−1, xt] + bf ) , (2.5)

where ht−1 is the hidden state at time t − 1, xt is the input at time t, Wf is the weight
matrix, bf is the bias vector and σ is the sigmoid function.

In the next step we’re going to add new information to the cell state, which can be done
in two parts: First, a sigmoid layer called “input gate layer” outputs a vector that controls
which values are retained in the new values vector. Then, a tanh layer creates a vector of
new values, C̃t, which will be added to the state. Finally we combine the forget gate and
input gate and update the cell state. Mathematically, this process can be written as follows:
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2.2 Attention Mechanism

it = σ (Wi · [ht−1, xt] + bi) (2.6)

C̃t = tanh (WC · [ht−1, xt] + bC) (2.7)

Ct = ft ∗ Ct−1 + it ∗ C̃t, (2.8)

where Wi and WC are the weight matrices, bi and bC are the bias vectors.

Finally, the new hidden state ht is outputted based on the cell state Ct we got before.
This step is done in the output gate layer. More specifically, we compute a vector ot which
is used to determine what parts of the cell state are outputted. Mathematically, it can be
written as follows:

ot = σ (Wo [ht−1, xt] + bo) (2.9)

ht = ot ∗ tanh (Ct) , (2.10)

where W0 is the weight matrix and bo is the bias vector.

2.2 Attention Mechanism

2.2.1 Seq2Seq Model

Seq2seq model was originally proposed by Google in 2016 for use in machine translation
[17]. It is the basis of many advanced sequence-to-sequence models like Attention models,
GTP models, Transformers and Bert. The problem of machine translation is to translate the
source language into the target language, thus it’s a many-to-many problem: Both the input
and the output is a sequence, and the length of the input sentence and output sentence is
not fixed and not necessarily equal. In the following we adopt the notation of [18] to explain
Seq2Seq model.

Figure 2.7: Seq2Seq model in overview
Figure 2.8: Seq2Seq model in detail

In Figure 2.7 we can see the structure of Seq2Seq model in a high-level overview: It
consists of an encoder block and a decoder block, and these two blocks are connected by
a vector we call “context vector” here. The encoder and decoder are usually RNN based
networks such as RNN, LSTM or GRU. The encoder processes the input sequence and store
its information in a vector, i.e. the context vector. Then it passes the context vector to the
decoder, which then parses the context vector and predicts the output sequence.

7



2 Theoretical Background

For the sake of simplicity, in our example we use RNN as the encoder and decoder networks.
As you can see in Figure 2.8, A and hi are the weight matrix and hidden states of encoder
respectively, whereas B and si are the weight matrix and hidden states of decoder respectively.
The sequence x1, x2, · · · , xm is the input words sequence. The encoder processes each word
and outputs a hidden state that contains the information about previous processed words.
This step repeats until the last word of the input sequence, where the last hidden state
hm is outputted, which contains the information about the whole input sentence. This
hidden state is seen as the context vector and is set to the initial hidden state of the decoder
network. In other words, the decoder receives information about the whole input sentence
and then starts to generate the output sentence with the same meaning but in the target
language. The decoder works like a text generator: The predicted word zi at time ti is the
input word at time ti+1.

2.2.2 Attention

In the standard Seq2Seq model all hidden states except the last one in the encoder are
thrown away and only the last one (the context vector) is passed to the decoder. And
every time the decoder generates the next predicted word, it looks at only its current state
(without checking the hidden states in the encoder). Due to this mechanism, the standard
Seq2Seq model is incapable of remembering longer sequences [19]. In other words, if the
input sequence is relatively longer, the context vector could lose information of the early
part of the input sequence, which leads to inaccurate translation.

Figure 2.9: BLEU score of models with and without Attention.
Source: [19]

To solve this problem, a technique called Attention was raised by Bahdanau et al. in
2015 [20]. It’s a technique that mimics cognitive attention and can significantly improve
the ability to remember long sentences [19]. As you can see in the Figure 2.9, the BLEU
score of models without attention mechanism decreases as the length of sentence increases
whereas the BLEU score of models with attention mechanism remains at a relatively high
level and relatively stable as the length of the sentence increases.

8



2.2 Attention Mechanism

The central idea behind Attention is that in each iteration of the decoder, it looks at all
the intermediate hidden states in encoder (rather than only the last one) to computes a new
context vector, and then uses this context vector to generate the next output word. In other
words, every time the decoder predicts the next word, it will re-look at the entire input
sequence and consider which part of the input sequence is more important for predicting
this word, then it pays more “attention” to that part.

Figure 2.10: Simple-RNN + Attention

Figure 2.11: Simple-RNN + Self-Attention

In order to express the importance of the hidden states in the encoder for predicting the
next word, Bahdanau proposed a new function that computes the weight of each hidden
state in the encoder. The larger the weight, the more important the corresponding hidden
state. Mathematically, the weight is written as follows [20]:

9



2 Theoretical Background

αj,i =
exp (score (si−1,hj))∑m

j′=1 exp
(
score

(
si−1,hj′

)) , (2.11)

where αj,i is the alignment score (the weight) of the jth hidden state hj in encoder when
calculating the ith hidden state si in decoder, si−1 is (i− 1)th hidden state in decoder, and
score is the function that calculate the correlation between the hidden states in decoder and
encoder. As you can see, aj,i is a number between 0 and 1 and all the weights sum up to 1,
and the higher the score, the greater the weight.

There are many variants of the score function. In the original paper, a feed-forward
network with a single hidden layer is used to parameterize the alignment score α. The score
function is therefore in the following form:

score (si,hj) = v>a tanh (Wa [si;hj ]) , (2.12)

where tanh is the activation function and both va and Wa are weight matrices to be learned.

There is another popular way to compute the score function, which has been used in
Transformer [21]. Mathematically, the function can be written as follows:

kj = WK · hj (2.13)

qi = WQ · si (2.14)

score (si,hj) = kTj qi, (2.15)

where WK and WQ are parameter matrices. k stands for “key” and q stands for “query”.
The scalar product of the query vector and the key vector can reflect the similarity of these
two vectors, and this similarity is our score.

After calculating all the weights of hidden states in encoder, we can then calculate the
context vector as follows [20]:

ci =
m∑
j=1

αj,ihj , (2.16)

then the next hidden state si in the decoder is computed by [20]

si = f (si−1, zi−1, ci) , (2.17)

where zi−1 is the predicted word from last hidden state si−1 in decoder, f is the main
function of the decoder. In Figure 2.10 you can find an example of Simple-RNN plus
attention. Basically the Equation 2.17 is where Attention comes in, since in the normal
RNN based models this step is si = f (si−1, zi−1)

10



2.2 Attention Mechanism

2.2.3 Self-Attention

Self-Attention is a mechanism that uses Attention in only one RNN based network rather
than the encoder-decoder structure. It’s originally raised by Cheng et al. in 2016 [22]. It’s
very similar to the standard Attention mechanism but with little difference when computing
the alignment score α: It computes the correlation between the current hidden state and all
the previous hidden states. This is because we now only have one network instead of two.
In Figure 2.11 there is an example of Simple-RNN plus Self-Attention mechanism.

Self Attention Layer is a network layer structure that completely relies on self-attention
mechanism to calculate representations of its input and output, and does not rely on the
RNN-based network structure.

Figure 2.12: Overview of single-head self at-
tention layer.

Figure 2.13: The detailed structure of single-
head self attention layer.

The input vectors x1,x2, · · · ,xm are the sum of embedding vectors and position encoding
vectors respectively. For each input token xi, we first compute three vectors: Query vector
qi, Key vector ki and Value vector vi as follows:

qi = WQxi (2.18)

ki = WKxi (2.19)

vi = WV xi, (2.20)

where WQ, WK and WV are the parameter matrices. Then we can compute the the
alignment score αi as follows:

αi = softmax

(
KTqi√
dk

)
, (2.21)

where K is a matrix composed of vectors k1, k2, · · · ,km , i.e.
[
k1 k2 · · · km

]
. dk is

the dimension of key vectors. After that we can compute the context vector ci as follows:

ci = Vαi, (2.22)

where V is a matrix composed of vectors v1, v2, · · · ,vm , i.e.
[
v1 v2 · · · vm

]
. The

output of a Self-Attention layer is c1, c2, · · · , cm, we can write them as a matrix C =[
c1 c2 · · · cm

]
.
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2.3 Transformer

Transformer is currently one of the most popular models in NLP. It was originally proposed
in the paper “Attention is All You Need” [21]. It also belongs to Seq2Seq models and can
solve tasks such as translation and text summarization. It relies entirely on self-attention to
compute representations of its input and output without using sequence-aligned RNNs or
convolution [21].

Figure 2.14: Structure Overview of Trans-
former Model (1)

Figure 2.15: Structure Overview of Trans-
former Model (2)

As transformer is also a Seq2Seq model, it has an encoder block and a decoder block
(Figure 2.14). What different is, in the encoder/decoder block there is not only one
encoder/decoder, but several identical encoders/decoders stacked on top of each other
(Figure 2.15).

In order to distinguish it from the previous RNN-based model, I will write “encoder/decoder
stack” instead of “encoder/decoder block”. The number of encoder/decoder units in an
encoder/decoder stack is a hyperparameter. In the original paper, six encoders/decoders
have been used. Notice that these encoders/decoders are only identical in structure, but
they do not share parameters. In other words, each encoder/decoder needs to be trained
separately.

Figure 2.16: The Transformer model architec-
ture.
Source: [21]

Figure 2.17: Encoder stack of Transformer
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In Figure 2.15 you can find the detailed structure of transformer, which we will dive into
from now on. As we stated before, transformer consists of an encoder stack and a decoder
stack. And a encoder/decoder stack has six encoder/decoder units. Let’s focus on one
encoder unit first.

2.3.1 Encoder Units

One encoder unit can be divided into three parts: 1) Input part 2) Attention part 3)
Feed-forward network part, as you can see in the Figure 2.17.

Input Part

The input part mainly preprocesses the input. The raw input is sentences with different
lengths. The embedding layer maps the tokens/words in the sentences to vectors of dimension
dmodel.

Since transformer is not recurrent and convolutional, in order for the model to make full
use of the order and relative position of words in the input sequence, Positional Encoding is
added to the model.

A token/word corresponds to an embedding vector and a position encoding vector. These
two vectors are of the same dimension so that they can be summed up. The position
encoding vector gives information about the position of the token/word in the sentence.
More specifically, the position encoding vector for a token/word w is computed as follows
[21]:

PE(pos,2i) = sin
(
pos/100002i/dmodel

)
(2.23)

PE(pos,2i+1) = cos
(
pos/100002i/dmodel

)
, (2.24)

where pos stands for the position of token/word w in the sentence. Even entries are computed
according to Equation 2.23 whereas odd entries are computed according to Equation 2.24.

By using the following properties of trigonometric functions:

{
sin(α+ β) = sinα cosβ + cosα sinβ
cos(α+ β) = cosα cosβ − sinα sinβ

(2.25)

we can get:

{
PE(pos+ k, 2i) = PE(pos, 2i)× PE(k, 2i+ 1) + PE(pos, 2i+ 1)× PE(k, 2i)
PE(pos+ k, 2i+ 1) = PE(pos, 2i+ 1)× PE(k, 2i+ 1)− PE(pos, 2i)× PE(k, 2i)

(2.26)

It can be seen that the entries of the position encoding vector at position pos+ k can be
expressed as a linear combination of the entries of position encoding vectors at position pos
and k. Such a linear combination means that the position encoding vector contains relative
position information.
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2 Theoretical Background

As stated in Subsection 2.1.2, embedding makes words with similar meanings closer to
each other. But embedding doesn’t encode the relative position of words in a sentence. So
with positional encoding, words with similar meanings and shorter distance in the sentence
are closer in the dmodel-dimensional space.

Figure 2.18: The structure of one encoder unit.

Attention Part

As we said before, the transformer completely relies on self-attention to calculate repre-
sentations of its input and output and does not rely on the RNN-based network structure.
Therefore, we can regard the self-attention as a single layer, as follows We will call it the
Self-Attention Layer (Subsection 2.2.3).

In Transformer the self-attention is computed not only once but multiple times in parallel
and independently, which is called Multi-Head Self Attention. The previous Self Attention
layer is actually a Single-Head Self Attention layer and a Multi-Head Self Attention layer
is composed of several Single-Head Self Attention units. The output of Multi-Head Self
Attention layer is the concatenation result of the Single-Head Self Attention units’ outputs.

Assuming there are l Single-Head Self Attention units in one Multi-Head Self Attention
layer, then there are totally 3l parameter matrices since one Single-Head Self Attention unit
has 3 parameter matrices. And Suppose Single-Head Self-Attentions’ outputs are d ×m
matrices then the Multi-Head’s output shape is (ld)×m.

Besides attention mechanism the author also has applied Residual Connection from the
input for Attention layer to output of Attention layer [21]. This structure can help to deal
with gradient vanishing problem [23]. After that the author has applied layer normalization.

Feed-Forward Network Part

The Attention layer is followed by Feed-Forward Network layer, which is used to process the
output from one attention layer in a way to better fit the input for the next attention layer
in the next encoder unit or decoder unit. Notice that the exact same parameter matrix is
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2.3 Transformer

applied to each respective token position. Mathematically, this process can be written as
follows:

ui = ReLU (WUci) for i = 1 to m. (2.27)

Since it is applied without any communication or inference by other token positions it is
a highly parallelizable part of the model.

Same as attention part, there is also a residual connection (followed by layer normalization)
from dense network’s input to its output.

2.3.2 Decoder Units

Figure 2.19: Decoder stack of Transformer.

One decoder unit can be divided into four parts: 1) Input part 2) Self Attention layer 3)
Attention layer 4) Feed-forward network part, as you can see in the Figure 2.19.
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Input Part

This input part is very similar to the one in encoder: The input sequence is processed by
word embedding and positional encoding, then the result as the formal input flows to next
layer. Notice that the input sequences are sentences in target language.

Self Attention Layer

In this layer there is a Multi-Head Self Attention which is almost the same as in encoder.
The only difference is that we need to mask the input. Because when we predict the ith
word, we only know the information about the 1st word until the (i− 1)th word, and we
don’t know the following words yet, so we need to mask out the ith word until the last word.
In the original paper this is implemented by setting all these illegal entries to −∞ [21]. Thus
this layer is also called Masked Multi-Head Attention Layer. Same as in encoder , there is
residual connection around this layer followed by layer normalization.

Attention Layer

In this layer there is a Multi-Head Attention (not Self Attention), which is like a Seq2Seq
model that has an encoder and a decoder, as shown in the Figure 2.20. In order to distinguish
the encoder/decoder in this layer and encoder/decoder in Transformer model, I will write
“inner encoder” and “inner decoder” to indicate the encoder/decoder in this layer.

Figure 2.20: The structure of the Multi-Head Attention Layer.

The input x1,x2, · · · ,xm for the inner encoder is the output from the last encoder unit
in encoder stack, and thus this output is sent to every decoder unit in decoder stack, as you
can see in the Figure 2.15. The input x′1,x

′
2, · · · ,x′t for the inner decoder is the output from

the last layer, i.e. the Self Attention Layer.

The calculation process of the Attention Layer is similar to the Self-Attention Layer,
except that Key vectors and Value vectors are based on inner encoder’s inputs whereas
Query vectors are based on inner decoder’s inputs. Mathematically, this step can be written
as follows:

16



2.4 First-Order Optimization Algorithms

qi = WQxi (2.28)

vi = WV xi (2.29)

kj = WKx′j , (2.30)

where WQ,WK and WV are the parameter matrices. The following procedure of computing
the alignment score αi and the context vector ci is completely the same as in Self-Attention
Layer.

Also the same as in Self-Attention Layer, the Attention is computed multiple times in
parallel and independently, thus it’s called Multi-Head Attention. There is also a residual
connection followed by layer normalization around this layer.

Feed-Forward Network Part

This layer works the same as in the encoder stack, and there is also residual connection
followed by layer normalization around this layer. Once we get the output, we do softmax
again to select the final probabilities of words.

2.4 First-Order Optimization Algorithms

Before we dive into the concrete optimization algorithms, let’s first have a look at the
general gradient-based optimization, since the most optimization algorithms use the gradient
information.

2.4.1 Gradient-Based Optimization

In supervised learning, the focus of this work (machine translation), we are given N inputs
xi and N corresponding target outputs yi, the model function f(x,W ) and its parameter
set W .

The main goal of (traditional) optimization is to minimize functions. However, optimization
algorithms for training Neural Networks are different from the traditional optimization
algorithms: In machine learning, people care about some performance measurement P ,
which is usually intractable. In order to improve P , we define a different cost or loss function
L(W ) to be minimized instead [2]. Common examples for L include the sum-of-squares
function [6]:

L(W ) =
1

2

N∑
i=1

‖f (xi,W )− yi‖2 , (2.31)

and the cross-entropy (for K classes) between training data and model distribution [6]:

L(W ) = −
N∑
i=1

K∑
k=1

yki ln fk (xi,W ) , (2.32)
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where, for the latter loss, the variables yi have a 1-of-K encoding indicating the class. With
sigmoid and softmax outputs that suffered from slow learning with the squared error loss
[2], the cross-entropy loss led to greater performance in models.

The major task of optimization in machine learning is to minimize the chosen L(W ) by
finding the suitable parameters W . Optimization algorithms for minimizing the loss function
are usually iterative: Starting at a point W 0, they generate a sequence of sets {W k}k∈N
until a stopping criterion has been satisfied [24]. Because we are interested in minimizing L,
we stop when approximating a local minimum, where the gradient is (close to) zero. All
commonly used algorithms are line search [24] methods. For each step k they first compute
a search direction pk and then decide how far to move along pk. We get W k+1 = W k +αkpk,
where α is called the step length [24] or learning rate (lr) [6]. Algorithm 1 shows the iterative
structure that the main training algorithms follow.

Algorithm 1: Basic line search procedure for network training

Require: L (W ): The chosen loss function with parameters W
Require: W 0: Starting point

1 k ← 0
2 while W k not converged do
3 k ← k + 1
4 pk ← p // Compute current step direction.

5 αk ← α // Compute or use a given step size.

6 W k ←W k−1 + αkpk

7

For almost all algorithms, pk should be a descent direction [24], i.e. p>k∇L (W k) < 0. For
gradient descent algorithm the steepest descent direction has been chosen: pk = −∇L (W k) .
Although the modern algorithms have added many further enhancements, the gradient
remains the main information they rely upon.

Consistent with Literature, we call algorithms that only use the gradient as first-order
optimization algorithms. Algorithms that also use the Hessian matrix are called second-order
optimization algorithms [2, 24].

2.4.2 Stochastic Gradient Descent

Gradient descent is a method that follows the gradient over an entire training set. This is
referred to as batch learning [6]. One downside of batch learning is that if the training set is
relatively large, then the training will be increasingly expensive. This is where mini-batch
comes in, which can accelerate the training by randomly sampling a small subset of points
in each step, instead of the whole dataset. The number of points in each mini-batch is called
batch size and algorithms using mini-batches are referred to as stochastic [2, 25]. Performing
gradient descent using mini-batches and a given, not computed, learning rate results in
stochastic gradient descent (SGD) [26].

In addition to computational efficiency, mini-batches has many other advantages over the
entire dataset. The most important advantage is that per-step computation time only grows
with the batch size, independent of the size of the training set [2]. Let me take an example,
if we double a training set by inserting each sample twice, then batch learning will require
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twice the computational effort, while stochastic methods stay unaffected [25]. In practice
there are not many such extreme examples, but there may be many examples with similar
contributions to the gradient [25].

The choice of batch size is influenced by several factors [1] (list was also in the Seminar-
Paper):

• A larger batch size provides a more accurate estimate, but with sublinear returns. If
we estimate the mean of n examples, the standard error is given by σ√

n
where σ is the

true standard deviation of the sample values [1]. A 100 times larger batch leads to 100
times more computation, but only a 10 times more accurate gradient.

• Too small batches underutilize parallel capabilities of modern hardware. Below a
minimum size, no speedup in processing each batch is achieved.

• Certain hardware, like GPUs, work best with specific sizes, typically powers of 2.

• The main limiting factor: Memory requirements scale linearly with the batch size.

Compared with batch size, it’s much more difficult to choose an appropriate learning rate.
Normally, the learning rate αk is gradually decayed from a selected initial value α0, staying
nearly constant in the early iterations [2]. So far, many different learning rate schedules
have been proposed, like cyclical learning rate schedule in [27].

Anyway the learning rate sequence {αk}k∈N should fulfill the Robbins-Monro conditions
[25] to guarantee the convergence of SGD:

∞∑
k=1

αk =∞ and
∞∑
k=1

α2
k <∞ (2.33)

It is important to choose an appropriate learning rate for the training performance. Too
small learning rates will make the progress pretty slow or even stuck at a high loss-value
plateau, whereas a too-large one might cause oscillation in progress or even divergence [2].

The main advantage of SGD is quick initial progress, even in large Datasets. However, it
is often outclassed by the newer adaptive learning rate algorithms. They keep a separate
learning rate for each parameter and adapt these rates throughout training [2].

2.4.3 AdaGrad

Adaptive learning rate algorithms can be seen as methods that approximate the so-called
empirical Fisher matrix [3], whereas the empirical Fisher matrix itself somewhat approximates
the second-order curvature information [3]. In the case of AdaGrad [28], its approximator
matrix Gt is the sum of the outer products of all t past gradients:

Gt =
t∑
i=1

gig
>
i , (2.34)

with gi = ∇L (W i) [28].
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The learning rate is inversely proportional to square root the sum of all historical squared
values. And the sum is precisely diag (Gt) =

∑t
i=1 gi ◦ gi ( ◦ denotes element-wise product).

To avoid division by zero, a small constant δ ≈ 10−7 is added. Mathematically, this step
can be written as follows:

W k+1 = W k −
αk

δI +
√

diag (Gt)
◦ ∇L (W k) (2.35)

One way to improve efficiency is to compute the diagonal of Gt directly. For this,
we accumulate the current sum in rk and add the new squared gradients in each step:
rk+1 = rk +∇L (W k) ◦ L (W k) with r0 = 0. Then we can write the final weight update as
follows:

W k+1 = W k −
αk

δ +
√
rk+1

◦ ∇L (W k) (2.36)

Using the simplified notation from [2], this derivation was a very short summary of the
work in [28].

Because the learning rate is inversely proportional to the sum of gradients, parameters with
relatively larger partial derivatives decreased fast, while parameters with small derivatives
decrease slowly. As a consequence, AdaGrad can make greater progress on surface regions
with gentler slopes [2]. AdaGrad is originally designed for convex optimization, but it
performs well for some types of deep networks.

2.4.4 RMSprop

RMSprop [29] improves on AdaGrad by changing the gradient accumulation into an ex-
ponentially weighted moving average [2]. By using this moving average, a decay rate ρ is
introduced, which can control the number of gradients that are considered in each update.

The update step of RMSprop works exactly like AdaGrad, except for the accumulator rk

rk+1 = ρrk + (1− ρ)∇L (W k) ◦ L (W k) (2.37)

When applied to a convex function, AdaGrad can converge very quickly. For non-convex
functions, we may pass a lot of different structures and it might finally arrive at a locally
convex region [2]. One problem AdaGrad may have is that the old historical entries may
make the learning rate shrink too much before reaching a convex region. Thanks to the
decaying average, RMSprop gets rid of old information and avoids such slowdowns. Inside
a convex structure, it converges just like an instance of AdaGrad initialized within the
structure [2]. RMSprop is considered “one of the go-to methods” [2] used for training, by
reason of its effectiveness at optimizing deep neural networks.

2.4.5 Adam

Compared with previous presented adaptive learning rate algorithms, Adam [30] (short for
adaptive moment estimation) is the most sophisticated. Similar to RMSprop, Adam also
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applies moving average. However, in addition to rk, it also employs an exponential moving
average sk of the gradients (not squared). And both have their own decay rate: β1 for sk and
β2 for rk. In [30], sk is considered an evaluation of the 1st mean moment and rk an evaluation
of the 2nd raw moment of the gradient. The initialization of these moving averages as zero
vectors leads to moment estimates “biased towards zero” [30]. Adam corrects these biases
with the estimates ŝk = sk/

(
1− βk1

)
and r̂k = rk/

(
1− βk2

)
. Put all the things together, we

can get the following result procedure [2, 30]:

Algorithm 2: Adam

Require: α0: Initial learning rate (and a schedule to compute αk )
Require: β1, β2 ∈ [0, 1) : Exponential decay rates
Require: L(W ) : Loss function with parameters W
Require: W 0: Starting point

1 s0, r0 ← 0 // Initialize moment estimates

2 k ← 0
3 while W k not converged do
4 k ← k + 1
5 αk ← α // Compute or use given learning rate

6 gk ← ∇L (wk−1) // Gradient at current step

7 sk ← β1sk−1 + (1− β1) gk // Biased 1st moment

8 ŝk ← sk
(1−βk

1 )
// Correct bias in 1st moment

9 rk ← β2rk−1 + (1− β2) (gk ◦ gk) // Biased 2nd moment

10 r̂k ← rk
(1−βk

2 )
// Correct bias in 2nd moment

11 W k ←W k−1 − αk ŝk
(δ+
√
r̂k)

// Update the weights

Compared to RMSprop, Adam has additionally the bias-correction term for the accu-
mulated gradient moments. Under the situation where β2 (ρ for RMSprop) is close to
1, this results in large stepsizes and possibly even divergence [30]. Adam is invariant to
gradient rescaling [30] and it’s considered robust to different hyperparameters [2]. Overall,
Adam combines the advantages of RMSprop and AdaGrad. And in lots of scenarios, Adam
performs at least as well as RMSprop. And for sparse gradients, Adam matches AdaGrad,
while both outperform RMSprop [30].

2.5 Second-Order Optimization Algorithms

The general non-linear optimization problems are challenges in network learning. For instance,
parameters are usually deeply coupled and have strong connections or dependencies. Besides,
different directions in parameter space might have different variations in scale. These issues
are problems for gradient descent (first-order) and it must intensely lower its learning rate
to avoid instability [3].

Compared with first-order optimization algorithms, second-order optimization methods
can deal with the problem of scale and curvature variations along different directions better:
They rescale the gradient along the different “eigen-directions” of the curvature matrix B
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w.r.t their corresponding eigenvalue (curvature) [3].

2.5.1 Newton’s Method

Newton-Raphson, or simply Newton’s method, is one of the most classic second-order methods,
with all other second-order methods deriving from it [3].

Around the current point W k, we approximate the loss function L (W k + δ) by a local
quadratic model using the curvature matrix B [3]:

L (W k + δ) ≈ 1

2
δ>Bkδ +∇L (W k)

> δ + L (W k) (2.38)

In case of standard Newton’s method, Bk is equal to the Hessian H and the quadratic
model becomes a second-order Taylor series expansion ignoring higher derivatives [8]. During
the update step we have to solve the linear system Bkδ = −∇L (W k), which is also called
the Newton equation. This yields the Newton step:

W k+1 = W k −B−1k ∇L (W k) (2.39)

If we are in the vicinity of the solution W ∗ and the Hessian is positive semidefinite, then
Newton’s method converges quadratically towards W ∗ [24].

The original Newton’s method could run into problems when used for neural networks
training, as a result of the highly non-convex loss function. In non-convex regions, the
Hessian is indefinite, making Newton’s method step in the wrong direction [3]. One way to
tackle this issue is to apply damping techniques. Arguably the simplest is called Tikhonov
regularization [31] and adds, for a certain positive τ , a multiple of the identity matrix τI
to H, then we can obtain B = (τI +H), which is again positive definite [24, 3]. Tikhonov
regularization works pretty well if H has negative eigenvalues close to zero. However, for
extreme negative curvature, τ could be very large, which can cause B dominated by the τI
term. Then, Newton’s method converges to SGD, with (1/τ) times the stepsize [2].

In addition to structural problems, the main disadvantage of Newton’s method is its
computational cost. Imaging we have a deep network with ‖W‖ > 107 parameters, then
it’s impractical and expensive to compute or store the Hessian with ‖W ‖2 entries. Besides,
Newton’s method requires inverting the Hessian, in time O

(
‖W ‖3

)
, in every iteration [2].

2.5.2 Fast exact Multiplication by the Hessian

Because it’s very expensive to compute Hessian directly, we can rather access its curvature
information in a much cheaper way. More specifically, in [32] a method to compute the
Hessian vector product Hv for any v in just two (instead of ‖W‖) backpropagations was
proposed.

[32] has introduced a new differential operator R{·}, which is defined as follows:

Rv{f(W )} =
∂

∂r
f(W + rv)

∣∣∣∣
r=0

(2.40)
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Then we can simply write Hv as Rv{∇L(W )}, and we can compute this in just two
backpropagations. More specifically, for a twice continuously differentiable function f , we
can get:

Hv = Rv{∇L(W )} =

(
∂

∂r
∇WL(W + rv)

)∣∣∣∣
r=0

= ∇W

(
∇L(W )>v

)
(2.41)

The proof of the third equality can be found in [4]. The resulting formula is both efficient
and numerically stable [32].

2.5.3 The Newton-CG Algorithm

A lot of approximate second-order algorithms have been designed so that they can use
the advantages of Newton’s method with little or even no computational burden. Among
them, the most outstanding ones include nonlinear Conjugate Gradients and quasi-Newton
methods like (L-) BFGS [24], and more recently the Hessian-Free and K-FAC algorithms [3].
In practice many of them have shown better performance than first-order methods. Seeing
how especially the latter K-FAC method runs much faster than plain gradient descent [3], we
think that the first-order methods are chosen mainly because of their ease of implementation.
Thus, we are going to focus on a relatively simple approach here.

The main computational burden of Newton’s method is from solving the system of linear
equations Bkδ = −∇L (W k). To avoid the expensive computation, we don’t solve them
directly. Instead, we approximate the solution using the (linear) Conjugate Gradients method
(CG). This approach has already been proposed in [33] and is known as Truncated Newton.
This method originally used numerical approximation to calculate the Hessian-vector product.
Later in [4] the use of the fast exact product (see the last subsection) is added. To emphasis
the use of this product, we call the resulting algorithm Newton-CG.

In a nutshell, to solve Ax = b CG produces a set of directions {p0, p1, . . . , pn} conjugate
with respect to the matrix A. That is, more specifically, ∀i 6= j : p>i Apj = 0. In [24] there is
a detailed derivation of the updates. You can find the complete CG method in algorithm 3.
Notice that the algorithm only requires Matrix vector products, and never needs A itself.
As we solve the newton equation, A = H and by the previous section, we can compute the
Hessian-vector products efficiently.

Algorithm 3: Conjugate Gradients

Require: A, b : We want to solve Ax = b for x.
Require: x0 : Initial estimate for x .

1 r0 ← Ax0 − b, p0 ← −r0, k ← 0
2 while rk too large do

3 αk ←
r>k rk

p−k>Apk
// Compute step size

4 xk+1 ← αkpk // Apply step

5 rk+1 ← rk + αkApk // Compute new residual

6 βk+1 ←
r>k+1rk+1

r>k rk
// Factor making pk−1 and pk conjugate w.r.t. A

7 pk+1 ← −rk+1 + βk+1pk // Compute new step direction

8 k ← k + 1
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One last issue we should notice is that if the gradient vector points in a direction where the
curvature is negative, or simply because of the numerical ill-conditioning, the CG-generated
solution pk may not be feasible [33, 4]. Thus, we need to check ∇L (W k)

> pk against a small
positive threshold. And if this term is larger, then it’s not feasible and we simply revert to
using the steepest descent direction [4].

The resulting procedure can be found in Algorithm 4. Notice that inside the CG ()-subroutine,
the product (H + τI)v should be computed as Hv + τv using the efficient Hessian-vector
product.

Algorithm 4: (Truncated) Newton-CG

Require: L(W ) : The chosen loss function with parameters W
Require: W 0 : Starting point
Require: τ : Tikhonov regularization/damping factor

1 k ← 0
2 while W k not converged do
3 k ← k + 1
4 pk ← CG ((H + τI),−∇L (W k))

5 if ∇L (W k)
> pk > τ then

6 pk ← −∇L (W k)

7 αk ← α // Compute or use a given step size.

8 W k ←W k−1 + αkpk
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In this chapter we describe in detail how Newton-CG algorithm was integrated with the
TensorFlow library [34]. Then we describe the specific machine learning problem we
focused on and the models we’ve implemented. Additionally, we list the limitation of our
implementation and computational setup used in the following chapter to compare the
algorithms’ training performance.

3.1 Libraries

3.1.1 Intro to TensorFlow 1

TensorFlow is one of the widely used libraries for implementing Machine learning and other
algorithms involving a large number of mathematical operations. The core component of
TensorFlow is the computational graph and Tensors which traverse among all the nodes
through edges.

Tensor

Tensors in TensorFlow are a kind of data structure that is used to represent all the data
(in TensorFlow). More specifically, they are multi-dimensional arrays with all the entries
having a uniform data type (called dtype). So basically Tensors are very similar to np.arrays,
but with some differences: np.arrays are by default computed only using CPU whereas
computation of Tensors are designed better to take full use of GPU or TPU. That’s why
Tensors are more appropriate to implement deep learning algorithms.

Figure 3.1: Three simple cases of Tensors: scalar, vector and matrix.
Source: TensorFlow
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Figure 3.2: An example of computational graph that consists of two independent subgraphs.

Computational graphs

After introducing the fundamentals of TensorFlow, we can now dive into how the computation
in TensorFlow works. Different from the native python computation mechanism which
computes operation by operation, in TensorFlow we need to first create a computational
graph that defines the needed computations. Then we pass the data as input to the graph,
and the graph will perform the specified calculations and finally give the calculation results.

The graph is specifically a “stateful dataflow graph” that consists of nodes and edges
[34]. Nodes represent operations such as addition, multiplication and so on, whereas edges
indicate the dependencies between nodes [34]. The calculation graph is essentially a logical
graph constructed by TensorFlow in memory. The calculation graph can be divided into
multiple independent subgraphs and run in parallel on multiple different CPUs or GPUs
[34].

There are three types of calculational graphs in TensorFlow, namely static calculation
graphs, dynamic calculation graphs, and Autograph. Dynamic calculation graphs and Auto-
graph are used in TensorFlow2, which is irrelevant to our thesis.

In TensorFlow1 static calculation graphs are used: We first need to create a computational
graph using the operations in TensorFlow. Then we need to create a Session, in which the
graph is executed explicitly. Almost all of its computations are executed using C++ on the
TensorFlow core, which is more efficient. In addition, the static graph will optimize the
calculation steps by eliminating common subexpressions [34].

Variable

So far we have only covered the regular Tensors that are constant and not mutable. It means
through operations we can only create new Tensors rather than change them in place. Most
regular Tensors are only stored during one execution of the graph, which is not suitable for
parameters of the model. And that’s where Variables come in. A Variable is a mutable
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tensor that can be stored across executions of the graph [34]. We can change the value of a
Variable through stateful operations such as var.assign or var.assign_add and so on, where
var is a Variable instance.

The parameters of machine learning models are usually stored as Variables. An Optimizer
can be used to update these parameters during training. This happens in two methods:
compute_gradients() and apply_gradients(). compute gradients() computes the gradients of the
loss w.r.t. the trained variables and apply gradients() applies one step of the optimization
algorithm using the computed gradients.

3.1.2 Intro to Keras

In the previous subsection we covered how computation in TensorFlow works (computational
graphs). However, in practice it’s not efficient enough to build the graph directly using
simple operations such as addition. And it’s also error-prone to do it this way. To make life
easier, we use a higher-level API called Keras to do all this stuff automatically.

Keras is a high-level neural networks API, running on top of TensorFlow. It’s packaged in
TensorFlow as the module tf.keras. The core of keras are models [35].

Before we dive into models of Keras, let’s first have a look at layers, which are components
of a model. A layer is composed of a tensor-in tensor-out computation function and states
which are stored as Variables in TensorFlow [35]. There are already many built-in layers
in Keras, such as the fully-connected layers, convolutional layers and so on. In this thesis
we have used the built-in Embedding layer, SimpleRNN layer, LSTM layer and Bidirectional that
makes the recurrent networks bidirectional.

Models are groups of layers with added training and inference features [35]. They usually
have one or more inputs and one or more outputs connected by the layers of the model. One
important type of models in Keras is Sequential models. A Sequential model is composed of
a series of layers in sequence, where each layer has exactly one input and one output Tensor.
The advantages of Sequential models are convenience and efficiency (for most problems).
However, since they are not allowed to have multiple inputs and outputs, they can’t support
non-linear network topology (e.g. a residual connection) [35].

3.2 Integrating the Newton-CG algorithm into TensorFlow

Newton-CG is an optimizer that implements the algorithm of Newton-CG (see section). It’s
a subclass of tf.python.keras.optimizer_v2.optimizer_v2.OptimizerV2, implemented by Julian
Suk in his Master’s thesis [4].

In general optimization problems, the parameters of the model can be continuously
optimized by minimizing the error/loss. And two main steps of optimization are:

1. _compute_gradients(self,loss,var_list): Compute gradients of loss for the variables in
var_list. This is the first part of minimize().

2. apply_gradients(self,grads_and_vars): Apply gradients to variables. This is the second
part of minimize(). It returns an Operation that applies gradients.

When applying the gradients, for each Variable that is to be optimized, the method
_resource_compute_dense(self,grad, var) is called with that Variable and its earlier computed
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gradient. Within this method, one step of updating (for that Variable/parameter) proceeds.
This is also where the logic of Newton-CG happens.

The main logic in _resource_compute_dense(self,grad, var) can be generalized to three steps:

1. Compute one step: step = self._newton_step(self,grad, var, ...)

2. Scale the step: scaled = math_ops.multiply(step, coefficients[’lr_t’])

3. Update Variable: return state_ops.assign_add(var, scaled, ...)

_newton_step(self,grad,var) returns the descent direction pk in the current step. More specif-
ically, _newton_step(self, grad,var) first approximate a solution pk1 for the Newton equation
Bx = −∇var f using CG algorithm (implemented by _cg_solve(self, cg_tol,cg_max_iter) ),
where f is the loss and ∇var f is the gradient of f w.r.t var . Notice that as we have used
Tikhonov regularization (implemented by tikhonov()), B is equal to (H + τI) instead of H,
where H is the Hessian of f w.r.t var, τ is the damping factor and I is the identity matrix.
Besides, we use Pearlmutter algorithm to compute Hessian-vector-product (implemented by
_pearlmutter_hessian()) to efficiently compute (H + τI)v. After we get the solution pk1, then
as suggested in [4], _newton_step(self,grad,var) compares (∇var f)> pk1 to the threshold τ .
If (∇var f)> pk1 is larger, then feasibility is not guaranteed and we take a simple gradient
descent step instead:

pk = −∇varf

Otherwise:

pk = pk1

The last two steps in _resource_compute_dense(self,grad, var) then scale the direction with
the learning rate coefficients[’lr_t’] and finally update the Variable.

To explain the loop body of _cg_solve(self, cg_tol,cg_max_iter), we refer to Figure 3.3,
which shows the code snippet and each equivalent line in pseudocode. The callable Ax is
passed to _cg_solve within newton_step. In our implementation, it equals to tikhonov() . The
loop body is executed inside a tf.python.ops.while v2.while_loop and it terminates whether
if r is less then cg_tol or the cg_max_iter times of iterations have been executed.

Figure 3.3: The while-loop body of _cg_solve() and the corresponding pseudocode.
Source:[1]
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3.3 Sentiment Analysis Problem

In this thesis we focus on Sentiment Analysis problems. More specifically, we focus on
IDMB Movie Reviews Classification, where we train a sentiment analysis model to classify
movie reviews as either positive (1) or negative (0), based on the text of the reviews. This is
an example of binary or two-class—classification, an important and widely applicable kind
of machine learning problem.

3.3.1 Dataset

The dataset we use is downloaded from Kaggle, it contains totally 45000 sample reviews,
and is split into a training and a validation set. Among them, the training dataset has
40000 sample reviews and the validation dataset has 5000 sample reviews.

Figure 3.4: One sample IDMB movie review and its label.

3.3.2 Preprocessing

As stated in Subsection 2.1.2, we can’t directly input the raw sentences to our model, but
first do some preprocessing. The main preprocessing we did is word embedding, i.e. turning
each word into a vector (of the same length) like (1, 2, 3, · · · , 300) and therefore one sentence
is in form of a matrix.

A good word embedding system plays a very critical part in the performance of NLP
tasks [36]. Because our dataset is not relatively large, we decided to use a pretrained word
embedding system rather than train it by ourselves. We downloaded an english-pretrained-
word-embeddings from fastText. It’s trained on Common Crawl and Wikipedia and it
contains totally 2000000 words and their corresponding vectors, each of length 300.

Figure 3.5: A snippet of the word embeddings. The first line contains the total number of
words/vectors and the length of each vector. Starting from the second row, the
first column of each row represents the word, and the following columns are the
corresponding vector.

29

https://www.kaggle.com/columbine/imdb-dataset-sentiment-analysis-in-csv-format
https://fasttext.cc/docs/en/crawl-vectors.html
https://commoncrawl.org/
https://www.wikipedia.org/


3 Implementation

Before word embedding, we first need to tokenize the sentences. For instance, we transform
“I like you.” to [’I’,’like’,’you.’]. However, this would cause a problem because words like
“you.” can’t be embedded into a vector since there is no word “you.” in the pretrained word
embeddings. Instead, there are only “you” and “.”. So before tokenization, we split the
words and punctuations using regular expressions: “I like you.” to “I like you .”. So that
these kinds of words can be embedded.

3.3.3 Finding suitable hyperparameters

In our problem, we have mainly two kinds of hyperparameters: One is the hyperparameters
of the optimizers and the other is the hyperparameters in the preprocessing procedure.

For the four first-order algorithms Adam, RMSprop, AdaGrad and SGD we stick mostly
to default hyperparameter values, consistent with literature [2]. The following values have
been used to train all three models:

• Adam: β1 = 0.9 and β2 = 0.999 and ε = 10−7 (for stability).

• RMSprop: ρ = 0.9 and ε = 10−7 (for stability).

• SGD: Plain SGD was not able to make meaningful progress. Adding momentum [37]
of 0.9 greatly improved its performance.

Optimizer Learning Rate

Adam 0.0001

RMSprop 0.0001

AdaGrad 0.01

SGD 0.001

Table 3.1: Learning Rates of the optimizers.

To find a good learning rate, we use a rather simple heuristic: First we sweep over the
set
{

10−i : i ∈ [6]
}

and train respectively for 20 epochs. Then we pick the value where the
validation loss is the lowest.

Another thing I would like to mention is the maximal length of sentences. In the
original dataset we have sentences of different lengths that vary from 32 to 13704. The
average length of sentences is 1310 in training dataset and 1297 in validation dataset.
However, in the preprocessing procedure we need to pick a maximal length and make all
the sentences/sequences of this length. Similar to finding a good learning rate, we loop
over set {256, 512, 1024, 2048} and we found there is a trade-off between performance and
computational cost, as you can see in the following figure:
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Figure 3.6: Comparison of different maximal lengths (Adam optimizer and epochs = 20).

As you can see, with the exponential growth of max length, the performance of the
model has not improved significantly, but the total training time has increased exponentially.
Therefore we choose 256 as the maximal length since it gives relatively good performance
with reasonable computational cost.

3.3.4 Model and loss functions

Model

In this thesis we have implemented two models. One is RNN-based and the other is based
on a self-attention layer. More specifically, we use tf.keras to implement these models: For
RNN-based model we simply use the built-in Bidirectional and SimpleRNN layers, with the
embedding layer and the final fully-connected layer. The pseudo-code is given as follows:

 

model = Sequential()
model.add(Embedding(...))
model.add(Bidirectional(SimpleRNN(...)))
model.add(Dense(1,activation='sigmoid'))

1
2
3
4

Figure 3.7: Pseudo-code of creating the RNN-based model.

For the other model, we implemented a Self_Attention layer inherited from superclass
tf.keras.layers.Layer, since there is no built-in self-attention layer in keras. With other
layers like fully connected layer, dropout layer,· · · , the pseudo-code for the model can be
written as follows:

 

inputs = Input_layer(...)
embeddings = Embedding(...)(inputs)
x = Self_Attention(...)(embeddings)
x = GlobalAveragePooling1D()(x)
x = Dropout(...)(x)
outputs = Dense(2, activation='softmax')(x)

model = Model(inputs=inputs, outputs=outputs)

1
2
3
4
5
6
7
8

Figure 3.8: Pseudo-code of creating the self-attention-based model.
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Loss function

As stated in Section 3.3, our problem is a binary classification problem: There are only two
labels, either “positive” or “negative”. So we can simply output one fractional number: The
probability of being label 1. Then we feed it into the binary cross-entropy loss. We can also
output two probabilities and use the common categorical cross-entropy loss. In the first
model we use binary cross-entropy and in the second model we use categorical cross-entropy.

3.4 Limitations

In this section we describe the three main limitations of our implementation, and how they
affect our evaluation setup.

3.4.1 Implementation for sparse case

Sparse Tensors are Tensors that contain a lot of zero values. Specifically, sparse Tensors are
used in TensorFlow when taking gradients of an Embedding layer [38]. To do this, the method
_resouce_apply_sparse() of the optimizers needs to be implemented. There is no algorithmic
difference between the dense and the sparse cases, but working with sparse Tensors requires
significant implementational effort. Therefore we only consider dense Tensors in this thesis.
This means if we use Newton-CG, we are not able to train an Embedding layer. This is
another reason why we use pretrained word embeddings.

3.4.2 Unrolling the RNN

Another limitation is an old issue of TensorFlow itself: when dealing with recurrent networks
and second-order gradients, we will get the following error if we don’t unroll the networks
(which is the default case): TypeError: Second-order gradient for while loops not supported.
This issue has already been raised by other TensorFlow users several years ago but has not
been solved yet. Some similar cases can be found here and here.

The way we deal with this issue is to unroll the networks, as suggested by user1128016
in the first case mentioned above. However, as the official documentation of TensorFlow
says, unrolling an RNN could be more memory-intensive, especially when the sequences are
relatively long. This would lead to the third limitation: Memory Requirements.

3.4.3 Memory requirements

Our programs have certain requirements for memory. The reasons lie in the following three
points.

Firstly, we need to load the pretrained word embeddings (about 4GB) into memory, which
will result in that the program occupies a part of the memory during the initialization phase.

The second point is caused by the issue from TensorFlow (see the last subsection).
The third point is graph memory requirement. As stated in Subsection 3.1.1, the opti-

mization procedure is first compiled into a TensorFlow graph, before being executed. Same
with other Optimizers, the optimization procedure is compiled separately for every trained
Variable in the model graph. However, rather than computing first-order gradients, our
Optimizer computes second-order gradients. In order to compute these gradients, TensorFlow
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copies graph information to each procedure: The amount of graph information copies scales
linearly with the depth of Variables. This requires relatively large memory when we have a
deep/complex model. Consequently, our two models are not very complex. But fortunately,
this already gives insights into the behavior and performance of the Newton-CG algorithm.

3.5 Computational Setup

3.5.1 Hardware

For the most of development and program runs we used a computer provided by the Chair
of Scientific Computing at TUM. The machine had 16GB of RAM and a four-core (8 hyper-
threaded) Intel Core i7 3770K processor. It had one NVIDIA Titan XP (12GB VRAM) and
one Quadro P4000 GPU (8GB VRAM). The Titan GPU was used to train the models.

TensorFlow

Keras optimizer_v2

Optimizer

moview_reviews_classifier

Newton-CG

+ learning_rate : float
+ tau: float
+ cg_tol: float
+ max_iter: int
+ epsilon: float
...

_vv(a,b): Tensor
_pearlmutter_hessian(grad, var, s): Tensor
_cg_solve(Ax, b, cg_tol_t, max_iter_t): Tensor
_newton_step(grad, var, coefficients): Tensor
_resource_compute_dense(grad, var): Tensor
...

Figure 3.9: UML diagram of the main software components and their relations.

3.5.2 Software

The OS on the computer was Linux Ubuntu. Python 3.7 with TensorFlow version 1.15, Keras
2.3.0 and Numpy 1.19.5 were used. Figure 3.9 shows a UML diagram with the relations of
the main classes and packages in this thesis. The moview_reviews_classifier refers to the our
program scripts. This diagram is only an overview, as only the most relevant classes and
relations are shown.
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4 Results

In this chapter we compare the performance of the presented Newton-CG algorithm with
the state-of-the-art first order optimizers. For this, we train one instance on each of the
three model architectures from Subsection 2.1.3, Subsection 2.2.3: RNN-based Network and
Self-Attention-based Network.

4.1 RNN based model

4.1.1 finding suitable hyperparameters for Newton-CG

To train the Self-Attention-based model, the first thing we do is to find a good combination
of the hyperparameters. We find that 20 CGiterations and a convergence tolerance of 10−5

proved accurate. Further decreasing the tolerance or increasing the number of iterations
slows down training without benefiting convergence.

As for the learning rate and Tikhonov regularization τ , we find that different values will
cause very big differences. Thus we made a specific test, looping over learning rate set
{0.01, 0.001} and τ set {0.1, 10, 1000}. The following figure shows the result:

Figure 4.1: Performance comparison of Newton-CG with different combinations of learning
rate and tau.

We trained the model for 90 epochs for each specific combination and recorded the loss

and accuracy
(

number of correct predictions
number of predictions

)
on the training dataset and validation dataset

respectively. Compared with the learning rate, τ has a greater impact on the performance
of Newton-CG. And the larger the τ , the better the performance of Newton-CG. More
specifically, we find that Newton-CG with learning rate = 0.01 and τ = 1000 has the best
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performance among all the hyperparameter configurations. And only with this configuration,
the training loss and validation loss have a downward trend. Besides, we find that Newton-
CG’s performance is unstable for almost all hyperparameter configurations. To achieve
better performance, we use the hyperparameter configuration mentioned above as a standard
in the following program runs, unless explicit specification.

4.1.2 Comparing Newton-CG with other optimizers

To compare Newton-CG with other optimizers, We trained the model for 90 epochs with
batch size set to 32 (batch size of multiple-of-8 can fit on the Titan XP GPU) using each
optimizer. All the first-order optimizers use the hyperparameters listed in Subsection 3.3.3
and Newton-CG use the “standard” hyperparameters mentioned above.

Figure 4.2: Training Loss (left) and Training Accuracy (right) over Training Epochs. The
two subfigures in the first row are the original images whereas the two in the
second row are the same images with some averaging processing to make the
curves more smooth.

Figure 4.2 shows the loss and accuracy on the training dataset. As we can see, Adam and
RMSprop have the best performance for both training loss and training accuracy, followed
by AdaGrad. The performance of Newton-CG is only slightly better than SGD. Besides,
while Adam, RMSprop and AdaGrad show similar curve for both loss and accuracy: rapid
improvement in accuracy/decrease in loss in the early epochs followed by slower changes,
Newton-CG and SGD show similar curve: Their curves often oscillate, and the amplitude
of that of Newton-CG is larger. More specifically, Adam and RMSprop grow rapidly in
about the first 5 training epochs and reached a training accuracy of about 75%, and then
started to slow down. In the end, they achieved a training accuracy of about 90%. The
training accuracy of AdaGrad increased rapidly in about the first 30 training epochs and
reached about 71%. Then it increased relatively slowly and in the end it reached about
80%. The accuracy of Newton-CG and SGD does not have a stable maximum. Newton-CG
achieves the maximal training accuracy at about the 50th training epoch, which is about
68%. In contrast, SGD achieved the maximum training accuracy of about 61% around the
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20th training epoch. Overall, the training accuracy of Newton-CG is higher than that of
SGD. The situation of Training Loss is similar to Training Accuracy, so it is omitted here.

Figure 4.3: Validation Loss (left) and Validation Accuracy (right) over Training Epochs.
The two subfigures in the first row are the original images whereas the two in
the second row are the same images with some averaging processing to make the
curves more smooth.

Figure 4.3 shows the loss and accuracy on the validation dataset. The performance of all
the optimizers on the validation dataset is quite similar to that on the training dataset. For
Adam, RMSprop and AdaGrad, their validation accuracy grows quickly first, then from a
certain training epoch starts to slow down. For Newton-CG and SGD, their accuracy is still
oscillating, and their amplitude and frequency are greater than those on the training dataset.
More specifically, Adam and RMSprop reach a validation accuracy of about 73% at only
about the 6th training epoch, and then begin to slow down, and even become overfitting.
They achieve the maximal validation accuracy (about 73% and 74% respectively) around
the 10th training epoch and in the end their validation accuracy drop to around 71% due
to overfitting. The curve of AdaGrad’s validation accuracy is similar, but its growth is
not as fast as Adam and RMSprop: it grows at a relatively fast rate till around the 30th
training epoch and reaches about 72%, then begins to gradually converge, and finally reaches
about 73%. It is worth noting that the model is not overfitting using AdaGrad optimizer.
Compared with the above optimizers, the validation accuracy of Newton-CG and SGD is
more unstable, so they do not have a stable maximum validation accuracy. For Newton-CG,
its validation accuracy achieves the maximum (about 68%) around the 58th training epoch.
SGD achieves the greatest validation accuracy at the 22nd training epoch (about 64%).
Overall, the validation accuracy of Newton-CG is higher than that of SGD during most of
the time. The situation of Training Loss is similar to Training Accuracy, so it is omitted
here.
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4.1.3 Newton-CG with Adam pretrained

In addition to the normal tests, we also tried some experiments to see whether the performance
of Newton-CG can be improved. We do it by comparing the normal Newton-CG and Newton-
CG with Adam pretrained. For the latter, we first use Adam to train for the first 20 epochs
then use Newton-CG to finish the remaining epochs.

Figure 4.4: Performance comparison of Newton-CG with and without Adam pretrained. The
former first uses Adam to train the model for 20 epochs, then uses Newton-CG
for the remaining 70 epochs. The latter uses only Newton-CG.

Figure 4.5: Same images as Figure 4.4, but with some averaging processing to make the
curve smoother.

Figure 4.4 and Figure 4.5 show the result. We can see that after using Adam pretraining
20 training epochs, the training accuracy and validation accuracy reached about 78% and
75% respectively. However, this does not seem to have a big impact on the optimization of
Newton-CG: after the 21st training epoch, the training accuracy and validation accuracy
have dropped to about 63% and 54% respectively, which are very close to the accuracy
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of training only with Newton-CG. Afterward Newton-CG with Adam pretrained performs
similarly to pure Newton-CG: The training accuracy and validation accuracy show an upward
trend overall, but it fluctuates from time to time. More specifically, the training accuracy of
Newton-CG with Adam pretrained achieves the maximum value around the 90th training
epoch (about 71%), and there is still an upward trend with a small oscillation. The training
accuracy of pure Newton-cG gets the maximum value (69%) around the 70th training epoch,
and then fluctuates and begins to decrease. At About the 90 th training epoch, the training
accuracy of pure Newton-CG was only about 56%, which was significantly smaller than
that of Newton-CG with Adam pretrained. But this does not mean that Newton-CG with
Adam pretrained is better than pure Newton-CG because from the figure we can see that
Newton-CG with Adam pretrained still has oscillations, and the frequency and amplitude
are similar to pure Newton-CG. The validation accuracy of the two is very similar to the
training accuracy, the difference is that their accuracy oscillations on the validation set are
larger and more frequent. The situation of loss is similar to accuracy, so it is omitted here.

4.2 Self-Attention based model

4.2.1 finding suitable hyperparameters for Newton-CG

To train the Self-Attention-based model, the first thing we do is to find a good combination
of the hyperparameters. Similar to the RNN model case, we find that 20 CG-iterations
and a convergence tolerance of 10−5 proved accurate. Further decreasing the tolerance or
increasing the number of iterations slows down training without benefiting convergence.
As for the learning rate and Tikhonov regularization τ , we find that different values will
cause very big differences. Thus we made a specific test, looping over learning rate set
{0.1, 0.01, 0.001} and τ set {0.1, 1, 10}. The following figure shows the result:

Figure 4.6: Performance comparison of Newton-CG with different combinations of learning
rate and tau.

We trained the model for 40 epochs for each specific combination and recorded the loss and

accuracy
(

number of correct predictions
number of predictions

)
training dataset and validation dataset respectively.
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The result shows the performance of Newton-CG with learning rate = 0.1 and τ = 10 beats
almost all other combinations on both training and validation datasets. Therefore, in the
following program runs, we use this hyperparameter combination as a standard, unless
explicitly specified.

4.2.2 Comparing Newton-CG with other optimizers

We trained the model for 100 epochs with batch size set to 32 (batch size of multiple-of-8
can fit on the Titan XP GPU). All the first-order optimizers use the hyperparameters listed
in Subsection 3.3.3 and Newton-CG use the “standard” hyperparameters mentioned above.

Figure 4.7: Training Loss (left) and Training Accuracy (right) over Training Epochs.

Figure 4.7 shows the loss and accuracy on the training dataset. As we can see, Adam and
RMSprop have the best performance for both training loss and training accuracy. Newton-CG
also has a relatively good result compared with AdaGrad and SGD. Besides, Adam, RMSprop
and Newton-CG show similar performance: rapid improvement in accuracy/decrease in loss
in the early epochs, followed by slower changes. More specifically, Adam and RMSprop have
reached about 78% in training accuracy at the 20th training epoch, while Newton-CG only
reached about 68% and AdaGrad only reached about 61%. In contrast, SGD has the lowest
training accuracy, only about 52.5%. After the 20th training epoch, all optimizers except
SGD started to become slower. In the end, after slow growth, Adam and RMSprop reached
about 82% in training accuracy at the 100th training epoch, while Newton-CG reached
about 74% and AdaGrad reached about 70%. SGD was still the lowest, only around 62.5%.
In general, the training accuracy of all optimizers is showing an upward trend, among which
Adam and RMSprop grow the fastest, followed by Newton-CG, AdaGrad and SGD. The
situation of Training Loss is similar to Training Accuracy, so it is omitted here.
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Figure 4.8: Validation Loss (left) and Validation Accuracy (right) over Training Epochs.
The two subfigures in the first row are the original images whereas the two in
the second row are the same images with some averaging processing to make the
curves more smooth.

Figure 4.8 shows the loss and accuracy on the validation dataset. The performance
of all the optimizers on the validation dataset is quite similar to that on the training
dataset: At first growing/decreasing quickly, then becoming slower and slower. However,
there are some small differences on the validation dataset. Instead of slowly increasing in
accuracy/decreasing in loss in the later epochs, most of the optimizers show convergence
in the end. For instance, the accuracy of Adam and RMSprop slowly converges from
around the 40th epoch, and finally converges to about 80%. Newton-CG is quite similar,
finally converging to about 74%. The convergence of AdaGrad and SGD is a bit slower in
contrast: They finally reached about 68% and 62% respectively and are still slowly growing.
Besides, the performance of Newton-CG, AdaGrad and SGD is more unstable: Their curve
for accuracy is more trembling. However, the curve oscillation amplitude of Newton-CG,
AdaGrad and even SGD is getting smaller and smaller.

4.2.3 Newton-CG with Adam pretrained

Besides the normal tests, we also tried some experiments to see whether the performance of
Newton-CG can be improved. We do it by comparing the pure Newton-CG and Newton-CG
with Adam pretrained. For the latter we first use Adam to train for the first 20 epochs then
use Newton-CG to finish the rest epochs.
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Figure 4.9: Performance comparison of Newton-CG with and without Adam pretrained. The
former first uses Adam to train the model for 20 epochs, then uses Newton-CG
for the remaining 80 epochs. The latter uses only Newton-CG.

Figure 4.9 shows the result. We have noticed that after pretraining Newton-CG keeps
slowly improving the accuracy/decreasing the loss in the later 80 epochs, on both training
and validation datasets. The final validation accuracy of Newton-CG with Adam pretrained
is about 80%, while pure Newton-CG has only about 74%. Besides, Newton-CG with Adam
pretrained shows more stability than the pure Newton-CG, for both loss and accuracy.
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5 Conclusion and Outlook

In this thesis, we continued the comparison between Newton-CG and other first-order
optimizers, but on NLP problems. For that, we introduced the theory of neural networks we
used in this thesis and the theory of common first-other optimizers and Newton-CG.

To compare Newton-CG with the first-order optimizers Adam, RMSprop, AdaGrad and
SGD, we implemented two neural network models: One is based on RNN and the other
is based on Attention mechanism, which are the two most typical neural network models
for NLP. We recorded the loss and accuracy on both the training and validation dataset
during the training. Newton-CG showed much better performance on the Self-Attention
based model: Higher training and validation accuracy and much more stability. On the
Self-Attention model Newton-CG outclassed AdaGrad and SGD, whereas on the RNN model
Newton-CG was only a little bit better than SGD.

We think the reason why the performance of Newton-CG is not as good as that of Adam
or RMSprop is that the loss function is not convex and there are several local minimums
and we didn’t reach a global minimum. The reason behind that could be that NLP models
(especially RNNs) seem to be easier to become ill-conditioned and the CG algorithm used in
Newton-CG can not deal with it very well.

Possible future work could include a more thorough and deeper investigation of the
hyperparameters. Also, the technical limitations of our implementation have to be addressed,
before the algorithm can be used in practice. Especially the sparse case implementation, so
that we can train an Embedding layer. It’s also recommended to rewrite the algorithm in
other frameworks since TensorFlow is not so friendly to second-order gradients.

In conclusion, Newton-CG’s performance on NLP problems, or Sentiment Analysis more
specifically, is not as good as on Image Classification problems. Nevertheless, it still has an
acceptable performance on the Self-Attention model.
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