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Abstract

Sparse grids are useful for function approximation in high dimensions, because they reduce the impact of the “curse of dimensionality”, as the number of grid points does not grow exponentially with the number of dimensions. This gives access to function approximation in higher dimensions than possible with full grids. Sparse grids represent functions as a linear combination of nonlinear basis functions.

A neural network can also represent a function as a linear combination of nonlinear basis functions. In contrast to sparse grids, however, the neural network learns the linear combination.

A combination of sparse grids and neural networks could lead to a more efficient use of resources and faster training of the neural network. Since there currently is a lack of frameworks that allow using sparse grids inside of neural networks, an implementation of a deep sparse grid layer is introduced in this thesis. The implementation uses the Python machine learning library PyTorch. With this implementation, it is possible for future researchers to start evaluating the advantages and disadvantages of sparse grids inside neural networks quicker. It provides a customizable sparse grid layer, which uses a sparse grid built with the combination technique, and can utilize PyTorch’s parallel tensor computation on compatible GPUs.
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## List of Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbb{N}$</td>
<td>The natural numbers.</td>
</tr>
<tr>
<td>$\mathbb{N}_0$</td>
<td>The natural numbers including 0.</td>
</tr>
<tr>
<td>$\vec{v}$</td>
<td>The vector $v$.</td>
</tr>
<tr>
<td>$v_i$</td>
<td>The $i$-th element of the vector $v$.</td>
</tr>
<tr>
<td>$\vec{1}$</td>
<td>The vector consisting of ones.</td>
</tr>
<tr>
<td>$O$</td>
<td>The big O notation.</td>
</tr>
<tr>
<td>$l$</td>
<td>The discretization level.</td>
</tr>
<tr>
<td>$\vec{l}$</td>
<td>The multi-dimensional vector of discretization levels.</td>
</tr>
<tr>
<td>$\Omega_l$</td>
<td>The one-dimensional grid of level $l$.</td>
</tr>
<tr>
<td>$\Omega$</td>
<td>The domain of the one-dimensional grid.</td>
</tr>
<tr>
<td>$\Omega^d_l$</td>
<td>The $d$-dimensional grid of level $l$.</td>
</tr>
<tr>
<td>$\Omega^d$</td>
<td>The domain of the $d$-dimensional grid.</td>
</tr>
<tr>
<td>$h_l$</td>
<td>The mesh width of a grid of level $l$.</td>
</tr>
<tr>
<td>$\vec{h}_l$</td>
<td>The multi-dimensional mesh width of level $l$.</td>
</tr>
<tr>
<td>$x_{l,i}$</td>
<td>The point with the index $i$ in a grid of level $l$.</td>
</tr>
<tr>
<td>$\vec{x}_{l,i}$</td>
<td>The grid point with the vector index $\vec{i}$.</td>
</tr>
<tr>
<td>$\Phi(x)$</td>
<td>The hat function.</td>
</tr>
<tr>
<td>$\Phi_{t,i}(x)$</td>
<td>The hat function on the grid point $x_{l,i}$.</td>
</tr>
<tr>
<td>$\Phi_{l,i}(x)$</td>
<td>The hat function on the grid point $x_{l,i}$.</td>
</tr>
<tr>
<td>$V_l$</td>
<td>The function space of a basis of level $l$.</td>
</tr>
<tr>
<td>$V_{\vec{l}}$</td>
<td>The function space of a basis with the discretization level vector $\vec{l}$.</td>
</tr>
<tr>
<td>$W_l$</td>
<td>The hierarchical increment space of level $l$.</td>
</tr>
<tr>
<td>$W_{\vec{l}}$</td>
<td>The hierarchical increment space with the discretization level vector $\vec{l}$.</td>
</tr>
<tr>
<td>$I_l$</td>
<td>The index set for the increment space $W_l$.</td>
</tr>
<tr>
<td>$I_{\vec{l}}$</td>
<td>The index set for the increment space $W_{\vec{l}}$.</td>
</tr>
<tr>
<td>$V_n$</td>
<td>The sparse grid space of level $n$.</td>
</tr>
<tr>
<td>$u_l(x)$</td>
<td>The interpolation function of a basis of level $l$.</td>
</tr>
<tr>
<td>$u_{l}(\vec{x})$</td>
<td>The interpolation function of a basis with the discretization level vector $\vec{l}$.</td>
</tr>
<tr>
<td>$\hat{u}_n(x)$</td>
<td>The interpolation function of a sparse grid of level $n$.</td>
</tr>
<tr>
<td>$</td>
<td>\vec{l}</td>
</tr>
<tr>
<td>$</td>
<td>\vec{l}</td>
</tr>
</tbody>
</table>
1 Introduction

Nowadays, neural networks are used to solve a multitude of tasks that consist of learning, generalizing or clustering data. They can for example be used to identify emotions in pictures of faces [1] or interpret medical images [2]. They can also be used for dimension reduction on a function or regression [3].

Full grids can be used to approximate a function when a full sampling of the space is necessary. However, full grid approximation does not work well for functions in higher dimensions, since the number of points needed in a full grid grows exponentially with the dimension. Sparse grids are grids where most grid points are left empty. This results in the number of sparse grid points not growing exponentially with the number of dimensions. This gives access to function approximation in higher dimensions than normally possible. The intelligent layout of the sparse grid points (see Figure 1.1) allows for function approximation in higher dimensions with adequate approximation accuracy. Sparse grids are typically used when the use of full grids is not feasible anymore, but the space still has to be sampled completely, like solving partial differential equations or interpolation and approximation in medium dimensions [4]. Sparse grids represent functions as a linear combination of nonlinear basis functions.

A neural network can also represent a function as a linear combination of nonlinear basis functions. In contrast to sparse grids, however, the neural network needs to learn this combination. When training to represent a function, the neural network adjusts its weights to achieve a result with minimal error.

Combining sparse grids and neural networks could lead to faster training of neural networks. However, there currently is a lack of frameworks that allow using sparse grids inside of neural networks. This thesis introduces the implementation of a deep sparse grid layer for the Python machine learning library PyTorch. With this implementation, it will be possible for future researchers to start evaluating the advantages and disadvantages of sparse grids inside of neural networks quicker.

The mathematical background of full grids and sparse grids is explained in Sections 2.1 and 2.2, followed by an introduction to neural networks in Section 2.3. The library PyTorch, which is the Python machine learning library used to implement the deep sparse grid layer, is introduced in Section 2.4. Section 3 discusses the implementation of the deep sparse grid layer. The underlying codebase that is the basis for the sparse grid layer is introduced in Section 3.1. In Section 3.2 the representation of sparse grids in the sparse grid layer is explained. How the implemented layer can be customized and which features are
implemented is discussed in Section 3.3. The algorithm used to generate sparse and full grids in the sparse grid layer is introduced in Section 3.4. In Section 3.5 the architecture of the implementation is presented. Unit tests for the sparse grid layer are introduced in Section 3.6. Finally, the capabilities of the deep sparse grid layer implementation for utilizing parallel GPU processing is evaluated in Section 3.8.

Figure 1.1: A two-dimensional sparse grid of level 4 with boundary points in the domain $[0, 1]^2$. 
2 Theoretical Background

The mathematical background of full grids and sparse grids is given in Sections 2.1 and 2.2. Afterwards, neural networks are introduced in Section 2.3. The Python library PyTorch, that is the basis for the implementation of the deep sparse grid layer, is examined in Section 2.4.

2.1 Full Grids

In order to define sparse grids, full grids are introduced first. For simplicity’s sake, a one-dimensional equidistant grid $\Omega_l$ of level $l \in \mathbb{N}$ in the interval $\bar{\Omega} = [0, 1]$ is considered first. Figure 2.1a shows a one-dimensional full grid. Then, these principles will be extended to multiple dimensions in Section 2.1.4. A two-dimensional full grid is shown in Figure 2.1b.

The grid $\Omega_l$ consists of $(2^l + 1)$ equidistant points if it contains the boundary points and of $(2^l - 1)$ equidistant points if not [5]. The distance $h_l$ between the points of a grid with level $l$, also called mesh width, is defined as

$$h_l := 2^{-l}.$$  \hspace{1cm} (2.1)

A point $x_{l,i}$ in relation to its index $i$ and the level $l$ of the grid is defined as

$$x_{l,i} := i \cdot h_l, \quad 0 \leq i \leq 2^l$$ \hspace{1cm} (2.2)

if the grid contains boundary points and as

$$x_{l,i} := i \cdot h_l, \quad 1 \leq i \leq 2^l - 1$$ \hspace{1cm} (2.3)

if not.
In the Sections 2.1 and 2.2 a grid without boundary points is considered.

2.1.1 Hat Function

A one-dimensional basis function is used to construct the full grid. The hat function,

\[ \Phi(x) := \max \{ 1 - |x|, \ 0 \} , \]

is a simple one-dimensional basis function [6]. Figure 2.2 shows a plot of the hat function in the interval \([-3, 3]\).
By dilating and translating this function, the hat function can be defined in relation to the grid point $x_{l,i}$:

$$\Phi_{l,i}(x) := \Phi\left(\frac{x - x_i}{h_i}\right).$$  \hspace{1cm} (2.5)

This general hat function can then be used to construct a basis.

### 2.1.2 One-dimensional Nodal Basis

A nodal basis of level $l$ uses a span of level $l$ basis functions to construct its function space. An example of a nodal basis can be seen in Figure 2.3.

Using the basis function from (2.5), the function space $V_l$ of the nodal basis is defined as

$$V_l := \text{span}\left\{\Phi_{l,i} : 1 \leq i \leq 2^l - 1\right\}.$$  \hspace{1cm} (2.6)

This space contains all functions that can be represented by the nodal basis [6].
An interpolation function $u(x)$ can be constructed by multiplying the basis functions with a basis-specific weight $v_{l,i}$ and summing up all results:

$$u(x) = \sum_{i \in I_l} v_{l,i} \cdot \Phi_{l,i}(x).$$  \hspace{1cm} (2.7)

Since the basis functions are static, the interpolation function $u(x)$ can be represented by its weights.

### 2.1.3 One-dimensional Hierarchical Basis

A hierarchical basis can also be constructed in a similar way to the nodal basis. The hierarchical basis uses multiple hierarchical increment spaces $W_l$ to build its function space $V_l$ [6]. Each increment space $W_l$ contains the odd basis functions of level $l$:

$$W_l = \text{span} \{ \Phi_{l,i} : i \in I_l \},$$  \hspace{1cm} (2.8)

$$I_l = \left\{ i \in \mathbb{N} : 1 \leq i \leq 2^l - 1, \ i \text{ odd} \right\}. $$  \hspace{1cm} (2.9)

The sum of the increment spaces $W_l$ of all levels $l$ is the resulting function space

$$V_l = \bigoplus_{k \leq l} W_k,$$  \hspace{1cm} (2.10)

which is the same space as the nodal function space. An example of a hierarchical basis can be seen in Figure 2.4.
A function $u(x)$ inside the function space $V_l$ can be represented by the basis functions as the sum of all hierarchical basis functions in all increment spaces, multiplied by their respective weights $v_{k,i}$:

$$u(x) = \sum_{k=1}^{l} \sum_{i \in I_k} v_{k,i} \cdot \Phi_{k,i}(x).$$  \hfill (2.11)

The interpolation function $u(x)$ can be uniquely represented by its weights using hierarchical basis function as well.

### 2.1.4 Multi-dimensional Basis

Tensor product construction can be utilized to extend the one-dimensional grid to $d$ dimensions. The $d$ levels $l$ of the $d$-dimensional grid $\Omega^d_l$ are combined into the $d$-dimensional vector $\vec{l}$:

$$\vec{l} := (l_1, l_2, \ldots, l_d) \in \mathbb{N}^d.$$  \hfill (2.12)

The grid $\Omega^d_l$ is now in the $d$-dimensional interval $\Omega^d := [0,1]^d$. The mesh width is defined as

$$h_l := (h_{l,1}, h_{l,2}, \ldots, h_{l,d}) := 2^{-l}.$$  \hfill (2.13)

The grid points $x_{l,i}$ of the grid $\Omega^d_l$ are defined as

$$x_{l,i} := (x_{l,1,i}, \ldots, x_{l,d,i}), \quad l \leq i \leq 2^{l-1},$$  \hfill (2.14)
where for all vectors above, all arithmetic operations are component-wise \([5]\). Figure 2.5 shows a full grid with \( \vec{l} = (3, 3)^\top \).

![Figure 2.5: A two-dimensional full grid of level \((3, 3)^\top\) (without boundary points).](image)

For each grid point the \(d\)-dimensional hat function is defined as

\[
\Phi_{\vec{l},\vec{i}}(x) := \prod_{j=1}^{d} \Phi_{l_j, i_j}(x_j).
\] (2.15)

The function space

\[
V_{\vec{l}} := \text{span} \left\{ \Phi_{\vec{l},\vec{i}} : \vec{i} \leq \vec{l} \leq 2^d - \vec{l} \right\}
\] (2.16)

is again defined as a span of basis functions.
To represent a function \(u_l(\vec{x})\) in the multi-dimensional function space \(V^l\), the nodal basis functions are multiplied with their respective weights \(v_{l,i}\) similar to the one-dimensional case:

\[
u_l(\vec{x}) = \sum_{i \in I^l} v_{l,i} \cdot \Phi_{l,i}(\vec{x}). \tag{2.17}\]

The hierarchical increment spaces \(W^l\) are defined as

\[
W^l := \text{span} \left\{ \Phi_{l,i} : \quad \vec{i} \in I^l \right\}, \quad \text{with} \tag{2.18}
\]

\[
I^l := \left\{ \vec{i} \in \mathbb{N}^d : \quad \vec{1} \leq \vec{i} \leq 2 l - \vec{1}, \quad i_j \text{ odd for all } 1 \leq j \leq d \right\}. \tag{2.19}
\]

The sum of the increment spaces \(W^l\) of all levels \(l\) still is the same as the function space \(V^l\) of the nodal basis:

\[
V^l = \bigoplus_{k \leq l} W^k. \tag{2.20}\]

A function \(u_l(\vec{x})\) can be represented by the sum of all hierarchical basis functions in all increment spaces, multiplied by their respective weights \(v_{k,i}\):

\[
u_l(\vec{x}) = \sum_{\vec{1} \leq k \leq l} \sum_{\vec{i} \in I^k} v_{k,i} \cdot \Phi_{k,i}(\vec{x}). \tag{2.21}\]

An interpolation function \(u_l(\vec{x})\) can be represented in the multi-dimensional grid just by its weights as well.

### 2.2 Sparse Grids

When approximating functions in increasing dimensions, the number of points in a full grid increases exponentially. This is called “the curse of dimensionality”. Sparse grids are grids that have a large number of empty grid points. Because of that, the actual number of points in a sparse grid does not increase exponentially while the quality of the approximation does not decrease significantly [6, 7]. Table 2.1 shows a comparison of the grid points and accuracy of full and sparse grids.
Table 2.1: Comparison between full grids and sparse grids in relation to the dimension $d$ and the mesh width $h$ [4].

<table>
<thead>
<tr>
<th></th>
<th>Full grid</th>
<th>Sparse grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Grid Points</td>
<td>$O(h^{-d})$</td>
<td>$O(h^{-1} \log(h^{-1})^{d-1})$</td>
</tr>
<tr>
<td>Accuracy</td>
<td>$O(h^2)$</td>
<td>$O(h^2 \log(h^{-1})^{d-1})$</td>
</tr>
</tbody>
</table>

One way of defining sparse grids is by selectively adding hierarchical subspaces from the full grids space (see Figure 2.6). The result of the added hierarchical subspaces can be seen in Figure 2.7. Sparse grids achieve their smaller number of points with little loss in accuracy by selectively adding subspaces from the full grid space (see Figure 2.6). Two norms are used to distinguish the hierarchical subspaces:

$$|\vec{l}|_1 := \sum_{j=1}^{d} |l_j|,$$  \hspace{1cm} (2.22)

$$|\vec{l}|_\infty := \max_{1 \leq j \leq d} |l_j|.$$  \hspace{1cm} (2.23)

To gain the maximum accuracy for the least amount of points, sparse grid spaces $\hat{V}_n$ of levels $\vec{l} = (n, \ldots, n)^\top$ in $d$ dimensions are defined as

$$\hat{V}_n := \bigoplus_{|\vec{l}|_1 \leq n+d-1} W_{\vec{l}}.$$  \hspace{1cm} (2.24)

Full grid spaces do not selectively choose hierarchical subspaces but use all subspaces from the corresponding full grid space:

$$V_n := \bigoplus_{|\vec{l}|_\infty \leq n} W_{\vec{l}}.$$  \hspace{1cm} (2.25)
2.2 Sparse Grids

Figure 2.6: Subspaces $W_l$ for levels $|\vec{l}_\infty| \leq 3$. Together the subspaces form the full grid space $V_3$. The sparse grid space $\hat{V}_3$ consists of the full grid spaces that satisfy $|\vec{l}|_1 \leq 3 + 2 - 1 = 4$ (see (2.24)), in this figure shown above the dashed line [taken from 6].
The combination technique is another technique used for generating sparse grids. Instead of adding hierarchical subspaces from the full grid space, the combination technique linearly adds and subtracts coarser full grids to represent a sparse grid. The advantage of constructing a sparse grid out of complete full grids instead of hierarchical subspaces is that existing solving methods for full grids can be used on the constructed sparse grid. The disadvantage is that the combination technique uses additional points. An example of the combination technique can be seen in Figure 2.8, where the technique is used to create a two-dimensional sparse grid of level 3.

The sparse grid interpolation function \( \hat{u}_l(x) \), also called sparse grid solution, is given by

\[
\hat{u}_l(x) := \sum_{n \leq ||l||_1 \leq n+d-1} (-1)^{n+d-||l||_1-1} \left( \frac{d-1}{||l||_1 - n} \right) u_l(x). \tag{2.26}
\]

The coefficient

\[ c = (-1)^{n+d-||l||_1-1} \left( \frac{d-1}{||l||_1 - n} \right) \tag{2.27} \]

of a grid determines whether the grid is added or subtracted.
2.3 Neural Networks

Artificial neural networks are computational models that possess the ability to learn, generalize or cluster data. They are loosely inspired by biological neural networks and consist of a set of simple processing units called neurons. These neurons communicate with each other via weighted connections [8].

Neural networks can perform various tasks, from diagnosing patients with dementia using neural imaging [2] to reading emotions using facial image analysis [1] to playing Star-Craft II, a complex real-time strategy game with incomplete information [9].

2.3.1 Types of Neural Networks

There are different types of neural networks, two important types are feed-forward networks and recurrent networks. In feed-forward networks the data flow is unidirectional. No information is transmitted backwards and there are no loops in the network. Figure 2.9a shows a feed-forward network. Recurrent networks on the other hand do transmit data backwards. This means that the network influences itself. The output of a network
can either be stable, when the network reaches an equilibrium, or dynamic, when the network does not converge to a stable state and instead periodically changes [8]. Figure 2.9b shows a recurrent network.

![Feed-forward network](image1.png) ![Recurrent network](image2.png)

(a) Feed-forward network. (b) Recurrent network.

Figure 2.9: Comparison between a feed-forward network and a recurrent network.

The focus of this thesis will be on feed-forward networks.

### 2.3.2 Layers

The neurons in a feed-forward network are usually divided into layers. Neurons of layer $n$ only influence neurons of layer $n+1$. Neurons on the same level do not influence each other. Figure 2.10 shows a feed-forward network with an input layer, a hidden layer and an output layer.

The neurons on the first layer are influenced by the input layer, which is not counted in the number of layers of a neural network. The last layer, which is also called output layer, does not influence other neurons in the neural network. All layers between the input and the output layer are called hidden layers. Most neural networks consist of multiple layers. While single-layer networks without hidden layers exist, they are much more restricted than multi-layer networks [8].
2.3 Neural Networks

2.3.3 Forward Pass

To calculate the result of a neural network, which is the states of the neurons in the output layer, a forward pass is executed. In this forward pass the states of all neurons get evaluated. The forward pass starts at the input layer, moves forwards through the network, and ends at the output layer.

Each neuron can assume an activation state $s$ between zero and one. The weight of the connection from neuron $j$ to neuron $k$ is $w_{jk}$. For each neuron there can also be a bias $\Theta$. The state of the neuron is calculated as the sum of all weighted connections to the neuron plus the bias of the neuron:

$$s_k(t) = \sum_j w_{jk}(t)y_j(t) + \Theta_k(t). \quad (2.28)$$

To calculate the output $y$ of a neuron an activation function $\alpha(x)$ can be used. This activation function can introduce non-linearity to the neural network and help detect certain features [10]. The activation function gets the state of the neuron as input and returns the output of the neuron:

$$y_k(t) = \alpha_k(s_k(t)). \quad (2.29)$$

Figure 2.10: Feed-forward neural network with 2 layers.
2 Theoretical Background

The output of the neurons is evaluated layer by layer until the output layer is reached. The output \( y \) of the neurons of the output layer is the output of the neural network.

2.3.4 Activation Functions

Different activation functions can be used for different purposes. Two popular activation functions are the sigmoid activation function and the rectified linear unit (ReLU) activation function [10].

The sigmoid activation function, shown in Figure 2.11a, is defined as

\[
f(x) = \frac{1}{1 + e^{-x}}.
\]  

(2.30)

It is a non-linear smooth activation function that is derivable. It is mainly used in the output layer.

The ReLU activation function, shown in Figure 2.11b, is defined as

\[
f(x) = \max(0, x).
\]  

(2.31)

It is a nearly linear activation function which means it is often used in linear models.

Figure 2.11: Comparison of the sigmoid and the ReLU activation function in the interval \([-6, 6]\).

2.3.5 Problems Solvable with Machine Learning

Problems that can be solved by machine learning can be divided into two groups: supervised and unsupervised learning [11].
In supervised learning problems, the neural network learns a function that best predicts the output of incoming data by learning from input-output pairs of data. The output that the network should predict is already known. Examples of supervised learning problems are classification, where the network classifies input data into known classes, and regression, where the network learns a function from sample points. An example of regression can be seen in Figure 2.12.

Unsupervised learning is done without a priori knowledge about the data. The network gets unlabeled data without instructions on what to predict. It then tries to find patterns in the data. An example of unsupervised learning problems is clustering, which is the division of unknown data into clusters of similar data points. The number of clusters and the features that are used in the clustering process are not known beforehand. An example of this can be seen in Figure 2.13.
2 Theoretical Background

(a) Input data points.    (b) Clustered data.

Figure 2.13: Clustering example.

2.3.6 Loss Function

A loss function is used to measure how well a model performs. It quantifies the difference between the value predicted by the model and the expected value. This quantification is then used to tune the model’s parameters to better predict the input data [12]. Because the loss function compares to an expected value, it is only usable in supervised learning. This tuning of the model’s parameters is explained in Section 2.3.7.

There are different loss functions for different purposes. A simple loss function used for example in regression problems is the quadratic loss function, also called squared error (SE) function. It uses the squared distance between prediction $y$ and target $T$ as loss value. It is defined as

$$L(y) = B \cdot (y - T)^2,$$  \hspace{1cm} (2.32)

where $B$ is a constant.

The mean value of the quadratic loss function over a batch of data is called the mean squared error (MSE) function. It is defined as

$$\text{MSE}(y) = \frac{1}{n} \sum_{i=0}^{n} B \cdot (y_n - T_n)^2$$  \hspace{1cm} (2.33)

for $n$ different data points.
2.3.7 Backpropagation

After training data was passed forward through the neural network, the loss of this forward pass is calculated. In case of a batch of training data, a mean loss function is used. Then the weights and biases of the neurons and connections in the neural network get adjusted to minimize the loss. This is done by passing the loss backwards through the network. The adjustment of the parameters to minimize the loss are done layer by layer. An algorithm such as gradient descent can be used to find a local minimum of the loss function for different weights and biases. The weights and biases can then be optimized [8].

2.4 PyTorch

PyTorch is an open-source Python library that is used for deep learning. It provides tensors that support calculations both with central processing units (CPUs) and graphical processing units (GPUs). Using a GPU allows for faster parallel calculations. The tensors save a history of changes, which provides built-in differentiation.

The library provides a wide range of ready-to-use layers that can easily be added to custom models. It also provides optimizers and loss functions used for backpropagation [13].

The implementation discussed in Section 3 defines a deep sparse grid layer in PyTorch. The steps required for creating a custom layer in PyTorch and using the layer in a PyTorch model are introduced in Sections 2.4.1 and 2.4.2.

2.4.1 Model Definition

To define a new model in PyTorch, the torch.nn.Module class is extended. The programmer then has to define the layers. In addition, the function that is executed with each forward pass needs to be defined as well. A code example can be found below in Source Code 2.1 [14].
2 Theoretical Background

```python
class CustomModel(torch.nn.Module):
    def __init__(self, dim_in, dim_h1, dim_out):
        super(CustomModel, self).__init__()
        self.linear1 = torch.nn.Linear(dim_in, dim_h1)
        self.linear2 = torch.nn.Linear(dim_h1, dim_out)

    def forward(self, x):
        h1 = F.relu(self.linear1(x))
        y = torch.sigmoid(self.linear2(h1))
        return y

my_model = CustomModel(3, 2, 1)
```

Source Code 2.1: Definition of a model with two linear layers.

The model consists of two linear layers. The first linear layer uses the ReLU activation function, while the second linear layer uses the sigmoid activation function.

2.4.2 Layer Definition

To define a custom layer in PyTorch, the `torch.nn.Module` class also needs to be extended. Inside the layer class a forward function needs to be defined that gets executed with every forward pass. The custom layer can then be used in any model. A code example can be found below (see Source Code 2.2).
2.4 PyTorch

class CustomLinearLayer(torch.nn.Module):
    def __init__(self, in_features: int, out_features: int) -> None:
        super(CustomLinearLayer, self).__init__()
        self.in_features = in_features
        self.out_features = out_features
        self.weight = Parameter(
            torch.Tensor(out_features, in_features))

    def forward(self, x):
        return torch.nn.functional.linear(x, self.weight)

class CustomModel(torch.nn.Module):
    def __init__(self, dim_in, dim_h1, dim_out):
        super(CustomModel, self).__init__()
        self.linear1 = torch.nn.Linear(dim_in, dim_h1)
        self.custom_linear = CustomLinearLayer(dim_h1, dim_out)

    def forward(self, x):
        h1 = F.relu(self.linear1(x))
        y = torch.sigmoid(self.custom_linear(h1))
        return y

my_model = CustomModel(3, 2, 1)

Source Code 2.2: Definition of a custom layer and instantiation of it in a custom model.

In this code example a custom linear layer is defined. The forward pass of the custom layer is a function call to a built-in function in the PyTorch library. The custom linear layer is then used after a linear layer in the defined model.
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Sparse grids perform best in ambient space dimensions larger than three when an exponential increase of points is not feasible anymore, but the space still has to be sampled completely. The sparsity does not only scale better in high dimensions but can also help with pattern recognition by dropping unnecessary features, making the system more robust in return [15].

Sparse grids in combination with machine learning can also be useful for density estimation, since it needs an exponentially growing number of grid points compared to data points, whereas the number of sparse grid points does not grow as fast [16].

The scope of this thesis is the implementation of a deep sparse grid layer in PyTorch, using the already existing codebase as a starting point.

The features of the codebase will be introduced in Section 3.1. Afterwards, an overview of the representation of sparse grids in the deep sparse grid layer implementation is given in Section 3.2. The features and options of the layer implementation are summarized in Section 3.3. In Section 3.4 the grid generation algorithm is explained. The architecture of the implementation and its modularization is discussed in Section 3.5. Unit tests, which ensure the functionality of the implementation of the deep sparse grid layer and its components, are outlined in Section 3.6. Finally, in Section 3.8, the topic of using parallel computation from GPUs with the implementation of the deep sparse grid layer is discussed.

3.1 Deep Sparse Grids Codebase

The already existing codebase implements a neural network with a sparse grid layer for Tensorflow, a Python library similar to PyTorch that is also used for machine learning.

An algorithm to create a $d$-dimensional sparse grid without boundary points in the domain $[0, 1]^d$ using the combination technique is also already implemented in the codebase. To create a sparse grid with the combination technique, a set of full grids is multiplied with a set of coefficients and then added together.

The sparse grid representation in the codebase stores the sparse grid in three variables. The grid points of all full grids that make up the sparse grid are stored together in the variable
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positions. When representing a $d$-dimensional sparse grid with $p$ grid points, the array positions has the shape $(p, d)$. The grid coefficients of the set of full grids are stored for every point. This means that the variable called combi_coefficients contains the grid coefficient for every grid point, which makes it a one-dimensional array of length $p$. The mesh widths of the set of full grids are also stored for every grid point in every dimension, which results in an array with the shape $(p, d)$ called scales.

3.2 Sparse Grid Representation in the Deep Sparse Grid Layer

Sparse grids in the deep sparse grid layer are also generated using the combination technique. The representation of sparse grids is very similar to the representation in the codebase. Three variables with the same functions and shapes as in the codebase are used. To make the naming more consistent with the purpose of the variables, two of them have been renamed. The variable that contains the positions of all grid points is still called positions. The variable containing the grid coefficients for every grid point is called grid_coefficients. The mesh widths for each grid point are stored in mesh_widths.

Full grids are represented using the same variables. The positions of the points are stored the same way the positions of sparse grid points are stored. Since full grids are just a single full grid and not a combination of multiple full grids, no grid coefficients are needed. This means that the grid coefficient of all grid points is 1. The mesh width for all grid points is equal as well. It only depends on the domain and level of the full grid.

3.3 Features of the Deep Sparse Grid Layer

The sparsegrid_layer module allows its user to create deep sparse grid layers, which can be used in PyTorch neural networks. When using the layer in a PyTorch model, the sparse grid layer can be customized to best accomplish its task.

To allow easy comparisons between sparse and full grids, the grid type can be chosen when instantiating the layer. The generation of sparse grids using the combination technique is supported. Full grids can be generated as well. The generation of both grid types is also accessible from outside of the sparse grid layer, which makes it possible to use the grid generation algorithm outside of a neural network.

Both grid types can be generated with or without boundary points. The use of boundary points increases the number of points that are used in the grid, which makes calculations slower. However, it can be beneficial to use boundary points when the data in the neural network has boundary conditions that are not zero.

The level of the grid can be specified as well, which is used to define the level of detail that the grid has. A higher level means more grid points, but higher accuracy as well.
When generating a new grid the grid domain can be chosen as well. By default, the grid will be generated in the domain $[0,1]^d$. It is possible to choose different grid domains for each dimension.

Basis functions on each grid point are used to construct the grid. The basis function used in the sparse grid layer can be specified as well. The default basis function is the hat function (2.5). Currently, only the hat function is implemented. However, a function wrapper exists that allows to easily define further basis functions.

The weights of the sparse grid layer can be optimized with an optimizer from the PyTorch library together with the other layers in a model. It is, however, also possible to optimize the weights of the sparse grid layer with a custom optimizer. Optimizing the weights during a training step is also possible. A PyTorch implementation of a regularized least squares solver implemented by Zhen Zhang also comes with the deep sparse grid layer. This solver can be used to optimize the weights of the layer.

### 3.4 Grid Generation

The grid generation of the deep sparse grid layer is done by the `grid_generation` module. The generation function is accessible outside of the sparse grid layer, which means it can be used to generate sparse grids and full grids for other use cases as well. It is possible to generate sparse and full grids of different levels and dimensions in a chosen domain with or without boundary points.

The grid generation is done in two parts.

First, a list of full grids, called scheme, is generated, together with a list of grid coefficients. Each full grid is represented by a $d$-tuple specifying the level of the full grid in each dimension $d$.

To generate sparse grids, the combination technique (see Section 2.2) is used. This technique constructs a sparse grid out of multiple full grids, which are multiplied with a coefficient and added together. All full grids that satisfy the condition

$$n \leq |l|_1 \leq n + d - 1,$$

where $n$ is the level and $d$ the dimension of the sparse grid, are added to the scheme. The coefficient of the full grid is calculated with (2.27).

To generate full grids, no addition of multiple grids needs to happen. The scheme simply contains the final full grid. The corresponding coefficient is 1.

Source Code 3.1 shows the algorithm used to generate the grid scheme and coefficients in the deep sparse grid layer implementation.
Function create_combi_scheme(dim, level)

# create all possible level vectors that could be part of the scheme
level_list = list from 1 to level
level_lists = list of level_list for i=1 to dim
level_vectors = cartesian_product(level_lists)

# add all fitting level vectors to the scheme
scheme = empty list
For level_vector in level_vectors:
  If level <= L1_norm(level_vector) <= level + dim - 1
    Append level_vector to scheme
  Endif
Endfor

# calculate the coefficients for all level_vectors in the scheme
coefficients = empty list
For level_vector in scheme:
  q = level + dim - 1 - L1_norm(level_vector)
  f = (dim - 1) choose (L1_norm(level_vector) - level)
  coefficient = (-1)^q * f
  Append coefficient to coefficients
Endfor

Return (scheme, coefficients)
Endfunction

Source Code 3.1: Generation of the grid scheme and grid coefficients used to build a sparse grid using the combination technique.

After the creation of a scheme and grid coefficients, the actual grid generation starts. For each full grid specified in the scheme the following steps are executed:

1. The coordinates of the full grid are generated and saved to an array called positions.
2. The grid coefficient of the full grid is expanded into an array called grid coefficients, which is the same length as positions.
3. The mesh width of the full grid is expanded into an array called mesh widths, which is the same size as positions.
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The arrays representing each full grid are then merged into one array representing the final grid.

3.5 Layer Architecture

The main class in the sparsegrid_layer module is called SparsegridLayer and extends torch.nn.Module, the main building block for layers in PyTorch. It contains the layer’s weights and implements the forward pass of the layer, which multiplies the result of the sparse grid with the layer’s weights. All other functionality is implemented in different modules. This makes extending the sparse grid layer function easier. It also provides easier access to functions like the grid generation algorithm, which are used in the sparse grid layer.

To calculate the result of the sparse grid, the basis_functions module is used. It contains all basis functions that can be used in the sparse grid layer. Custom basis functions can also be added here.

To generate a grid, the generate_grid module is used. It implements the generation of sparse and full grids as described in Section 3.4. Useful math functions are located in the math_util module. The regularized least squares solver for PyTorch implemented by Zhen Zhang is located here.

The module plot_grid implements a function that plots a sparse- or full grid in up to two dimensions, which can be helpful for debugging purposes. Figure 3.1 showcases a plot produced by the module. The plot features a two-dimensional sparse grid of level 4, that was built using the combination technique. The red dots indicate where subtracted grid points are. The green dots are the added grid points. Red grid points are plotted with 25% opacity while green grid points are plotted with 75% opacity. Multiple grid points in the same spot result in a point that appears more opaque.
Two-dimensional sparse grid of level 4

Figure 3.1: Sparse grid plotted by the plot grid module. Green and red dots represent added and subtracted grid points in the sparse grid built with the combination technique. The more opaque a point is, the more grid points are in the same spot.
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Figure 3.2 showcases the directory structure of the sparse grid layer and its components. The main modules are located in the folder `sparsegrid_layer`. The unit tests are found separately in the folder `test`.

3.6 Unit Tests

To ensure the functionality of the deep sparse grid layer and all of its components, unit tests are employed. These tests are used to ensure that all parts of the code still function properly after implementing new features or rewriting code. They also check that unallowed inputs get handled correctly. The unit tests are found in the subfolder `test`, as seen in Figure 3.2. The unit tests used in the implementation are listed in Table 3.1.
Table 3.1: List of the unit tests used to test the deep sparse grid layer and its components.

<table>
<thead>
<tr>
<th>Test method name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Basis functions</strong></td>
<td></td>
</tr>
<tr>
<td>test_parameter_validation</td>
<td>Tests for correct input validation.</td>
</tr>
<tr>
<td>test_hat_function</td>
<td>Tests the hat function implementation.</td>
</tr>
<tr>
<td><strong>Grid generation</strong></td>
<td></td>
</tr>
<tr>
<td>test_parameter_validation</td>
<td>Tests for correct input validation.</td>
</tr>
<tr>
<td>test_combi_scheme</td>
<td>Tests the generation of the combi grid scheme.</td>
</tr>
<tr>
<td>test_combi</td>
<td>Tests the generation of combi grids.</td>
</tr>
<tr>
<td>test_full_scheme</td>
<td>Tests the generation of the full grid scheme.</td>
</tr>
<tr>
<td>test_full</td>
<td>Tests the generation of full grids.</td>
</tr>
<tr>
<td><strong>Math util</strong></td>
<td></td>
</tr>
<tr>
<td>test_lstsq</td>
<td>Tests the regularized least squares solver.</td>
</tr>
<tr>
<td><strong>Plot grid</strong></td>
<td></td>
</tr>
<tr>
<td>test_parameter_validation</td>
<td>Tests for correct input validation.</td>
</tr>
<tr>
<td><strong>Sparsegrid layer</strong></td>
<td></td>
</tr>
<tr>
<td>test_parameter_validation</td>
<td>Tests for correct input validation.</td>
</tr>
<tr>
<td>test_forward_pass</td>
<td>Tests basic functionality of the forward pass.</td>
</tr>
</tbody>
</table>

The implementation passes all unit tests. The tests for the regularized least squares solver are implemented by Zhen Zhang.

### 3.7 Computational Experiments

Section 3.8 performs experiments regarding the ability of the deep sparse grid layer implementation to use parallel computation.

The models used in the experiments perform regression on the three-dimensional swiss roll dataset from the scikit-learn Python library [17]. The number of sample points is 8000 and the noise is 0.001.

The training is done over 200 epochs with a batch size of 32. The Adam optimizer implemented in the PyTorch library is used with a learning rate of 0.005.

Four different PyTorch models are used in the experiments. The input sample size of all models is 3 and the output sample size is 1. The sparse grid layers used in the models all use a level 6 sparse grid in the domain $[0, 1]^d$ with boundary points built with the combina-
tion technique. Model [1] consists of three linear layers that encode the three-dimensional function, all with an input sample size of 3, followed by one two-dimensional sparse grid layer. Model [2] uses only one linear layer and one sparse grid layer. The linear layer is used to reduce the dimension of the input from three to two dimensions. The sparse grid layer once again uses a two-dimensional sparse grid. Model [3] consists only of one sparse grid layer, which uses a three-dimensional sparse grid. Model [4] does not use a sparse grid layer. It only uses two linear layers. To make better comparisons with model [3], which uses a high number of grid points, the hidden layer has an input sample size of 15188, which is also the number of grid points in a three-dimensional sparse grid of level 6 with boundary points created with the combination technique.

3.8 GPU Optimization

The library PyTorch provides tensors that can use the GPU of a system for parallel computations. To utilize the GPU of a system, a specific library from the GPU’s manufacturer needs to be used. For these comparisons, the Nvidia GPU GTX 1060 in combination with Nvidia’s CUDA library\(^1\) is used. The CPU used is the AMD Ryzen 3 1300X.

The arrays used to represent the sparse (or full) grid inside the sparse grid layer are implemented as PyTorch tensors. While tensors, in general, can be calculated in parallel using a GPU, it is unclear if the current representation of the sparse (or full) grid in conjunction with the implementation of the basis functions can benefit from using CUDA, because it is more complex than the multiplication of just two tensors. All functions used during training are functions from the PyTorch library that support parallel tensor calculations. However, the implementation was not tailored specifically for parallel computation.

To analyze how much the current implementation of the sparse grid layer benefits from parallel computations, the performance gain from using CUDA computations over CPU computations is analyzed and compared to the linear layer, which is implemented in the PyTorch library. To compare the layers, different PyTorch model configurations are used. These configurations and the dataset are explained in Section 3.7. The time spent on the training while using CPU calculations and while using GPU calculations utilizing the CUDA library is compared. To get more reliable results, each training is done five times. A comparison of the quality of the models is not part of the scope of this thesis.

\(^1\)CUDA Toolkit Documentation: [https://docs.nvidia.com/cuda/](https://docs.nvidia.com/cuda/)
The execution time (in seconds) of model [1], which uses three linear layers and one two-dimensional sparse grid layer, is plotted in Figure 3.3. The three linear layers are used to reduce the three-dimensional input to two dimensions so that a two-dimensional sparse grid can be used.

![Figure 3.3: The execution time (in seconds) for model [1], consisting of three linear layers and one sparse grid layer using a two-dimensional sparse grid.](image)

It is noticeable that the training utilizing CUDA calculations is about 48% faster than using CPU calculations on average. However, since the model consists of three linear layers and only one sparse grid layer, it is possible that the computation acceleration observable in Figure 3.3 is not because of the sparse grid layer.
The next experiment is done with model [2], which uses only one linear layer and one sparse grid layer. The linear layer is used to reduce the dimension of the input to two dimensions. This means that the sparse grid layer can once again use a two-dimensional sparse grid.

Figure 3.4 shows that the execution time of the training done with CUDA calculations is around 57% faster than the execution time of the training done with CPU calculations on average. This could mean that the current implementation of the sparse grid layer can benefit from CUDA calculations. However, since a linear layer is still used in the model, the difference in execution time could be entirely a result of the linear layer.
To ensure that only the sparse grid layer implementation is tested, a model consisting only of one sparse grid layer is used next (model [3]). This time the sparse grid layer uses a three-dimensional sparse grid of level 6 with boundary points, since the input is three-dimensional as well. This means that the sparse grid consists of much more points than before. For context, a two-dimensional sparse grid of level 6 with boundary points built using the combination technique only has about 1500 points, while a three-dimensional sparse grid with otherwise the same properties consists of about 15000 points. This means that the execution is going to be slower. However, it could also mean that parallel CUDA computation could have a bigger impact on the execution time for this model than for the past models.

Figure 3.5 shows that calculations using CUDA are around 93% faster than calculations using the CPU. The execution time for using CPU calculations is much slower than before. This is a result of the increase in sparse grid points. In spite of the increase in execution time using CPU computation, the CUDA execution time is similar compared to the models.
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before. This is because using CUDA allows for parallel processing of the sparse grid points. Since this model only uses a sparse grid layer and no other layers, this means that its current implementation does benefit from parallel GPU computation.

The last experiment is done on model [4], which uses only two linear layers and no sparse grid layer. The hidden layer uses a similar number of points to the three-dimensional sparse grid layer.

![Figure 3.6](image_url)

Figure 3.6: The execution time (in seconds) for model [4], consisting of two linear layers.

The use of CUDA calculations also affects this model, as shown in Figure 3.6. On average, the training using CUDA calculations was around 68% faster than the training using only CPU calculations. The linear layer implemented in the PyTorch library also benefits from parallel computation, as expected. The execution time is lower than in the model utilizing only the sparse grid layer though. This might be because the sparse grid layer is more complex than a linear layer, even when using a similar number of points.
Two metrics are introduced to compare the use of CUDA calculations with CPU calculations: The average speed increase when using CUDA (shown in Figure 3.7a) and the average time saved by using CUDA (shown in Figure 3.7b).

Figure 3.7: Comparison of CUDA and CPU calculations in respect to the four models: three linear into one sparse grid layer(model [1]), one linear into one sparse grid layer(model [2]), only one three-dimensional sparse grid layer(model [3]) and two linear layers using a similar number of points as the three-dimensional sparse grid layer(model [4]).

Model [3] benefited the most from using CUDA computation on average. The training was over 16-times faster when using CUDA computation compared to CPU computation. This corresponds to an average percentage time saved of over 90%. The sparse grid used in model [3] uses a large number of grid points, which explains why model [3] benefits so much from parallel computation. The hidden layer in model [4] uses a similar number of grid points as model [3] but does not see as much of a speed increase as model [3] does. This could be explained by the complexity of the sparse grid layer, which is higher than the complexity of a linear layer. Since the sparse grid layer is more complex it could gain more from parallel computation. Model [1] and model [2] also benefit from CUDA computation and are around two times faster with parallel computation. These models do not consist of as many points as models [3] and [4], which could mean that they can benefit less from parallel computation.
4 Conclusion

This section summarizes the achieved results and looks into possible future work done on the implementation.

4.1 Summary

This bachelor’s thesis discussed the implementation of the deep sparse grid layer and provided an introduction to sparse grids and machine learning. The mathematical background of full grids was provided in Section 2.1. In Section 2.2 this concept was extended to sparse grids. The basics of neural networks were discussed in Section 2.3. Afterwards the Python machine learning library PyTorch was introduced in Section 2.4.

In Section 3 the implementation of the deep sparse grid layer was presented, starting with the codebase, which is the foundation of the deep sparse grid layer, in Section 3.1. The representation of sparse grids in the final implementation was explained in Section 3.2. In Section 3.3 the features of the deep sparse grid layer were listed and the options explained. The grid generation algorithm for full grids and sparse grids was discussed in Section 3.4. The general layer architecture and module separation was shown in Section 3.5. In Section 3.6 the unit tests used to verify the functionality of the deep sparse grid layer were listed. Lastly, in Section 3.8, the parallel processing capabilities utilizing GPU computation of the deep sparse grid layer implementation were evaluated.

4.2 Discussion

Until now, there was a lack of frameworks providing easy access to sparse grids in neural networks. With the completion of the deep sparse grid layer, an entry point to researching the possibilities of the combination of sparse grids and neural networks was created. Future researchers can start realizing their ideas quicker and can easily extend the existing sparse grid layer in case they need specific features that are not yet implemented.

The current sparse grid layer implementation supports the use of sparse grids inside a neural network. The generation and use of both full grids and sparse grids is supported, which enables comparisons between the two grid types. The sparse grids used are generated using the combination technique. Both grid types can be generated with and without
boundary points. The sparse grid layer can be tailored to the data that is processed within. It is also possible to specify a domain for the used grid. Different domains for the different dimensions of the grid are supported. The basis function used to construct the grid can be customized as well.

The operations done on the sparse grid layer benefit from parallel GPU computing. When using a larger number of grid points, increases of over 90% were observed in tests. This makes studying neural networks with detailed sparse grid layers possible in a reasonable time frame.

4.3 Outlook

In the future, the implementation of the deep sparse grid layer could be extended further. The existing options could be extended, like supporting more basis functions or implementing the generation of other grid types. Adaptive sparse grids, which dynamically adjust the sparse grid to be denser at certain points, could be added as a new feature. This would allow using the grid points of the sparse grid more efficiently. More tests evaluating how the sparse grid layer performs in extreme cases should be done as well.

The current implementation was built putting the convenience of the user first. Because of this, adding new features and options took priority over optimizing the implemented algorithms. It is probably possible to optimize the algorithms used in the sparse grid layer to get faster computation. Tailoring the implementation to parallel computation might further increase the benefit of using CUDA and increase performance for large grids. There might be a performance gain using a different, more performance-oriented, data structure to represent the sparse grids as well.
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