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Abstract

This thesis covers the solution of the 2-D bond-based peridynamic equations with finite el-
ements for an integer ratio of peridynamic horizon and element length. The peridynamic
integral is split into three sets of elements, which are solved by different quadrature techniques
using midpoint rule, gaussian quadrature and subelementation with both Duffy transforma-
tion and tanh-sinh quadrature. The effect of quadrature technique, integral discretization,
meshgrid density and load applications are studied in detail. Furthermore, an analytical
Jacobian matrix for large deformations is derived and compared to a result from literature.
The 2-D peridynamic elements are coupled with linear plane stress finite elements from clas-
sical continuum mechanics using the Arlequin method and solved with Newton’s method.
Furthermore, a coupling of 1-D peridynamic finite elements with an analytical solution for
a harmonic excitation using Arlequin method is presented. A failure mechanism for brittle
materials is implemented and compared to results from an extended finite element method
with hybrid explicit-implicit crack description from literature.
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1 Introduction

1.1 Motivation

Peridynamics was developed as a remedy for some of the shortcomings of classical contin-
uum mechanics (CCM). The core of classical continuum mechanics is a set of three partial
differential equations, providing displacement fields as solutions. Despite their applicability
to large deformations and nonlinear stress-strain relations, being the solution of differential
equations poses severe restrictions on the desired displacement field, because the solution
needs to be continuous in order to be differentiable at all. Therefore, classical continuum
mechanics is not seemlessly applicable to problems involving changes in topology like crack
nucleation and propagation. Although the continuum domain may contain cavities or free
surfaces, stresses at the tips of those surfaces can get unbound [Gerstle 2015, p.116] in terms
of classical continuum mechanics. Linear elastic fracture mechanics (LEFM) and concepts
like stress intensity factors or critical energy release rates provide solutions to fracture of
very brittle materials, assuming that the fracture process zone, where the solutions become
singular, is small enough to be negligible. Nonlinear fracture mechanics or nonlocal damage
mechanics provide remedies for cases where the LEFM is not applicable any more. Still, in
all fracture- and damage models, the crack needs to be represented by a pair of matching
surfaces in the bulk of the continuum [Gerstle 2015, p.119], and a model must be introduced
to localize the crack tip in case of crack propagation. Thus, fracture mechanics is not intrin-
sic to CCM.

Peridynamics was proposed in 1999 by Dr. Steward A. Silling in order to overcome CCM’s
limitations by an intrinsic damage capability. It combines concepts from molecular dynam-
ics and classical continuum mechanics by keeping a continuum, but introducing an internal
length scale called horizon. Material points within horizon-distance have an influence on
each other through force densities. Unlike to CCM, the horizon around a material point
does not vanish, and the force state in any material point is the integral of all force densities
within horizon-reach. The results are three integro-differential equations for three dimen-
sions, but without any spatial derivatives. Classical continuum mechanics is a special case of
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Peridynamics, as the CCM – equation of motion is the Peridynamic one for the limit of the
horizon tending to zero. In Peridynamics, the differential quotients remain quotients of the
displacement fields, and thus are not restricted to continuity or differentiability. Damage and
cracks are part of the model by definition, because the forces between two material points
can be deleted if a damage criterion is met.

The model chosen for the force density between two material points defines the kind of
peridynamic theory. The most simple case, called "bond-based" and used in the scope of this
thesis, defines the forces acting between two points being equal in magnitude and collinear
to the difference of their location vectors in the deformed state [Gerstle 2015, p.153]. In the
second ("state-based") model, forces are still acting opposite and in line to each other, but
are not equal in magnitude any more. The "non-ordinary state-based" model permits the
force densities to be both unequal in magnitude and direction. State-based Peridynamics
was developed because bond-based Peridynamics is restricted to one poisson ratio only and
cannot distinguish between volumetric and distortional deformation [Madenci and Oterkus
2014, p.37]. Except for one-dimensional (1-D) problems, the resulting equations are nonlin-
ear in terms of the displacement field.

As no analytical solutions for Peridynamics are known in general, numerical solutions are
applied for both spatial- and time integration. In most cases, a collocation method of a
meshless scheme is used for spatial integration, dividing the domain in a finite number
of subdomains with associated collocation points and volumes [Madenci and Oterkus 2014,
p.125], although solutions with Bubnov- and Petrov-Galerkin methods (finite elements) were
proposed as well. Time integration is performed usually by finite difference explicit integra-
tion schemes or multistep methods [Madenci and Oterkus 2014, p.125].

In general, solving the peridynamic equations is computationally more expensive than clas-
sical continuum mechanics equations, regardless of the numerical solution technique. Mind-
ing that Peridynamics can play it’s strength in areas of crack nucleation and propagation,
whereas a CCM-model with finite element solution or even an analytical solution is superior
in terms of computational effort, a connection between both models is desirable. Proposi-
tions for coupling between Peridynamics and CCM-FEM include among others the morphing
method, the use of blending functions and the Arlequin method [Bobaru et al 2016, p.407-
431]. In the scope of this thesis, finite elements for the solution of the peridynamic equations
are chosen. Furthermore, a coupling with finite element solutions of linear elastic classical
continuum mechanics and an implementation of a crack propagation mechanism into the
peridynamic elements are presented.
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1.2 State of knowledge

This section is restricted to a review over finite element solutions of Peridynamics and some
aspects of the Arlequin method, because a solution of the peridynamic equations can be
achieved in many different ways and the Arlequin method is applied to a broad range of
problems. A good overview over Peridynamics in general at the state of 2014 can be found
in [Madenci and Oterkus 2014, p.8-13] and in [Bobaru et al 2016] at the state of 2016.

1.2.1 Peridynamic finite elements

[Chen and Gunzburger 2011] applied continuous- and discontinuous Galerkin finite element
methods to one-dimensional peridynamic rods with continuous displacement fields and dis-
placement fields with jump discontinuities. Their finite element approximations consist of
continuous linear piecewise approach functions, discontinuous constant- and discontinuous
linear approach functions and are compared to analytical solutions.

[Wang and Tian 2012] developed a fast solution for a 1-D peridynamic Galerkin approx-
imation exploiting the structure of the stiffness matrix. Furthermore, the entries of the
stiffness matrix were evaluated analytically in contrast to [Chen and Gunzburger 2011], who
applied Gauss-Legendre (GL) quadrature.

[Littlewood et al 2014] developed the prototype of a partial stress formulation in order to cou-
ple a CCM finite element solution with a meshfree peridynamic domain by a finite element
solution of Peridynamics and applied it to a linear patch test. The partial stress incorpo-
rated into the coupling elements was derived by the divergence operator yielding stress in the
CCM-sense and can be applied to a meshless approach of Peridynamics too. Furthermore,
their partial stress approach is able to suppress numerical artifacts in the transition zone
between the nonlocal- and local model.

[Glaws 2014] developed finite elements by a Bubnov-Galerkin approach for two-dimensional
(2-D) bond-based peridynamic problems. Triangular elements with linear approach func-
tions were chosen. The solution of the equation of motion was done with Newton’s method,
whose Jacobian matrix was obtained numerically from forward finite differences. The ratio
between element- and horizon length in [Glaws 2014] was arbitrary, necessitating a subele-
mentation with additional triangular subelements. Moreover, a special integral kernel of the
weak form was chosen.
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[Huang et al 2019] developed a peridynamic stiffness matrix. The meshgrid nodes repre-
sent peridynamic material points and are hereby center of the peridynamic families, which
extend over the elements within an integer-valued horizon - element ratio. The integration of
the elements within the horizon is done with the same formula for every element. Truncation
of elements by the horzion is covered by a volume correction coefficient. Furthermore, the au-
thors developed a direct coupling with a classical continuum-mechanics meshgrid by adding
the respective stiffness matrix entries. Nodes of classical continuum mechanics elements are
incorporated into the peridynamic families as well. The elements are applied afterwards
to various numerical experiments involving fracture of domains with- and without spherical
cutouts.

[Dong et al 2020] proposed a similar element like [Huang et al 2019], but for a non-ordinary
state based peridynamic model. Furthermore, an improved hourglass method was intro-
duced into the element to restrain the instability due to the zero-energy modes. The authors
applied a direct coupling between Peridynamics and CCM as well, introducing a two-step
interface correction method in order to improve the accuracy at the interface between the
domains.

[Bode et al 2020] proposed a peridynamic Petrov-Galerkin method in order to mitigate low-
frequency oscillations in a meshfree peridynamic approach. According to the authors, these
oscillations occur because the peridynamic equivalent to the deformation gradient, the defor-
mation state, cannot be retrieved sufficiently enough from the locally averaged deformation
gradient, when a peridynamic material is calibrated on a CCM-material. Instead, a defor-
mation gradient for each individual bond is proposed, allowing a more exact resolution of the
deformation of each peridynamic family. This can be done by a Petrov-Galerkin approach,
allowing different functions for displacement- and test fields of a finite element. Furthermore,
the authors derive an analytical stiffness matrix from this approach.

1.2.2 Arlequin method

[Dhia 1998] proposed the Arlequin method as a volume coupling for various mechanical- and
multiscale problems. A gluing zone is defined, where both models coexist, but are weighted.
Coupling is enforced by introduction of a Lagrange multiplier field acting on the displace-
ments of both models, which contributes to the total virtual work. Two different coupling
operators, L2- and H1-coupling, are proposed, based on the scalar product between the
space of approach functions and it’s dual. Different to a surface coupling, the non-vanishing
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volume of the gluing region is suitable to include the nonlocal peridynamic model.

[Guidault and Belytschko 2007] compare L2- and H1-coupling for overlapping domains with
different discretizations. It is figured out that the weight functions for L2-coupling have
to be continuous, whereas H1-coupling can cope with both continuous- and discontinuous
weight functions. In case of different mesh densities, it was figured out that the Lagrange
multiplier field for L2-coupling must not be finer than the coarser meshgrid.

[Dhia 2008] gives further insight into the Arlequin method and provides criteria for the
stability and consistency of the Arlequin framework.

[Fernier et al 2017] covers explicit time integration w.r.t. the Arlequin framework, result-
ing in a differential algebraic system. The influence of the Arlequin weights on the critical
timestep is investigated and a remedy is proposed.

1.3 Outline of the thesis

This thesis pursues four aims:

1. Integration of the peridynamic equation of motion in the deformed configuration with
finite elements on a subdivision of the integrand into middle-, uncut- and cut finite
elements.

2. Development of an analytical Jacobian matrix for two dimensional peridynamic finite
elements in order to use Newton’s method.

3. Investigation of a coupling between peridynamic- and classical continuum mechanics
(CCM) elements using the Arlequin method.

4. Incorporation of a damage model into the developed peridynamic finite elements in
order to capture quasi-static crack propagation.

Chapter 2 derives the equation of motion of the bond-based peridynamics model. In chap-
ter 3, a transformation from the deformed- to the undeformed configuration and the weak
form of the 2-D peristatic equation of motion is presented. Afterwards, the weak form is
discretized with two dimensional quadrilateral elements with linear approach functions. The
following computation of the nodal forces necessitates a distinction between middle-, uncut-
and cut finite elements in order to reduce truncation- and quadrature errors. The different
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numerical integration approaches on those elements are presented. As the resulting equa-
tions are nonlinear, both Newton’s method and adaptive dynamic relaxation are used. The
application of Newton’s method necessitates the Jacobian matrix of the discretized equa-
tions of motion w.r.t. the nodal degrees of freedom. It’s derivation is explained in detail and
compared with a numerical Jacobian obtained from complex step derivative. Furthermore,
the structure of the Jacobian matrix in this thesis is compared to a different approach from
literature. Afterwards, 1-D peridynamic finite elements are presented. Chapter 3 closes
with a presentation of the surface correction factor, a damage model for quasi-static crack
propagation in brittle materials and the modelling of boundary conditions for peridynamic
finite elements with fixed horizon-element ratio.

Chapter 4 presents a coupling between peridynamic- and CCM finite elements. The Arlequin
method was chosen, because it provides a volume coupling suitable for nonlocal Peridynam-
ics based on Lagrange multipliers. Both L2- and H1- coupling are described in detail and
the coupling matrices are derived from a scalar product of the Sobolev space of the approach
functions.

Chapter 5 contains numerical simulations and is split into three sections. The first one
compares the results for a peridynamic cantilever beam with analytical Jacobian matrix
with results from literature. Afterwards, the effects of mesh refinement and discretization
are investigated. Two different load types on the cantilever beam are tested and a me-
chanical explanation of the results is given. The section closes with the application of the
elements on a large-deflection example. The second section incorporates the investigation
of the coupling. Both L2- and H1- coupling are tested on a cantilever beam with different
discretizations and coupling lengths. Furthermore, a dynamic coupling of 1-D peridynamic
finite elements and an analytical solution is presented. The third section tests the damage
capability of the elements. The crack paths obtained from Peridynamics are compared with
results from an extended finite element method (XFEM) with hybrid explicit-implicit crack
description on a square plate with a predefined crack and a three-point bending example.

Chapter 6 provides a summary and gives an outlook on further ideas, which could not
be pursued in the scope of this thesis.

The appendix provides additional information to some of the used mathematical methods
like complex step derivative, tanh-sinh numerical quadrature and Gauss-Legrendre quadra-
ture, some foundations of the Arlequin method and a brief investigation of the effect of the
discretization of the inner peridynamic integral.
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2 Theory of Peridynamics

The aim of this chapter is to provide the bond-based peridynamic equation of motion. Pre-
requisites are a definition of kinematics, the deformation, and the strain energy in the peri-
dynamic sense. Furthermore, a linear-elastic peridynamic material is introduced, together
with the calibration of it’s parameter by the correspondence with a linear elastic material
in the classical sense. Furthermore, the limitation to one material parameter and the re-
sulting coupling between volumetric and distortional deformation is shown. The formalism
is developed under the following guideline: No spatial derivatives of the displacement field
shall be necessary. Please note: In the following, base vectors are usually denoted covariant,
coordinates contravariant. All derivations are done for 2-D problems, assuming that the
thickness of the material bodies in X3-direction remains constant.

2.1 Introduction

The peridynamic continuum consists of infinitely many material points [Madenci and Oterkus
2014, p.19]. In the undeformed configuration, any material point occupies a position in space
X. The position vectors of the undeformed configuration are defined w.r.t. a fixed cartesian
coordinate system; their coordinates (X1, X2) are denoted by capital letters. If the system

X1, x1

X2, x2

X x

u

e1

e2

Figure 2.1: Configurations

undergoes deformation, the material points are mapped to the deformed configuration. Posi-
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tion vectors in the deformed configuration x are defined w.r.t. a second cartesian coordinate
system, which is located by convenience in the same position as the reference coordinate
system. Coordinates of deformed-configuration position vectors are denoted by small letters
(x1, x2). Undeformed and deformed position vectors X and x differ by a displacement vector
u [Parisch 2003, p.61].

x = X + u (2.1)

Although X and x are both defined w.r.t. fixed cartesian coordinate systems, i.e. described
w.r.t. the same base vectors, their coordinates are functions of each other.

x = ϕ(X) , xi = ϕi(XJ) , e.g. x1 = ϕ1(X1, X2, X3) (2.2)

ϕ denotes the deformation map. As ϕ is a function of the material coordinates XJ , it is a
Lagrangian description of motion [Parisch 2003, p.62].

2.2 Bond - based Peridynamics

In Peridynamics, a material point X is able to interact with all material points Y within a
finite vicinity called family DX [Madenci and Oterkus 2014, p.19]. In two dimensions, the
familiy DX is a circle centered in X with radius δ called "horizon". The influence of material
points on X beyond δ is assumed to vanish.
Connections between X and Y are called "bonds" L. In the undeformed configuration, the

X1, Y 1

X2, Y 2

X

Y

L
δ

DX

Figure 2.2: Horizon, family and undeformed bond
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length of the bond L is obtained from the difference of the respective position vectors:

L = Y − X

L = |Y − X|
(2.3)

Together with equation 2.1, a deformed bond l is defined as:

l = y − x = Y + uY − X− uX
l = |y − x| = |Y + uY − X− uX |

(2.4)

For a later use, according to [Silling 2000, p.177], the difference of displacement vectors is
defined as:

η = uY − uX (2.5)

The stretch of a bond is defined as:

s = l − L

L
= |Y + uY − X− uX | − |Y − X|

|Y − X|
(2.6)

2.2.1 Micropotentials and strain energy

In a next step, a scalar-valued micropotential w between X and Y is defined. It depends on
the material and on the absolute value of undeformed and deformed bond length. Further-
more, it is not supposed to contain any spatial derivative of the displacement field.

w(X,Y) = w(|Y + uY − X− uX | , |Y − X|) = w(|L + η| , |L|) (2.7)

This claim has the following consequences:

1. Any two bonds, regardless of their orientation in either undeformed or deformed con-
figuration, obtain the same micropotential, if the undeformed- and deformed length
coincide. This assumption will introduce an isotropic material, see [Silling 2000, p.179].

2. The micropotential is not a function of the dilatation (volumetric change) of X and
Y, respectively the deformation of the families DX and DY, see [Madenci and Oterkus
2014, p.55].

3. The micropotential remains the same if swapping X and Y.

4. Since the micropotential is free of derivatives, functions for u need not be differentiable.
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The strain energy densityW in X is the sum of all micropotentials related to it. Since points
Y beyond the horizon have no influence on X, the integral over the whole configuration
reduces to an integral over the horizon. (Remark: At this point, no difference is made
between the integration in the reference- or undeformed configuration. This assumption is
released in chapter 3).

W (X) =
∫∫

Ω0∩DX

w( X,Y) dAY (2.8)

Thus, the strain energy of the system is the volume integral over the strain energy density
function:

Πint =
∫∫
Ω0

W (X) dAX (2.9)

The potential energy of the external forces is defined as:

Πext = −
∫∫
Ω0

b · u dAX (2.10)

The potential energy Π in the system is the sum of strain energy and the potential energy
of the external forces b:

Π = Πint + Πext =
∫∫
Ω0

W (X) dAX −
∫∫
Ω0

b · u dAX (2.11)

The kinetic energy of the whole system is denoted by:

T =
∫∫
Ω0

1
2 ρ

0 u̇T · u̇ dAX (2.12)

The equation of motion of the system is obtained by the Euler-Lagrange equations [Nolting
2006, p.71]:

∂L
∂u
− d

dt

∂L
∂u̇

= 0 (2.13)

with L being the Lagrangian:

L = T − Π (2.14)
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In the following, the equation of motion is derived from eq. 2.14 for one particular material
point X, respectively uX. The equations of motion will consist of internal, external and
inertial forces. Because the internal forces in Peridynamics are of special importance, they
are derived in detail.

The potential energy in the Lagrangian is a function of the displacements u. Deriving
the strain energy at point X w.r.t. uX yields the resulting force r of all (bond) forces f
connected to X. This implies that the derivatives of the micropotentials by the displace-
ment vector will yield the bond forces. According to [Silling 2000, p.180], such a material is
called "microelastic". Although the exact form of the micropotentials is not defined yet, the
application of the chain rule reveals their structure:

∂L
∂uX

= ∂

∂uX

(
W (X)

)
= r = ∂

∂uX

( ∫∫
Ω0∩DX

w(|L + η| , |L|) dAY
)

=

=
∫∫

Ω0∩DX

∂w(|L + η| , |L|)
∂|L + η|

∂|L + η|
∂uX

dAY

(2.15)

By using eq. 2.7, the last derivative in the expression above can be broken down further.
Please note: The base vectors in the background are cartesian and therefore not affected by
the differentiation.

∂|L + η|
∂uX

=



∂

∂u1
X

∂

∂u2
X


(
(Y 1 + u1

Y −X1 − u1
X)2 + (Y 2 + u2

Y −X2 − u2
X)2

) 1
2 =

= 1
|L + η|

(Y 1 + u1
Y −X1 − u1

X) (−1)
(Y 2 + u2

Y −X2 − u2
X) (−1)

 = −


L1 + η1

|L + η|
L2 + η2

|L + η|



(2.16)

The result of equation 2.16 is a vector of unit length. It will denote the direction of the bond
forces. On the other hand, the magnitude of the force vector is defined by expression:

∂ w(|L + η| , |L|)
∂|L + η| (2.17)

The following claims aid in the construction of the yet missing function w(|L + η| , |L|).

1. Thought experiment: If w(|L + η| , |L|) was a linear function of |L + η|, any derivation
by ∂|L + η| (comp. eq. 2.16) would lead to a constant. Then, the force of a bond would
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be constant too. In this case, any bond would yield the same inner force, regardless
of it’s displacement and thus deformation state. Such a micropotential could not yield
the same results as classical elasticity, where the inner forces are functions of the
displacements by the strain tensor.

2. Pursuing this thought, w(|L + η| , |L|) must be able to yield a force which is a lin-
ear function of the deformed bond length |L + η| (because linear elastic material was
claimed).

Therefore, the following expression for the magnitude of the internal forces vector |f |, which
is compatible with the requirements on it’s indefinite integral, is demanded

|f | = k (|L + η| − |L| ) (2.18)

with yet to determine function k for the influence of material and horizon. Subtracting |L|
in eq. 2.18 provides a zero-force in case η = 0, in other words: in case of an undeformed
bond. Integration of eq. 2.18 by |L + η| yields the micropotential of a bond:

w = 1
2 k

(
|L + η| − |L|

)2
+ C (2.19)

The integration constant C in expression 2.19 is omitted now. Many functions would be
possible for the material parameter k. However, the derivation up to now forbids k to be a
function of η. In this case, the material is called "harmonic" [Silling 2000, p.184]. Harmonic
materials are isotropic, microelastic and linear.

The strain energy in X is then given by:

W = 1
2

∫∫
Ω0∩DX

1
2 k

(
|L + η| − |L|

)2
dAY (2.20)

The additional factor 1
2 in front of expression 2.20 is applied, because the strain energy due

to the bond stretch is equally shared between X and Y. Please note that the peridynamic
strain energy density is a function of the bonds’ elongations due to displacements, but not
of any derivative of the displacement field. A more complex expression for the strain energy
of a linear peridynamic solid involving two material parameters can be found in [Silling et al
2007, p.173].
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2.2.2 Equation of motion

With the structure of the micropotentials known, the peridynamic equation of motion can
be derived from the Lagrangian for a particular material point X:

d

dt

∂ L
∂ u̇

= ∂ L
∂ u

d

dt

∂ T

∂ u̇X
= − ∂ U

∂ uX

ρ0 üX = b + 1
2

∫∫
Ω0∩DX

k
(
|L + η| − |L|

) L + η

|L + η|
dAY

(2.21)

In Peridynamics, due to the existence of micropotentials, the inner forces in X are the sum
of all bond forces acting upon X by the material points in it’s family DX. Please note that
the forces acting in a bond L are of equal magnitude and acting opposite to each other on
X and Y.

X1, Y 1

X2, Y 2

X Y

L

l
uY

uX

Figure 2.3: Undeformed and de-
formed bond

X1, Y 1

X2, Y 2

x
y

f

f

Figure 2.4: Direction of bond forces

2.3 Peridynamic material modelling

In a next step, adequate peridynamic material parameters need to be defined. The material
is supposed to be isotropic linear elastic. Furthermore, the derivations are restricted on a
2-dimensional problem, see [Madenci and Oterkus 2014, p.61-66]. Two more assumptions
are introduced to the model:

1. Material points Y with greater distance to X are supposed to have lesser influence on
X than closer ones. Therefore, a hyperbola influence function is introduced into the
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micropotential, taking stronger influence of closer partners into consideration.

k = c
1

|Y −X|
(2.22)

Remark: The hyperbola influence function eq. 2.22 is not derived from a higher
principal of nature, but it is a design choice.

2. A factor c in equation 2.22 remains. This parameter is called microelastic stiffness
constant [Trageser and Seleson 2020, p.4] or bond constant.

Computing the microelastic stiffness constant means calibrating the peridynamic model on a
corresponding classic material. This is done by equating the strain energy densities of Peri-
dynamics and classical elasticity for two independent deformation states, comp. [Madenci
and Oterkus 2014, p.61-65]. It has to be differentiated between plane stress and plane strain
condition, comp. appendix A.8. The expressions below hold for a cartesian coordinate sys-
tem.

The first deformation state is an isotropic expansion. In terms of classical elasticity, it
means that the coefficients of the linearized strain tensor ε11 = ε22 = ζ are equal, ε12 resp.
ε21 are zero. The resulting displacement field will lead to a change of volume, but no distor-
tion of the continuum. On the other hand, a change of shape, but not of volume, is obtained
by a simple shear deformation, ε11 = ε22 = 0, ε12 = ε21 = ζ.

The strain energy density of a classical continuum in two dimensions is given by:

WCCM = 1
2σij ε

ij = 1
2
(
σ11 ε

11 + σ12 ε
12 + σ21 ε

21 + σ22 ε
22
)

(2.23)

(Infinitesimal deformation and thus no difference between tensors in the deformed and unde-
formed configuration is assumed). The peridynmamic strain energy density for a hyperbola
influence function is denoted by (see eq. 2.20 and 2.22):

W = 1
4

∫∫
Ω0∩DX

c
1
|L|

(
|L + η| − |L|

)2
dAY (2.24)

It is solved now for the bond constant c under plane stress assumption:

Isotropic expansion

Setting ε11 = ε22 = ζ, ε12 = 0 and replacing the entries of the stress tensor in 2.23 by the
stress-strain relations from eq. A.8 yields the strain energy density for isotropic expansion
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in classical continuum mechanics:

WCCM = 1
2

E

1− ν2 (ζ2 + ζ2 + 2νζ2) = E

1− ν ζ
2 (2.25)

The peridynamic strain energy density can be computed easily in polar coordinates [Madenci

X

X(1 + ζ)

Y

Y(1 + ζ)

X1, Y 1

L

L(1 + ζ)

X2, Y 2

Figure 2.5: Isotropic expansion calibration

and Oterkus 2014, p.63]. By using the fact that isotropic expansion means constant strain ζ
in any direction, thus also in radial one, the length of a deformed bond in polar coordinates
can be denoted as:

|l| = (1 + ζ) r (2.26)

with r being the length of an undeformed bond in polar coordinates. Including eq. 2.26 into
2.24 yields:

W = 2

π
2∫

−π2

δ∫
0

1
4 c

1
r

(
(1 + ζ) r − r

)2
r drdϕ = 1

2 c

π
2∫

−π2

δ∫
0

ζ2 r2drdϕ = 1
6 c δ

3 π ζ2 (2.27)

The bond constant is obtained by equating both expressions for the strain energy density:

ciso = 6 E

1− ν
1
π δ3 (2.28)
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Simple shear

The classical continuum mechanics strain energy density for simple shear and plane stress is
given by:

WCCM = 1
2

E

1− ν2 2 (1− ν) ζ2 = E

1 + ν
ζ2 (2.29)

with ε11 = ε22 = 0, ε12 = ε21 = ζ. The elongated bond is a function of the orientation of the

X1, Y 1

X2, Y 2

L
l

ϕ

ζ

ζ

L sin (ϕ)

L sin (ϕ)ζ

L sin (ϕ) cos (ϕ)ζϕ

Figure 2.6: Simple shear calibration

bond [Madenci and Oterkus 2014, p.65]:

l = L (1 + ζ cos(ϕ) sin(ϕ)) (2.30)

As the length of an undeformed bond L in polar coordinates is denoted by r again, equation
2.30 in polar coordinates reads as:

l = r (1 + ζ cos(ϕ) sin(ϕ)) (2.31)

Introducing eq. 2.31 into eq. 2.24, expressed w.r.t. polar coordinates reads as:

W = 2

π
2∫

−π2

δ∫
0

1
4 c

1
r

(
(1 + (2 ζ) cos(ϕ) sin(ϕ)) r − r

)2
r drdϕ = 1

12 c δ
3 π ζ2 (2.32)

Remark: The expression 2 ζ in eq. 2.32 was necessary because shearing ε12 = ε21 = ζ in eq.
2.29, so a twofold shearing, was used. Equating expressions 2.29 and 2.32 and solving for c
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yields:

cshear = 12 E

1 + ν

1
π δ3 (2.33)

Expressions 2.28 and 2.33 are not equal and thus not compatible for arbitrary combinations
of E and ν. Leaving the youngs modulus variable and solving for the poisson ratio yields:

6 E

1− ν
1
π δ3 = 12 E

1 + ν

1
π δ3 ↔ ν = 1

3 (2.34)

Thus, the bond based peridynamic theory is valid for a poisson ratio ν = 1
3 only. Performing

the same derivation but for the plane strain relations in WCCM yields a constraint on the
poisson ratio ν = 1

4 [Trageser and Seleson 2020, p.4].

This limitation arose due to the design of the structure of the micropotentials; the energy
stored in the micropotential is equally distributed between X and Y. In different words,
their common deformation generates strain energy, but the micropotential does not differen-
tiate between the potentially different proportions of deformations of X and Y. Introducing
a second bond constant would not help, as it would operate still on the same micropotential.

A way out was proposed in [Silling et al 2007] by introducing a generalized tensor concept
called state, which maps the bond between X and Y to a pair of forces acting opposite to
each other, but taking into consideration the potentially different deformation conditions of
DX and DY into the respective micropotentials and thus enabling the pairwise forces being
of different magnitude.

In the scope of this thesis, the bond-based model is pursued. The bond constant c is taken
from eq. 2.28 under the prerequisite ν = 1

3 for plane stress:

c = 6E
π δ3 (1− ν) (2.35)

With the bond constant defined, the expressions for the force density and equation of motion
can be denoted:

ρ0 üX = b + 1
2

∫∫
Ω0∩DX

c
1
|L|

(
|L + η| − |L|

) L + η

|L + η|
dAY (2.36)
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The internal forces can be expressed w.r.t. the stretch of a bond s as well, comp. eq. 2.6:

ρ0 üX = b + 1
2

∫∫
Ω0∩DX

c s
L + η

|L + η|
dAY (2.37)

The peristatic equation of motion is obtained by omitting the inertial forces in eq. 2.36.

0 = b + 1
2

∫∫
Ω0∩DX

c
1
|L|

(
|L + η| − |L|

) L + η

|L + η|
dAY (2.38)
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3 Peridynamic Finite Elements

Different to the majority of peridynamic simulations, the peridynamic equation of motion
shall be solved by using the finite element method (FEM) in the scope of this work. This
decision is based on the widespread use of the FEM in engineering applications. Peridy-
namic finite elements could be applied more easily by an engineer already familiar with
finite element method and the respective modeling. Furthermore, a simple coupling between
peridynamic finite elements and classical finite elements can be developed. Therefore, it is
possible to model those parts of the system prone to discontinuities in the displacement field
with peridynamic finite elements, whereas the rest of the structure is modeled with the com-
putationally cheaper classical finite elements, combining the strengths of both Peridynamics
and classical continuum mechanics.

This chapter provides the finite element formulations of the equations derived in chapter
2 for one- and two dimensional problems, including boundary conditions, the implementa-
tion of the static crack propagation and adaptive dynamic relaxation.

3.1 Finite elements for a 2-D problem

Different to peridynamic finite elements in one dimension, the discretization of the two-
dimensional peridynamic equation of motion leads to a nonlinear problem. Although a
linearization is possible [Glaws 2014, p.17], the loss in precision is significant for large defor-
mations and therefore not advisable. The derivation begins with the peridynamic equation
of motion from chapter 2.

3.1.1 Derivation of the weak form

The force density in a bond between point X and Y for a microelastic material and a
hyperbola – influence function is denoted by [Madenci and Oterkus 2014]:

f(X,Y) = c
δ

|Y −X|

(
|y− x| −|Y −X|

) y− x
|y− x|

(3.1)
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Using X and Y as arguments for f implies that the equilibrium is expressed with respect to
the undeformed configuration Ω0. Although the force between start and end of the bond is
generated by a relative displacement between them both, the displacement is assumed to be
small enough not to change the original geometry significantly. From a certain degree on,
the magnitude of displacements necessitates the equilibrium being expressed with respect to
the deformed configuration Ω in order to consider nonlinear relations between displacements
and deformations, as well as additional stabilizing/destabilizing effects of loads on finite
displacements [Parisch 2003, p.107]. It holds: (compare section A.1.1)

x = ϕ(X) = X + u (3.2)

By this connection, a position vector x of the deformed configuration is expressed with
respect to the known undeformed configuration Ω0. Now, the use of x and y states that this
equation is written in the deformed configuration.

f(x,y) = c
δ

|Y −X|

(
|y− x| −|Y −X|

) y− x
|y− x|

(3.3)

Although equations 3.1 and 3.3 share the same structure, eq. 3.3 has to be transformed back
to the reference configuration before integration.

Adaption to large displacements

Because the base vectors of the deformed configuration are dependent on the yet unknown
displacement field, the position vectors x and y have to be expressed w.r.t. the undeformed
configuration:

x = ϕ(X) = X + uX

y = ϕ(Y) = Y + uY
(3.4)

Introducing eq. 3.4 into eq. 3.3 yields the bond force vector in the deformed state (equilib-
rium state), expressed w.r.t. the undeformed configuration.

f(x,y) = f(ϕ(X), ϕ(Y)) =

= c
δ

|Y −X|

(
|Y + uY −X− uX| −|Y −X|

) Y + uY −X− uX

|Y + uY −X− uX|
(3.5)

The resulting force r in x is the integral over all bonds in the horizon Dx. Since this integral
is defined w.r.t. the (yet unknown) deformed configuration, the integrand is transformed to
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the undeformed configuration by the functional determinant of the map y = ϕ(Y) = Y+uY

(compare appendix A.1.1):

r =
∫∫

Ω∩Dx

f(x,y) day =
∫∫

Ω0∩DX

f(ϕ(X), ϕ(Y)) detDϕ(Y) dAY

=
∫∫

Ω0∩DX

f
(

X + uX,Y + uY
)

detDϕ(Y) dAY

(3.6)

3.1.2 Weak form

As no general analytical solution is currently known for equation 2.38, a weak form of the
equilibrium must serve, which fulfills the equilibrium in an integral sense. In order to obtain
a weak form, both inner peridynamic force-field r(x) and the vector of the external loads
function b(x) are multiplied with a virtual test field δv(x) and integrated over the whole
deformed domain Ω. The weak form of the integral equation 2.38 then reads as [Steeb 2021],
[John 2009, p.47]:

given : b : Ω → R2 with Ω ⊂ R2

boundary region values:

u = ũ on Ωc

goal : find a function

u ∈ U1 :=
{
u ∈

(
H1(Ω)

)2
|u = ũ on Ωc

}
such that for all

δv ∈
(
H1

0(Ω)
)2
, δv = 0 on Ωc

}
the equation

δW =
∫∫
Ω

( ∫∫
Ω∩Dx

f(u) day + b
)
day · δv dax = 0

is fulfilled.

(3.7)

As area and shape of the deformed area of integration are not known in advance, again
the integral is modified with the functional determinant of the gradient of the map ϕ(x).
The result can be considered as the virtual work of internal and external forces w.r.t. the
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undeformed configuration:

δWint =
∫∫
Ω

δv(x) · r(x) dax =

=
∫∫
Ω0

δv(ϕ(X)) ·
∫∫

Ω0∩DX

f(ϕ(X), ϕ(Y)) detDϕ(Y) dAY detDϕ(X) dAX

δWext =
∫∫
Ω

δv(x) · b(x) dax =
∫∫
Ω0

δv(ϕ(X)) · b(ϕ(X)) detDϕ(X) dAX

(3.8)

3.1.3 Discretization

The aim is now to find a vector-valued function u, which sets the sum of the virtual works
of all internal and external forces to zero:

δW = δWint(u, δv) + δWext(δv) = 0 (3.9)

The principle of virtual work states that the force state of a system in equilibrium will
not perform work on a "small" virtual displacement which is compatible with the system’s
kinematics. As both u and δv are elements of infinite-dimensional function spaces, finite-
dimensional approximations for the function spaces U1 and V1 have to be made. An approach
for u and δv is introduced in order to obtain a finite amount of equations:

u ≈ uh

δv ≈ δvh
(3.10)

with

uh ∈ Uh1 :=
{
uh ∈

(
H1(Ω)

)2
|uh(X) = ũh(X) +

M1∑
n=1

An(X) · ūn
}
⊂ U1

δvh ∈ Vh1 :=
{
δvh ∈

(
H1

0(Ω)
)2
| δvh(X) =

M1∑
l=1

Bl(X) · δv̄l
}
⊂ V1

(3.11)

ũh(X) is a field with constrained nodal displacements and ensures that the equivalents to
the Dirichlet boundary conditions are met. Until specified in detail, it shall be assumed
that the discretized parts of uh and δvh are built of M1 sums of products between approach
functions N̄ and the yet unknown coefficients ū. Following a Bubnov-Galerkin approach, the
same approach functions are used for discretization of u and δv, therefore An(X) = Bn(X)
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[Steeb 2021]:

An(X) · ūn =
N̄n(X1, X2) 0

0 N̄n(X1, X2)

 ū1
n

ū2
n


Bl(X) · δv̄l =

N̄l(X1, X2) 0
0 N̄l(X1, X2)

 δv̄l1
δv̄l2

 (3.12)

The approach functions N̄n(X1, X2) (N̄l(X1, X2) analogously), (comp. appendix eq. A.89)
are a product of N̄n(X1) and N̄n(X2):

N̄n(X1) =



+ 1
∆ (X1 − X1

n) + 1 for X1
n − ∆ ≤ X1 ≤ X1

n

− 1
∆ (X1 − X1

n) + 1 for X1
n < X1 ≤ X1

n + ∆

0 else

(3.13)

N̄n(X2) =



+ 1
∆ (X2 − X2

n) + 1 for X2
n − ∆ ≤ X2 ≤ X2

n

− 1
∆ (X2 − X2

n) + 1 for X2
n < X2 ≤ X2

n + ∆

0 else

(3.14)

with ∆ being the element length and (X1
n, X

2
n) being the coordinates of the n’th finite

element node. In order to be an element of the Sobolev space (H1)2, all (weak) partial
derivatives D1 of first order of uh and δvh have to exist and be finite, see section appendix
A.1.3.

The virtual work in Ω1 becomes now a function of both 2M1 real- and virtual nodal dis-
placements. In order to perform the upcoming derivations, the resulting force r of a family
(see eq.3.6) has to be expressed w.r.t. the discretized displacement field uh:

r =
∫∫
Ω

f(x,y) day =
∫∫
Ω0

f(ϕ(X), ϕ(Y)) detDϕ(Y) dAY

=
∫∫
Ω0

f
(

X + uX,Y + uY
)

detDϕ(Y) dAY ≈

≈
∫∫
Ω0

f
(

X +
M1∑
n=1

An(X) · ūn,Y +
M1∑
m=1

Am(Y) · ūm
)

detDϕ(Y) dAY

(3.15)
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With r expressed w.r.t. the approximated displacement field uh, the virtual work on the
discretized fields can be expressed:

δW = δWint + δWext ≈
∫∫
Ω

r · δv dax +
∫∫
Ω

b · δv dax =

=
∫∫
Ω0

r(uh(X)) ·
M1∑
l=1

Bl(X) · δv̄l detDϕ(X) dAX

+
∫∫
Ω0

b ·
M1∑
l=1

Bl(X) · δv̄l detDϕ(X) dAX =

=
M1∑
l=1

δv̄l
∫∫
Ω0

BT
l (X) · r(uh(X)) ) detDϕ(X) dAX +

+
M1∑
l=1

δv̄l
∫∫
Ω0

BT
l (X) · b detDϕ(X) dAX =

=
M1∑
l=1

δv̄l
∫∫
Ω0

BT
l (X) · r(

M1∑
l=1

Al(X) · Ūl ) detDϕ(X) dAX +

+
M1∑
l=1

δv̄l
∫∫
Ω0

BT
l (X) · b detDϕ(X) dAX

(3.16)

Every summand of 3.16 is now a part of the virtual work of the system. The test field
is an arbitrary linear combination of products of the virtual nodal displacements δv̄sl and
their respective approach function N̄l. Setting all but one nodal test displacement δv̄sk to
zero poses a valid test field too (the virtual work must vanish for all possible test fields)
and yields an equation for the 2M1 unknown real nodal displacements ūsn. Setting all but
one virtual nodal displacement to zero can be repeated 2M1 times, where every obtained
equation represents the virtual work of all forces in direction s related with the finite element
node k; the virtual displacement δv̄sk of every equation can be canceled out, because it is
multiplied with both external and internal forces. The result is a system of 2M1 equations.
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Rk denotes the residual vector in node k.

Rk =
∫∫
Ω0

BT
k (X) · r(uh(X) ) detDϕ(X) dAX +

∫∫
Ω0

BT
k (X) · b detDϕ(X) dAX =

=
∫∫
Ω0

BT
k (X) · r(

M1∑
n=1

An(X) · ūn ) detDϕ(X) dAX +
∫∫
Ω0

BT
k (X) · b detDϕ(X) dAX =

=
∫∫
Ω0

BT
k (X) ·

∫∫
Ω0∩DX

f(
M1∑
n=1

An(X) · ūn ,
M1∑
m=1

Am(Y) · ūm ) detDϕ(Y) dAY detDϕ(X) dAX +

+
∫∫
Ω0

BT
k (X) · b detDϕ(X) dAX

(3.17)

Because this system of equation is nonlinear in u due to the nonlocality of r (compare eq.
3.6 and eq. 3.17) and analytical solutions are not available in general, it has to be solved
by numerical methods. In this section, a solution with Newton’s method is chosen (compare
section A.2). In order to obtain the Jacobian matrix, every equation of the inner forces
3.17 has to be derived by every unknown nodal displacement ū sk . This could be done by
numerical manners, e.g. forward differences [Glaws 2014, p.23] or complex step derivative,
compare appendix section A.3. In the scope of this thesis, an analytical expression for the
derivative of eq. 3.8 was developed and implemented as follows.

Analytical Jacobian matrix

Rkint denotes the result of the inner forces in node k, comp. expression 3.17:

Rkint =
∫∫
Ω0

BT
k (X) · r( uh(X) ) detDϕ(X) dAX (3.18)

Deriving Rkint by a nodal degree of freedom (dof) ū sk yields two entries of the Jacobian
matrix. (Two, because Rkint is a vector with a force component in X1 - and X2 - direction).
Because of the derivation, all maps from x to ū sk have to be considered now:

∂Rkint

∂ū sk
=
∫∫
Ω0

BT
k (X) · ∂

∂ū sk

(
r(ϕ(X)) detDϕ(X)

)
dAX =

=
∫∫
Ω0

BT
k (X) ·

(
∂ r(ϕ(X))

∂ū sk
detDϕ(X) + r(ϕ(X)) ∂

∂ū sk

(
detDϕ(X)

))
dAX

(3.19)
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Expressing eq. 3.3 w.r.t. the undeformed configuration and therefore multiplication with the
functional determinant necessitates the application of the product rule in expression 3.19.
The occuring expressions are listed below:

r(ϕ(X)) =
r1(ϕ(X))
r2(ϕ(X))

 (3.20)

The indices in r1 and r2 denote the components of r in along the cartesian base vectors e1

and e2.

∂r(ϕ(X))
∂ū sk

=


∂ r1(ϕ(X))

∂ū sk
∂r2(ϕ(X))

∂ū sk

 (3.21)

The derivative of the result of the force densities r(x) necessitates a derivative of the inner
integral.

∂r(ϕ(X))
∂ū sk

=
∫∫

Ω0∩DX

(
∂ f(ϕ(Y))

∂ū sk
detDϕ(Y) + f(ϕ(Y)) ∂

∂ū sk

(
detDϕ(Y)

))
dAY (3.22)

Next, the expressions for the functional determinants are developed:

detDϕ(Y) = detD
(
Y + uh(Y)

)
=

= det


∂

∂Y 1

∂

∂Y 2


[
Y 1 + uh

1(Y) Y 2 + uh
2(Y)

]
=

=
(

1 + ∂uh
1(Y)

∂Y 1

)(
1 + ∂uh

2(Y)
∂Y 2

)
− ∂uh

1(Y)
∂Y 2

∂uh
2(Y)

∂Y 1 =

= 1 + ∂uh
1(Y)

∂Y 1 + ∂uh
2(Y)

∂Y 2 + ∂uh
1(Y)

∂Y 1
∂uh

2(Y)
∂Y 2 − ∂uh

1(Y)
∂Y 2

∂uh
2(Y)

∂Y 1

(3.23)

The derivation of the functional determinant by the degrees of freedom is derived by using
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equations 3.11 and 3.23: (Repetition eq. 3.11)

uh(Y) = ũh(Y) +
M1∑
n=1

An(Y) · ūn (3.24)

Introducing equation 3.12 into 3.24 yields the displacement field, expressed w.r.t. the nodal
displacements, by which the derivation is done:

uh(Y) =
uh1(Y)
uh

2(Y)

 =
ũh1(Y)
ũh

2(Y)

 +
M1∑
n=1

N̄n(Y 1, Y 2) 0
0 N̄n(Y 1, Y 2)

 ū1
n

ū2
n

 (3.25)

With eq. 3.25, the derivation of the functional determinant can be carried out:

∂

∂ū 1
k

(
detDϕ(Y)

)
= ∂Nj(Y)

∂Y 1 + ∂Nj(Y)
∂Y 1

∂uh
2(Y)

∂Y 2 − ∂Nj(Y)
∂Y 2

∂uh
2(Y)

∂Y 1 (3.26)

∂

∂ū 2
k

(
detDϕ(Y)

)
= ∂Nj(Y)

∂Y 2 + ∂Nj(Y)
∂Y 2

∂uh
1(Y)

∂Y 1 − ∂Nj(Y)
∂Y 1

∂uh
1(Y)

∂Y 2 (3.27)

In a next step, the derivation of a bond force in equation 3.22 has to be done. For this
purpose, equation 3.5 is reformulated to an easier form.

f = c
(
l − L
L

) ( l
l

)
= c ε d (3.28)

with

L = |Y − X|

l = Y + uY − X − uX

l = |l|

ε = l − L
L

d = l
l

(3.29)
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The derivation of f with respect to a degree of freedom leads to:

∂ f(x)
∂ū sk

= c
( ∂ ε
∂ū sk

d + ε
∂ d
∂ū sk

)
(3.30)

The derivatives in equation 3.30 are:

∂ ε

∂ū sk
= ∂

∂ū sk

(
l − L
L

)
= 1

L

∂ l

∂ū sk
(3.31)

∂ d
∂ū sk

= ∂

∂ū sk

( l
|l|

)
= 1

l

∂ l
∂ū sk

− l
l2

∂ l

∂ū sk
(3.32)

with:

∂ l

∂ū sk
= ∂

∂ū sk

(
|l|
)

= 1
|l|

∂ l
∂ū sk
· l (3.33)

∂ l
∂ū sk

= ∂

∂ū sk

(
Y + uY − X − uX

)
=
(
Nj(Y) − Nj(X)

)
es (3.34)

Equations 3.33 and 3.34 express the change of length and direction of a deformed bond due
to a variation of the degrees of freedom of the underlying element. As a bond is defined
by its origin x and its end y, the possibility arises that x and y are not located within the
same, but adjacent elements which share a degree of freedom. The behavior of an entry of
the Jacobian matrix is therefore significantly influenced by the discretization. Furthermore,
the circular shape of the influence region DX is not compatible with a meshgrid built of
quadrilateral-shaped finite elements. Therefore, the inner integral of eq. 3.8 has to be
examined in detail.

3.1.4 Numerical integration

For both the computation of the resulting force r in a point x (compare eq. 3.6) as well as
the derivative of the latter (compare eq. 3.22), an integration over DX is necessary. At this
point, four central assumptions for this thesis are made.

1. The discretization is done with 4-node quadrilateral elements with element length ∆
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and linear shape functions.

2. The length of the peridynamic horizon δ is fixed to an integer-multiple of ∆. Unless
mentioned otherwise, δ = 3 ∆ shall hold.

3. The discretizations of outer- and inner integral are chosen independently.

4. The outer integral is solved by using Gauss-Legendre quadrature.

The choice of an integer ratio between δ
∆ provides an easier-to-implement template for DX,

as if δ could be chosen freely. However, a release of this assumption could be implemented
with the manageable effort using the subelementation techniques in subsections on pages 31
ff. , 34 ff. and 39 ff. The choice δ = 3 ∆ provides the best tradeoff between accuracy and
computational costs according to some preliminary tests not presented in the scope of this
thesis. An independent choice of the discretizations of outer- and inner integral was chosen
in order to investigate the results of different combinations of discretizations, because its ef-
fects could not be foreseen in advance. A computational setup using the same discretization
for inner- and outer integral can be found in [Messmer 2020, p.35-36].

The following minimal example should aid up in the following derivations. Figure 3.1 displays
a fully embedded peridynamic finite element. Fully embedded implies that the influence re-
gions DX of every point X inside the element are completely covering subelements. The
system is minimal because it is described by eight degrees of freedom only. The nodal dis-
placements of all embedding elements are set to zero in this example. (This assumption
will be released at a further point). The whole meshgrid has dimensions 7∆× 7∆, and the
domain of the outer integral Ω0 is the ochre element in the middle. If not stated differently,
all elements have the Young’s modulus E = 2.1 · 1011[ kN

m2 ] and ∆ = 1[m].

The outer integral
∫∫
Ω
dax is discretized with Nparent = 2, so called parent Gauss points

(parent Gp) in each direction. The inner integral is evaluated in every parent Gauss point.
Applying the second assumption from above, this means there is an individual influence
region DX originating from every parent Gauss point, depicted in colorful pairs of Gauss
points and respective influence region in figure 3.1. As these influence regions are circular
in shape with a fixed horizon length δ = 3 ∆, there will be a number of elements which lie
not within the horizon but are cut by it.
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∆
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7∆X1

X2

u 1
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Du 1

C

u 2
D

u 2
B

u 2
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u 2
A

Figure 3.1: Minimal example (Nparent = 2)
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X2

∆

∆

δ

Figure 3.2: Middle element, uncut elements, cut elements of one parent Gauss point

For further reference, the element containing the parent Gauss point shall be called "mid-
dle element", the elements surrounding the middle element, but fully included in DX are
called "uncut elements", and the elements cut by DX are denoted as "cut elements". The
integrand over the uncut elements will be integrated using Gauß-Legendre (GL) quadrature,
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see subsection appendix A.4.1. A requirement for GL quadrature to yield reliable results is
the continuity of the integrand, because GL quadrature uses Legendre-polynomials for the
approximation of the latter, which are continuous and smooth themselves. Discontinuous
integrands can lead to a severe loss in accuracy of the solution, as the jump in the inte-
grand must be approximated by Legendre polynomials of high order, which requires a high
number of Gauss points in return. Although the existence and continuity of the integrand
for physically meaningful displacement fields was proven in appendix A.1.2, GL quadrature
is not applicable to the inner element or the cut elements. Furthermore, it was shown in
app. A.1.2 that the integrand over the inner element is not defined for X = Y and that this
discontinuity could not be removed. Therefore, GL quadrature needs a modification on the
inner element.

Figure 3.2 demonstrates that the cut elements are only partly covered by DX. The integrand
outside of the influence region is set to zero, regardless of being zero or not. This introduces a
discontinuity into the cut elements which needs to be treated by another quadrature scheme.

In the following sections, the numerical integration of the components of equation 3.19,
the resulting inner force

r(x) =
∫∫

Ω0∩DX

f(ϕ(X),ϕ(Y)) detDϕ(Y) dAY

and the derivative of the resulting inner force

∂r(ϕ(X))
∂ū sk

=
∫∫

Ω0∩DX

(
∂ f(ϕ(Y))

∂ū sk
detDϕ(Y) + f(ϕ(Y)) ∂

∂ū sk

(
detDϕ(Y)

))
dAY

are discussed.

Integration of uncut elements

The uncut elements are each discretized with Nuncut quadrature points in each direction.
The integrand over the middle elements is continuous and smooth and therefore suitable for
GL quadrature.

An important effect for the computation of the Jacobian matrix occurs from equation 3.34
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when applied to the uncut elements (Repetition equation 3.34).

∂ l
∂ū sk

= ∂

∂ū sk

(
Y + uY − X − uX

)
=
(
Nj(Y) − Nj(X)

)
es (3.35)

The expression above computes the change of the vector of a deformed bond by the change
of a nodal displacement. Because there is a set of uncut elements adjacent to the middle
element and a set not in contact with them, eq. 3.34 can lead to two different cases:

Case 1: Adjacent

Computing a line of the Jacobian matrix of Newton’s method (compare eq. A.56) can be
interpreted as listing up the contributions of all nodal displacements that have an influence
upon the resulting force in one specific degree of freedom. That specific degree of freedom
must be a dof of the middle element of a family, depicted in ochre in figure 3.3. As the
domain of integration is discretized by a meshgrid, begin and end of a bond and therefore
the force acting between those points will be expressed by the nodal displacements of the
elements containing begin and end.

δ

X1

X2

X

Y

Figure 3.3: Shared dofs between
middle- and adjacent
uncut elements

δ

X1

X2

X
Y

Figure 3.4: Shared dofs between
middle- and non-adjacent
uncut elements

As depicted in fig. 3.3, eight dofs (depicted in red) are shared between the ochre middle
element and the surrounding uncut elements. This means that both begin and end of the
blue bond will be affected by deriving by a shared dof, because both are "moved" when
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shifting the position of the connecting node. Mathematically, this means that both terms

∂ l
∂ū sk

=
(
Nj(Y) − Nj(X)

)
es

in equation 3.35 exist.

Case 2: Not adjacent

A second subset of the uncut elements has no common dofs with the middle elements.
Therefore, deriving by one of the middle element’s dofs will not cause any change in position
of the bond’s end Y, setting the end’s contribution to 0.

∂ l
∂ū sk

=
(
���

�:0
Nj(Y) − Nj(X)

)
es

However, even non-adjacent uncut elements have a contribution to the main diagonal entries
of the Jacobian matrix J of Newton’s method, because the non-locality of the theory ex-
tends over the elements’ boundaries. The displacement of the begin of the bonds connecting
middle element and non-adjacent elements is a function of the dofs of the middle element.
Although some uncut elements are not connected to the middle element in terms of dofs,
they are connected indirectly by the bonds between them.

The rate of convergence of the integral over the uncut elements is determined by a minimal
example, consisting of one fully embedded peridynamic element. The example will have an
8 × 8 - Jacobian matrix, because it consists of eight degrees of freedom. It’s Jacobian was
computed for an isotropic expansion of 0.01[m], compare figure 3.5.

∆

∆∆

DC

BA

0.1

0.1

Figure 3.5: Isotropic expansion of an element

Figure 3.6 displays the rate of convergence of the resulting force r1 in the lower left parent
Gauss point due to the interaction with the uncut elements. The error of step i is defined as
the difference between the results Ri and Rn of current- and final step n, based on the final
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result:

εi = ri − rn
rn

(3.36)

Figure 3.6: Convergence and error of uncut elements for isotropic expansion

In every iteration, the number of Gauss points was doubled. It can be seen that the conver-
gence rate is low however, because even a doubling from 64 to 128 subordinate Gauss points
results in a low difference of about 15 · 10−3.

Integration of cut elements

As only a part of a cut element is covered by DX, the integrand over the element is truncated
and therefore discontinuous. GL quadrature runs into difficulties here, because it relies on
a polynomial pn in order to approximate a discontinuous integrand f(x), compare appendix
A.4.1. As the polynomial pn(x) is a sum of products of constant coefficients ai and powers
of x, the polynomial is always continuous, because it is a composition of continuous func-
tions [Meyberg and Vachenauer 1999, p.108]. Therefore, only a slow convergence with an
increasing number of gauss points has to be expected.

An alternative to GL quadrature would be an integration with midpoint rule on a subele-
mentation of the cut elements. The formula of the two-dimensional midpoint rule is given
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by:

b∫
X1=a

d∫
X2=c

f(X1, X2) dX2dX1 ≈ ∆X1∆X2

NX1∑
i=1

NX2∑
j=1

f(X1
i , X

2
j )

with

X1
i = a+ i

(b− a)
NX1

X2
j = c+ j

(d− c)
NX2

∆X1 = (b− a)
NX1

, ∆X2 = (d− c)
NX2

(3.37)

NX1 and NX2 hereby denote the numbers of subelements in both directions. In the scope
of this work, both elements and subelements are quadrilaterals, therefore it holds: NX1 =
NX2 = Ncut.

Figure 3.7: Quadrature points inside and outside DX (Ncut = 6)

As depicted in figure 3.7, Ncut quadrature points are distributed in both directions X1 and
X2. The quadrature points are located at the center of every subelement, while the integrand
in the quadrature points outside the horizon is set to zero. It is obvious that subelements can
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just approximate the shape of the circular influence region. So, there will be subelements
which protrude over the edge of DX and there will be indentations. This effect is reduced
with increasing number of subelements per element.
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Figure 3.8: Minimal example for Gauss- and midpoint quadrature of cut element

Returning to the minimal example, the behavior of the numerical integration of a cut element
is investigated now. The parent element is discretized with two parent gauss points in both
directions. The depicted cut element is integrated with both GL quadrature and midpoint
rule. The cut element has been given degrees of freedom for this particular example. The
nodal displacements of both elements’ nodes are given below:

middle element:



u1
Am

u1
Bm

u1
Cm

u1
Dm

u2
Am

u2
Bm

u2
Cm

u2
Dm



=



−0.01
+0.01
−0.01
+0.01
−0.01
−0.01
+0.01
+0.01



; cut element:



u1
Ac

u1
Bc

u1
Cc

u1
Dc

u2
Ac

u2
Bc

u2
Cc

u2
Dc



=



0
0

0.1
0.1
0

0.1
0

0.1


Figure 3.9 and 3.10 display the X1 - component of the resulting force in parent gauss point
1.
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Figure 3.9: Comparison forces in X1 direc-
tion Gauss - midpoint

Figure 3.10: Comparison error in X1 direc-
tion Gauss - midpoint

Both quadrature methods converge, and both methods oscillate heavily for few quadrature
points. However, the error of GL quadrature vanishes more slowly than the error of the
midpoint rule. Furthermore, GL quadrature yields larger results for r1 than midpoint rule
results. The reason for the oscillatory behavior for few quadrature points lies in the insuffi-
cient resolution of the domain of integration by both subelements and Gauss points. Both
numerical methods split up the domain of integration into sets of sub-quadrilaterals respec-
tively a set of sub-rectangles for Gaussian integration, because the weights of GL quadrature
are not equal in size.

Figure 3.11: 3 x 3 Gauss points Figure 3.12: 11 x 11 Gauss points

As already depicted in figure 3.7, the subelements are just an approximation to the real
shape of DX over the cut element. Especially for a low number of quadrature points, this
approximation can highly over- and underestimate the domain of integration, because the
subelements either protrude over the edge of DX or leave areas of it uncovered, compare
figures 3.11 and 3.12. Here, the weights of the respective Gauss points were interpreted as
areas. The result oscillates, because the coverage of the cut area changes with increasing
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number of quadrature points.

The influence of the cut elements in comparison to the uncut elements to the Jacobian
matrix has to be determined yet. The uncut elements cover a larger part of DX, as the ratio
of their areas demonstrate:

Acut
Auncut

= ∆2 π − 1− 16
16 = 0,705

On average, the cut elements have greater distance to the origin of DX than the uncut ele-
ments. Because the force density of a bond is reciprocal to it’s length (compare denominator
in eq. 3.3), it can be assumed, that the cut elements will contribute less to the Jacobian
matrix than the uncut elements. An exact ratio of the contributions to the Jacobian matrix
however has to be left to the respective problem.

In a last step, the Frobenius norm of the Jacobian matrix resulting from the cut elements
with midpoint rule is computed for an increasing number of subelements. The Frobenius
norm serves as a measure for the similarity of the Jacobian matrices for different subelemen-
tations. For a N ×M - matrix A, it is given by: [Bollhöfer and Mehrmann 2013, p.115]

‖A‖ =

√√√√√ N∑
i=1

M∑
j=1

(Aij)2 (3.38)

The results in the table below 3.1 show that the changes in the Frobenius norm are small.
The convergence of the inner integral over the cut elements is depicted in figure 3.10. Again,

Ncut ‖Jcut‖
2 8.5005e+09
4 8.9542e+09
8 8.8495e+09
16 8.8555e+09
32 8.8588e+09
64 8.8533e+09
128 8.8574e+09

Table 3.1: Frobenius norm of Jacobian matrix

the setup was an isotropic expansion by an absolute value for the nodal displacements of
0.01, evaluated in one of the four parent Gauss points.
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Figure 3.13: Convergence and error of cut elements for isotropic expansion

In comparison to the integral over the uncut elements (see figure 3.6), the rate of convergence
in figure 3.13 is higher. The oscillatory behavior of the integral remains even for a high
number of quadrature points. A detailed convergence study of systems consisting of more
than one element will be done in chapter 5.2.1.

Integration of the inner element

A straightforward discretization of the integral over the middle element in Y with Nmiddle

Gauss points (see figure 3.14) displays strong oscillatory behavior and yields unreliable re-
sults, compare figure 3.15.

X1

X2 ∆

∆

Figure 3.14: 2 Parent Gauss points, 3 middle element Gauss points

Figure 3.15 displays the resulting force inX1 - direction for the middle element of the minimal
example for an isotropic expansion by u = 0.1 of the element and a material parameter c = 1.
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The results are not reliable even for 28 Gauss points in both directions in this particular
example.

Figure 3.15: Oscillations and error of straightforward quadrature for isotropic expansion of the middle
element

As explained in section appendix A.1.2 and depicted in figure appendix A.3, the integrand is
not continuous for X = Y and displays strong gradients close to this point, compare figure
3.16.

Figure 3.16: Discontinuity for X = Y =
[
4.5
4.5

]
of middle element

Depicted are three cuts through the graph of the X1 - component of the force density over
the middle element with respect to X = [4.5 ; 4.5]. The blue line represents the cut through
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this point along the Y 1- axis, jumping left and right of Y 1 = 4.5. The lines in orange and
yellow are cuts parallel to the blue one at adjacent X2 - coordinates. Even a straightfor-
ward quadrature of the inner element should avoid a coincidence of parent Gauss point and
subordinate Gauss point, thus averting an evaluation of the inner integral in a point where
the integrand is not defined. However, classical GL quadrature suffers from a severe loss
of precision in vicinity of singularities or regions of insufficient smoothness as jumps in the
integrand are poorly approximated by continuous polynomials. Furthermore, the meshgrids
of parent- and subordinate Gauss points are not coordinated to each other. The oscillations
in fig. 3.15 result from oscillating distances between parent- and subordinate quadrature
points due to a refinement of the subordinate meshgrid and therefore an oscillating resolu-
tion of the input-sensitive denominators of eq. 3.5.

The problem is overcome by a subelementation of the middle element itself. In the scope of
this thesis, this is done in two different ways explained in the following.

A: Duffy transformation

The Duffy transformation is a variable transformation method to integrate weakly singular
integrands [Mousavi and Sukumar 2010, p.1] by mapping the domain of integration onto a
parent domain and shorten out the singularity with the Jacobian of the map [Mousavi and
Sukumar 2010, p.2]. Equation 3.6 and it’s derivatives consist of integrals over the deformed
configuration which were expressed w.r.t. the undeformed configuration by substitution of
the deformed coordinates y by maps of the undeformed ones ϕ(Y). This transformation
was necessary to pull back the domain of integration to a known configuration. The same
approach is now applied successively in order to transform the integral into a form which
is more suitable for GL quadrature. The necessary transformations are depicted in figure
3.18. As the derivations shall be valid for large displacements, the integral to begin with
is over the deformed configuration, compare step 4 in fig. 3.18. Because the change from
the deformed to the deformed basis has to be done for all together cut, uncut and middle
elements, this transformation

r(x) =
∫∫

Ω∩Dx

f(x,y) day =
∫∫

Ω0∩DX

f(ϕ(X), ϕ(Y)) detDϕ(Y) dAY

is explained in appendix A.1.1.

The undeformed configuration of an element itself is image of a function κ, which repre-
sents the undeformed geometry by a sum of products of form functions and the respective
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nodal coordinates:

Y = κ(θ) by
Y 1

Y 2

 =
N1(θ)R1

A +N2(θ)R1
B +N3(θ)R1

C +N4(θ)R1
D

N1(θ)R2
A +N2(θ)R2

B +N3(θ)R2
C +N4(θ)R2

D

 (3.39)

As depicted in 3.18, the set of departure of map κ is a unit-quadrilateral. The θ1,θ2 -
coordinate system is located in the lower left corner of this quadrilateral. By this choice of
origin, the form functions are the following:

N1(θ1, θ2) = (1− θ1)(1− θ2)

N2(θ1, θ2) = (θ1)(1− θ2)

N3(θ1, θ2) = (1− θ1)(θ2)

N3(θ1, θ2) = (θ1)(θ2)

(3.40)

Furthermore, it has to be noted that the position of the parent Gauss points is now computed
by the map κ too. The position of the parent Gauss point is denoted by P in the unit
quadrilateral.

X = κ (θP ) (3.41)

The coordinates θP are the points obtained from GL quadrature on the interval [0, 1]. The
integral over the middle element DXm in eq. 3.6 can now be pulled back to the θ1, θ2 -
coordinate system:∫∫

Ω∩Dxm

f(x,y) dy2dy1 =
∫∫

Ω0∩DXm

f(ϕ(X), ϕ(Y)) detDϕ(Y) dY 2dY 1 =

=
∫∫

Ω0∩DXm

f(ϕ(X), ϕ(Y)) detDϕ(Y) detDκ(θ) dY 2dY 1

=
∫ 1

0

∫ 1

0
f
(
ϕ(κ(θP)) , ϕ(κ(θ))

)
det

(
∂yi

∂Y j

)
det

(
∂Y k

∂θl

)
dθ2dθ1

(3.42)
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with:

det
(
∂Y k

∂θl

)
=


∂Y 1

∂θ1
∂Y 1

∂θ2

∂Y 2

∂θ1
∂Y 2

∂θ2



∂Y 1

∂θ1 = (−R1
A +R1

B) + θ2(R1
A −R1

B −R1
C +R1

D)

∂Y 1

∂θ2 = (−R1
A +R1

C) + θ1(R1
A −R1

B −R1
C +R1

D)

∂Y 2

∂θ1 = (−R2
A +R2

B) + θ2(R2
A −R2

B −R2
C +R2

D)

∂Y 2

∂θ2 = (−R2
A +R2

C) + θ1(R2
A −R2

B −R2
C +R2

D)

(3.43)

Up to now, the integral was expressed w.r.t the θ1, θ2 - coordinate system. θP denotes the
position of the parent Gauss point on this area. As explained in appendix A.1.2, the integrand
is not continuous for X = Y, respectively θ = θP. The integral over the unit-quadrilateral
is now divided into four sub-triangles (compare figure 3.18). This subdivision places the
discontinuity into the corners of the four subtriangles. Now, the Duffy transformation can
be applied. According to [Mousavi and Sukumar 2010, p.2], standard Duffy transformation
is a map of an integral over a triangle to a quadrilateral:

α1

D

1

1

ζ1

ζ2

P
1

α2

Figure 3.17: Duffy transformation

Duffy transformation for 1/r - singularity:

ζ = D(α) by
ζ1

ζ2

 =
 α1

α1α2

 (3.44)

The Jacobian of the Duffy transformation enables shortening out a component of the denom-
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inator, thus rendering the kernel of the integral smooth enough for GL quadrature [Mousavi
and Sukumar 2010, p.2]:

∫ 1

ζ1=0

∫ ζ1

ζ2=0

f(ζ1, ζ2)
(ζ12 + ζ22) 1

2
dζ2dζ1 =

=
∫ 1

α1=0

∫ 1

α2=0

f(α1, α2)
(α12 + (α1α2)2) 1

2
det

(
∂ζ i

∂αj

)
dα2dα1 =

=
∫ 1

α1=0

∫ 1

α2=0

f(α1, α2)
(α12 + (α1α2)2) 1

2
α1dα2dα1 =

=
∫ 1

α1=0

∫ 1

α2=0

f(α1, α2)
(1 + α22) 1

2
dα2dα1

(3.45)

It is evident that the denominator of 3.45 cannot become 0 for [α1,α2] ∈ [0,1]. In a last step,
the sub-triangles from step 2 in equation 3.18 have to be mapped to the Duffy-triangle. The
map is done by a parametrization of the sub-triangles with the [ζ1,ζ2] - coordinates of the
Duffy-triangle:

θ = Ψ(ζ) by
θ1

θ2

 =
P 1 + ζ1(A1

j − P 1) + ζ2(A1
j+1 − A1

j)
P 2 + ζ1(A2

j − P 2) + ζ2(A2
j+1 − A2

j)

 , ζ2 ≤ ζ1 (3.46)

All transformations mentioned above are depicted in fig. 3.18. It depicts the Duffy quadri-
lateral at the bottom, mapped to consecutive configurations and ending up in the deformed
configuration. In order to express the integral over the deformed configuration by the gauss
points over the Duffy-quadrilateral, the steps 1 to 4 in fig. 3.18 have to be done in reverse
order.
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α1

α2

1

1

P

D

1

1

ζ1

ζ2 Ψ

P

1

1
θ1

θ2

P

A1 A2

A4 A3
κ

Y 1, y1

Y 2, y2

∆

∆

RBRA

RDRC

rDrC

rB
rA
ϕ

Ω0

Ω

Figure 3.18: Steps of transformation from
deformed configuration to Duffy-
quadrilateral

Step 4: Map undeformed to deformed element:

y = ϕ(Y) by
y1

y2

 =
Y 1 + U1(Y 1, Y 2)
Y 2 + U2(Y 1, Y 2)


compare subsection appendix A.1.1.

Step 3: Map unit quadrilateral to unde-
formed element in meshgrid:

Y = κ(θ) by
Y 1

Y 2

 =

=
N1(θ)R1

A +N2(θ)R1
B +N3(θ)R1

C +N4(θ)R1
D

N1(θ)R2
A +N2(θ)R2

B +N3(θ)R2
C +N4(θ)R2

D



Step 2: Map triangle on sub-triangle:

θ = Ψ(ζ) by
θ1

θ2

 =

=
P 1 + ζ1(A1

j − P 1) + ζ2(A1
j+1 − A1

j)
P 2 + ζ1(A2

j − P 2) + ζ2(A2
j+1 − A2

j)

 , ζ2 ≤ ζ1

Step 1: Duffy transformation:

ζ = D(α) by
ζ1

ζ2

 =
 α1

α1α2



The expressions A1
j , A1

j+1, ... denote the nodal coordinates of the θ1, θ2 - quadrilateral. Please
note that their numeration deviates from the nodal order of the X1, X2 - quadrilateral.
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Combining all transformation steps above leads to an integral over the Duffy-quadrilateral:

∫∫
Ω∩Dxm

f(x,y) dy2dy1 =

=
∫ 1

0

∫ 1

0
f
(
ϕ(κ(θP)) , ϕ(κ(ψ(D(α))))

)
det

(
∂yi

∂Y j

)
det

(
∂Y k

∂θl

)
det

(
∂θm

∂ζn

)
det

(
∂ζo

∂αp

)
dα2dα1

(3.47)

A convergence analysis of the Duffy-subelementation is done together with the tanh-sinh-
quadrature, discussed in the following.
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B: Subelementation and tanh-sinh quadrature

The tanh-sinh quadrature (compare subsection appendix A.4.2) is a quadrature method
insensitive to certain endpoint singularities and therefore very promising for the integration
of the middle element on a subelementation with the following transformation rule (1-D):

I =
∫ 1

−1
f(x) dx =

∫ ∞
−∞

f(ψ(t))ψ′(t) dt

by

ψ(t) = tanh(λ sinh(t))

ψ
′(t) = λ cosh(t)

cosh2(λ sinh(t))
withλ = π

2

(3.48)

In a discretized form, the integral from −∞ to ∞ is replaced by a finite sum:

∫ ∞
−∞

f(ψ(t))ψ′(t) dt ≈ h
n∑

j=−n
f(ψ(j · h))ψ′(j · h) (3.49)

This approximation achieves remarkable precision with a relatively small number of sup-
port points in positive and negative direction, compare appendix A.4.2. Furthermore, the
quadrature can be easily expended to two dimensions.

The peridynamic integrand has no singularity, but it is not defined for Y = X. As de-
rived in app. A.1.2, this gap cannot be removed, so the function remains discontinuous.

Figure 3.19: Discontinuity of middle element’s integrand for X = Y =
[
4.5
4.5

]
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The domain of integration is split into four subrectangles (compare fig. 3.20), which intersect
at X. The integral over the middle element is then divided into four subintegrals, which are
evaluated with tanh-sinh quadrature:

t1

t2

∞

−∞

−∞

∞

h
h

T

ψ1

ψ2

11

1

1

γ

1

1

θ1

θ2

P

A1 A2

A4A3

κ

...

a b

c d

Figure 3.20: Steps of transformation from de-
formed configuration to tanh-sinh -
domain

Step 4 + Step 3:
compare figure 3.18

Step 2: Map quadrilateral on sub-rectangle:

θ = γ(ψ) by
θ1

θ2

 =

=
N1(ψ)a1

s +N2(ψ)b1
s +N3(ψ)c1

s +N4(ψ)d1
s

N1(ψ)a2
s +N2(ψ)b2

s +N3(ψ)c2
s +N4(ψ)d2

s


with s = 1, 2, 3, 4

Step 1: tanh-sinh - quadrature:

ψ1(t1j) = tanh( 1
2 π sinh(j · h) )

ψ2(t2k) = tanh( 1
2 π sinh(k · h) )

It has to be noted that in figure 3.20, step 4, the already discretized coordinates t1j and t2k
have been used.

As explained in subsection appendix A.1.2, the integrand is continuous for physically rea-
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sonable displacement fields, implying the continuity of the integrand over the subquadrilat-
erals. The tanh-sinh quadrature owes it’s insensitivity to endpoint singularities the double-
exponential decline of the differentiated substitution functions when t1, t2 → ∞. The
transformation of the integral over a rectangular, two dimensional problem is given below.
Because the domain of integration is rectangular, the coordinates t1, t2 are independent of
each other, simplifying the functional determinant to a simple product of the derivatives of
υ1(t1),υ2(t2):

ψ = T (t)

ψ1

ψ2

 =
tanh(λ sinh(t1))

tanh(λ sinh(t2))


∫ 1

−1

∫ 1

−1
f(ψ1, ψ2) dψ2 dψ1 =

∫ ∞
−∞

∫ ∞
−∞

f(ψ1(t1), ψ2(t2)) detDT (t) dt2dt1

detDT (t) = det
(
∂ψo

∂tp

)
= det


∂ψ1

∂t1
∂ψ1

∂t2

∂ψ2

∂t1
∂ψ2

∂t2

 = det


λ cosh(t1)

cosh2(λ sinh(t1))
0

0 λ cosh(t2)
cosh2(λ sinh(t2))

 =

=
(

λ cosh(t1)
cosh2(λ sinh(t1))

)(
λ cosh(t2)

cosh2(λ sinh(t2))

)
(3.50)

Together with equation 3.50, the approximation of the inner integral of the middle element
with the tanh-sinh-quadrature can be written down:

I =
∫∫

Ω∩Dxm

f(x,y) dy2dy1 =

=
∫ ∞
−∞

∫ ∞
−∞

f
(
ϕ(κ(θP)) , ϕ(κ(γ(T (t))))

)
det

(
∂yi

∂Y j

)
det

(
∂Y k

∂θl

)
det

(
∂θm

∂ψn

)
det

(
∂ψo

∂tp

)
dt2dt1

(3.51)
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After the discretization, one obtains:

I ≈
n∑

a=−n

n∑
b=−n

f
(
ϕ(κ(θP)) , ϕ(κ(γ(T ( a·h, b·h ))))

)
det

(
∂yi

∂Y j

)
det

(
∂Y k

∂θl

)
det

(
∂θm

∂ψn

)
det

(
∂ψo

∂tp

)
h2

(3.52)

Depicted in fig. 3.21 are the weights for 5× 5 quadrature points [Ata and Sahin 2018, p.31].
In comparison to the GL quadrature, the abscissas ψ1, ψ2 are approaching the domain’s
limits 1/ − 1 extremly fast due to the double exponential dependency on their parameters
t1, t2.

Figure 3.21: Weights of the tanh-sinh quadrature

Depicted in figure 3.22 are cuts through the right graph in figure 3.19, once for the X2-
values kept constant, once for the X1-values kept constant throughout the cut. The yellow
line, passing through the the point Y = X is not continuous there. Although the integrand
can have large gradients, especially in the vicinity of the discontinuity, their behavior is
not exponential and therefore effectively suppressed by the double-exponentially decaying
derivatives of the substitution function.

Figure 3.22: Cuts through the integrand of the middle element
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A comparison of the results of Duffy transformation and tanh-sinh quadrature are repre-
sented below. At first, the tanh-sinh quadrature was applied to the problem. As explained
in subsection A.4.2, it is not known in advance how many quadrature points are necessary
to obtain a desired accuracy, so, the tanh-sinh quadrature is applied iteratively with the
distance h between the support points in the transformed domain halved in every iteration
cycle k. The middle element was subjected to two different displacement fields; an isotropic
expansion by the nodal displacements u1

j , u
2
j = 0.1, for which the direct integration has failed

prior (compare figure 3.15), and a displacement field with randomized nodal displacements
|u1
j |, |u2

j | ≤ 0.1. Remark: The material parameter c was set to 1 in the following figures.

Figure 3.23: r1 by Tanh-sinh quadrature and Duffy transformation, isotropic expansion

Figure 3.24: r1 by Tanh-sinh quadrature and Duffy transformation, random nodal displacements

For both displacement fields, four iteration cycles k where necessary in order to obtain an
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absolute value of 1−10 for the error of the resulting integral between two successive itera-
tions. The same number of support points was available to the subelements of the Duffy
transformation afterwards.

Both quadrature methods show good convergence behavior and are therefore suitable for
the integration of the middle element. In case of the isotropic expansion, the Duffy trans-
formation yields even faster convergence and reaches the desired precision with approx. 30
support points. In case of the randomized nodal displacements, both quadrature methods
are almost equal in their convergence rate. An experimental order of convergence (EOC)
[Axthelm 2020, p.37] can be computed for both Duffy- and tanh-sinh-quadrature.

α =
ln
(
Ek+1
Ek

)
ln
(

Ek
Ek−1

) (3.53)

k in eq. 3.53 denotes the level of iteration, Ek denotes the error of the current iteration step
k, and α denotes the approximated order of convergence. The error is defined as

Ek = ‖Ik − I‖ (3.54)

with Ikk∈N being the result of the numerical quadrature in step k and I being the true solution
of the integral. Equation 3.53 is an experimental measure of the convergence order, assuming
that the errors Ek+1 and Ek of two successive steps k are related by:

Ek+1 ≈ E α
k (3.55)

According to [Axthelm 2020, p.37], the EOC is the more valid the more the series Ek con-
verges. Regarding however the good convergence behavior in figure 3.24, using the EOC
is exemplarily justifiable. The convergence orders are computed for the curves in 3.24 and
yield:

α tanh-sinh ≈
ln
(

5·10−10

6·10−7

)
ln
(

6·10−7

7·10−4

) = 1.0040

αDuffy ≈
ln
(

5·10−10

6·10−7

)
ln
(

6·10−7

7·10−4

) = 1.1089

(3.56)
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Because in addition, the rate of convergence µ

lim
k→∞

‖Ik+1 − I‖
‖Ik − I‖

= µ < 1 (3.57)

is smaller than 1 (the error in fig. 3.23 and fig. 3.24 becomes even infinitesimally small), at
least a linear convergence may be assumed.

Figure 3.25: f1 by Tanh-sinh quadrature and Duffy transformation, random nodal displacements

The number of support points in both directions Y 1, Y 2 is roughly quadrupled (doubled in
each direction) during the iteration cycles k, compare e.g. figure 3.24. In figure 3.25, the
error is displayed w.r.t basis 2 instead of 10. It can be seen that quadrupling the number of
support points leads to a reduction of the error by a factor of roughly 1

1024 . An a priori error
estimation of the Tanh-Sinh-quadrature can be found in [Vanherck et al 2020, p.3].

3.1.5 Investigation of the Jacobian matrix

In this part, the structure of the Jacobian matrix will be examined for a single peridynamic
element which is fully embedded. Because the derivative of the force state, eq. 3.6 incorpo-
rates the inner integral over middle-, uncut- and cut elements, the Jacobian matrix can be
split down into three contributions as well. For the computation, the setup

1. Nparent = 2

2. Ncut = 23

3. Nuncut = 23
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4. Nmiddle = 23

was used. The Jacobian matrices for a zero - initial displacement are given by:

[Juncut] = 1 ·109



−5.56 −2.15 −2.58 −0.82 +0.58 −0.48 −0.48 +0.55
−2.15 −5.56 −0.82 −2.58 +0.48 −0.58 −0.55 +0.48
−2.58 −0.82 −5.56 −2.15 +0.48 −0.55 −0.58 +0.48
−0.82 −2.58 −2.15 −5.56 +0.55 −0.48 −0.48 +0.58
+0.58 −0.48 −0.48 +0.55 −5.56 −2.58 −2.15 −0.82
+0.48 −0.58 −0.55 +0.48 −2.58 −5.56 −0.82 −2.15
+0.48 −0.55 −0.58 +0.48 −2.15 −0.82 −5.56 −2.58
+0.55 −0.48 −0.48 +0.58 −0.82 −2.15 −2.58 −5.56



(3.58)

[Jcut] = 1 · 109



−2.69 −1.35 −1.35 −0.67 −0.07 0 0 0
−1.35 −2.69 −0.67 −1.35 0 +0.07 0 0
−1.35 −0.67 −2.69 −1.35 0 0 +0.07 0
−0.67 −1.35 −1.35 −2.69 0 0 0 −0.07
−0.07 0 0 0 −2.69 −1.35 −1.35 −0.67

0 +0.07 0 0 −1.35 −2.69 −0.67 −1.35
0 0 +0.07 0 −1.35 −0.67 −2.69 −1.35
0 0 0 −0.07 −0.67 −1.35 −1.35 −2.69



(3.59)

[Jmiddle] = 1·108



−4.48 +2.56 −1.08 +2.99 −1.98 +0.06 +0.06 +1.86
+2.56 −4.48 +2.99 −1.08 −0.06 −1.98 −1.86 −0.06
−1.08 +2.99 −4.48 +2.56 −0.06 −1.86 −1.98 −0.06
+2.99 −1.08 +2.56 −4.48 +1.86 +0.06 +0.06 −1.98
−1.98 +0.06 +0.06 +1.86 −4.48 −1.08 +2.56 +2.99
−0.06 −1.98 −1.86 −0.06 −1.08 −4.48 +2.99 +2.56
−0.06 −1.86 −1.98 −0.06 +2.56 +2.99 −4.48 −1.08
+1.86 +0.06 +0.06 −1.98 +2.99 +2.56 −1.08 −4.48



(3.60)

The complete Jacobian matrix is given by:

[J ] = [Juncut] + [Jcut] + [Jmiddle] (3.61)
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The force- and displacement vector corresponding to the matrices above have the following
order of indices:

u =



ū1
1

ū1
2

ū1
3

ū1
4

ū2
1

ū2
2

ū2
3

ū2
4



; f =



f 1
1

f 1
2

f 1
3

f 1
4

f 2
1

f 2
2

f 2
3

f 2
4

 ū1
1 ū1

2

ū2
1 ū2

2

ū1
3 ū1

4

ū2
3 ū2

4

Forces are supposed to point in the same direction as the respective dofs in the figure above.
The indices of the approach functions N1 ... N4 are related to the indices of the dofs as well.

All Jacobian matrices have a blockwise structure, resulting from the order of the degrees
of freedom. The "parallel-blocks" represent the changes of forces due to changes of nodal dis-
placements acting in the same respective direction. These blocks are symmetric for all three
matrices. The "perpendicular-blocks", representing changes of nodal forces due to perpendic-
ular nodal displacements, are equal above and below the main diagonal. Furthermore, the
entries opposite to each other are of equal absolute value, yet some have opposite sign. This
special structure contradicts the claim of [Glaws 2014, p.24], stating that the Jacobian ma-
trix has to be symmetric. Both results can be explained however by a detailed investigation
of the structure of the inner integrals.

Structure of Jacobian matrix from [Glaws 2014]

The different results w.r.t. symmetry are examined by a derivation of two entries of the
Jacobian matrix which oppose in sign. For the minimal example above with 8 global dofs,
the entries

∂R1
1

∂ū2
3

= J17

∂R2
3

∂ū1
1

= J71

are compared to each other. The indices i, j in Jij refer to the global dofs with i being
the index of the dof-force which is derived by dof j. The Jacobian matrix is built from
deriving the (weak) inner forces, compare eq. 3.19. In order to enable a comparison with
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[Glaws 2014], the functional determinant from the transition from deformed to undeformed
configuration is omitted in the following comparison. The expressions J17 and J71 in the
context of [Glaws 2014, p.23] are then given by:

J17 = ∂R1
1

∂u2
3

=
∫∫
Ω0

∫∫
Ω0∩DX

(N1(Y) − N1(X)) ∂f
1

∂ū2
3
dAY dAX (3.62)

respectively

J71 = ∂R2
3

∂u1
1

=
∫∫
Ω0

∫∫
Ω0∩DX

(N3(Y) − N3(X)) ∂f
2

∂ū1
1
dAY dAX (3.63)

The appearence of the blue term in 3.62 introduced in [Glaws 2014, p.23] is different to
the approach in this thesis. Nevertheless, it can be introduced into the derivation of the
analytical Jacobian matrix. By recalling the expressions from eq. 3.28,

f =
f 1

f 2

 = c ε d

L = |Y − X |

uX =
∑4

i=1Ni(X) ū1
i∑4

i=1Ni(X) ū2
i

 , uY =
∑4

i=1 Ni(Y) ū1
i∑4

i=1 Ni(Y) ū2
i



l =
l1
l2

 = Y + uY − X − uX =
Y 1 −X1 +∑4

i=1(Ni(Y)−Ni(X)) ū1
i

Y 2 −X2 +∑4
i=1(Ni(Y)−Ni(X)) ū2

i


l = |l|

ε = l − L
L

d = l
l

equation 3.62 can be developed into: (compare appendix A.6)

J17 =
∫∫
Ω0

∫∫
Ω0∩DX

( 1
L

l1 l2

(l)2 − ε
l1 l2

(l)3

) (
N1(Y) − N1(X)

) (
N3(Y) − N3(X)

)
dAY dAX (3.64)

Doing the same derivation for J71 leads to:

J71 =
∫∫
Ω0

∫∫
Ω0∩DX

( 1
L

l1 l2

(l)2 − ε
l1 l2

(l)3

) (
N3(Y) − N3(X)

) (
N1(Y) − N1(X)

)
dAY dAX (3.65)
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The indices of the two differences of form functions are related to the index of derived nodal
force and deriving dof. Swapping those indices means computing the opposite Jacobian
matrix entry. As swapping does not change the product of the difference of the approach
functions, the Jacobian matrix will always be symmetric, proving the claim.

Structure of Jacobian matrix in this thesis

The Jacobian matrices 3.60, 3.59 and 3.58 in this thesis are not symmetric, although entries
opposite to each other are always of same absolute value. This structure results from a
different weighting approach in this thesis. Computing the entries J17 and J71 is done by

J17 =
∫∫
Ω0

N1(X)
∫∫

Ω0∩DX

( 1
L

l1 l2

(l)2 (N3(Y) − N3(X)) − ε
l1 l2

(l)3 (N3(Y) − N3(X)
)
dAY dAX =

=
∫∫
Ω0

N1(X)
∫∫

Ω0∩DX

( 1
L

l1 l2

(l)2 − ε
l1 l2

(l)3

) (
N3(Y) − N3(X)

)
dAY dAX

(3.66)

respectively

J71 =
∫∫
Ω0

N3(X)
∫∫

Ω0∩DX

( 1
L

l1 l2

(l)2 − ε
l1 l2

(l)3

) (
N1(Y) − N1(X)

)
dAY dAX (3.67)

Because the test function is a function only of X, it does not contribute to the inner integral
over Y, which is fulfilled therefore in a strong sense. Swapping the indices of derived nodal
force and deriving dof yields different expressions for the products of the formfunctions,
compare equations 3.66 and 3.67. However, the fact that opposite entries of the Jacobian
matrix are of equal magnitude can be explained without loss of generality by the following
minimal example.

The example consists of the inner integral over the middle element itself. A single par-
ent Gauss point is used, therefore located in the middle of the element. The coordinate
system, measuring both (X1, X2) and (Y 1, Y 2) is located in the center too for the sake of
simplicity. All subelementations are using one quadrature point, compare figure 3.26. The
Jacobian matrix is computed for a zero initial displacement; therefore, no bonds undergo a
change in their length:

ε = ( l
L
− 1) = 0 (3.68)
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Figure 3.26: Minimal example on the inner element

Introducing these simplifications into equation 3.66 and replacing the integrals by a numerical
quadrature yields:

∂R1
1

∂ū2
3

= N1(Xp)
4∑

n=1

l1 l2

L (l)2

(
N3(Yn) − N3(Xp)

)
w1
nw

2
n · 1 · 1 (3.69)

As just one parent Gauss point was used, the outer integral degenerates to one single Gauss
quadrature evaluation with weight 1 ·1. Due to the zero initial displacement and the location
of the coordinate system in the middle of the element, the lengths of the deformed bonds
simplify to their endpoint coordinates:

l1 = Y 1 + ��
��*

0
u1(Y) − ��>

0
X1 − ��

��*
0

u1(X) = Y 1

l2 = Y 2 + ��
��*

0
u2(Y) − ��>

0
X2 − ��

��*
0

u2(X) = Y 2
(3.70)

The evaluation of all four approach functions Ni(Xp) in the parent Gauss point at the
center of the coordinate system yields a value of 1

4 . The weights w1
n, w

2
n for four quadratic

subelements is 1
4 too. Introducing these simplifications into eq. 3.69 provides the following

expression:

∂R1
1

∂ū2
3

= 1
4

4∑
n=1

Y 1
n Y

2
n

1
L3

(
N3(Yn) − 1

4
) 1

16 (3.71)
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(All four bonds have the same length L). Doing the same derivation for ∂R
2
3

∂ū1
1
yields:

∂R2
3

∂ū1
1

= 1
4

4∑
n=1

Y 1
n Y

2
n

1
L3

(
N1(Yn) − 1

4
) 1

16 (3.72)

The sums in equations 3.71 and 3.72 are evaluated in tables 3.2 and 3.3. Comparing the

QP Y 1 Y 2 N3(Y 1
i ,Y

2
i ) Y 1

i Y
2
i ·

(
N3(Y 1

i ,Y
2
i )− 1

4

)
1 -0.25 -0.25 0.188 (−0.25)(−0.25) · (0.188− 0.25) = −0.004
2 -0.25 +0.25 0.562 (−0.25)(+0.25) · (0.562− 0.25) = −0.012
3 +0.25 -0.25 0.063 (+0.25)(−0.25) · (0.063− 0.25) = +0.012
4 +0.25 +0.25 0.188 (+0.25)(+0.25) · (0.188− 0.25) = −0.004∑ -0.008

Table 3.2:
∂R1

1
∂ū2

3

QP Y 1 Y 2 N1(Y 1
i ,Y

2
i ) Y 1

i Y
2
i ·

(
N1(Y 1

i ,Y
2
i )− 1

4

)
1 -0.25 -0.25 0.562 (−0.25)(−0.25) · (0.562− 0.25) = +0.012
2 -0.25 +0.25 0.188 (−0.25)(+0.25) · (0.188− 0.25) = +0.004
3 +0.25 -0.25 0.188 (+0.25)(−0.25) · (0.188− 0.25) = +0.004
4 +0.25 +0.25 0.063 (+0.25)(+0.25) · (0.063− 0.25) = −0.012∑ 0.008

Table 3.3:
∂R2

3
∂ū1

1

outcomes of tables 3.2 and 3.3 proves that the Jacobian matrix entries opposite to each other
are different in sign, but equal in magnitude.

Comparison of analytical- and numerical Jacobian matrix

In a last step, the analytical Jacobian matrix is compared with the one obtained from a
complex step derivative; this serves as a validation, as the complex step derivative (compare
section A.3) builds the Jacobian matrix by using the inner peridynamic forces 3.17 only,
but not it’s derivative w.r.t the dofs in the sense of equation 3.19. The analytical Jacobian
matrices from cut-, uncut and middle elements (3.58, 3.59, 3.60) were recomputed numeri-
cally; their deviation to their analytical counterparts was examined by the relative error of
their Frobenius norms (eq. 3.38) in table 3.4: A second example covers a cantilever beam
built from 30 × 3 elements with ∆ = 1 under end load F = 10, providing a 248 × 248 -
Jacobian matrix. For this particular example, the elastic modulus was set to 3 · 106. The
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∥∥[J ]an
∥∥ ∥∥[J ]num

∥∥ ∥∥[J ]an − [J ]num
∥∥ ∥∥[J ]an

∥∥ − ∥∥[J ]num
∥∥

[J ]an
uncut 1.8746 · 1010 1.8746 · 1010 1.3337 · 10−5 2.0349 · 10−16

cut 9.5270 · 109 9.5270 · 109 5.1745 · 10−5 −2.0021 · 10−16

middle 1.8801 · 109 1.8801 · 109 2.3776 · 10−5 −1.2681 · 10−16

total 2.8978 · 1010 2.8978 · 1010 1.5309 · 10−5 −1.3164 · 10−16

Table 3.4: Comparison of Frobenius norms of Jacobian matrices

problem was solved using Newton’s method with both analytical and numerical Jacobian
matrix. The termination threshold of the computation was set to 10−7, and the Frobenius
norms of both Jacobian matrices from the last iteration steps were compared in table 3.5:
As can be seen from tables 3.4 and 3.5, numerical and analytical Jacobian matrices display

∥∥[J ]an
∥∥ ∥∥[J ]num

∥∥ ∥∥[J ]an − [J ]num
∥∥ ∥∥[J ]an

∥∥ − ∥∥[J ]num
∥∥

[J ]an
- 9.1077 · 106 9.1077 · 106 75.70 4.926 · 10−8

Table 3.5: Comparison of Frobenius norms of Jacobian matrices

very good coincidence.

3.1.6 Implementation of surface correction factor

A surface correction factor takes the truncated families close to free surfaces into account
and is of crucial importance for the convergence to the correct results for the peridynamic
finite elements. The following example illustrates the problem.

Figure 3.27: Configuration A. Comparison between uncorrected, corrected and analytical solution, 30×3
elements
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Figure 3.28: Configuration B. Comparison between uncorrected, corrected and analytical solution, 60×6
elements

The simulation displays the vertical displacements of a cantilever beam with a single load
applied to the free end (right end in figure 3.27 and 3.28). The system had the following
properties: l

h
= 10, l = 30, h = 3. Discretization A was done with 30 × 3 elements, dis-

cretization B was done with 60 × 6 elements. Both discretizations had four parent Gauss
points per element and a fixed horizon length δ = 3 ∆. Therefore, the coarser configuration
A has twice the horizon length as configuration B. Both problems were solved by Newton’s
method with the iteration terminated as soon as ε = |In−1 − In| ≤ 1e−8.

Both simulations display large deviations between the results with discretization A showing
a deviation of 223 % in comparison to the analytical solution, and discretization B having
an error of 182 %. The reason for the error lies in the calibration of the peridynamic model
by the equivalence of the strain energy in Peridynamics and classical elasticity theory, ag-
greviated by a long, slender structure with large surfaces like a cantilever beam. Thinking in
terms of Euler Bernoulli beam theory, the maximum strains will occur in the topmost and
bottommost material fibers, storing the highest strain energy there. The nonlocal nature of
Peridynamics obtains the strain energy in X by integration over the strain energy densities
in it’s respective bonds Dx:

ΠxI =
∫∫
DX

1
2

c δ

|Y −X|
s2 detDϕ(Y) dY 2dY 1

with

s =
(
|y − x| − |Y − X|

) (3.73)

Different to classical elasticity with it’s vanishing horizon length and depending on the ratio
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between δ and the element length ∆, the surroundings of a point X close to a boundary is
only partly covered by material (compare fig. 3.29):

Figure 3.29: Truncated family, 30×3 elements, ∆ = 3

This truncation introduces an error in comparison to local classical elasticity, because the
calibration of the peridynamic material parameters (see section 2.3) was done with a com-
pletely covered vicinity of X. Configuration A suffers even more from this truncation error
due to it’s coarser meshgrid, comparatively more strain energy-providing area was truncated.
This effect was enhanced by the mechanics of the cantilever beam, as the truncated bound-
ary vicinities are responsible at the same time for the highest strain energy density.

A surface correction factor d, according to [Madenci and Oterkus 2014, p.68 ff.] has to
be introduced. This factor takes into account, that even a truncated family must be able to
produce the same strain energy as a complete one by enlarging the material parameter of the
truncated family. In the scope of this thesis, a correction factor is computed element-wise
by averaging the strain energies of each parent Gauss points family. The surface correction
factor results from the quotient of averaged truncated strain energy and the strain energy of
a complete family. Both complete and truncated strain energy are computed for the same
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calibration shear displacement field [Madenci and Oterkus 2014, p.70 ff.]:
y1

y2

 =
1 ζ

ζ 1

 Y 1

Y 2


x1

x2

 =
1 ζ

ζ 1

 X1

X2

 , ζ ∈ [0 , 0.5]

(3.74)

Thus, the averaged strain energy of the truncated vicinities of the N parent Gauss points
equals:

W̃xI = 1
N

N∑
k=1

∫∫
DXk

1
2

c

|Y −Xk|
s2 detDϕ(Y) dY 2dY 1 (3.75)

The surface correction factor d then can be obtained by division:

d = WxI

W̃xI
(3.76)

With WxI being the untruncated strain energy due to the calibration shear field and a
plate-thickness h = 1 (compare eq. 2.32):

WxI = 1
12 π c δ

3 ζ2

The orange displacement fields in figures 3.27 and 3.28 display the corrected displacement
fields. It can be seen that due to the surface correction, different to [Glaws 2014, p.28], even
the coarse mesh 30× 3 reduces the error from former 223 % to 13.7 % in comparison to the
analytical solution from Euler Bernoulli beam theory.

3.2 Finite elements for a 1-D problem

Some of the complexity of the 2-D peridynamic elements arose due to the differentiation of
the product of the absolute value of the deformed bond and the orientation vector w.r.t.
the nodal degrees of freedom. The result were sums of changes of bond forces, which could
be arbitrarily orientated in the 2-D - plane. Reducing the model to a 1-D-problem leaves
the bond forces to point in either positive- or negative bar direction only. This significant
restriction of allowed bond directions leads to a linear dependency of the bond forces on
the elements’ degrees of freedom. Furthermore, 1-D elements can be coupled to analytical
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solutions more easily.

3.2.1 1-D equation of motion

Beginning the derivation with the peridynamic equation of motion, eq. 2.36, and reducing
it to one dimension yields:

ρ ü =
X+δ∫
X−δ

c
1

|Y −X|
(
|uY + Y − uX −X| −|Y −X|

)
sgn (uY + Y − uX −X) dY +b (3.77)

The sgn - function in eq. 3.77 takes into consideration the direction of the bond (left or
right), whereas the difference of the absolute values differentiates between compression or
elongation of the bond. The same behavior of the sign of the resulting force in X can be
obtained by the following expression:

ρ ü =
X+δ∫
X−δ

c
uY − uX
|Y −X|

dY + b (3.78)

The validity of equation 3.78 is shown in figure 3.30. Depicted there are one-dimensional

X

Y X

Y

uX

uX

uX

uX

uY

uY

uY

uY

uY > uX

uY < uX

uY > uX

uY < uX

Y −X > 0:

Y −X < 0:

Figure 3.30: Directions of bond forces

bonds for both cases Y − X > 0 and Y − X < 0. The undeformed, blue bonds in fig.
3.30 are depicted in red after the deformation. The arrows at the ends of the bond denote
tensile- or compressional bond forces. Obviously, uY being larger than uX leads to tension
if Y − X > 0 and compression, if Y − X < 0. However, due to the denominator in eq.
3.78, the difference of the bond end displacements are divided by the absolute value of the
undeformed bond orientation |Y −X|. Therefore, bonds orientated in the negative direction
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will be multiplied by −1 additionally, thus providing the same signs of the resulting force in
X w.r.t. endpoint displacements, regardless of the bond orientation. The resulting equation
3.78 is still nonlocal, but linear in u.

3.2.2 Weak form and discretization

The weak form of equilibrium is generated by weighting eq. 3.78 with a virtual displacement
field vX and integrating [Chen and Gunzburger 2011, p.7-9]:

∫
Ω0

ρ ü vX dX =
∫

Ω0

X+δ∫
X−δ

c
uY − uX
|Y −X|

dY vX dX +
∫

Ω0

b vX dX (3.79)

Both real- and virtual displacement fields u and v are discretized with triangular "hat"
functions θi:

θi(X) =


1
∆

(
X + ∆− i∆

)
(i− 1)∆ ≤ X ≤ i∆

1
∆

(
−(X −∆− i∆)

)
i∆ ≤ X ≤ (i+ 1)∆

0 else

(3.80)

Thus, the discretized real- and virtual displacement fields are:

uX =
N∑
i

θi(X) ūi

vX =
N∑
j

θj(X) 1̄
(3.81)

Since external- and inertial forces are straightforward (the mass matrix of a truss element can
be found in e.g. [Mehlhorn 1996a, p.119]), the computation of the integral of the weighted
inner forces R(X) is examined now in detail. The aim is the development of the stiffness
matrix for a peridynamic truss element between nodes k − 1 and k. The evaluation of the
outer integral in X will be a function of the two dofs k − 1 and k left and right of X:

R(X) =
k∆∫

(k−1)∆

x+3∆∫
x−3∆

c

k+3∑
s=k−4

θs(Y )ūs −
(
θk−1(X)ūk−1 + θk(X)ūk

)
|Y −X|

dY
(
θk−1(X) + θk(X)

)
dX

(3.82)

Equal to 2-D peridynamic finite elements, the horizon in 1-D Peridynamics δ is set to 3 ∆.
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X
k + 3k + 2k + 1kk − 1k − 2k − 3k − 4

u(X)

∆

ūk

θk(X)

Figure 3.31: 1-D hat functions

The integral above can be split down into eight components [Chen and Gunzburger 2011,
p.9]:

R(x) = c

k∆∫
(k−1)∆

(
−

(k−3)∆∫
(k−4)∆

θk−4(Y )ūk−4 + θk−3(Y )ūk−3

Y −X
dY −

−
(k−2)∆∫

(k−3)∆

θk−3(Y )ūk−3 + θk−2(Y )ūk−2

Y −X
dY −

(k−1)∆∫
(k−2)∆

θk−2(Y )ūk−2 + θk−1(Y )ūk−1

Y −X
dY−

−
X∫

(k−1)∆

θk−1(Y )ūk−1 + θk(Y )ūk − u(X)
Y −X

dY +
k∆∫
X

θk−1(Y )ūk−1 + θk(Y )ūk − u(X)
Y −X

dY+

+
(k+1)∆∫
k∆

θk(Y )ūk + θk+1(Y )ūk+1

Y −X
dY +

(k+2)∆∫
(k+1)∆

θk+1(Y )ūk+1 + θk+2(Y )ūk+2

Y −X
dY+

+
(k+3)∆∫

(k+2)∆

θk+2(Y )ūk+2 + θk+3(Y )ūk+3

Y −X
dY

)
θk−1(X) dX

(3.83)

with

u(X) = θk−1(X)ūk−1 + θk(X)ūk (3.84)

and a microelastic stiffness constant c for 1-D problems [Madenci and Oterkus 2014, p.68]:

c = 2E
Aδ2 (3.85)
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with A denoting the cross sectional area of the truss.

The integrals in expression 3.83 can be solved analytically. For a truss element between
nodes k−1 and k, the force densities can be weighted with θk−1(X) 1̄ and θk(X) 1̄, providing
two independent equations for the resulting inner forces in nodes k− 1 and k. Those can be
written down as a nonlocal, non-quadratic stiffness matrix:

Rk−1

Rk+0

 = c∆
0.046 0.22 0.45 −1.03 −0.18 0.33 0.19 0.015

0.015 0.19 0.33 −0.18 −1.03 0.45 0.22 0.046





ūk−4

ūk−3

ūk−2

ūk−1

ūk+0

ūk+1

ūk+2

ūk+3



(3.86)

Depending on the length of the horizon, the elements within a δ - range at both ends of the
rod need to be surface-corrected according to subsection 3.1.6. An example of a coupling
between a peridynamic- and CCM-rod is given in subsection 5.3.2.

3.3 Boundary conditions

Boundary conditions in Peridynamics differ in several ways from classical elasticity’s con-
cept. In the later, constraining the displacement field or it’s derivatives on a boundary with
vanishing volume is sufficient to impose displacement- and force boundary conditions on the
problem. As the peridynamic forces and thus the underlying displacement field is built from
the integration over force densities within a finite region of space, "local" boundary condi-
tions on a vanishing volume need to be replaced by boundary conditions with spatial extent.
Furthermore, force boundary conditions in Peridynamics are not expressed by derivatives of
the displacement field on the boundary. Following the nonlocal concept, pointwise boundary
tractions do not directly appear in Peridynamics [Madenci and Oterkus 2014, p.30]. Instead,
force boundary conditions are introduced by prescribing the external force density on a fi-
nite boundary domain, displacement boundary conditions are realized by constraining the
displacements on a nonvanishing boundary domain. Thus, the Peridynamic domain Ω has
to be split into two subdomains.

Depicted below is the peridynamic finite element model. The peridynamic domain Ω is
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Ωin

Ωout

Ωc

ΩbΩc

Figure 3.32: Inner and outer peridynamic domain, force- and displacement domains

split into an inner domain Ωin, and a surrounding, outer domain Ωout. The inner domain
is defined as the set of finite elements, whose degrees of freedom are all unconstrained.
The outer layer consists of those elements, whose degrees of freedom are all constrained
plus a layer of elements, surrounding Ωin, whose dofs are partly unconstrained and partly
constrained.

δ

δ

DX

DX

Ωin

Ωc

Ωc Ωb

Figure 3.33: Meshed domains

Displacement boundary conditions

The nodal displacements of all elements of Ωout, except for those elements adjacent to Ωin,
are set to 0 by default. The dofs of the layer of elements connected to Ωin (depicted in
reddish) are unconstrained, if they coincide with a dof of Ωin, otherwise they are set to
0. In order not to constrain the complete outer region by this design choice, the material
parameter c of the elements in Ωout can be varied. Setting c to zero equals a free surface
(compare grey elements in figure 3.33), whereas having the same c in Ωout and Ωin yields
a constrained region Ωc, which can be used to model supports, compare the mint-colored
elements in 3.33. The bonds emanating from elements in Ωin find in those constrained (mint)
elements immovable partners with non-vanishing material constants.
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The material value c of the outer elements adjacent to Ωin (reddish shade in figures 3.33
and 3.34) depends on the intended boundary condition beyond. In case of a free surface
(compare blue family at lower edge of Ωin in figure 3.34), the material constant of the re-
spective elements in Ωout is set to 0. In this case, only the elements in Ωin have non-vanishing
material, whereas the bonds to elements in Ωout have zero bond constant, indicated by the
dotted lines in fig. 3.34.

ΩinΩc

Figure 3.34: Families and bonds

In case of a constrained region behind the inner region (compare blue and cyan family at
left edge), the elements in between Ωin and those elements of Ωout with all dofs constrained
share c with Ωin. The difference between the blue and the cyan family lies in the origin of
the parent Gauss point; the blue family is originating from an element in Ωin, but the cyan
family is originating from an element with both unconstrained and constrained dofs. Since
the mint elements in the surrounding belong to a support region and have non-vanishing
material, the parent element contributes to the force state of the problem, although the
element itself is not in Ωin. The red family at the upper element demonstrates the opposite.
The originating element belongs to Ωout, has therefore both constrained and unconstrained
dofs and could contribute to the Jacobian. But this surface is supposed to be a free one,
therefore, the parent-element material is set to 0 and all bonds have no force.

Although inner-region-dofs are unconstrained by default, they can be assigned arbitrary
displacements, thus enabling a displacement-controlled solution with adaptive dynamic re-
laxation, compare subsection 3.4.2.
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Force boundary conditions

Force boundary conditions can be applied in Ωb, a subset of Ωin. Since the peridynamic
equations are solved by finite elements, it is possible to apply the forces directly on the
elements nodes.

3.4 Quasi - static crack propagation

In this thesis focus is set to a quasi-static crack propagation. Inertial effects like generation
of stress waves due to a further opening of the crack tip are neglected. To justify the neglec-
tion of wave motion of the continuum, loads are applied slowly (quasi static) [Madenci and
Oterkus 2014, p.171]. Since no plastic deformation is incorporated in the underlying peri-
dynamic model, according to the assumptions of linear elastic fracture mechanics (LEFM),
only a brittle material can be simulated, where the plastic deformations around the crack tip
are assumed to be small in comparison to the size of the crack [Mehlhorn 1996b, p.160].

3.4.1 Damage model

Damage in Peridynamics is introduced by irreversibly deleting bonds between material
points, leading to a redistribution of the forces [Madenci and Oterkus 2014, p.114]. Dif-
ferent to Peridynamics on a particle level, the bonds in the present finite elements exist
between a parent gauss point X and it’s subordinate quadrature points Y throughout the
element itself and the elements in it’s family. Thus, the parent Gauss points are not con-
nected to each other by bonds directly, but by the dofs defining the displacement fields of
the elements. Deleting bonds of a family DX however softens up the element containing X
and all potential Y in that element, because larger nodal displacements are necessary for a
thinned out family to yield the same force state in X as an undamaged one. The following
derivations hold for a 2-D problem:

In Peridynamics, a new surface (crack) A is created, if all bonds passing through A are
deleted [Madenci and Oterkus 2014, p.116]. Those are all bonds within a circle of radius δ
around A.
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A

δ

Figure 3.35: All bonds through A

A bond is deleted if it’s stretch s exceeds the critical stretch sc, which is defined in the
following:

s = |Y + uY −X− uX| −|Y −X|
|Y −X|

Independent of Peridynamics, a new surface A is created, if the strain energy in A surpasses
the material dependent critical energy release rate Gc. Thus, by equating Gc with the strain
energy of all bonds passing through A at s = sc yields an expression to compute the critical
stretch of a bond. The strain energy of all bonds passing through A can be computed using
a shift and integration in polar coordinates, compare [Silling and Askari 2005]:

X1X1

X2X2

A

z

δ

Figure 3.36: Shift of all bonds on same X2 level

Depicted in the left of figure 3.36 are all bonds passing through A, whose lower ends have
all the same X2 coordinate. Depicted right in figure 3.36 are all those bonds shifted to the
same X1-coordinate with their lower ends. Although the bonds do not pass through the
same surface A any more by this shift, it represents the same physical state. Repeating this
step for all bond ends with equal X2 - coordinate yields figure 3.37, which is suitable for
integration in polar coordinates to obtain the strain energy density in A, compare [Madenci
and Oterkus 2014, p.119]:
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X1

X2

δ
δ

ξz

arccos( z
ξ
)

θ

Figure 3.37: Coordinate system for integration of strain energy

W = 2
δ∫

z=0

δ∫
ξ=z

arccos z
ξ∫

θ=0

w(ξ) ξ dθdξdz (3.87)

ξ in equation 3.87 denotes the undeformed length of the bonds and is a radius in polar
coordinates. The critical strain energy density wc(ξ) of a bond in polar coordinates is given
by [Madenci and Oterkus 2014, p.119]:

wc(ξ) =
ξ∫

r=0

1
2c s

2
c dr = 1

2c s
2
c ξ (3.88)

where 1
2c s

2
c denotes the micropotential of a bond at maximum stretch, see eq. 2.19. Inserting

expression 3.88 into 3.87 denotes the amount of strain energy, which would cause all bonds
passing A to reach their critical stretch and therefore fail:

W = 2
δ∫

z=0

δ∫
ξ=z

arccos z
ξ∫

θ=0

1
2c s

2
c ξ

2 dθdξdz = c s2
c

δ4

4 (3.89)

Equating expression 3.89 with the critical energy release rate Gc, introducing the bond
constant c from equation 2.35 and solving for sc yields an expression for the critical stretch:
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sc =
√

2Gc π

9κ δ =
√

4 (1− ν)Gc π

9E δ (3.90)

During computation, the stretch of every bond can be easily compared with sc. Bonds
exceeding this stretch are terminated, introducing damage to the peridynamic finite ele-
ments.

3.4.2 Adaptive dynamic relaxation

As soon as the damage model is taken into the simulation, a different solution technique
becomes necessary. (Unmodified) Newton’s method cannot cope with unstable crack prop-
agation, e.g. in a crack path analysis, because the system will be in no more equilibrium
state as soon as crack propagation has begun. A different approach for quasi-static crack
propagation was suggested by [Kilic and Madenci 2010] and can be found in [Madenci and
Oterkus 2014, p.136 - p.138].

The peridynamic equilibrium equation R (compare equation 3.17) is reformulated into a
pseudo-time dependent problem

[D] ¨̄u(t) + cd [D] ˙̄u(t) = R(ū(t)) (3.91)

with yet to determine diagonal density matrix [D]. Vector R in eq. 3.91 denotes the vector
of the resulting forces in the nodes of the finite element meshgrid, and cd stands for a (yet to
determine) artificial damping coefficient. The aim is to render equation system 3.91 into a
critically damped problem, that shall reach the steady-state solution (the static equilibrium)
as soon as possible by an explicit time-integration scheme [Madenci and Oterkus 2014, p.136].
According to an explicit time integration scheme with central differences, the displacement
in the next time step ū(n+1) is derived from the known displacement and velocity from prior
time steps:

ū(n+1) = ū(n) + ∆t ˙̄u(n+ 1
2 ) (3.92)

The velocity in eq. 3.92 is evaluated in the middle of the time interval [n∆t , (n+ 1)∆t] by
a central difference approach:

˙̄u(n+ 1
2 ) = (2− c(n)

d ∆t) ˙̄u(n− 1
2 ) + 2∆t[D]−1R(ū(n))

(2 + c
(n)
d ∆t)

(3.93)
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Because no velocity at time step n = −1
2 is available, the algorithm is started with

˙̄u( 1
2 ) = ∆t [D]−1 R(ū(0))

2 (3.94)

The iteration is terminated as soon the absolute value of the difference of two successive
steps falls below a user-defined threshold εrelax:

∣∣∣ū(n+1) − ū(n)
∣∣∣ ≤ εrelax (3.95)

The time t is a pseudo-time and has no mechanical meaning. Therefore, the timestep length
∆t can be chosen to 1.

In the following, the yet unknown matrix [D] is derived. Central difference explicit time
integration is conditionally stable. A necessary condition for stability is given by the Courant-
Friedrichs-Lewy (CFL) condition [Dang and Meguid 2010, p.126]:

1 ≥ ∆t vmax
hmin

⇔ 1 ≥ 1
4 (∆t)2 ω2

max (3.96)

ωmax in eq. 3.96 denotes the largest angular eigenfrequency of the system. The condition
above guarantees, that the product of largest phase velocity vmax of a wave and the time step
length is shorter than the shortest meshgrid length hmin. Since the phase velocity is directly
proportional to the eigenfrequency of the wave, the entries of the density matrix [D] must be
computed in such a way that the phase velocity of the highest eigenvalue (eigenfrequency)
resulting from [D] and [K] does not violate the CFL condition. "An upper bound to the
maximum eigenvalue (eigenfrequency) can be obtained from Gerschgorin’s theorem" [Dang
and Meguid 2010, p.126]:

ω2
maxi

≤ max
∑
j

∣∣∣Kij

∣∣∣
Dii

(3.97)

Dii in eq. 3.97 stands for the main diagonal matrix elements. In the current context, [D]
is comparable to a mass matrix. Inserting eq. 3.97 into 3.96 and solving for Dii provides a
formalism to compute a density matrix [D] that fulfills the CFL condition.

Dii ≥
1
4 (∆t)2 max

∑
j

∣∣∣Kij

∣∣∣ (3.98)
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To be precise, the peridynamic equilibrium R (compare equation 3.17) is nonlinear in ū
and thus cannot be expressed by a stiffness matrix [K]. The approximation by a stiffness
matrix is therefore valid only for a fixed timestep in order to direct the pseudo-dynamical
problem to a steady state solution. Madenci and Oterkus propose a peridynamic stiffness
matrix derived from linearized Peridynamics in [Madenci and Oterkus 2014, p.138] for [K]
in 3.96. In the scope of this work, the analytical Jacobian matrix [J ] from subsection 3.1.3,
evaluated at the initial displacement vector ū(n=0) is used instead.

According to [Dang and Meguid 2010, p.126], the optimal convergence rate is obtained
for the damping parameter c(n)

d being:

c
(n)
d ≤ 2ω0 (3.99)

where ω(n)
0 denotes the smallest eigenvalue, which can be computed by Rayleigh’s quotient

[Madenci and Oterkus 2014, p.138]:

ω
(n)
0 =

√√√√ ūT [K]loc ū
ūT [D] ū

(3.100)

[K]loc denotes the diagonal local stiffness matrix:

Kii loc = −f
(n)
i − f

(n−1)
i

λii ∆ u̇(n− 1
2 ) (3.101)

Equation 3.101 is an approximation of the current stiffness of the system, as no linear
connection between internal forces and nodal displacements is available.



76

4 Coupling

The developed peridynamic finite elements require a higher computational effort than e.g.
local, eight-noded two dimensional finite elements. The former’s raison d’être lies in the
simulation of regions where crack initiation and propagation is likely. Therefore, a coupling
between both local and nonlocal finite elements would combine both computational efficiency
and a change in topology if needed. In the scope of this thesis, an energy-based coupling
(Arlequin method) is used. The "local" finite elements in the scope of this thesis have the
same element length ∆ like the peridynamic finite elements.

4.1 Arlequin method

The Arlequin method [Dhia 1998] is a coupling method to create a multi-model framework
[Dhia and Rateau 2005, p.1443] and can be used to combine a local- and nonlocal model.
It does not rely on adding the stiffness matrix entries of both subsystems on a coupling
surface, but allows both models to exist parallel to each other in a finite gluing region SG
with compatibility between both being enforced by Lagrange multipliers [Bobaru et al 2016,
p.410]. Because the coupling is not done by a sum of nodal forces of domains 1 and 2 in
shared dofs, but their compatibility is enforced by the virtual work of a Lagrange multiplier
field on a common overlap zone, a coupling of non-conforming meshgrids would be possible
with the Arlequin framework too [Dhia and Rateau 2005, p.1444].

4.1.1 Setup

The coupled problem is visualized in figure 4.1 with the following relations between the sets
holding:
Ω1 denotes the peridynamic domain and Ω2 denotes the CCM domain. As depicted in fig.
4.1, the gluing region SG is the overlap zone between the inner peridynamic region Ω1in and
Ω2. In general, no coupling exists between Ω1out and Ω2. Loads in the scope of this work
are supposed to exist on Ω2 only. According to [Dhia and Rateau 2005, p.1447], the coupled
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Ω1in

Ω1out

Ω1c

Ω2SG

δ

δ

DX

DX
Γ2t

Γ2u

Figure 4.1: Coupled system – definition of domains and surfaces

Ω1 = Ω1in ∪ Ω1out

SG = Ω1in ∩ Ω2

Ω1out ∩ Ω2 = ∅
Ω1b = ∅

(4.1)

problem reads as:

given : p : Ω2 → R2 with Ω2 ⊂ R2

boundary region values:

u1 = ũ1 on Ω1c

u2 : σ · n = t = t̄ on Γ2t

goal : find functions

u1 ∈ U1 :=
{
u1 ∈

(
H1(Ω1)

)2
|u1 = ũ1 on Ω1c

}
u2 ∈ U2 :=

{
u2 ∈

(
H1(Ω2)

)2
|u2 = ũ2 on Γ2u

}
λ ∈ UG :=

{
λ ∈

(
H1(SG)

)2
}

such that for all

δv1 ∈ V1 :=
{
δv1 ∈

(
H1

0(Ω)
)2
| δv1 = 0 on Ωc

}
δv2 ∈ V1 :=

{
δv2 ∈

(
H1

0(Ω)
)2
| δv2 = 0 on Γ2u

}
δµ ∈ VG :=

{
δµ ∈

(
H1(SG)

)2
}

the equations

δW =
∫∫
Ω1

α1
( ∫∫

Ω1∩Dx1

f(u1) day1

)
· δv1 dax +

∫∫
Ω2

α2
(
σ(u2) : ε(δv2)

)
dAX2+

+ C (λ, δv1 − δv2) =
∫

Γ2t

t · δv2 dΓ2 +
∫∫
Ω2

p · δv2 dAX2

C (u1 − u2, δµ) = 0

are fulfilled.
(4.2)
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4.1.2 Coupling operator

The first of the equations represents the virtual work of the interior and exterior forces in
both peridynamic and CCM-domain, supplemented by a coupling operator C, which acts
on the gluing regions Ω1 ∩ SG and Ω2 ∩ SG. The coupling operator will include a Lagrange
multiplier field λ, but because the Arlequin method is a volume coupling instead of a surface
coupling, the structure of the coupling operator is not clear right from the start. It’s task
is to enforce a weak equivalence of the displacements in the gluing region SG. In order to
fit the virtual work of Ω1 and Ω2, the coupling operator has to yield a virtual work too.
According to [Dhia 2008, p.5], the beginning of the developement of the coupling operator is
a look on the Hilbert space the functions λ, δv1 and δv2 will originate from. The coupling
operator is a linear, continuous bilinear form, mapping the Lagrange multipliers and the test
fields to the real numbers. Because the test functions originate from a Hilbert space, Riesz
representation theorem is applicable, see appendix A.1.3. It states, that in a Hilbert space
V , every linear continuous functional l(v), l :V→ R, can be expressed by the scalar product
of a unique vector λ ∈ V and v.

l(v) =< λ,v > for allv ∈ V (4.3)

The yet unknown coupling operator C can be seen as this scalar product.

C(λ,v) =< λ,v > for allv ∈ V (4.4)

The unknown vector λ can be interpreted as a Lagrange multiplier field. The structure of
the scalar product in 4.3 can be derived from the Hilbert space the test functions v (and λ)
exist in.
H1 is the space of the L2 - functions which have additionally a weak first derivative. (Please
note that belonging to the space L2 poses no requirement on the differentiability of the
functions; only their squared integral over Ω has to remain finite; a further restriction of
the function space is therefore necessary in order to obtain e.g. test functions for the CCM-
domain Ω2, which must have a weak derivative). Therefore, the approach functions should
originate from the Sobolev space W1,2 (comp. A.1.3) with the inner product:

< f, g >H1 =
∫

Ω
f(x) g(x) + D1f(x)D1g(x) dx (4.5)

D1 stands for the weak first derivative. Because the domain SG are both two dimensional,
D1 represents all weak partial first derivatives. The inner product of the Sobolev space
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therefore incorporates the gradient:

< f, g >H1 =
∫∫

SG
f(x) g(x) + ∇f(x)∇g(x) dX2dX1 (4.6)

By introducing eq. 4.6 into eq. 4.4, replacing f(x) by λ and g(x) by δv1 − δv2, one obtains
a valid description of the coupling operator C:

C(λ,v) = C(λ, δv1 − δv2) = C(λ, δv1) − C(λ, δv2) =

=
∫∫

SG
λ · δv1 + ∇λ : ∇δv1 dX

2dX1 −
∫∫

SG
λ · δv2 + ∇λ : ∇δv2 dX

2dX1 (4.7)

Please note that the integration over SG is done w.r.t. the undeformed configuration, because
the coupled CCM-domain is based on an infinitesimal strain theory, such that deformed and
undeformed configuration coincide. The scalar product in eq.4.7 can be split in two, because
the scalar product is by definition linear in it’s arguments. The splitting in the components
δv1 and δv2 is necessary, because the Lagrange multipliers will act by definition opposite to
each other on δv1 and δv2. In order to select only parts of the complete coupling operator,
two factors (κ1, κ2) are introduced. (Their existence however cannot be deduced from the
scalar product itself).

C(λ, δv1 − δv2) =
∫∫

SG
κ1λ · δv1 + κ2∇λ : ∇δv1 dX

2dX1−

−
∫∫

SG
κ1λ · δv2 + κ2∇λ : ∇δv2 dX

2dX1
(4.8)

A choice (κ1, κ2) = (1,0) yields the L2 - coupling. According to [Dhia 2008, p.5], this
coupling can be understood as a Lagrange multiplier field homogenous to a force - density
field, acting on the virtual displacements. However, although this choice of coupling seems
natural on a first glance, it represents an incomplete coupling operator for a volume coupling
which can lead to an ill-conditioned problem, as parts of the scalar product eq. 4.7 are missing
and the operator is not coercive any more. One of the requirements of an operator is to be
coercive [Hartmann 2008, p.5]:

C(v, v) ≥ k‖v‖V ‖v‖V (4.9)

with a constant k > 0. Coercivity means that the result of C operating on an infinitely large
input must not remain finite. In a non-coercive coupling operator, the Lagrange multipliers
could tend to infinity in their vain attempt to generate enough virtual work to ensure the
coupling. Furthermore, infinitley large values for the Lagrange multipliers would violate the
condition that λ ∈ L2[Dhia 2008, p.13, p.14]. In case that the complete scalar product of



80 4 Coupling

the Sobolev space H1 is used for the coupling operator, the Lagrange multiplier field becomes
homogenous to a displacement field [Dhia 2008, p.5]. This operator is denoted H1 - coupling
and is realized by setting (κ1, κ2) = (1,1) in equation 4.8.

The factors α1 and α2 in 4.2 are weight parameters in order not to count the energy in
the gluing region twice [Dhia and Rateau 2005, p.1446]:

αi = 1 in Ωi SG

α1 + α2 = 1 in SG
(4.10)

4.1.3 Matrix form of coupled problem

With the coupling operator C defined, the contributing, discretized vector fields can be put
into the equation 4.2 in order to obtain a system of 2 (M1 + M2 + MG) equations. M1

denotes the number of nodes in the inner peridynamic domain Ω1in , M2 the number of nodes
in the CCM-domain Ω2, and MG the number of nodes in the gluing region SG. Both real-
and virtual Lagrange multiplier fields λ and δµ are discretized with piecewise linear "hat" -
functions:

λ ≈ λh

δµ ≈ δµh
(4.11)

with

λh ∈ Uh1 :=
{
λh ∈

(
H1(SG)

)2
|λh(X) =

MG∑
n=1

An(X) · λ̄n
}
⊂ U1

δµh ∈ Vh1 :=
{
δµh ∈

(
H1(SG)

)2
| δµh(X) =

MG∑
l=1

Bl(X) · δµ̄l
}
⊂ V1

(4.12)

with the already defined matrices Ak,Bk from eq. 3.12. Introducing the discretized fields
into the coupling operator transforms the coupling operator into a linear equation system.
The derivation of a coupling element is exemplarily done for δv now:

C(λ, δv) =
∫∫

SG
κ1λ · δv + κ2∇λ : ∇δv dX2dX1 =

=
∫∫

SG
κ1λ · δv dX2dX1 +

∫∫
SG

κ2∇λ : ∇δv dX2dX1
(4.13)
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For a better overview, the two equations 4.13 are treated separately, beginning with the left
one:

∫∫
SG

κ1λ · δv dX2dX1 ≈
MG∑
l=1

δv̄lT
∫∫
SG

κ1 BT
l (X) ·

MG∑
n=1

An(X) · λ̄n dX2dX1 (4.14)

This expression provides 2MG equations, because 2MG coefficients δv̄l of the test function
exist. By setting one particular δv̄k to 1 and the others to 0, one can isolate the virtual work
of λ on node k:

∫∫
SG

κ1

MG∑
n=1

N̄l(X1, X2) N̄n(X1, X2) 0
0 N̄l(X1, X2) N̄n(X1, X2)

 λ̄n1
λ̄n2

 dX2dX1 (4.15)

The right integral in eq. 4.13 contains the double contraction of the gradients of λ and δv.
The gradient of a vector field w.r.t. a curvilinear coordinate system is defined as: [Klingbeil
1966, p.88]

λ = λi gi
∇λ = λi, j gi ⊗ gj

with

λi, j = ∂ λk0

∂X l

∂X l

∂θ j
∂θ i

∂Xk0 + λk0 ∂2θi

∂ Xk0∂X l

∂X l

∂θj

(4.16)

In case that gi = ei and θi = X i, expression 4.16 simplifies to:

λi, j = ∂ λk0

∂X l

∂X l

∂X j

∂X i

∂Xk0 + λk0 ∂2X i

∂ Xk0∂X l

∂X l

∂Xj
(4.17)

All terms k0 6= i and l 6= j will vanish. The only remaining terms are then:

λi, j = ∂ λi

∂X j

∂X j

∂X j

∂X i

∂X i
+ λi

�
��

�
��*0

∂2X i

∂ X i∂Xj

∂Xj

∂Xj
= ∂ λi

∂X j
(4.18)

Because co- and contravariant base vectors coincide in Cartesian coordinates and because
the christoffel symbols vanish when applying the gradient to a vector field in Cartesian
coordinates, the contraction can be written down in an simple way [Parisch 2003, p.21]:

∇λ : ∇δv =
(
λi, j ei ⊗ ej

)
:
(
δV s

, k es ⊗ ek
)

= λi, j δV
k
, s δis δ

jk = λi, j δV
j
, i =

= λ1
, 1 δv

1
, 1 + λ1

, 2 δv
2
, 1 + λ2

, 1 δv
1
, 2 + λ2

, 2 δv
2
, 2 =

= ∂λ1

∂X1
∂δv1

∂X1 + ∂λ1

∂X2
∂δv2

∂X1 + ∂λ2

∂X1
∂δv1

∂X2 + ∂λ2

∂X2
∂δv2

∂X2

(4.19)



82 4 Coupling

Substituting the discretized fields into eq. 4.19 and integration over SG provides the following
scheme to build up the equation system resulting from the second part of the coupling
operator according to 4.15. Remark: The coordinates (X1, X2) are omitted in the matrix
below.∫∫

SG
κ2∇λ : ∇δv dX2dX1 ≈

≈
MG∑
l=1

δv̄lT
∫∫
SG

κ2

MG∑
n=1


∂N̄n

∂X1
∂N̄l

∂X1
∂N̄n

∂X1
∂N̄l

∂X2

∂N̄n

∂X2
∂N̄l

∂X1
∂N̄n

∂X2
∂N̄l

∂X2


 λ̄1

n

λ̄2
n

 dX2dX1
(4.20)

The complete coupling operator finally becomes:

C(λ, δv) =
MG∑
l=1

δv̄lT
∫∫
SG

MG∑
n=1

κ1

N̄l N̄n 0
0 N̄l N̄n

+κ2


∂N̄n

∂X1
∂N̄l

∂X1
∂N̄n

∂X1
∂N̄l

∂X2

∂N̄n

∂X2
∂N̄l

∂X1
∂N̄n

∂X2
∂N̄l

∂X2


  λ̄1

n

λ̄2
n

 dX2dX1

(4.21)

In order to obtain the stiffness matrix of one coupling finite element, the integration over
the whole domain SG has to be replaced by an integral over the element area ΩE. For a
four-noded quadrilateral element, this leaves four approach functions N̄n(X1,X2) covering
the domain of integration ΩE, thus building the Lagrange multiplier field over the element
from four contributing approach functions. Weighting this field with four independent test
functions yields four vectorial equations. These equations can be assembled to the coupling
matrix of one element.

Final matrix form with Newton’s method

With the coupling operator defined, the complete coupled problem eq. 4.2 can be written
down in matrix form. It must be solved iteratively, because it is a combination of nonlinear
equations (the virtual work of Peridynamics) and linear equations (virtual work of classical
continuum mechanics and Lagrange multipliers). During every iteration step n, The peridy-
namic Jacobian matrix [J ](n) is computed from u1n and assembled into the master matrix
[M ](n).
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[M ](n) =


[J ](n) [0] [C(λ, δv1)]T

[0] [KCCM] −[C(λ, δv2)]T

[C(u1, δµ)] −[C(u2, δµ)] [0]

 (4.22)

This master matrix serves as new Jacobian matrix for Newton’s method. During every
iteration step, the equation system (comp. A.59) has to be solved

[M ](n) ·∆ū = −f(ū(n))

with

f(ū(n)) = r(n) + b

(4.23)

where ∆ū denotes an increment in vector ū. The vector ū(n) represents the vector of all
unknown nodal displacements respectively Lagrange multipliers in the n’th iteration cycle.

ū(n) =


ū1

ū2

λ̄

 (4.24)

with r being the vector of the inner nodal forces and b being the vector of the external nodal
forces. Because the problem consists of a linear and a nonlinear part, r is composed of two
parts too:

r = rPeri + rRest (4.25)

rRest is computed form the constant parts of the master matrix [M ]:

rRest =


[0] [0] [C(λ, δv1)]T

[0] [KCCM] −[C(λ, δv2)]T

[C(u1, µ)] −[C(u2, δµ)] [0]

 ū(n) (4.26)

rPeri =



R1int
...

Rkint
...

RM1int





84 4 Coupling

with

Rkint =
∫∫
Ω0

BT
k (X) · r( ū1(X) ) detDϕ(X) dAX

rPeri is the vector of the peridynamic inner nodal forces (in a weak sense), compare equation
3.18:
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5 Numerical examples

This chapter presents some simulations using the elements and techniques mentioned be-
fore. At first, a validation of the peridynamic finite elements and the analytical Jacobian
matrix is presented. Afterwards, the effects of different element lengths, discretizations of
the peridynamic integrals and load applications are investigated, followed by an analysis
of the result for a coupled problem. The results are compared to solutions obtained from
analytical solutions or classical finite element analysis. The last two examples consist of
an application of the crack propagation option of the developed elements, compared to the
results of an XFEM-analysis performed in [Fries et al 2013, p.32 - 36].

5.1 Validation

Before the elements can be applied to various experiments, their convergence to classical
solutions has to be shown. The test setup is a cantilever beam (compare [Glaws 2014, p.27])
with fixed displacements on the left- and a single load on the right hand side:

X1

X2
l

F

h

h

Figure 5.1: Cantilever beam setup

5.1.1 Comparison with results from literature

In a first step, the results of the four-node quadrilateral elements shall be compared to the
results from [Glaws 2014, p.26 - 28], obtained by triangular finite elements. The setup of
the problems consisted of:
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1. l = 35

2. h = 2

3. F = 10

4. E = 3000000

5. ν = 0.25

6. b = 1

The use of poisson ratio in [Glaws 2014] of ν = 0.25 in a peridynamic simulation indicates
that a plane-strain state was intended. In order to present a valid comparison, ν = 0.25 is
used in this subsection. Because the elements in this thesis are restricted to quadrilateral
shape, the original mesh density in [Glaws 2014] of 200 nearly uniform elements with 260
dofs cannot be reproduced exactly.

All simulations are compared to an analytical solution obtained from a solution of Airy’s
stress function for a cantilevered beam with a single load on one end, compare [Bower 2008].
For better readability, the variables X1, X2, u1, u2 are expressed w.r.t. the contravariant
cartesian base vectors. The displacement fields in u1 and u2 are given by:

u1 = 3F
4E h3 b

(X1 − l)2X2 −
F

4E h3 b
(2 + ν)X3

2 + 3F
2E h3 b

(1 + ν)h2X2 −
3F l2

4E h3 b
X2

u2 = −ν 3F
4E h3 b

(X1 − l)X2
2 −

F

4E h3 b
(X1 − l)3 + 3F l2

4E h3 b
(X1 − l) −

F l3

2E h3 b
(5.1)

[Glaws 2014] presents the maximum difference between peridynamic finite element solution
and the solution obtained from Airy’s stress function for an increasing horizon distance
(compare the figure below): Figure 5.2 displays the deviation of both horizontal- and verti-
cal displacement for four different horizon radii δ = 0.5/1/1.5/2. The deviation diminishes
for the horizon approaching 0, but increases with increasing horizon length. This behavior
does not change with increasing mesh density, although a higher mesh density yields a better
approximation to the results of classical continuum mechanics. It has to be noted that the
parameter h in figure 5.2 was not defined; therefore, it has to be assumed that h denotes
the average element length. Comparing the used h’s with the choices for δ reveals that the
horizon lengths were smaller or in the same range as the element lengths in most cases. The
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Figure 5.2: Maximum differences between the peridynamic and the classical solutions for (a) horizontal
and (b) vertical displacements [Glaws 2014, p.28]

highest accuracy was obtained for horizons within the respective element length, although
this does not exclude intersection with neighboring elements, as the mesh in fig. 5.2 was a
non-uniform mesh built of triangles. Unfortunately, figure 5.2 does neither tell if the peri-
dynamic displacement is larger or smaller than the CCM solution, nor was the point (X1,
X2) of the maximum displacement specified. Although the average element length h was
given in fig. 5.2, it is not possible to deduce the number of dofs of the respective meshes.
Moreover, no information about the number of quadrature points was available. Therefore,
the following simulations are just an attempt to reproduce a similar test environment.

The quadrilateral peridynamic elements from chapter 3 were applied to the same test setup
in four different mesh densities. All meshes had the following number of quadrature points:

1. Nparent = 2

2. Ncut = 23

3. Nuncut = 23

4. Nmiddle = 23
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Nmiddle denotes the number of quadrature points of each subelement of the middle element
in each direction (compare subsection 3.1.4). The inner integral over the middle elements
was solved with Duffy-transformation in this example. Each computation was done with
Newton’s method and the analytical Jacobian matrix; the threshold ε to terminate the com-
putation was set to 1e−7. According to [Glaws 2014], the maximum deviation between finite
element- and analytical solution was determined. To achieve this, the analytical solution
was evaluated on the same meshgrid as the peridynamic computation.

Figure 5.3: Maximum deviation between results from analytical computation and quadrilateral peridy-
namic elements (ν = 0.25)

Figure 5.3 displays the results obtained from quadrilateral peridynamic finite elements. The
error of a discretization is obtained by:

ε1 = max
∣∣∣u1Pi − u1Ai

∣∣∣ i = 1 ... N

ε2 = max
∣∣∣u2Pi − u2Ai

∣∣∣ i = 1 ... N
(5.2)

Because the horizon length δ is fixed to three times the element length ∆, an indepen-
dent change of δ and ∆ is not possible, thus making a direct comparison between figures
5.2 and 5.3 impossible, because the maximum ratio δ

h
is restricted to 2

1.5 ≈ 1.33 in figure 5.2.

A comparison of the errors for a similar element length is done for h = 1.5 (cyan graph in
fig. 5.2) and ∆ = 1.33. In order to achieve maximum similarity, the horizon length δ = 2
in fig. 5.2 is chosen. This leads to the following error ratios:

u1Tri
u1Quad

≈ 3.1e−2

8.43e−4 ≈ 36.7

u2Tri
u2Quad

≈ 1.6e−1

1.44e−4 ≈ 1111.1
(5.3)
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Thus results from figures 5.2 and 5.3 are separated by a large deviation for comparable
parameters. The reason for this large deviation is unknown; a possible explanation would
be a missing of the surface correction in [Glaws 2014]. This would explain the increasing
deviation in the results with increasing horizon length, but remains speculation.

The results obtained with quadrilateral peridynamic elements are of same magnitude as
the analytical results. The setup of 2× 17 elements in figure 5.3 provides the largest devia-
tion; the meshgrid with the given density of the quadrature points is too coarse to capture
the displacement field correctly despite surface correction. Moreover, it has to be noted that
finer discretizations do not meet the analytical solution from Airy’s function exactly either
[Bower 2008]. The following table 5.1 displays the maximum deviation between analytical
and finite element solution, referred to the analytical solution: In the figure below depicted

Discretization ∆ δ Deviation [%]
2 × 17 2 6 -9.61
3 × 26 1.33 3.99 1.48
4 × 35 1 3 6.03
5 × 44 0.8 2.4 4.81
6 × 52 0.667 2.1 9.66
7 × 61 0.57 1.71 8.91
8 × 70 0.5 1.5 9.12

Table 5.1: Maximum deviation Peridynamics - analytical solution ν = 1
4

are the displacements in Y2 - direction for different discretizations. All but one discretization
yield displacements which are larger than the analytical solution, indicating that the finite
element solution is "softer" than the analytical one. Remembering that the finite element
approximation of the true displacement field is just an approximation with piecewise-linear
approach functions, a larger FEM-solution is unusual, as the strain energy in the approx-
imated displacement field should be overestimated due to the limited modeshapes of the
finite element meshgrid. As soon as a poisson ratio ν = 1

3 is used, the peridynamic solution
behaves stiffer than the analytical one, compare figure 5.6.
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Figure 5.4: Comparison peridynamic and analytical vertical deflection (ν = 0.25)

The series of peridynamic displacements converges to a limit (comp. u2 in figures 5.2 and
5.4), but the dependence of this limit on discretization, quadrature point distribution, load-
and boundary condition application and overall size of the deformation has to be investigated
in detail.

5.1.2 Convergence analysis

At first, the experiment from the last subsection is repeated with a poisson ration ν = 1
3 ,

assuming now a plane stress problem. The results for different meshgrids are given below.
Please note that the analytical plate-in-membrane-action solution has been recomputed with
the updated poisson ratio too:

Figure 5.5: Maximum deviation between analytical computation and quadrilateral peridynamic elements
(ν = 0.33)
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Figure 5.6: Comparison peridynamic and analytical vertical deflection (ν = 0.33)

The maximum deviation between analytical and peridynamic results has reduced to:

Discretization ∆ δ Deviation [%]
2 × 17 2 6 -19.65
3 × 26 1.33 3.99 -2.61
4 × 35 1 3 -5.74
5 × 44 0.8 2.4 -6.83
6 × 52 0.667 2.1 -2.52
7 × 61 0.57 1.71 -3.18
8 × 70 0.5 1.5 -2.99

Table 5.2: Maximum deviation Peridynamics - analytical solution ν = 1
3

Comparing the results of figures 5.3 with 5.5, respectively tables 5.1 with 5.2 demonstrates
that the ν = 1

3 results in the peridynamic elements behave stiffer than the analytical solution.
As the analytical solution was computed with the new poisson ratio as well, it can be stated
that the plane stress assumption results in a different element behavior. The reason for the
strong deviation of the 3× 26 could not be figured out by the end of this thesis. Please note
that the diameters of the peridynamic families (2 δ) in tables 5.1 and 5.2 result in a truncation
of most of the peridynamic families, because the height h = 4 is of the same magnitude of
the horizon, emphasizing the importance of the surface correction for peridynamic elements
with horizon extending over adjacent the element boundaries.
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5.2 Simulation 1: Peridynamic beam

In this section, the influence of the discretization of the inner integral on the convergence
behavior is examined on the example of a cantilever beam with single load on one end,
together with a large deformation example. The behavior of the peridynamic elements
under a line load is examined by both cantilever- and a beam with both ends clamped.
Throughout all 2-D computations in the following, two parent gauss points per direction
and middle element were used.

5.2.1 Cantilever beam – inner integral discretizations

The termination threshold of the solver is set to 1 · 10−7, E = 3 · 106. Investigated are three
different ratios h

l
in order to check for differences in the behavior of a long, slender beam

and a more squat structure. The height is hereby kept constant h = 2, the length adjusted
accordingly. Furthermore, two different mesh densities are used in order to investigate the
result of different inner-integral discretizations on a refinement of the mesh. The results
are compared to an analytical solution with Airy’s function again. The magnitude of the
load is chosen such that small displacements can be assumed. An investigation of larger
displacements is done in subsection 5.2.3. It furthermore holds δ = 3∆. The deviation is
compared by the difference of the maximal displacements (occuring for this system at the
loaded end of the beam), and on the other hand by the relative difference of the the norms
of the displacement fields. The discussion of the results follows on page 99.
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h
l

= 1
15

Spatial discretization A is done with 3 × 45 elements, ∆ = 0.667, discretization B with 6
× 90 elements, ∆ = 0.333. The discretization of the inner integral is denoted by Nmiddle ×
Nuncut ×Ncut, in which Nii denotes the number of quadrature points in each direction.

(3× 45)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 6.9 12.7
8 × 8 × 8 -9.12 -6.99

16 × 16 × 16 -16.7 -16.1
32 × 32 × 32 -15.3 -14.4

Table 5.3: Maximum- and avergage deviation u1 for h
l = 1

15 , ∆ = 0.67 in [%]

(6× 90)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -9.11 -7.63
8 × 8 × 8 -15.4 -15.4

16 × 16 × 16 -11.5 -10.7
32 × 32 × 32 -14.1 -13.9

Table 5.4: Maximum- and avergage deviation u1 for h
l = 1

15 , ∆ = 0.33 in [%]

(3× 45)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 14.1 16
8 × 8 × 8 -6.83 -6.55

16 × 16 × 16 -16.5 -16.9
32 × 32 × 32 -14.7 -15

Table 5.5: Maximum- and avergage deviation u2 for h
l = 1

15 , ∆ = 0.67 in [%]

(6× 90)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -7.76 -7.82
8 × 8 × 8 -16 -16.8

16 × 16 × 16 -11.1 -11.6
32 × 32 × 32 -14.4 -15.1

Table 5.6: Maximum- and avergage deviation u2 for h
l = 1

15 , ∆ = 0.33 in [%]
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Figure 5.7: Comparison peridynamic and analytical horizontal deflection for h
l = 1

15 , ∆ = 0.667, Y 2 = h
2

Figure 5.8: Comparison peridynamic and analytical horizontal deflection for h
l = 1

15 , ∆ = 0.333, Y 2 = h
2

Figure 5.9: Comparison peridynamic and analytical vertical deflection for h
l = 1

15 , ∆ = 0.667, Y 2 = h
2

Figure 5.10: Comparison peridynamic and analytical vertical deflection for h
l = 1

15 , ∆ = 0.333, Y 2 = h
2
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h
l

= 1
10

Spatial discretization A is done with 3 × 30 elements and ∆ = 0.667, discretization B with
6 × 60 elements and ∆ = 0.333.

(3× 30)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -0.74 1.89
8 × 8 × 8 -7.32 -6.07

16 × 16 × 16 -10.9 -10.3
32 × 32 × 32 -10.2 -9.47

Table 5.7: Maximum- and avergage deviation u1 for h
l = 1

10 , ∆ = 0.67 in [%]

(6× 60)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -5.97 -5.23
8 × 8 × 8 -8.2 -8.07

16 × 16 × 16 -6.1 -5.68
32 × 32 × 32 -7.47 -7.24

Table 5.8: Maximum- and avergage deviation u1 for h
l = 1

10 , ∆ = 0.33 in [%]

(3× 30)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 2.87 4.16
8 × 8 × 8 -5.69 -5.15

16 × 16 × 16 -10.2 -9.99
32 × 32 × 32 -9.31 -9.06

Table 5.9: Maximum- and avergage deviation u2 for h
l = 1

10 , ∆ = 0.67 in [%]

(6× 60)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -5.23 -5
8 × 8 × 8 -8.32 -8.43

16 × 16 × 16 -5.82 -5.78
32 × 32 × 32 -7.46 -7.52

Table 5.10: Maximum- and avergage deviation u2 for h
l = 1

10 , ∆ = 0.33 in [%]
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Figure 5.11: Comparison peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.667, Y 2 = h
2

Figure 5.12: Comparison peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.333, Y 2 = h
2

Figure 5.13: Comparison peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.667, Y 2 = h
2

Figure 5.14: Comparison peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.333, Y 2 = h
2
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h
l

= 1
5

Spatial discretization A is done with 3 × 15 elements and ∆ = 0.667, discretization B with
6 × 30 elements and ∆ = 0.333.

(3× 15)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -5.02 -4.1
8 × 8 × 8 -5.85 -5.3

16 × 16 × 16 -6.68 -6.36
32 × 32 × 32 -6.52 -6.14

Table 5.11: Maximum- and avergage deviation u1 for h
l = 1

5 , ∆ = 0.67 in [%]

(6× 30)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -2.78 -2.5
8 × 8 × 8 -2.28 -2.17

16 × 16 × 16 -1.44 -1.27
32 × 32 × 32 -1.93 -1.81

Table 5.12: Maximum- and avergage deviation u1 for h
l = 1

5 , ∆ = 0.33 in [%]

(3× 15)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -2.85 -1.98
8 × 8 × 8 -4.29 -3.66

16 × 16 × 16 -5.45 -4.96
32 × 32 × 32 -5.22 -4.69

Table 5.13: Maximum- and avergage deviation u2 for h
l = 1

5 , ∆ = 0.67 in [%]

(6× 30)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 4 -2.39 -1.99
8 × 8 × 8 -2.19 -1.9

16 × 16 × 16 -1.26 -0.94
32 × 32 × 32 -1.83 -1.53

Table 5.14: Maximum- and avergage deviation u2 for h
l = 1

5 , ∆ = 0.33 in [%]
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Figure 5.15: Comparison peridynamic and analytical horizontal deflection for h
l = 1

5 , ∆ = 0.667, Y 2 = h
2

Figure 5.16: Comparison peridynamic and analytical horizontal deflection for h
l = 1

5 , ∆ = 0.333, Y 2 = h
2

Figure 5.17: Comparison peridynamic and analytical vertical deflection for h
l = 1

5 , ∆ = 0.667, Y 2 = h
2

Figure 5.18: Comparison peridynamic and analytical vertical deflection for h
l = 1

5 , ∆ = 0.333, Y 2 = h
2
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Discussion of the results

Comparing the range of deviations for the three investigated ratios h
l
at first, it reveals, that

the deviation gets smaller with decreasing beam length. Although all examples have reached
convergence, it is obvious that especially in case h

l
= 1

15 , the limits of Peridynamics and
Airy’s function do not coincide. The peridynamic elements behave, with exception of a few
weakly discretized examples, stiffer than the analytical solution, which is not in contradic-
tion to finite element analysis in general. A "sparse" discretization with 4×4×4 quadrature
points resulted in a max. deviation of +14.1% of the vertical displacements for the coarse
discretization, comp. table 5.5 and figure 5.9. Switching to a finer spatial discretization but
keeping the inner integral’s one reduces the error to -7.76%, approaching the Airy-solution
now "from below". In this case, spatial refinement has a large effect. Regarding however the
behavior of the solutions with an increasing number of quadrature points (16 × 16 × 16 or
32×32×32), both spatial discretizations yield approximately the same results with an error
of -14.7/-14.1% in the vertical direction. The horizontal displacements show similar behav-
ior. Thus, for a long peridynamic beam, there is little benefit from increasing the spatial
discretization as long as a sufficient number of quadrature points was used. A fine spatial
refinement together with a coarse discretization of the inner integral produces a relatively
good deviation of -7.76%, but this result is still far from the convergence limit. Furthermore,
the peridynamic elements behave clearly stiffer than the analytical solution for a long and
slender structure, which is dominated by bending deflections.

Also in case h
l

= 1
10 , the peridynamic solutions converge, but are stiffer than the analyt-

ical ones. However, halving the element length reduces the error from -9.31% to -7.46% for
the highest resolution of the inner integral, thus it has a larger influence on the results than
in the previous example. Moreover, oscillatory behavior of the error can be observed too,
compare table 5.10. On page 37, the oscillatory behavior of the cut elements’ integration was
stated despite a high number of subelements in the cut elements. Thus, keeping the number
of cut element quadrature points constant, varying the number of uncut- and middle element
quadrature points and observing the solutions behavior poses a test, if the oscillations in the
deviation result from the cut elements:
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(3× 30)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 -4.87 -3.27
8 × 8 × 32 -10 -9.25
16 × 16 × 32 -10.2 -9.45
32 × 32 × 32 -10.2 -9.47
Table 5.15: Maximum- and avergage deviation u1 for h

l = 1
10 , ∆ = 0.67 in [%], Ncut = 5

(3× 30)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 -2.75 -2.03
8 × 8 × 32 -9.08 -8.82
16 × 16 × 32 -9.29 -9.04
32 × 32 × 32 -9.31 -9.06
Table 5.16: Maximum- and avergage deviation u2 for h

l = 1
10 , ∆ = 0.67 in [%], Ncut = 5

Figure 5.19: Comparison peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.667, Y 2 =
h
2 , Ncut = 5

Figure 5.20: Comparison peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.667, Y 2 = h
2 ,

Ncut = 5



5.2 Simulation 1: Peridynamic beam 101

Comparing figures 5.19 + 5.20 and tables 5.15 + 5.16 with the previous ones display quite
unambiguoulsy, that the oscillatory behavior results from the cut elements indeed. As de-
picted on page 39, this effect can be mitigated only by a very high number of subelements
per cut elements.

In case of the squattest structure, doubling the spatial discretization leads to a significant
improvement of the results towards the analytical solution, more than halving the distance
to the reference results. This effect is especially visible for finer discretizations of the inner
integral. Furthermore, all tested configurations achieve smaller displacements than the an-
alytical result. The largest deviation (-5.45 %) was achieved on the coarse spatial meshgrid
with 16 quadrature points in each direction. Even a fine discretization of the inner integral
with 32 quadrature points on the coarse spatial mesh yields with -5.22 % nearly twice the de-
viation than the coarsest inner integral discretization on the finer spatial mesh with -2.39 %.
At this point, it can be said that the peridynamic approximation is the better the shorter the
beam becomes. Please note furthermore the additional inclination of the last peridynamic
element in the horizontal displacement figures 5.15 and 5.16. This increased elongation can
bee observed throughout the upmost and lowest load bearing elements (compare fig. 5.21),

Figure 5.21: Horizontal deflection for h
l = 1

5 , ∆ = 0.667

and arises, because all nodes at x = l were loaded equally, thus loading those two elements
at the corners proportionally more. In comparison to the h

l
= 1

10 - computation, one can
observe a better convergence of the peridynamic results to a common limit, although this
limit is not the analytical one, see figures 5.16 and 5.18.
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5.2.2 Cantilever beam – line load

The experiment above is repeated with a constant line load q = 20
l
on top of the cantilever

beam above for a ratio h
l

= 1
10 . The results for a spatial discretization of 3 × 30 elements

and inner integral discretizations ranging from 4× 4× 4 to 32× 32× 32 quadrature points
are shown below in figures 5.22 + 5.23 and tables 5.17 + 5.18.

(3× 30)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 87.9 93.2
8 × 8 × 32 82.1 86.5
16 × 16 × 32 78 81.8
32 × 32 × 32 78.9 82.8

Table 5.17: Maximum- and avergage deviation u1 for h
l = 1

10 , ∆ = 0.67 in [%]

(3× 30)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 94.7 96.7
8 × 8 × 32 87.5 89
16 × 16 × 32 82.6 83.8
32 × 32 × 32 83.7 84.9

Table 5.18: Maximum- and avergage deviation u2 for h
l = 1

10 , ∆ = 0.67 in [%]

Figure 5.22: Comparison of peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.667,
Y 2 = h

2
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Figure 5.23: Comparison of peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.667, Y 2 = h
2

The deviation in u2 - direction between a finite element analysis based on classical elasticity
for a plane stress problem and the peridynamic elements goes up to 94.7 % for the coarsest
discretization of the inner integral. Even a refinement of the inner integral discretization,
especially of the cut elements does not result in a significant improvement, regarding 83.7
% deviation even for the finest discretization. In figures 5.26 + 5.27 and tables 5.19 + 5.20,
the experiment is repeated with doubling the number of elements in both directions:

(6× 60)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 30 31.8
8 × 8 × 32 29.6 31.1
16 × 16 × 32 31.9 33.5
32 × 32 × 32 30.6 32.2

Table 5.19: Maximum- and avergage deviation u1 for h
l = 1

10 , ∆ = 0.33 in [%]

(6× 60)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 32 32.5
8 × 8 × 32 31.2 31.5
16 × 16 × 32 33.7 34.1
32 × 32 × 32 32.3 32.6

Table 5.20: Maximum- and avergage deviation u2 for h
l = 1

10 , ∆ = 0.33 in [%]
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Figure 5.24: Comparison of peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.333,
Y 2 = h

2

Figure 5.25: Comparison of peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.333, Y 2 = h
2

Improving the spatial discretization resulted in a significant improvement of the results. Since
even a coarse discretization of the inner integral by 4× 4× 4 quadrature points resulted in a
far better maximum difference (32 %) than the finest discretization in the previous example.
Moreover, a finer integral discretization yields practically no further improvement on the
results. Therefore, a better coincidence seems to be achievable only by a further spatial
refinement. The simulation is repeated once more with twice as many elements in both
directions:

(12× 120)
Nmiddle ×Nuncut ×Ncut

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 12.2 13.2
Table 5.21: Maximum- and avergage deviation u1 for h

l = 1
10 , ∆ = 0.17 in [%]
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(12× 120)
Nmiddle ×Nuncut ×Ncut

u2(l)− u2
Airy(l)

u2
Airy(l)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 13.3 13.6
Table 5.22: Maximum- and avergage deviation u2 for h

l = 1
10 , ∆ = 0.17 in [%]

Figure 5.26: Comparison of peridynamic and analytical horizontal deflection for h
l = 1

10 , ∆ = 0.167,
Y 2 = h

2

Figure 5.27: Comparison of peridynamic and analytical vertical deflection for h
l = 1

10 , ∆ = 0.167, Y 2 = h
2

Even with a fine discretization of 120× 12 elements, a maximum deviation of 13.3 % in u2

- direction remains. As evident from prior computations, a refinement of the inner integral
discretization has little influence on the results.

The observed deviation for coarse meshgrids results from a too large peridynamic hori-
zon δ in comparison to local changes of the displacement field. Thinking in terms of an
Euler-Bernoulli beam theory, the change from a single- to a line load means an increase of
the polynomial degree of the respective displacement fields by one, compare equation 5.4
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and 5.5:

Cantilever beam under single load F :

u2(X1) = F

6EI
(
3 l (X1)2 − (X1)3

)
u1(X1,X2) = ϕ(X1) ·X2 = F

6EI
(
6 l (X1) − 3 (X1)2

)
·X2

(5.4)

Cantilever beam under line load q:

u2(X1) = q

24EI
(
6 l2 (X1)2 − 4 l (X1)3 + (X1)4

)
u1(X1,X2) = q

24EI
(
12 l2 (X1) − 12 l (X1)2 + 4 (X1)3

)
·X2

(5.5)

The transverse deflection u2 for the line load-system is here of order 4. Although Bernoulli
theory’s assumption of the cross sections remaining even and perpendicular to the neutral
axis is not valid for a plate in membrane action any more, it’s kinematics from equations
5.5 serves a demonstrator of the effect of the element length in case of peridynamic ele-
ments and a line load for a beam with acceptable ratio h

l
= 1

10 . Now, the peridynamic force
densities (compare equation 3.5) are integrated for the displacement fields of a line-loaded
Euler-Bernoulli beam 5.5. To keep the derivation as simple as possible, the X2 - coordinate
of the origin of the peridynamic families is kept constant to meet the upper edge of the beam
X2 = h

2 . The X
1 - coordinates of the families are equally distributed along the upper edge;

the distance in between is l
20 , compare figure 5.28.

h
2

l

h
2

h
2
h
2

h
2

h
2

X1

X1

X2

X2

X̃1

X̃1

X̃2

X̃2

δ

δ

Figure 5.28: Cantilever beam setup

The resulting peridynamic forces r1, r2 (the resultants of the respective families) are now
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computed in a first step for a fixed horizon length δ = h, integrating equation 3.5 (repetition):

r (X,Y) =
∫∫

Ω0∩DX

c
1

|Y −X|

(
|Y + uY −X− uX| −|Y −X|

)
·

· Y + uY −X− uX

|Y + uY −X− uX|
dAY

(5.6)

and using a change of variables

X̃1 = X1 − n · h2 ⇔ X1 = X̃1 + n · h2
X̃2 = X2 − h

2 ⇔ X2 = X̃2 + h

2

(5.7)

on the displacement field of the Euler-Bernoulli beam, see eq. 5.5. Due to the change of
variables to the X̃1, X̃2 coordinate system, X in eq. 5.6 can be set to 0, simplifying the
resulting forces integral 5.6 to:

r (X̃,Ỹ) =
∫∫

Ω0∩DX̃

c
1∣∣∣Ỹ∣∣∣
(∣∣∣Ỹ + uỸ − uX̃

∣∣∣−∣∣∣Ỹ∣∣∣) Ỹ + uỸ − uX̃∣∣∣Ỹ + uỸ − uX̃

∣∣∣ dAỸ (5.8)

Inserting the material parameter

c = 6E
π δ3 (1− ν)

from section 2.3 and setting the horizon length δ to be the height h of the Euler-Bernoulli
beam, the resulting force r gets the following shape:

r (X̃,Ỹ) =
∫∫

Ω0∩DX̃

6E
π (1− ν)h3

1∣∣∣Ỹ∣∣∣
(∣∣∣Ỹ + uỸ − uX̃

∣∣∣−∣∣∣Ỹ∣∣∣) Ỹ + uỸ − uX̃∣∣∣Ỹ + uỸ − uX̃

∣∣∣ dAỸ (5.9)

The resulting integral is transformed to polar coordinates and afterwards solved numerically.
In m successive steps, the horizon length h is halved, yielding h

2 ,
h
4 ,

h
8 , and equation 5.9 is

reevaluated for the same origins. The result are the resulting forces in the same locations
along the beams upper edge, but now with halved horizon length.

The problem would be horizon- (and therefore element-length) independent, if the ratio



108 5 Numerical examples

of the resulting forces 5.9 in the same point X,

ri(h · 2−j)
ri(h · 2−(j+1)) = 4

1 ·
(h · 2−(j+1))3

(h · 2−(j))3 = 4 · 1
8 = 1

2 (5.10)

would hold. This case represents the same homogenous displacement field which has cali-
brated the peridynamic model, compare subsection 2.3 and 2.3. In case of a nonlinear dis-
placement field however, the radius of the influence region can become too large to capture
the local behavior of the system correctly, causing considerable deviations in the resulting
inner forces.

Figure 5.29: Cantilever beam under line load, ratios of r1 and r2 for halving the horizon lengths

Depicted in figure 5.29 are those ratios, evaluated along the upper edge of the cantilever
beam for three different horizon lengths and their respective half. From the right plot, it
is clearly visible that the analytical ratio from eq. 5.10 is achieved best by the yellow line,
which has a starting horizon length of δ = 0.333, which corresponds to an element length
of h

6 . Even for this subelementation, the desired ratio of 1
2 is achieved only at the right end

of the cantilever beam, because there, the change of the vertical displacement u2 is lowest,
corresponding to the slope d u2(X1)

dX1 . Recalling the meaning of r as the internal force in X,
the lower quotient of the blue and orange line in figure 5.29 means that the internal forces
obtained on the coarser discretizations are lower than they are supposed to be, explaining the
too large displacements in figures 5.22 and 5.23. The ratio of the horizontal forces however
is close to the analytical results, indicating that the local changes of the horizontal displace-
ments throughout a peridynamic influence region are small enough to fit the calibration of
the model.

The explanations up to now were based on the behavior of the Bernoulli beam theory,
which does not incorporate shear deformations. For a rectangular cross-sectioned cantilever
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beam, this approach is valid, because even for a squat cantilever beam with a ratio h
l

= 1
5 ,

the shear deflection makes up only 3.49 % of the total deflection according to a Timoshenko
beam theory, [Becker 2011, p.62], with longer beams having an even lower shear-deflection
contribution. Therefore, the behavior of an example with a higher influence of shear deflec-
tions is examined by a beam with both ends clamped.

The ratio h
l
is again fixed to 1

10 with h = 2 in this example, the line load is set again
to q = 20

l
. For this particular ratio, the contribution of shear deflections to the total de-

flection in terms of a Timoshenko beam theory is with 13.86 % higher than the 0.89 % of
a cantilever beam with the same ratio. Although the peridynamic finite elements are not
based on the kinematics of the Timoshenko beam theory, the latter allows an estimate of
the contribution of shear deflections on the overall displacement. The problem setup is the
same as in 5.2.1.

u1(l)− u1
Airy(l)

u1
Airy(l)

[%]
u2(l)− u2

Airy(l)
u2
Airy(l)

[%]

30 × 3 -13.9 122
60 × 6 17.1 46
120 × 12 17.6 15.8
Table 5.23: Maximum deviation u1 and u2 for beam with clamped ends and line load

Figure 5.30: Comparison peridynamic and analytical horizontal deflection for h
l = 1

10

Figure 5.31: Comparison peridynamic and analytical vertical deflection for h
l = 1

10
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Table 5.23 and figures 5.30 and 5.31 display the results for an inner integral discretization
of 4× 4× 4, compared to an analytical solution obtained from [Zhan and Liu 2015, p.810].
The system’s behavior under line load is similar to the cantilever beam under line load, but
with even higher deviations for the respective spatial discretizations, compare tables 5.23
and tables 5.18, 5.20 and 5.22. A possible explanation could be the even more complicated
deformation of the continuum due to shear deflections and cross sectional warping, which
necessitates an even shorter horizon length to be resolved correctly.

5.2.3 Cantilever beam – large displacement example – outlook

The peridynamic force state and Jacobian matrix are tested on an example sustaining large
displacements, driving the model to it’s limits. A cantilever beam with ratio h

l
= 1

10 and
material parameters from the examples above was subjected to a single load F = 10.667 on
the right end. The load was distributed equally to the element nodes on the right edge of
the system. The discretization was done with 30 × 3 elements and 4 × 4 × 4 quadrature
points for the inner integral. The solution was obtained using a Jacobian matrix derived
numerically with complex step derivative.

Figure 5.32: Large deformation example

As depicted in figure 5.32, the chosen load caused displacements of the same magnitude as
the beam length. Thinking in terms of CCM beam theory, a portion of F will be carried by
bending deflections, whereas another part of F is carried by a tensile deformation of the bar.
As the tensile stiffness is several magnitudes higher than the bending stiffness, a significant
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reduction in the displacements w.r.t. a theory based on small deformations can be expected.

u2 (X2 = l) |u2 (X2=l)|−|u2
nl (X2=l)|

|u2
nl

(X2=l)| [%]
Peri 7.39 4.1

CCM - nonlinear (nl) 7.10 0
CCM - linear 15.23 114.51
Table 5.24: Comparison end displacement for large deformations

Table 5.24 displays the right-end displacements in the middle axis of the cantilever beam
computed with both Peridynamics and classical elasticity, once for small- and once for large
deformations. CCM computations were done by aid of the commercial finite element code
ANSYS©, using the 2-D, large-deflection capable elastic beam element BEAM3©. A com-
parison of the ANSYS-results for nonlinear- and linear computation reveals the significant
reduction of the displacements as soon as finite strains are considered. The Peridynamic
computation deviates 4.1 % from the nonlinear CCM-results.

Although the displacement field is comparable to a CCM - solution in both shape and dis-
placement magnitude, the validity of the example and the application to large-displacement
computation must be seen critically at this stage. Especially since no measures were taken
to keep those bonds from leaving the physical domain of the material body, which are lo-
cated close to the surface and which extend over several elements. Furthermore, Newton’s
method with the analytical Jacobian matrix did not converge any more for loads causing
displacements as large as depicted in figure 5.32, whereas the numerical Jacobian matrix
derived with complex step derivative obtained stable solutions for displacements up to three
times as large as in figure 5.32. The cause for the non-convergence of the analytical Jacobian
matrix was not known by the end of this thesis.
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5.3 Simulation 2: Coupled systems

In a next step, the results of the Arlequin-coupling are examined. A cantilever beam and a
simple peridynamic rod serve as a demonstrator. Tested are the effect of both L2- and H1-
coupling for different compositions of peridynamic- and CCM-domains for varying spatial-
and inner integral discretizations.

5.3.1 Coupled cantilever beam

The investigated system consists of two domains, compare figure 5.33.

Ω1in

Ω1out

Ω1c Ω2
SG

FDX

δ

δ

δ

lG

δ

h

l2

l1

Figure 5.33: Coupled cantilever beam – domains

The inner peridynamic domain Ω1in , is surrounded by the Ω1out . Except for the peridynamic
constraint region Ω1c , the material constant in Ω1out is set to 0. The constraint region has
the same material constant as the inner peridynamic domain, but all nodal displacements in
Ω1c are set to 0, thus modeling the clamped end. The length lG of the gluing region SG can
be chosen arbitrarily and is not restricted à priori to the horizon length δ. The CCM-domain
Ω2 does interact exclusively with Ω1in via the gluing region; no interaction between Ω2 and
Ω1out occurs. The CCM-domain is modeled with 4 node quadrilateral plane stress elements,
compare A.7. The single load F is distributed evenly along the nodes on the right hand side
of Ω2.
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h
l1

= 1
10

,
h
l2

= 1
10

, lG = 1 ∆

(3× 59)
Nmiddle ×Nuncut ×Ncut

u1(ltot)− u1
Airy(ltot)

u1
Airy(ltot)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 12.3 18.4
8 × 8 × 32 2.33 5.64
16 × 16 × 32 -2.63 -0.58
32 × 32 × 32 -1.77 0.5

Table 5.25: H1, Maximum- and avergage deviation u1 for h
l1

= 1
10 , h

l2
= 1

10 , ∆ = 0.67 in [%]

(3× 59)
Nmiddle ×Nuncut ×Ncut

u1(ltot)− u1
Airy(ltot)

u1
Airy(ltot)

[%]

∣∣∣u1(X)
∣∣∣−∣∣∣u1

Airy(X)
∣∣∣∣∣∣u1

Airy(X)
∣∣∣ [%]

4 × 4 × 32 12.3 18.4
8 × 8 × 32 2.33 5.64
16 × 16 × 32 -2.63 -0.58
32 × 32 × 32 -1.77 0.5
Table 5.26: L2, Maximum- and avergage deviation u1 for h

l1
= 1

10 , h
l2

= 1
10 , ∆ = 0.67 in [%]

(3× 59)
Nmiddle ×Nuncut ×Ncut

u2(ltot)− u2
Airy(ltot)

u2
Airy(ltot)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 20 22.4
8 × 8 × 32 5.95 6.68
16 × 16 × 32 -0.89 -0.93
32 × 32 × 32 0.31 0.4

Table 5.27: H1, Maximum- and avergage deviation u2 for h
l1

= 1
10 , h

l2
= 1

10 , ∆ = 0.67 in [%]

(3× 59)
Nmiddle ×Nuncut ×Ncut

u2(ltot)− u2
Airy(ltot)

u2
Airy(ltot)

[%]

∣∣∣u2(X)
∣∣∣−∣∣∣u2

Airy(X)
∣∣∣∣∣∣u2

Airy(X)
∣∣∣ [%]

4 × 4 × 32 20 22.4
8 × 8 × 32 5.95 6.68
16 × 16 × 32 -0.89 -0.93
32 × 32 × 32 0.31 0.4
Table 5.28: L2, Maximum- and avergage deviation u2 for h

l1
= 1

10 , h
l2

= 1
10 , ∆ = 0.67 in [%]
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Figure 5.34: u1, H1 - coupling, ∆ = 0.67, h
l 1 = 1

10 , h
l 2 = 1

10 , lG = 1∆

Figure 5.35: u1, L2 - coupling, ∆ = 0.67, h
l 1 = 1

10 , h
l 2 = 1

10 , lG = 1∆

Figure 5.36: u2, H1 - coupling, ∆ = 0.67, h
l 1 = 1

10 , h
l 2 = 1

10 , lG = 1∆

Figure 5.37: u2, L2 - coupling, ∆ = 0.67, h
l 1 = 1

10 , h
l 2 = 1

10 , lG = 1∆
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The results in tables 5.25, 5.27, 5.26 and 5.28 display very good coincidence with the an-
alytical solution for denser inner integral discretizations, whereas too coarse discretizations
behave less stiff than a solution obtained from Airy’s function. For the coupling length
lG = ∆, there was no observable difference between the results of L2- and H1- coupling. In
the plots of the horizontal displacements (compare figures 5.36 and 5.37) the effect of the
gluing region SG can be observed, resulting in a local disturbance of the displacement field
by the Lagrange multipliers.

In a next step, the coupling length lG is varied. Depicted in 5.38 is the relative error at
the right end of the cantilever beam for a setup with 3 × 30 elements for both peridynamic
and CCM-domain. Increasing the coupling length results in an increased overlap between
Ω1 and Ω2.

Figure 5.38: Relative error at X1 = ltot for different coupling lengths, H1 - coupling, 30 × 3 elements

The extended coupling length results in an increase of the relative error up to 58 %. Although
the error is reduced with a further increase of lG, it remains significant. Furthermore, the
the discretization of the inner integral is resulting in a difference of up to 26 %. Repeating
the experiment with half the element length yields an error of 17 % for a coupling length of
lG = 1 ∆. With increasing coupling length, the error increases similar to figure 5.38 with L2-
coupling not converging for a coupling length larger than lG = 5 ∆. No loss of coercivity was
observed on the Lagrange multiplier field however. This effect was observed by using both
analytically- and numerically derived Jacobian matrix. A similar observation was made in
[Guidault and Belytschko 2007, p.19] with results improving for shorter coupling lengths.

5.3.2 Coupled rods

This example covers the 1-D peridynamic elements from section 3.2. Investigated is a cou-
pled, dynamic problem. The setup uses a fixed ratio of element length and horizon δ

∆ = 3.
A rod of total length l is built up from a peridynamic subdomain l1 and a CCM-subdomain
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l2.

l1 l2

X1 X2

F cos (Ω t)

CCMPeri

u0

XP

Figure 5.39: Coupled Peri- and CCM rods

The aim is to reproduce the steady state solution of the rod due to excitation with an os-
cillating single load. The peridynamic part of the system is modeled with 1-D peridynamic
finite elements, whereas an analytical solution for the CCM-subsystem can be found:

u2(X2) = u0 ·
(
cos

( ΩX2

cP

)
− sin

( ΩX2

cP

) cos
( Ω l2
cP

)
sin

( Ω l2
cP

) ) (5.11)

The respective virtual displacement field is denoted by:

δv2(X2) = 1 ·
(
cos

( ΩeX2

cP

)
− sin

( ΩeX2

cP

) cos
( Ωe l2
cP

)
sin

( Ωe l2
cP

) ) (5.12)

Equation 5.11 describes the displacement field of a rod with fixed right end under har-
monically oscillating left end. Ωe in this context denotes the excitation frequency, u0 the
amplitude of oscillation on the CCM-part’s left end, and cP denotes the phase-velocity in
the CCM rod:

cP =
√
E

ρ
(5.13)

The ability to express the behavior of the analytical subsystem completely by it’s start point
displacement u0 is advantageous, because both virtual work of internal and dynamic forces
of the CCM-subsystem can be expressed w.r.t. one degree of freedom only. The virtual work
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of the internal forces w.r.t. u0 on a virtual displacement δv(X2) is denoted by:

δW2int(t) =
l2∫

0

EAu
′(X2) δv′(X2)dX = EAu0 1 Ωe

(
c sin

(
Ωel2
c

)
cos

(
Ωel2
c

)
+ Ωe l2

)
2 c2 sin

(
Ωel2
c

)2

(5.14)

The virtual work of the inertial forces in the CCM-domain is given by:

δW2kin(t) =
l2∫

0

Aρ u̇(X2) δv̇(X2)dX = Aρu0 1 Ωe

(
c sin

(
Ωel2
c

)
cos

(
Ωel2
c

)
− Ωe l2

)
2 sin

(
Ωel2
c

)2 (5.15)

The virtual work of the inertial forces is now added to the Arlequin equations, compare 4.2:

δW1kin(t) + δW2kin(t) + δW1int(t) + W2int(t) + C(λ,+δv1) + C(λ,−δv2) = P δv1(X1P )

C (u1, δµ) + C (−u2, δµ) = 0
(5.16)

The coupling operator C(λ,−δv2) is defined in the L2- sense. The coupling length is chosen
to be of ∆- length

C(λ,−δv2) =
X2=∆∫
X2=0

(
θ0(X2)λ̄0 + θ1(X2) λ̄1

)
δv2(X2) dX2 (5.17)

with δv2 defined in eq. 5.12. The integral in eq. 5.17 is solved using gaussian quadrature.
The following figures display the resulting, steady-state solutions in the peridynamic domain
of the rod. Two different excitation frequencies and points of load introduction were chosen,
together with the following simulation parameters:

1. E = 2.1 · 109[ N
m2 ]

2. A = 0.01[m2]

3. P = 1 · 105[N]

4. l1 = 1[m] , l2 = 1.5[m]

The excitation frequencies Ωe are denoted in [ rad
s ]. The system is excited by a harmonically

oscillating single load P (t) = P cos (Ωe t).
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Example 1: Ωe = 1000, XP = 3 l1
10

Displayed below are the displacement fields of the peridynamic domain for three different
discretizations. A computation with linear CCM truss elements serves as validation.

Figure 5.40: u1, N = 120

Figure 5.41: u1, N = 500

Figure 5.42: u1, N = 2000

All three discretizations display good coincidence between coupled problem and reference
solution. The sharp bend in the displacement fields results from the application of the single
load. Due to the nonlocal interaction of elements with their family members in Peridynamics,
the area of load introduction is disturbed in comparison to the reference solution, compare
zigzag-pattern in figures 5.40 and 5.41.
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Example 2: Ωe = 34000

Figure 5.43: u1, N = 120

Figure 5.44: u1, N = 500

Figure 5.45: u1, N = 2000

For a higher excitation frequency, the quality of the solution is more dependent of the element
length. Although the meshgrid in figure 5.43 surpasses the claim of at least five elements
per wavelength, the amplitude of the peridynamic solution especially for X > XP does not
meet the reference solution.

For a sufficient number of elements however, the coupling with an analytical solution proves
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to be an effective reduction technique. The best coincidence with the reference solution was
obtained for coupling lengths as short as possible, thus lG = ∆.

5.4 Simulation 3: Quasi - static crack propagation in plate

The last simulation uses the incorporated failure mode of the peridynamic elements (see
subsection 3.4.1) by comparing the crack path in peridynamic elements with the results
obtained from an extended finite element method (XFEM) with hybrid explicit-implicit
crack description, compare [Fries et al 2013, p.33, p.34]. Like mentioned in [Fries et al 2013,
p.32], only the crack propagation is of interest, but no crack initiation models, energy release
rates or stress intensity factors.

5.4.1 Square domain with initial crack

As template for the uncoupled problem serves the square domain with initial crack from the
left side to the center of the plate from [Fries et al 2013, p.33].

Figure 5.46: Test case with one edge crack in a unit-square specimen, [Fries et al 2013, p.33]

Investigated in [Fries et al 2013, p.32] were the crack path results for discretizations with
[11×11, 21×21, 41×41, 81×81] elements at an angle α = 30◦ between load and lower edge.
In the XFEM-hybrid-explicit-implicit crack description, the direction of the crack propaga-
tion equals the direction of the maximum circumferential stress on circles around selected
nodes close to the crack tip [Fries et al 2013, p.6]. The crack itself is built of line segments
with predefined maximum length. All evaluation in [Fries et al 2013, p.34] displayed similar
crack paths for the investigated combinations of stress circles radius and the resolution of
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the pieced together crack path.

In Peridynamics, a predefined crack is obtained by severing all bonds passing through a
predefined line. Because the number of elements per edge was chosen odd, the predefined
crack extends through elements itself. The progression of the crack path can be observed
by the trail of broken bonds. Similar to the highest circumferential (hoop) stress in [Fries
et al 2013], the internal forces in Peridynamics will relocate due to the predefined crack,
causing regions of high bond stretch. Exceeding the bond stretch leads to elimination of
the respective bond, thus increasing the damage in the material. Because the influence of
the surrounding elements and their respective nodal displacements on a current Gauss point
is dependent on the horizon length, δ can be seen as a kind of equivalent to the radius of
the stress circles in [Fries et al 2013]. Due to the design decisions of the implementation
in this thesis, the horizon length cannot be chosen independently of the element length ∆.
Therefore, a comparison of the effect of changing the radii of the stress circles in [Fries et al
2013] have to be realized with a varying spatial discretization in Peridynamics.

In the following, 2 parent Gauss points in each direction per element were used. E =
3000000, l = h = 1 and b = 1 were adopted. [Fries et al 2013] used a poisson ratio of
ν = 0.3 and a plane strain setup. Bond based Peridynamics cannot fulfill both of those
conditions, since ν = 0.25 must hold for peridynamic plane strain problems [Trageser and
Seleson 2020, p.4]. The critical energy release rate Gc of the material used in [Fries et al
2013] was unknown; because bond-based quasi static crack propagation is only valid for a
brittle material, a low value Gc = 7[ J

m2 ] is chosen.

After the initial crack was defined, the specific limit load was computed experimentally, for
which no crack growth could be observed. The problem is solved afterwards with adaptive
dynamic relaxation, compare subsection 3.4.2. An additional external load, which should
propagate the crack, is brought to the system. Every p’th time step, new broken bonds were
removed. The p steps between the damage updates were supposed to give the system some
time to equilibrate again. In case that the system reached a point of equilibrium in between
the p time steps, thus the difference between two successive relaxation steps fell below a
termination threshold (ε = 1 · 10−6), a further incrementation of the load, up to Ninc times,
was applied in order to guarantee a crack propagation.
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Figure 5.47: Square plate specimen, α = 90◦,
Ncut = 22,Nuncut = 21,Nmiddle =
22, timestep 1

Figure 5.48: Square plate specimen, α = 90◦,
Ncut = 22,Nuncut = 21,Nmiddle =
22, timestep 616

Depicted in figure 5.47 is the predefined crack through the specimen plate under a vertical
load. The model consists of 11× 11 elements; the load was applied to the first three layers
of elements on top and bottom of the system. Different to [Fries et al 2013], the crack path
is not brought into the XFEM-model from exterior, but the peridynamic crack path can be
observed by the broken bonds directly. Broken bonds extending to cut elements are depicted
in purple, broken bonds to uncut elements are depicted in cyan color. Broken bonds within
the middle are depicted in red, but superimposed by the longer bonds. Please regard that
not all colored areas are cracks; the crack in figure 5.47 and lies in the middle of the colored
region where the intensity of color is highest.

The figures below depict the crack paths through the specimen plate for three different
spatial discretizations. This procedure is supposed to resemble the variation of the stress
circles’ diameters in the XFEM-approach. According to [Fries et al 2013, p.34], the angle α
between load and lower edge was fixed to 30◦. The peridynamic setup used a Ncut = 22,
Nuncut = 22, Nmiddle = 22 and p = 10; the resulting starting load was set to 75000. This
load was incremented by 40000, such that the crack propagation started. No further load
incrementation was necessary to continue on the crack propagation.
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11× 11 elements, α = 30◦, 4 × 4 × 4

Figure 5.49: Timestep 55 Figure 5.50: Timestep 275

Figure 5.51: Timestep 471 Figure 5.52: Timestep 492

The white lines in figures 5.49 to 5.52 were included manually to highlight the crack path.
From timestep 471 (figure 5.51) on, additional damage at the right edge of the structure can
be seen, compare the cyan broken bonds. Although direction and inclination of the crack
path display good coincidence with the comparison solution (comp. figure 5.61), especially
the last timestep 492 in figure 5.52 result in heavily spreading damage throughout the upper
edge of the system. This damage is even increased in further timesteps not shown here. As
the upper three element layers are zone of load application, an expansion of the crack path’s
damage into this already stressed region will probably cause a large local failure. Although
this scenario is not unphysical, it could happen at too large distances between crack tip and
loading zone. Reason for this is the (too) coarse spatial discretization; a peridynamic horizon
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with maximum bond length δ = 3 ∆ in this example is interfering with a large environment
compared to the overall dimension of the system.

15× 15 elements, α = 30◦, 3 × 3 × 4

For this experiment, a coarser discretization of the cut- and uncut elements was chosen.

Figure 5.53: Timestep 225 Figure 5.54: Timestep 331

Figure 5.55: Timestep 475 Figure 5.56: Timestep 499

Due to the finer meshgrid, very few broken bonds extend into the loading region, compare
figures 5.52 and 5.56. Furthermore, a curvature of the crack path closer to the right edge
can be observed in 5.56, which was not visible for the coarse 11 × 11 meshgrid. The coarser
inner integral discretization led to a lower angle of the crack path however.
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21× 21 elements, α = 30◦, 4 × 4 × 4

Figure 5.57: Timestep 225 Figure 5.58: Timestep 331

Figure 5.59: Timestep 475 Figure 5.60: Timestep 499

The resulting angles of the crack paths are listed in table 5.29. [Fries et al 2013] obtain

11 × 11 15 × 15 21 × 21
3 × 3 × 4 36◦ 28◦ 28◦
4 × 4 × 4 38◦ 38◦ 35◦

Table 5.29: Inclination of crack paths

a crack path angle of ≈ 40◦ [Fries et al 2013, p.35]. These results are met quite well by
a peridynamic simulation with an inner integral discretization of 4 × 4 × 4 quadrature
points for cut-, uncut- and middle integral. Furthermore, the peridynamic crack paths
display a similar curvature like the results from the XFEM- with hybrid explicit-implicit
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crack description solution, compare figures 5.60, 5.56 and 5.61. A coarser inner integral
discretization with 3 × 3 × 4 quadrature points leads to a reduction of the crack path angles
by 7◦ to 7◦, depending on the discretization.

Figure 5.61: Test case with one edge crack in a unit-square specimen [Fries et al 2013, p.35]

5.4.2 Asymmetric bending of a beam

The last problem was induced by [Fries et al 2013, p.37] and "considers a beam with an eccen-
tric edge crack under three point bending". The original experiment stems from [Gálvez et al
1998, p.732] and provided experimental crack trajectories for notched concrete beams. The
experiment observed different inclinations of the resulting crack paths (compare figure 5.63)
for two different support conditions; type 1 omitted the pin support on top of the structure
(depicted in light grey in figure 5.62), while type 2 took this support into consideration. All
dimensions are given in [mm].

Figure 5.62, lower part, displays the peridynamic model. The inner region is modeled with
15×68 and 20×90 elements, δ = 3 ∆. The embedding region has a thickness of δ+1 ∆ = 4 ∆
elements. The width of the pin supports and the area of load application is set to 3 ∆ in
order to prevent a local overloading, which would result in a destruction of the areas of
load introduction instead of a crack propagation of the notch. According to [Madenci and
Oterkus 2014, p.144], the elements close to the regions of load application were defined as
"no fail" elements; bonds originating from no fail elements are not allowed to be removed
although they are overstretched. Furthermore, the first check for overstretched bonds and
subsequent bond removal is done after p timestep in order to give the dynamic relaxation
algorithm enough time to reach a steady state condition. Afterwards, bonds are removed
repeatedly after p timesteps.
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Figure 5.62: Geometry, forces and boundary conditions in mixed mode tests [Gálvez et al 1998, p.732].
Dimensions in [mm].

The pin supports on the right hand side at bottom and top of the system, depicted in orange
in figure 5.62, are not compatible with the modeling of supports in subsection 3.3, because
the horizontal displacement of two supports in fig. 5.62 may not be constrained. Assigning
a material value 6= 0 to those supports would constrain the horizontal displacements how-
ever and thus generate non-intended support conditions. Solution with adaptive dynamic
relaxation enables a solution to this problem. In the beginning of every timestep (before
computation of the peridynamic force state), the vertical displacements of the support nodes
are set to zero. As the horizontal displacements are unaffected, a vertical-only support can
be generated.

Depicted in figures 5.63 and 5.64 are the crack paths for type 1 and 2 support condition
from [Gálvez et al 1998, p.734] and [Fries et al 2013, p.37]. The application of a third pin
support (type 2) results in a different inclination of the evolving crack path. The experi-
mental envelope of the crack in type 1 crack has a length of approx. 35 to 40 mm, type 2
has a length of approx. 100 to 115 mm.
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Figure 5.63: Experimental crack trajectories and
numerical prediction [Gálvez et al
1998, p.734]

Figure 5.64: Crack inclination for coarse and fine
discretization [Fries et al 2013, p.37]

The same crack patterns shall now be repeated with peridynamic finite elements. As the
previous experiments have shown a certain requirement on the discretization, a minimum
discretization of 15 elements in X2- direction is chosen.

5.4.3 Discretization A, 15 × 68

∆ = 0.01 holds for this discretization. Thus, in order to reproduce the results of [Fries et al
2013], the type 1 crack tip of the fully broken system should be located about 4 elements
left of the notch, compare figure 5.63, type 2 about 10 element lengths. The discretization
of the inner integral is defined as Ncut ×Nuncut ×Nmiddle.
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Type 1 , 3 × 4 × 4

Figure 5.65: Type 1, 15 × 68, Timestep 2300, 3 × 4 × 4
Type 2 , 3 × 4 × 4

Figure 5.66: Type 2, 15 × 68, Timestep 2000, 3 × 4 × 4

Type 1 , 4 × 4 × 4

Figure 5.67: Type 1, 15 × 68, Timestep 703, 4 × 4 × 4
Type 2 , 4 × 4 × 4

Figure 5.68: Type 2, 15 × 68, Timestep 818, 4 × 4 × 4

5.4.4 Discussion of the results

Comparing figures 5.65 and 5.66 shows that the evolution in time of the cracks is different.
The crack in the type 2 system has already reached the upper edge of the system, whereas the
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crack in the type 1 system has reached the upper forth. Pin support 3 of the type 2 system
thus leads to a faster evolution of the crack, possibly because of the tighter constraints and
therefore stiffer behavior of the system. Although the direction is as predicted, the path
of broken bonds in plots 5.65 and 5.66 shows nearly no difference between both support
conditions. Repeating the experiment with a finer discretization of the cut elements leads
to a better distinction between the crack paths. The type 2 path displays a slightly larger
inclination to the left than type - 1. Still, especially the inclination of the type - 1 crack
path does not meet the predictions from figures 5.63 and 5.64. However, minding that a
crack passing in between two adjacent quadrature points results in broken bonds extending
to the adjacent two elements, a clear distinction between the crack paths requires at least a
finer meshgrid. Depicted in table 5.30 are the horizontal distance in multiples of the element

Discretization Experiment [∆] 3 × 4 × 4 [∆] 4 × 4 × 4 [∆]
type 1 ≈ 4 - ≈ 6.5
type 2 ≈ 10 ≈ 7.5 ≈ 8.5

Table 5.30: Horizontal distance initial notch - final crack tip

length ∆ between the initial notch and the final crack tip. It displays that the inclination
of the type 1 crack is too large.

5.4.5 Discretization B, 20 × 90

The experiment above is repeated with an element lenght ∆ = 0.0075.

Type 1 , 3 × 4 × 4

Figure 5.69: Type 1, 20 × 90, timestep 345, 3 × 4 × 4

Load introduction: [36∆ : 38∆]
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Type 2 , 3 × 4 × 4

Figure 5.70: Type 2, 20 × 90, timestep 700, 3 × 4 × 4

Load introduction: [26∆ : 28∆]

Type 1 , 4 × 4 × 4

Figure 5.71: Type 1, 20 × 90, timestep 345, 4 × 4 × 4

Load introduction: [36∆ : 38∆]

Type 2 , 4 × 4 × 4

Figure 5.72: Type 2, 20 × 90, timestep 800, 4 × 4 × 4

Load introduction: [26∆ : 28∆]

5.4.6 Discussion of the results

A refinement of the mesh alone did not result in a significant difference of the crack paths.
The lower inclination of the paths in figures 5.69 and 5.71 had to be achieved by relocating
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the load by a distance of 10 elements ( ≈ 75mm) to the right. An explanation for this could
be an attraction of the crack tip by the region of load introduction. As depicted in figure 5.62,
the area of load introduction stretches itself several elements into the depth of the beam.
This load modeling takes into consideration the non-vanishing volume of force boundaries in
Peridynamics, but is necessary on the other hand to suppress an immediate destruction of the
loaded elements due to overload. Extending the area of load introduction up to six elements
resulted in an even more inclined crack path. Comparing the three point bending example
with the cracked square plate, modeling of single loads is more challenging than line loads.
Although the elements of direct load application can be defined indestructible, the resulting
patch of unbreakable elements will nevertheless cause the surrounding elements to break.
This effect can be observed in figure 5.68 above pin support 2; the elements with constrained
nodes representing the pin supports were defined as unbreakable; the surrounding ones
sustained damage. Another option would be in enlarging the area of load introduction, but
this would dilute the intended single load. Therefore, enlarging the area of load introduction
must be combined with a refinement of the meshgrid, also separating crack tip and area of
load introduction by more elements.

Discretization Experiment [∆] 3 × 4 × 4 [∆] 4 × 4 × 4 [∆]
type 1 ≈ 6 ≈ 10 ≈ 10
type 2 ≈ 13 ≈ 16 ≈ 16

Table 5.31: horizontal distance initial notch - final crack tip
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6 Summary and Outlook

6.1 Summary

The topic of this thesis is a detailed investigation of the numerical integration of the inner
integral of 2-D peridynamic finite elements. Thanks to the work of [Glaws 2014], a begin
was available from which several starting points for this thesis could be deduced. Two goals
could be identified. On the one hand, the implementation of the surface correction factor
by a recalibration of the bonds’ material constant provided a significant improvement of
the results. Second, the development of the analytical Jacobian matrix of the peridynamic
equation of motion if the solution with Newton’s method was applied. Here, a different
formulation for the weak form of the inner peridynamic integral than in [Glaws 2014] was
chosen. Although a numerical Jacobian obtained from complex step derivative provided a
good result with high computational precision, its computation time, especially for a high
number of quadrature points, was significant. The analytical Jacobian matrix resulted in
an acceleration by up to 15 times and provides an elegant way to obtain the Jacobian. The
construction of the latter was supported by the design choice of a fixed integer ratio δ

∆ be-
cause of easier implementation. Although this ratio was limited to three in this thesis, this
ratio can easily be extended to non-integer ratios, although tests with ratios of four and
five brought no significant improvements of the results, but a large increase in computation
time. Solely the reduction of the horizon radius requires a reformulation of the integral of
middle elements as soon as the middle element is not fully encircled by the horizon any more.

Unforeseen were the challenges in the numerical integration of the middle element. Non-
synchronization between parent- and subordinate quadrature points posed a severe problem
to the analytical Jacobian matrix, causing Newton’s method not to converge. Only a subele-
mentation of the middle element by either Duffy transformation or tanh-sinh quadrature
resulted in a stable Jacobian matrix. Nevertheless, the subelementation of the cut elements
remains problematic, because a high number of quadrature points is necessary to obtain
low errors in the integration. Up to now, a midpoint rule provides better results of the cut
elements than gauss quadrature.
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Tests on a cantilever beam for single load revealed better results for squat- than for long and
slender beams. Refinement of the spatial discretization provided better results in all cases.
Furthermore, peridynamic elements behaved stiffer than the analytical solution except for
very coarse spatial and inner element discretizations. Two further effects could be observed:
Fixing spatial and increasing the inner integral discretization caused oscillations in the re-
sults, which were reduced for an increasing number of quadrature points. Especially the cut
elements contributed to this behavior.
Second, the downside of the fixed horizon-element ratio became obvious for coarse grids,
where the changes in the displacement field in neighborhood of the investigated material
point could not be resolved adequately if the ratio between problem- and mesh size was too
small. As mentioned earlier, a spatial refinement resulted in an improvement of the results;
especially in case of beams under line load.

In a next step, the coupling of the peridynamic- with CCM- based elements by the Ar-
lequin method was investigated. H1- coupling proved to be superior to L2- coupling with
increased coupling length. Experiments on a cantilever beam showed good coincidence with
analytical results for small coupling lengths with increasing errors for a longer gluing region.

A failure mechanism for brittle material could be easily implemented into the elements.
Explicit time integration with adaptive dynamic relaxation was applied together with step-
wise load application to pursue quasi static crack propagation. A comparison with a XFEM-
hybrid-explicit-implicit crack description displayed good coincidence of the evolving crack
paths for a notched square plate with line-load application. Finer meshgrids resulted in a
reduction of the crack path angles in comparison to coarser ones. Furthermore, a coarser
discretization of the uncut elements resulted in a significant reduction of the crack path an-
gles throughout all tested element lengths. The three-point bending example did not yield
the expected difference between type-1 and type-2 support condition. Although the crack
paths evolved into the expected directions, a strong dependency of the crack path on the
position of the single-load application could be observed. The desired change in inclination
between type-1 and type-2 had to be achieved by relocation of the load introduction area.

6.2 Outlook

The end of this thesis is the begin of several new questions and ideas. This section presents
some follow-up questions.
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6.2.1 Adaptive dynamic relaxation for coupled problem

A next logical step could be the transition of the crack propagation to a coupled problem,
playing at the strengths of both peridynamic finite elements with their damage capability
and CCM- based finite elements with their linear relation between forces and displacements.
Thus, the problem from subsection could be solved as a coupled problem, saving compu-
tational effort. To do so, the Arlequin-coupling has to be embedded into the explicit time
integration scheme of the adaptive dynamic relaxation. The following expression yields a first
attempt for the structure of the equations (A subindex 1 denotes the peridynamic system,
subindex 2 the CCM-system):


[D1] [0] [0]
[0] [D2] [0]
[0] [0] [0]




¨̄u1
¨̄u2
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 + c(n)
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0
0
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0


(6.1)

Equation 6.1 represents an Index 2 Differential Algebraic Equation (DAE), which is not
compatible with an explicit treatment of the Lagrange multipliers [Peterson et al 2018, p.9],
[Ascher and Petzold 1998, p.266]. By demanding a continuity of the accelerations instead of
the displacements, expression 6.1 can be recast as an index 1 DAE [Peterson et al 2018, p.9].
As long as initial velocity and displacement coincide in the coupling region for both sub-
systems, the acceleration continuity constraint implies the original displacement continuity
constraint [Peterson et al 2018, p.9]. For a better overview, the matrices are rearranged:
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(6.2)
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The coupling matrices [C1] and −[C2] are acting now upon ¨̄u1 and ¨̄u2. Both upper lines of
equation 6.2 are solved for ¯̈u1 and ¯̈u2

¨̄u1 = [D1]−1
(
b1 − f(ū1) − [C1]T λ̄

)
− c(n) ˙̄u1

¨̄u2 = [D2]−1
(
b2 − [KCCM]ū2 + [C2]T λ̄

)
− c(n) ˙̄u2

(6.3)

and put into the third line in order to solve for λ̄:

[C1]¨̄u1 = [C2]¨̄u2

[C1]
(
[D1]−1 (b1 − f1(ū1) − [C1]T λ̄) − c(n) ˙̄u1

)
=

[C2]
(
[D2]−1 (b2 − [KCCM]ū2 + [C2]T λ̄) − c(n) ˙̄u2

) (6.4)

Rearranging for λ̄ yields:
(
[C1][D1]−1[C1]T + [C2][D2]−1[C2]T

)
λ̄ =

= [C1]
(
[D1]−1 (b1 − f1(ū1))− c(n) ˙̄u1

)
− [C2]

(
[D2]−1 (b2 − [KCCM]ū2) − c(n) ˙̄u2

) (6.5)

This equation is solvable for λ̄ if the coupling matrices [C1] and [C2] have full column rank
[Peterson et al 2018, p.10]. As soon as the λ̄ is known, central differences can be applied in
order to compute acceleration, velocity and displacements.

Obtaining a stable and reliable explicit integration of the coupled problem necessitates more
research on this topic. According to [Fernier et al 2017, p.3], the stiffness matrix of the
coupled problem has to be nonsingular, such that the CFL- condition for the maximum
timestep length is valid; in case of CCM-Peridynamics coupling, this means that the ma-
trix consisting blockwise of the peridynamic Jacobian matrix and the CCM- stiffness matrix
[K] = diag([J ],[KCCM]) must be nonsingular. This implies that the CCM- stiffness matrix
has to be constrained by adequate support conditions and must not rely solely on the La-
grange multipliers to suppress rigid body displacements and rotations. Moreover, the matrix
[D] + 1

4∆t2[K] with [D] = diag([D1],[D2]) has to be positive definite. Because [K] involves
the peridynamic Jacobian matrix, which is time-consuming to compute, more research is
necessary in order to find an adequate, but less laborious criterion for the stability of the
explicit time integration. Further complications arise due to the significant influence of the
Arlequin weights on the critical timestep length according to [Fernier et al 2017]. As soon
as the prerequisites for a stable time integration are known, new lumped density matrices
[D] and damping coefficients c(n) can be developed in order to achieve as fast as possible
convergence to the steady state solution.
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6.2.2 Progressions and further improvements with peridynamic finite

elements

The developed elements could be the begin of the following progressions.

1. State-based Peridynamics. Replacing the implemented bond-based model by a state-
based one would decouple bulk modulus and poisson ratio, thus making the method
applicable to a broader range of materials. Thus, a distinction between volumetric and
distortional deformations becomes possible, as the force densities become functions of
the deformations of the respective families. This would enable to capture the plastic
incompressibility condition [Madenci and Oterkus 2014, p.9], which is required for
ductile material behavior, e.g. in the vicinity of the crack tip. Furthermore, the state-
based Jacobian matrix would be interesting to analyze.

2. Extension to dynamics. Steady state dynamics in 1-D and (quasi) static problems were
investigated in the scope of this thesis. By extending the equations in section 6.2.1 to
mass- and damping matrices not solely designed to achieve the steady-state solution,
the method could be applied to dynamic fracture.

3. Large deformations. Example 5.2.3 tested the applicability of the developed elements
on large deformations. However, it does not pose a valid test, because no efforts were
made to ensure that the bonds remain within the physical domain of the problem. In
order to capture large deformation behavior correctly, a method to guarantee com-
patibility between horizon length δ and deformation must be found. An extension to
stability problems would be interesting as well.

4. Independent horizon- and element length. The idea of this thesis was a fixed ratio
δ
∆ = 3. This produced a fixed pattern of sets of cut, uncut- and middle elements.
Following the idea of [Glaws 2014], this design choice could be resolved, such that
the horizon becomes independent of the element length. This choice implies increased
computational effort however, because the a priori-known sets of uncut, cut- and mid-
dle elements are not known in advance. Especially the case of a horizon radius being
smaller than the element length will require an additional subelementation of the mid-
dle element.

5. Quadratic or higher order shape functions. The performance of elements with higher
order shape functions, especially for the development of crack paths could be inves-
tigated. Higher order finite elements could be combined with a state-based model,
where the forces in between two particles become functions of the deformations of the
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respective end-point families. The additional deformation capabilities of higher order
finite elements could have a positive effect on the accuracy of the deformation states.
Furthermore, it would be interesting to compare the results w.r.t. to oscillations and
the Petrov-Galerkin approach in [Bode et al 2020].

6. Averaging between the surface correction factors. In this thesis, the surface correction
factor of a bond between X and Y was set equal the surface correction factor of the
element containing X only. Attempts of averaging between the correction factors of
both elements containing X and Y led to non-convergence of Newton’s method. An
implementation of averaging could improve the results from peridynamic finite elements
further.

6.2.3 Linearization and coupling with frequency-domain solutions

The Arlequin method turned out to be an effective coupling between Peridynamics and
CCM- subsystems. Extending the coupling between the 1-D peridynamic finite elements
with analytical solutions to two dimensions could yield a broad selection of applications.
Especially CCM-subsystems in the wavenumber domain with their capability to model the
response of semi-infinite domains (see [Hackenberg 2017, p.51-59]) could be a worthwhile
extension. However, as the CCM-subsystem’s equations of motion are systems of linear
differential equations which turn to algebraic equations in the Fourier domain, coupling to a
linear peridynamic system would be desirable in order to save recomputation of the Jacobian
matrix and apply modal superposition methods. This would require the development of
linearized, two dimensional peridynamic finite elements.
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A Appendix

A.1 Mathematical background

A.1.1 Coordinate transformation and functional determinant

The resulting force r of the family members y acting upon x is an integral over the deformed
family Dx. This equilibrium is written down in the deformed configuration.

r(x) =
∫∫

Ω∩Dx

f(x,y) dy1dy2 =
∫∫

Ω∩Dx

f(x,y) day (A.1)

In order to express the right hand side of the equation above in the reference configuration,
substitution of x and y by X and Y is necessary. They are related by the map ϕ.

x = ϕ(X) = X + uX

y = ϕ(Y) = Y + uY
(A.2)

Equation A.2 applied to f leads to:

f(x,y) = f(ϕ(X) , ϕ(Y) ) =

= c
δ

|Y −X|
|Y + uY −X− uX| −|Y −X|

|Y −X|
Y + uY −X− uX

|Y + uY −X− uX|

(A.3)

By using A.2 and A.3, the equilibrium in the deformed configuration can be expressed w.r.t.
the undeformed reference configuration:

r(x) =
∫∫

Ω∩Dx

f(x,y) dy1dy2 =
∫∫

Ω0∩DX

f(ϕ(X) , ϕ(Y) ) detDϕ(Y) dY 1dY 2 (A.4)

Since the base vectors gj of the deformed configuration differ from the base vectors ei of
the reference configuration, the differential element dy1dy2 has to be expressed in terms of
the reference configuration by using the functional determinant of the map ϕ. The meaning
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of the functional determinant is derived briefly in the following. (Please note: r does now
denote a position vector).

dy1dy2 =
∣∣∣dY 1 g1 × dY 2 g2

∣∣∣ (A.5)

The base vectors gj of the deformed configuration (represented w.r.t. the cartesian basis)
are obtained by computing the tangential space to a position vector r of the deformed
configuration.

gj = ∂r
∂ϕs

∂ϕs

∂Y j
(A.6)

using A.2, one obtains

g1 = ∂r
∂ϕ1

∂ϕ1

∂Y 1 + ∂r
∂ϕ2

∂ϕ2

∂Y 1 =


∂ϕ1

∂Y 1

∂ϕ2

∂Y 1

 =


∂(Y 1 + u1(Y 1,Y 2))

∂Y 1

∂(Y 2 + u2(Y 1,Y 2))
∂Y 1

 =


1 + ∂u1

∂Y 1

∂u2

∂Y 1



g2 = ∂r
∂ϕ1

∂ϕ1

∂Y 2 + ∂r
∂ϕ2

∂ϕ2

∂Y 2 =


∂ϕ1

∂Y 2

∂ϕ2

∂Y 2

 =


∂(Y 1 + u1(Y 1,Y 2))

∂Y 2

∂(Y 2 + u2(Y 1,Y 2))
∂Y 2

 =


∂u1

∂Y 2

1 + ∂u2

∂Y 2



(A.7)

The area of the differential element dy1dy2 in the reference configuration is the cross product
from equation A.5. To apply the cross product, the vectors from A.7 have to be expanded
to three dimensions.

dy1dy2 = dY 1 dY 2 |g1 × g2 | = dY 1 dY 2

∣∣∣∣∣∣∣∣∣∣∣∣


1 + ∂u1

∂Y 1
∂u2

∂Y 1

0

 ×


∂u1

∂Y 2

1 + ∂u2

∂Y 2

0



∣∣∣∣∣∣∣∣∣∣∣∣
=

dY 1 dY 2
[(

1 + ∂u1

∂Y 1

)(
1 + ∂u2

∂Y 2

)
−
(
∂u2

∂Y 1

)(
∂u1

∂Y 2

)]
= dY 1 dY 2 detDϕ(Y)

(A.8)

Up to now, u1 and u2 are not defined in terms of Y 1 and Y 2.
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Y 1, y1

Y 2, y2

∆

∆

RBRA

RDRC

rDrC

rB
rA
ϕ

Ω0

Ω

Figure A.1: Map from deformed to undeformed configuration

This relationship is obtained by expressing u1, u2 by the nodal displacements:
UA1

UB1

UC1

UD1

 =


rA1

rB1

rC1

rD1

 −

RA1

RB1

RC1

RD1

 ;


UA2

UB2

UC2

UD2

 =


rA2

rB2

rC2

rD2

 −

RA2

RB2

RC2

RD2

 (A.9)

A bilinear approach is made to connect the nodal displacements with the coordinates Y 1

and Y 2:

u1 = a1 + b1Y
1 + c1Y

2 + d1Y
1Y 2

u2 = a2 + b2Y
1 + c2Y

2 + d2Y
1Y 2

(A.10)

with yet unknown coefficients a1, b1, c1, d1 and a2, b2, c2, d2. The coefficients are obtained by
plugging in the nodal coordinates for Y 1, Y 2 solving the two linear equation systems:

1 RA1 RA2 RA1RA2

1 RB1 RB2 RB1RB2

1 RC1 RC2 RC1RC2

1 RD1 RD2 RD1RD2




a1

b1

c1

d1

 =


UA1

UB1

UC1

UD1

 (A.11)
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and 
1 RA1 RA2 RA1RA2

1 RB1 RB2 RB1RB2

1 RC1 RC2 RC1RC2

1 RD1 RD2 RD1RD2




a2

b2

c2

d2

 =


UA2

UB2

UC2

UD2

 (A.12)

As soon as the coefficients are known, the functional determinant of the transformation from
deformed to undeformed (see eq. A.8) can be computed:

detDϕ(Y) =
(

1 + ∂u1

∂Y 1

)(
1 + ∂u2

∂Y 2

)
−
(
∂u2

∂Y 1

)(
∂u1

∂Y 2

)
=(

1 + b1 + d1Y
2
)(

1 + c2 + d2Y
2
)
−
(
b2 + d2Y

1
)(
c1 + d1Y

2
) (A.13)

A.1.2 Continuity of the integrand

A brief proof of the continuity of the discretized integrand of the inner integral (comp.
equation 3.5) shall be given. The aim is now to prove that equation A.14,

f =
f 1

f 2

 = c
δ

|Y −X|

(
|Y + uY −X− uX| −|Y −X|

) Y + uY −X− uX

|Y + uY −X− uX|
(A.14)

the force density of a bond, is still continuous if discretized displacement fields in terms of
nodal displacements (finite element approach) are used instead of the original fields uX, uY.

To keep the problem as simple as possible (though the argumentation can be extended
to bonds which extend over two or three elements), it is assumed that a bond X - Y should
lie within the same element. This element has eight nodal degrees of freedom uA1 , uA2 , ... ,
uD2 . The discretization of uX and uY is done with biliniar shape functions:

uX =
u1(X)
u2(X)

 = NA(X)
uA1

uA2

+NB(X)
uB1

uB2

+NC(X)
uC1

uC2

+ND(X)
uD1

uD2

 (A.15)
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A B

C D

x1, y1

x2, y2

uA1

uA2

uB1

uD1uC1

uB2

uC2 uD2

∆

∆

0
0

Figure A.2: Element and DOF-definitions

with

NA(X) = 1
∆(1−X1) (1−X2)

NB(X) = 1
∆(X1) (1−X2)

NC(X) = 1
∆(1−X1) (X2)

ND(X) = 1
∆(X1) (X2)

(A.16)

(Without a loss of general validity, the argumentation is done with an element of element
length ∆ = 1, located at the origin of the coordinate system). The discretization of uY is
done analogously. This means that the force density f of the bond is a map that projects a
"point" a = [x1, x2, y1, y2, uA1 , uA2 , ... ,uD1 , uD2 ] from R12 to R2 (f 1, f 2).

The continuity of f 1 and f 2 is independent of each other. So, it is sufficient to investi-
gate them separately. In the following, D denotes the set of departure of both f 1 and f 2.

f 1 : R12 ⊇ D → R

f 2 : R12 ⊇ D → R
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Both f 1 and f 2 are scalars (∈ R), although the component functions building them originate
from different spaces. The idea is now to break down f 1 and f 2 to their basic components.
If the components in their respective variables are continuous, then also their combinations
f 1 and f 2 will be continuous, because sums, products and quotients of continuous functions
are continuous themselves [Meyberg and Vachenauer 2013, p.108]. The derivations are done
exemplarily on f 1, but work for f 2 analogously.

f 1 = c
1

|Y −X|

(
|Y + uY −X− uX| −|Y −X|

)
Y 1 + u1(Y)−X1 − u1(X)
|Y + uY −X− uX|

(A.17)

Next, the absolute value functions in equation A.14 are expressed by the root function:

|Y −X| =
√

(Y 1 −X1)2 + (Y 2 −X2)2 (A.18)

|Y + uY −X− uX| =
√

(Y 1 + u1(Y)−X1 − u1(X))2 + (Y 2 + u2(Y)−X2 − u2(X))2

(A.19)

X1 and Y 1 are both continuous, c is even and constant. Regarding eq. A.15, uA1 , uB1 ,
uC1 , uD1 are continuous too. Eq. A.16 consists of products of x1 and x2, and therefore are
continuous again.

Equations A.18 and A.19 take the root of continuous functions. According to [Meyberg and
Vachenauer 2013, p.107], the composition f(g(x)) is continuous, if f and g are continuous
themselves. The continuity of the root’s argument has been proven already, the root func-
tion

√
x is continuous itself on x ∈ R+, so discretized deformed and undeformed length of

the bonds are continuos. Last, eq. A.17 is again a composition of continuous functions and
therefore continuous itself.

Although continuous, the force density function is not defined if one or both of the de-
nominators of equation A.14 become zero. This could occur in two conceivable ways:

1. X = Y. Then, both expressions

1
|Y −X|

Y + uY −X− uX

|Y + uY −X− uX|
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in eq. A.14 would not be defined. The behavior of the integrand in this case must be
investigated.

2. Some combination of the dofs [uA1 , uA2 , ... ,uD1 , uD2 ] could cause

Y + uY −X− uX

|Y + uY −X− uX|

to vanish, although X 6= Y

Case X = Y

An idea of the behavior of expression A.14 at X = Y can be obtained from plotting the
integrand. Below, the X1 - and X2 - component of the integrand for a fixed X = [4.5, 4.5]
is depicted. The displacement field imprinted to the element is an isotropic expansion by a
value of 1.

Figure A.3: Integrand with jump at X = Y =
[
4.5
4.5

]

Both plots in figure A.3 show a possible discontinuity at X = Y = [4.5, 4.5]. Yet it has to be
figured out if this point represents a removable definition gap. In this case, the definition gap
could be filled with an adequate function value to make the integrand continuous [Meyberg
and Vachenauer 2013, p.107] and therefore easier for numerical quadrature to integrate. If
the definition gap in Y = X was removable, the limit

lim
Y→X

f 1

must exist and be equal for any path Y → X. Taking the limit above of eq. A.17 leads to:
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f̂ 1 = 2(X1 − Y 1)√
(X12 − 2X1Y 1 + Y 12) + (X22 − 2X2Y 2 + Y 22)

= 2(X1 − Y 1)√
(X1 − Y 1)2 + (X2 − Y 2)2

(A.20)

Introducing X2 = Y 2 allows to simplify the denominator:

f̂ 1 = 2(X1 − Y 1)√
(X1 − Y 1)2

(A.21)

Now, the limit lim
Y 1→X1

f̂ 1 is taken approaching X1 from left and right:

lim
Y 1→X1−

f̂ 1 = −2

lim
Y 1→X1+

f̂ 1 = +2 (A.22)

Because the limits from left and right in expression A.22 do not coincide, the definition gap
in eq. A.14 cannot be removed. The same behavior holds for f 2. Thus, the integrand is not
defined in this case.

Case X 6= Y

The question is whether there is a combination of [uA1 , uA2 , ... ,uD1 , uD2 ] that could render
the distance between X and Y to zero. If so, the following relations must hold:

(Y 1 + u1
Y −X1 − u1

X)2 != 0

(Y 2 + u2
Y −X2 − u2

X)2 != 0
(A.23)

Equation A.23 is sorted by X and Y:

Y 1 + u1
Y = X1 + u1

X

Y 2 + u2
Y = X2 + u2

X

(A.24)

In a next step, the isoparametric approaches for the displacement vectors are introduced,
exemplarily done with the X1 - component of A.24.

Y 1 + (1− Y 1)(1− Y 2)uA1 + Y 1(1− Y 2)uB1 + (1− Y 1)Y 2 uC1 + Y 1Y 2 uD1
!=

X1 + (1−X1)(1−X2)uA1 +X1(1−X2)uB1 + (1−X1)X2 uC1 +X1X2 uD1

(A.25)
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In the further discussion, it is distinguished between a horizontal bond, for which a demon-
strative explanation can be found, and an arbirtary orientated bond.

Horizontal bond

To simplify the expressions, it is assumed that X2 = Y 2. This assumption is valid as the
aim is to render the distance between X and Y to zero by an adequate combination of
the element’s dofs. So, the vertical difference has already vanished. In a next step, the
horizontal difference between X and Y is abbreviated with s. For the current element under
investigation (A.2), the only conditions of s are not to be zero in order to avoid X and Y
to coincide and s being smaller equal ∆, as otherwise the bond would not lie within the
element.

X1 + s = Y 1

X2 = Y 2
(A.26)

Introducing eq. A.26 into A.25 leads to:

s− s (1−X2)uA1 + s (1−X2)uB1 − sX2 uC1 + sX2 uD1
!= 0 (A.27)

As s 6= 0, division by s is allowed. The expression is now a function of X2 only.

1− (1−X2)uA1 + (1−X2)uB1 −X2 uC1 +X2 uD1
!= 0 (A.28)

The aim is now to render the relative distance above to zero. In order to achieve that, the
dofs uA1 and uC1 should be facing the dofs uB1 and uD1 (compare directions of dofs in fig.
A.2 and fig. A.4 ). So, two signs in equation A.28 have to be modified:

(1−X2)uA1 + (1−X2)uB1 +X2 uC1 +X2 uD1
!= 1 (A.29)

Equation A.29 is visualized in figure A.4. It is sought a combination of the dofs and x2 to
fullfil eq. A.29. The colored areas denote the contribution of the respective terms. They
add up to 1 if the right quadrilateral in figure A.4 is completely covered in colors. If so, the
displacements would compress the element to a volume of zero, which is unphysical as the
volume of the element may not vanish. This behavior is independent of X2.

Arbitrary-orientated bond

For the investigation of an arbitrary bond, the center of the element is shifted to the origin
of the coordinate system. X1 and X2 range now from -0.5 to 0.5 each. The shape functions
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1

1

uA1 uB1

uD1uC1

x2

1− x2

x2

1

Figure A.4: Ratio of the dofs

transform to

NA(X) = + (X1 − 1
2) (X2 − 1

2)

NB(X) = − (X1 + 1
2) (X2 − 1

2)

NC(X) = − (X1 − 1
2) (X2 + 1

2)

ND(X) = + (X1 + 1
2) (X2 + 1

2)

(A.30)

Two new variables are introduced in order to make the equations easier to interpret:

X1 + s = Y 1

X2 + p = Y 2
(A.31)

It has to be found a combination of the dofs uA1 , uB1 , uC1 , uD1 and uA2 , uB2 , uC2 , uD2 which
render both horizontal- and vertical difference d1 and d2 between X and Y to zero:

d 1 = Y 1 − X1

+ (Y 1 − 1)(Y 2 − 1)uA1 − (X1 − 1)(X2 − 1)uA1

− (Y 1 + 1)(Y 2 − 1)uB1 + (X1 + 1)(X2 − 1)uB1

− (Y 1 − 1)(Y 2 + 1)uC1 + (X1 − 1)(X2 + 1)uC1

+ (Y 1 + 1)(Y 2 + 1)uD1 − (X1 + 1)(X2 + 1)uD1
!= 0

(A.32)
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d 2 = Y 2 − X2

+ (Y 1 − 1)(Y 2 − 1)uA2 − (X1 − 1)(X2 − 1)uA2

− (Y 1 + 1)(Y 2 − 1)uB2 + (X1 + 1)(X2 − 1)uB2

− (Y 1 − 1)(Y 2 + 1)uC2 + (X1 − 1)(X2 + 1)uC2

+ (Y 1 + 1)(Y 2 + 1)uD2 − (X1 + 1)(X2 + 1)uD2
!= 0

(A.33)

Equations A.31 are introduced into A.32 and A.33.

( s p − p

2 −
s

2 + sX2 + pX1)uA1+

(−s p − p

2 + s

2 − sX2 − pX1)uB1+

(−s p + p

2 −
s

2 − sX2 − pX1)uC1+

( s p + p

2 + s

2 + sX2 + pX1)uD1 = −s

(A.34)

( s p − p

2 −
s

2 + sX2 + pX1)uA2+

(−s p − p

2 + s

2 − sX2 − pX1)uB2+

(−s p + p

2 −
s

2 − sX2 − pX1)uC2+

( s p + p

2 + s

2 + sX2 + pX1)uD2 = −p

(A.35)

Equations A.34 and A.35 are composed of each four hypersurfaces with parameters X1, X2,
s and p and one plane respectively. The hypersurfaces are multiplied with their respective
dof and add up in any point [X1, X2, s, p] to the change in the relative distance between X
and Y.
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Figure A.5: Hypersurfaces for s = 0.3, p = 0.5, uA1 = 0.5, uB1 = −0.4, uC1 = −0.9, uD1 = 0.3

An exemplary solution valid for all parameters is obtained by introducing 1
2 for uA1 and uC1 ,

−1
2 for uB1 and uD1 . Due to the signs of the respective terms, all expressions except for s

2
in eq. A.32 and p

2 in eq. A.33 will eliminate each other if all dofs have the same magnitude.
Again, this case would be a compression of the element to zero area.

It has to be investigated now if d 1 and d 2 could become zero even without compressing
the element into an unphysical state. The red line in figure A.6 denotes the cutting line

Figure A.6: Sum of hypersurfaces for s = 0.3, p = 0.5, uA1 = 0.5, uB1 = −0.4, uC1 = −0.9, uD1 = 0.3
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between the sum of the four hypersurfaces multiplied with their respective dof and a plane
which has the value s = −0.3. The surfaces are therefore a visualization of equation A.34,
and the red line poses a physically reasonable solution to it. The equation defining the red
line can be obtained by solving A.34 for X2 in dependence of X1 (for the chosen combination
of s = 0.3 and p = 0.5):

X2 = 23
126 −

5
3X

1 (A.36)

Exemplarily, a point P = [X1 = −0.2285, X2 = −0.3890] on this line is chosen for further
derivations:

0.5 0.4

0.9 0.3

δl

δu

Figure A.7: Rotation of a bond X1 = −0.2285, X2 = −0.3890, s = 0.3, p = 0.5

Depicted in fig. A.7 in blue is the bond in the undeformed configuration, which is mapped
to the red bond in the deformed configuration. This special bond under the depicted dis-
placement field results in eq. A.32 to be fulfilled as:

d 1 = Y 1 + u1(Y 1)−X1 − u1(X1) = −0.2285 + 0.3− 0.1367− (−0.2285 + 0.1625)

= 0.0008 ≈ 0
(A.37)

This displacement field can be interpreted as a rotation of the inclined bond into a vertical
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position, expressed by the displacements of lower- and upper end of the bond:

δl = 0.1625

δu = 0.1367

δl + δu = 0.1625 + 0.1367 = 0.3 = s

(A.38)

In fact, every point on the red line in figure A.6 represents a bond which is rotated into a
vertical alignment by the displacements of the dofs and therefore fulfills equation A.34. Please
note that the center of rotation needs not to coincide with the midpoint of the respective
bond.
However, using the same idea to render the A.35 to zero and still be physically reasonable
will not work. It has been shown that a valid configuration of the dofs that sets A.34 to
zero will turn the respective bonds into an upward-pointing direction. The only way now to
fulfill A.35,

d 2 = Y 2 + u2(Y 2)−X2 − u2(X2) = 0 (A.39)

would mean to eliminate the distance between deformed end point Y 2+u2(Y 2) and deformed
start point X2 − u2(X2) of the bond.

0.5 0.4

0.9
0.3

0.05

0.2

0.45

0.15

Figure A.8: Vertical shrinking of bond by uA1 = 0.5, uB1 = -0.4, uC1 = -0.9, uD1 = 0.3, uA2 = 0.05, uB2 =
-0.2, uC2 = -0.45, uD2 = 0.15

In figure A.8, the displacements of vertical dofs of the element are changed in order to shrink
the vertical distance between lower and upper end of the bond. It is visible that the deformed



A.1 Mathematical background 153

bond (red) has already been reduced in its vertical length. But this displacement field is
already unphysical. To prove this, the area spanned by the cross product of the base vectors
underneath at the corner nodes is evaluated for the displacement state above. [Müller 2018,
S.39]

Gi = ∂

∂X i
R (A.40)

R(X1,X2) is the position vector of any point [X1,X2] in the element. Because an isopara-
metric approach was chosen, R(X1,X2) can be written as:

R(X1,X2) = (X1 − 1)(X2 − 1)(XA + uA)− (X1 + 1)(X2 − 1)(XB + uB)−

− (X1 − 1)(X2 + 1)(XC + uC) + (X1 + 1)(X2 + 1)(XD + uD)
(A.41)

Then, the base vectors become:

G1 =(X2 − 1)(XA + uA)− (X2 − 1)(XB + uB)− (X2 + 1)(XC + uC) + (X2 + 1)(XD + uD)
(A.42)

G2 =(X1 − 1)(XA + uA)− (X1 + 1)(XB + uB)− (X1 − 1)(XC + uC) + (X1 + 1)(XD + uD)
(A.43)

The X3-component of all vectors above is 0.

X1 = −0.5 , X2 = −0.5

XA =
−0.5

0.5

 , XB =
 0.5
−0.5

 , XC =
−0.5

0.5

 , XD =
0.5

0.5


UA =

 0.5
0.05

 , UB =
−0.4
−0.2

 , UC =
 −0.9
−0.45

 , UD =
 0.3

0.15

 (A.44)

Introducing A.44 into A.42 and A.43 and using A.40 yields:

A = G1 ×G2 =


0
0
−0.3

 (A.45)
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The third entry in eq. A.45, the area of a differential element in A, is a negative number. So,
on the way to rendering the vertical distance (equation A.35) to zero, the material is forced
to pass through itself, which is unphysical. Therefore, it can be stated that any displacement
that results in an undefined integrand represents an unphysical displacement field.

A.1.3 Functional analysis

This section gives a short overview over some concepts from functional analysis used in this
thesis. A more detailed description can be found in [Meyer-Spasche et al 2012], [Mehlhorn
1999] and [Werner 2006]. Because the vector spaces in this section are vector spaces of func-
tions of R, the elements of those vectors spaces are not written in bold letters.

The term vectorspace used here means a set V over a field K (K = R). For two vectors
(u, v) ∈ V and a scalar α ∈ K, the operations

addition+ : V × V → V, (u , v) → u+ v

scalar multiplication · : K× V → V, (α , v) → α · v

are defined [Meyer-Spasche et al 2012, p.1].

Norm

A map ‖·‖ → R by v → ‖v‖ is called a norm, iff

‖v‖ ≥ 0 ∀ v ∈ V

‖v‖ = 0 iff v = 0

‖α v‖ = |α|‖u‖ + ‖v‖ ∀u, v ∈ V

‖u + v‖ ≤ ‖u‖ + ‖v‖ ∀u, v ∈ V

[Meyer-Spasche et al 2012, p.9]. A norm on a vector space provides a tool to measure the
"length" or size of the function space’s elements. The norm of a vector cannot be negative per
definition and will be zero for the zero element of the vector space. Please note that∞ is not
a number in R and therefore no valid result for the length of a vector either. Furthermore,
different norms on the same space are possible.
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Metric

With a norm ‖·‖, it is possible to define a metric on the vector space V in order to measure
the distance between two elements u, v. A function d with

d(u,v) := ‖u,v‖

is called a metric on V [Meyer-Spasche et al 2012, p.12].

Inner product

A map < ·, · >→ R is called an inner product (scalar product), if

< αu, v >= α < u, v >

< u + w, v >=< u, v > + < w, v >

< u, u >= 0 iff u = 0

holds for all u, v, w ∈ V , α ∈ R.

Hilbert space

A vector space with an inner product (scalar product) is called a Hilbert space, if it is
complete under the norm induced by it’s scalar product [Meyer-Spasche et al 2012, p.12].
Completeness means that every Cauchy sequence of elements of V converges to an element
of V ; the fact that the space is complete ensures that functions (vectors of V ), which are
often defined as limits of function series, do exist in V .

In the scope of this thesis, the two Hilbert spaces L2 and H1 are of importance. The
space

L2 :=
{
v(x)

∣∣∣ ∫
Ω

∣∣f(x)
∣∣2 dx < ∞

}
(A.46)

is the vector space of all square integrable functions. Thus, the integral over the functions
squared remains finite. It’s inner product is defined as

< f, g >L2 =
∫

Ω
f(x)g(x) dx (A.47)

The scalar product of a function f of L2 with itself reads as

< f, f >L2 =
∫

Ω
|f |2 dx
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This scalar product induces the norm ‖·‖ on L2:

‖f‖L2 =
( ∫

Ω
|f |2 dx

) 1
2

Please note that the inner product of two functions < f, g >L2 can yield negative results;
just the norm (length) of a vector has to be ≥ 0.

The Hilbert space H1 is also a Sobolev space, a vector space of functions with a weak
derivative. A definition of the weak derivative can be found in [Werner 2006, p.226]. H1 is
defined as:

H1 = W1,2 :=
{
v(x) ∈ L2

∣∣∣Dαv ∈ L2exist for all |α| ≤ 1
}

(A.48)

[Herzog 2013, p.11]. Dαv in eq. A.48 means the weak derivatives of v up to order k. The ap-
proach functions for real and virtual displacements in 3.7, as well as the approach functions
for the Lagrange multipliers in 4.2 are taken from the Sobolev space W1,2. Although the
weak form of Peridynamics does not require derivation of the approach functions like CCM,
the H1- coupling operator in equation 4.2 demands the fields λ and µ to be differentiable.
Softening the requirement of classical differentiability of the approach functions to a weak
differentiability allows the use of piecewise continuously-differentiable approach functions
(hat-functions).

The inner product in H1 is defined as

< f, g >H1 =
∫

Ω
f(x) g(x) + D1f(x)D1g(x) dx (A.49)

inducing the norm:

‖·‖H1 =
( ∫

Ω

∣∣f(x) g(x)
∣∣2 dx +

∫
Ω

∣∣∣D1f(x)D1g(x)
∣∣∣2 dx) 1

2
(A.50)

The coupling problems in the scope of this work include one- and two dimensional domains
Ω. On a two dimensional domain Ω ∈ R2, the functions (fields) to be coupled will be
vector-valued: f(x) ∈ R2. The Sobolev space W1,2 of vector valued functions is defined as:

H1(Ω, R2) = W1,2(Ω, R2) :=
{

f(x) ∈ L2(Ω, R2)
∣∣∣∇ f ∈ L2(Ω, R2×2) exists

}
(A.51)
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The scalar product in W1,2(Ω, R2) for two vectors f(x), g(x) is defined as:

< f ,g >H1 =
∫

Ω
f(x) · g(x) + ∇ f(x) : ∇g(x) dAX (A.52)

The operator : denotes the twofold tensor contraction.

Hilbert spaces over the field R are isomorphic to their dual space. [Bronstein et al 2012,
p.639]. This means, that the dual space of a Hilbert space is the Hilbert space itself with
the same inner product and norm. The dual space V ∗ is the space of all continuous linear
functionals ϕ : V → R. An example of a dual space would be the (finite dimensional) vector
space of the contravariant vectors – the scalar product between co- and contravariant vec-
tors yields a real number, an element of the field of the vector space. So, the contravariant
vector can be seen as a continuous linear functional on the covariant vector. The set of all
contravariant vectors would be the dual vectors space to the covariant vector space.

Riesz representation theorem

This connection between a Hilbert space V and it’s dual space V ∗ by the inner product is
ensured by Riesz representation theorem [Bronstein et al 2012, p.644]. The theorem states:

Let (V, < ·,· >) be a Hilbert space. Then, for each continuous linear map l ∈ V ∗ with
l : V → R, there is a vl ∈ V , such that l(v) =< vl,v > for all v ∈ V and‖l‖V→R = ‖vl‖V .

In orther words: Every linear continuous functional on a Hilbert space can be expressed
by a scalar product. This theorem is very useful, because it states, that the coupling opera-
tor C of the Arlequin method can be expressed by a scalar product of the Hilbert space of
the underlying function spaces.

All elements of Hilbert spaces must have finite norm [Dino Sejdinovic 2014, p.3], because
otherwise, it would not be a normed space.
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A.2 Newton’s method

Discretization and derivation of equation 3.17 by the virtual degrees of freedom v̄ sj leads to
a system of 2N coupled, nonlinear equations:

∂R

∂v̄ sj
= ∂Ri(ū sk )

∂v̄ sj
+ ∂Re

∂v̄ sj
= 0 , s = 1, 2 , j = 1 ... N , k = 1 ... N (A.53)

Every equation represents the equilibrium of outer and inner forces in either x1 or x2 direction
in the nodes of the finite element mesh. The inner forces in the nodes are now a function
of all the degrees of freedom ū sk . For simplification, the notation of A.53 is switched to a
vector-one:

f = f i(ū) + f e (A.54)

In general, no solution for this equation is available. An approximation to the solution can
be computing a Taylor series expansion of A.54 and stoping after the linear term [Bronstein
et al 2012, p.924].

f : R2N → R2N

f(ū + h) = f(ū) + J(ū) · h +O(
∣∣h)
∣∣) , ū , h ∈ R2N (A.55)

J denotes the Jacobian matrix.

J(ū) =



∂R 1
1

∂ū 1
1

...
∂R 1

1
∂ū 1

N

∂R 1
1

∂ū 2
1

...
∂R 1

1
∂ū 2

N... . . . ... ... . . . ...
∂R 1

N

∂ū 1
1

...
∂R 1

N

∂ū 1
N

∂R 1
N

∂ū 2
1

...
∂R 1

N

∂ū 2
N

∂R 2
1

∂ū 1
1

...
∂R 1

1
∂ū 1

N

∂R 2
1

∂ū 2
1

...
∂R 2

1
∂ū 2

N... . . . ... ... . . . ...
∂R 2

N

∂ū 1
1

...
∂R 1

N

∂ū 1
N

∂R 2
N

∂ū 2
1

...
∂R 2

N

∂ū 2
N



(A.56)
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Neglecting the terms of higher order leads to finding the roots of:

f(ū) + J(ū) · h = 0 (A.57)

This expression can be seen as a fixpoint–iteration. At timestep n, it can be written as:

f(ūn) + J(ūn) · (ūn+1 − ūn) = 0 (A.58)

Although direct computation of ūn+1 via inversion of J(ūn) is possible, the numerical effort
of solving the linear equation system below is lower.

J(ūn) ·∆ū = −f(ūn) (A.59)

ūn+1 is obtained afterwards by

ūn+1 = ūn + ∆ū

A.3 Numerical derivation with complex step derivative

The complex step derivative is a forward difference method using complex arithmetics in
order to obtain a numerical first derivative of an analytic function f(x), which is real valued
for x ∈ R [Moler 2013]. It is obtained from a Taylor series expansion of f with an imaginary
step i h:

f(x0 + i h) = f(x0) + f
′(x0) (i h) + 1

2f
′′ (i h)2 + 1

6f
′′′ (i h)3 + ... (A.60)

Because f(x) ∈ R for x ∈ R holds, the expressions above containing uneven exponents
of (i h) are imaginary, whereas even exponents yield real - valued ones. Comparing the
imaginary parts left and right of the equal sign yields an expression for the first derivative
and terms of higher order:

Im
(
f(x0 + i h)

)
= f

′(x0) · h − 1
6f
′′′
h3 + ... (A.61)

Division by h and solving for f ′ provides an approximation of the first derivative:

f
′(x0) =

Im
(
f(x0 + i h)

)
h

+ O(h2) (A.62)
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The complex step derivative has two advantages over forward differences; at first, the or-
der of the error is O(h2) for complex step derivative instead of O(h1) for finite difference
approximation [Bollhöfer and Mehrmann 2013, p.48]. Moreover, in order to obtain a good
approximation of the first derivative with forward differences

f(x+ h) − f(x)
h

a small h (up to machine precision) would be desirable. Then, the expression above is a
difference of two large floating point numbers of approximately the same size, which will
result in a loss of significant digits [Bollhöfer and Mehrmann 2013, p.37]. Thus, in a finite
difference scheme, the step size h cannot be chosen arbitrarily small. As the derivative in
the complex step algorithm is obtained by a quotient only (see eq. A.62), cancellation errors
will not occur and a small step size up to machine precision is possible.

A.4 Numerical integration

A.4.1 Gauss-Legendre quadrature

Gauss-Legendre quadrature is based on approximating the integrand f(t) between a and b
by a polynomial p(t).

∫ b

a
f(t)dt ≈

∫ b

a
p(t) dt (A.63)

The integral over p(t) between a and b can be transformed to an integral between -1 and 1
by the following transformation [Simeon 2009, p.5]:

t = ψ(x) = a+ b

2 + b− a
2 x∫ b

a
p(t) dt = b− a

2

∫ 1

−1
p
(a+ b

2 + b− a
2 x

)
dx

(A.64)

Any integral over a polynomial p(x) of order up to 2n−1 is supposed to be equal to a sum n

products of weights αi and respective function evaluations of f(xi) respectively p(xi), where
xi denotes the support points of the quadrature. Thus 2n unknowns, n support points and
n weights have to be determined.

∫ 1

−1
p(x) dx !=

n∑
i=1

p(xi)αi (A.65)
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The key idea of Gauss-Legendre quadrature is picking the support points not "arbitrarily",
but making use of two properties of Legendre polynomials P . First, a Legendre polynomial
P(n) of order n has n real roots within [-1, 1]. Second, the first n− 1 Legendre polynomials
P(1) ... P(n−1) can be considered as n − 1 orthogonal base vectors of the vector space of
polynomials. P(n) is orthogonal to the first n− 1 Legendre polynomials. I.e. it holds:

∫ 1

−1
P(i)(x)P(j)(x) dx = δij (A.66)

Suppose p(x), the polynomial to be integrated from eq. A.65, be of order 2n − 1. By
polynomial division, it can be broken down in a product q(x)L(n)(x) and a remainder r(x),
where q(x) and r(x) are both of order n − 1. Replacing p(x) in equation A.65 by this
broken-down expression yields:

∫ 1

−1
p(x) dx =

∫ 1

−1
q(x)P(n)(x) dx +

∫ 1

−1
r(x) dx (A.67)

Remembering the orthogonality of Legendre polynomials, expression
∫ 1

−1
q(x)P(n)(x) dx = 0 (A.68)

must be zero, as q(x) is of order n − 1 and thus built up from Legendre polynomials of
maximum order n− 1. Thus, it holds [Gillow 2016, p.17]:

∫ 1

−1
p(x) dx =

���
��

���
��:0∫ 1

−1
q(x)P(n)(x) dx +

∫ 1

−1
r(x) dx (A.69)

Remaining is the integral over a polynomial r(x) of order n − 1. Now, a quadrature of the
right side of equation A.69 is demanded:

���
���

���
�:0∫ 1

−1
q(x)P(n)(x) dx +

∫ 1

−1
r(x) dx !=

���
���

���
�:0n∑

i=1
q(xi)P(n)(xi)αi +

n∑
i=1

r(xi)αi (A.70)

By choosing the support points xi to be equal to the roots of the n’th Legendre polynomial,
cancellation of the q(xi)P(n)(xi) is guaranteed. It remains equation

∫ 1

−1
r(x) dx !=

n∑
i=1

r(xi)αi (A.71)

Expression A.71 is supposed to hold for arbitrary polynomials r(x) up to order n− 1, thus
also for 1, x, ... , xn−1. Computation of the weights αi therefore is possible by e.g. inversion
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of the Vandermonde matrix [Simeon 2009, p.10].

x0

0 x0
1 ... x0

n−1

x1
0 x1

1 ... x1
n−1

... ... ... ...

xn−1
0 xn−1

1 ... xn−1
n−1




α1

α2

...

αn

 =



∫ 1
−1 x

0dx∫ 1
−1 x

1dx

...∫ 1
−1 x

n−1dx

 (A.72)

Furthermore, the choice of the support points being the roots of the Legendre polynomial
makes the following expression hold:

∫ 1

−1
p(x) dx =

��
���

���
��:0n∑

i=1
q(xi)P(n)(xi)αi +

n∑
i=1

r(xi)αi (A.73)

Remembering the claim from expression A.65 thus provides:

n∑
i=1

p(xi)αi =
∫ 1

−1
p(x) dx =

n∑
i=1

r(xi)αi (A.74)

If an integration of p(x) in terms of n summations exists, then it must be equal to the
quadrature of the remainder r(x). As it was shown, that the quadrature of the remainder
equals the analytical evaluation of the integral of q(x), the quadrature of p(x) equals its
analytical evaluation. Thus, the integral over the 2n − 1 polynomial p(x) can be expressed
exactly by a sum of n products of evaluations of p(xi) at the roots of the n’th Legendre
polynomial and the weights computed from eq. A.72.

One concluding remarks about Gaussian quadrature. Despite its excellent capabilities of
integrating polynomials, it relies on the requirement that f(x) from equation A.63 can be
approximated sufficiently by a polynomial of order 2n − 1. If f(x) is not continuous, e.g.
because it was truncated by a peridynamic horizon, a large number of Legendre-polynomial
roots and thus Legendre polynomials of high order will be necessary in order to approximate
the discontinuous function adequately. Therefore, direct application of Gauss quadrature
may produce poor results, and a subdivision of the integrand into continuous subsections
could turn out to be more efficient than increasing the number of quadrature points.

A.4.2 tanh-sinh quadrature of the middle element

tanh-sinh quadrature is an alternative numerical quadrature invented 1974 by Hidetosi Taka-
hasi and Masatake Mori [Takahasi and Mori 1974], which is able to yield reliable results for
integrands with endpoint-singularities [Bailey 2006, p.1]. It does not rely on polynomial fit-
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ting of the integrand like e.g. Gauss-Legendre quadrature [Takahasi and Mori 1974, p.722],
but utilizes the fact, "that for certain bell-shaped integrands, approximating the integral by
a simple step-function summation is remarkably accurate" [Bailey 2006, p.1].

The effect of the tanh-sinh-quadrature is based on integration by substitution:

I =
∫ 1

−1
f(x) dx =

∫ b

a
f(ψ(t))ψ′(t) dt (A.75)

Replacing x by ψ(t) introduces a multiplication of the former integrand with ψ′(t). If ψ′(t)
was decaying strong enough to 0 with increasing t respectively −t, it is possible to bring
the integrand f(ψ(t))ψ′(t) into a smooth bell-shaped form. The transformation rule of the
tanh-sinh quadrature inherits this property:

ψ(t) = tanh(λ sinh(t))

ψ
′(t) = λ cosh(t)

cosh2(λ sinh(t))
withλ = π

2

(A.76)

Both functions ψ and ψ′ are depicted in figure A.9:

Figure A.9: ψ,ψ
′

and tanh for comparison

The smooth, bell like shape of the orange ψ′(t) is obvious. Multiplying f(ψ(t)) with this
function can be interpreted as applying a bell-shaped filter upon the integrand. To examine
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it’s decay rate, ψ′(t) is rewritten in terms of exponential functions:

λ cosh(t)
cosh2(λ sinh(t))

=
π
2 cosh(t)

cosh2(π2 sinh(t))
= π (e−t + et)(

e−
π
4 (et−e−t) + e

π
4 (et−e−t)

)2 (A.77)

For |t| large enough, the components e−t in equation eq. A.77 can be neglected, such that
the following proportionality holds:

ψ
′(t) ∼ π et

e
1
2πe

t
≈ e−

π
2 e

t (A.78)

Due to this double-exponential decay of ψ′(t) for large |t|, most singularities and infinite
derivatives at the ends of the integration domain are effectively suppressed, even rendering
the complete integrand f(ψ(t))ψ′(t) decaying with double-exponential rate [Ye 2006, p.24]

Depicted in blue is ψ(t). The tanh(t) - function in yellow, quickly approaching its asymp-
totes 1/ − 1 itself, serves as comparison, pointing out the even faster convergence of ψ(t).
From the definition of the substitution (eq. A.75), the limits of the substituted integral can
be computed. It must hold:

+ 1 != ψ(a)

− 1 != ψ(b)
(A.79)

Solving for a and b is done by the inverse of ψ:

a = lim
p→−1

ψ−1(p) = lim
p→−1

arcsinh( 1
λ

arctanh(p) )

b = lim
p→+1

ψ−1(p) = lim
p→+1

arcsinh( 1
λ

arctanh(p) )
(A.80)

The arctanh - function can be expressed by the ln - function [Rade and Westergren 2013,
p.121]:

arctanh(p) = 1
2 ln 1 + p

1− p (A.81)

With the asymptotic behavior of the ln - function

lim
p→−1

ln 1 + p

1− p = −∞

lim
p→+1

ln 1 + p

1− p = +∞
(A.82)
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Figure A.10: arcsinh(k) and ln(p)

and the plot of the arcsinh- function in fig. A.10, the values for a and b can be derived:

a = lim
p→−1

ψ−1(p) = lim
p→−1

arcsinh( 1
2λ ln 1 + p

1− p ) = +∞

b = lim
p→+1

ψ−1(p) = lim
p→+1

arcsinh( 1
2λ ln 1 + p

1− p ) = −∞
(A.83)

So, the tanh-sinh quadrature maps the original interval [−1, 1] to the interval (−∞, ∞).
Up to now, it has been explained that regions close to the interval ends, which are possibly
blowing up into singularities, are multiplied with the double-exponentially decreasing ψ′ and
therefore suppressed by the faster decrease rate of ψ′ . Yet, the discretization of the integrand
f(ψ(t))ψ′(t) has to be examined.

The Euler Maclaurin Summation formula is an asymptotic error analysis for the trape-
zoidal rule [Ata and Sahin 2018, p.30], expressing the error induced by the approximation
of an integral via trapezoidal rule by the derivatives of the integrand at the beginning and
end of the interval [a, b]: [Abramowitz and Stegun 1948, p.16]. It is defined:

h = b − a

N − 1
xi = a + (i− 1)h , i ∈ [1, N ]

(A.84)
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∫ b

a
f(x) dx = h

2f(x1) + h
N−1∑
k=2

f(xk) + h

2f(xN) +

+ h2

2 · 3! [ f
′(x1) − f

′(xN) ]−

− h4

6 · 5! [ f
′′′(x1) − f

′′′(xN) ]+

+ h6

30 · 7! [ f
(V )(x1) − f (V )(xN) ]−

− ...

(A.85)

In the scope of the tanh-sinh quadrature, the domain of integration (−∞, ∞) is discretized
with N equidistantly distributed support points. Although the asymptotic expansion in
A.85 is usually not convergent, the integrand f(ψ(t))ψ′(t) is decaying double-exponentially,
such that the error terms in A.85, consisting of exactly those endpoint derivatives, become
extraordinary small and therefore can be omitted. Thus, it can be concluded that a bell
shaped integrand can be approximated extraordinary exactly by the trapezoidal rule. A
more detailed examination of the tanh-sinh quadrature and it’s mechanism can be found in
[Takahasi and Mori 1974], [Vanherck et al 2020] and [Ye 2006].

The discretization of integral eq. A.75 necessitates to approximate the infinite domain
(−∞,∞) by a finite window [−n ·h, n ·h]. Again, due to the bell-shape of ψ′(t), a relatively
small number n leads to remarkable precision.

∫ 1

−1
f(x) dx =

∫ ∞
−∞

f(ψ(t))ψ′(t) dt ≈
n∑

j=−n
f(xj)wj (A.86)

with

N = (2n + 1)

tj = j h
(A.87)

and the abscissas and weights:

xj = ψ(tj) = tanh( 1
2 π sinh(j h) )

wj = ψ
′(tj) =

1
2 hπ cosh(j h)

cosh(1
2 π sinh(j h) )2

(A.88)

Due to the map xj = ψ(tj), the support points in the x-domain are not distributed equidis-
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tant, but concentrated close to the ends of the integration domain. The discretization of
(−∞, ∞) by the finite window [−tn, tn] introduces a truncation error [Vanherck et al 2020,
p.3] additionally to a discretization error. Yet, according to [Vanherck et al 2020, p.3], the
choice of ψ and ψ′ above yields the optimal choice of the transformation, as an even faster
decay would lead to a higher discretization error, while a slower decay would introduce higher
truncation errors.

Implementation

In the beginning, neither the necessary length of the window [−n ·h, n ·h], nor the necessary
interval length h are known. Therefore, the algorithm works iteratively, approximating the
value of the integral I by a series Ik. At first, four parameters have to be defined, compare
[emece67 2017]:

1. εw: This threshold is the smallest value the "weights" of the tanh-sinh-quadrature,
ψ
′(t), are allowed to be. Usually, it is set to the current machine precision. This

prevents the case that ψ′(t) becomes indistinguishable from 0 for the machine.

2. | εAbz |: This threshold is the largest value allowed for the abszissas ψ(t), for example
1 − eps, with eps being the machine precision. This threshold prevents the abszis-
sas to become numerically 1 and therefore prevents evaluation of the integrand at a
singularity.

3. kmax: The maximum number of levels of iteration k.

4. εI : If |Ik−1 − Ik| ≤ εI , the iteration stops.

In every iteration level k, the interval length h in the t domain is halved. Afterwards, with
progressing counter ii, the t-axis is developed with more and more subintervals of length
h until either the respective weights ψ′(ii · h) become too small or the abszissas ψ(ii · h)
become 1. The iteration kk stops as soon as the difference between two successive Ikk be-
comes smaller than the defined threshold εI or the maximum number of iterations is reached.

One potential pitfall regarding Peridynamics has to be mentioned. The size of material
parameters c in the scope of this work is in the order of magnitude of 1010. The integrand
f , involving a product with c and expressed by the data type double, has therefore already
used up 10 of the 16 digits available. Because of that, the accuracy of a double might not
be sufficient to resolve the threshold εI , at least not for εI being close to eps. Therefore, the
multiplication with c should be done after the tanh-sinh- quadrature has converged.
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Algorithm 1: tanh-sinh quadrature
initialization;
I0 = 0
for k = 1:1: kmax do

h = 1
2k

ii = 1
aii = 0
wii = 1
Ik = 0
while aii ≤ (1− eps) & wii > εw do

if ii = 1 then
wii = (hπ cosh((ii− 1) · h) ) / (2 cosh

(
π
2 sinh(h · (ii− 1))2

)
) ;

aii = tanh
(
π
2 sinh

(
h · (ii− 1)

))
;

Ik = f(aii) · wii ;
ii = ii + 1;

else
wii = (hπ cosh((ii− 1) · h) ) / (2 cosh

(
π
2 sinh(h · (ii− 1))2

)
) ;

aii1 = tanh
(
π
2 sinh

(
h · (ii− 1)

))
;

aii2 = tanh
(
π
2 sinh

(
− h · (ii− 1)

))
;

Ik = Ik + (f(aii1) + f(aii2)) · wii ;
ii = ii + 1

if |Ik − Ik−1| ≤ εI then
break while
break for

A.5 Bilinear approach functions

Considered is a meshgrid built from quadrilateral, four-node elements. The meshgrid consists
of M finite element nodes. The approximated displacement field Uh can be expressed by
the finite sum

uh(X) = ũh(X) +
M∑
n=1

An(X) · ūn

with ũh(X) being a constant displacement field fulfilling potential Dirichlet boundary con-
ditions, An(X) being the matrix of approach functions and ūn being the displacements of
node n.
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The matrix An(X) is given by:

An(X) =
N̄n(X1)N̄n(X2) 0

0 N̄n(X1)N̄n(X2))


The one-dimensional approach functions (on global level) N̄n(X1) is defined as:

N̄n(X1) =



+ 1
∆ (X1 − X1

n) + 1 for X1
n − ∆ ≤ X1 ≤ X1

n

− 1
∆ (X1 − X1

n) + 1 for X1
n < X1 ≤ X1

n + ∆

0 else

(The function N̄n(X2) would be defined analogously by replacing X1 by X2). A global
approach function N̄(X1,X2) is generated by a product of N̄n(X1) and N̄n(X2). Because
N̄(X1 is defined piecewise, N̄(X1,X2) is defined piecewise as well:

N̄n(X1, X2) =



[ 1
∆(X1 −X1

n) + 1
][ 1

∆(X2 −X2
n) + 1

]
for
[
X1
n −∆ ≤ X1 ≤ X1

n

]
∧[

X2
n −∆ ≤ X2 ≤ X2

n

]
[
− 1

∆(X1 −X1
n) + 1

][ 1
∆(X2 −X2

n) + 1
]

for
[
X1
n < X1 ≤ X1

n + ∆
]
∧[

X2
n −∆ ≤ X2 ≤ X2

n

]
[ 1
∆(X1 −X1

n) + 1
][
− 1

∆(X2 −X2
n) + 1

]
for
[
X1
n −∆ ≤ X1 ≤ X1

n

]
∧[

X2
n < X2 ≤ X2

n + ∆
]

[
− 1

∆(X1 −X1
n) + 1

][
− 1

∆(X2 −X2
n) + 1

]
for
[
X1
n < X1 ≤ X1

n + ∆
]
∧[

X2
n < X2 ≤ X2

n + ∆
]

0 else
(A.89)
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The derivatives of N̄n(X1, X2) w.r.t. X1 and X2 are given by:

∂N̄n

∂X1 =



1
∆
[ 1
∆(X2 −X2

n) + 1
]

for
[
X1
n −∆ < X1 < X1

n

]
∧[

X2
n −∆ < X2 < X2

n

]
− 1

∆
[ 1
∆(X2 −X2

n) + 1
]

for
[
X1
n < X1 < X1

n + ∆
]
∧[

X2
n −∆ < X2 < X2

n

]
1
∆
[
− 1

∆(X2 −X2
n) + 1

]
for
[
X1
n −∆ < X1 < X1

n

]
∧[

X2
n < X2 < X2

n + ∆
]

− 1
∆
[
− 1

∆(X2 −X2
n) + 1

]
for
[
X1
n < X1 < X1

n + ∆
]
∧[

X2
n < X2 < X2

n + ∆
]

0 else
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and

∂N̄n

∂X2 =



[ 1
∆(X1 −X1

n) + 1
] 1
∆ for

[
X1
n −∆ < X1 < X1

n

]
∧[

X2
n −∆ < X2 < X2

n

]
[
− 1

∆(X1 −X1
n) + 1

] 1
∆ for

[
X1
n < X1 < X1

n + ∆
]
∧[

X2
n −∆ < X2 < X2

n

]
[ 1
∆(X1 −X1

n) + 1
][
− 1

∆
]

for
[
X1
n −∆ < X1 < X1

n

]
∧[

X2
n < X2 < X2

n + ∆
]

[
− 1

∆(X1 −X1
n) + 1

][
− 1

∆
]

for
[
X1
n < X1 < X1

n + ∆
]
∧[

X2
n < X2 < X2

n + ∆
]

0 else

(A.91)

Because those derivatives have to be understood in a weak sense, thus no derivative is defined
in the nodes Xn, the ≤ have been replaced by < in eq. A.90 and eq. A.91.



A.6 Differentiation of nodal force 171

A.6 Differentiation of nodal force

Deriving an internal nodal force by a degree of freedom yields the respective entry of the
Jacobian matrix. The omitted steps in subsection 3.1.5 are written down below:

J17 = ∂R1
1

∂ū2
3

=
∫∫
Ω0

∫∫
Ω0∩DX

(N1(Y) − N1(X)) ∂f
1

∂ū2
3
dAY dAX =

=
∫∫
Ω0

∫∫
Ω0∩DX

(
N1(Y) − N1(X)

) ( 1
L

l1 l2

(l)2 (N3(Y) − N3(X)) − ε
l1 l2

(l)3 (N3(Y) − N3(X)
)
dAY dAX =

=
∫∫
Ω0

∫∫
Ω0∩DX

( 1
L

l1 l2

(l)2 − ε
l1 l2

(l)3

) (
N1(Y) − N1(X)

) (
N3(Y) − N3(X)

)
dAY dAX

(A.92)

A.7 4 - node quadrilateral CCM - elements

The stiffness matrix of a 4-node plane stress element is taken from [Ye]. (The order of the
dofs in [Ye] was rearranged in order to fit the order of the local dofs in this thesis).



r1
1

r1
2

r1
3

r1
4

r2
1

r2
2

r2
3

r2
4



=



C1

C4 C1 sym.
C7 −C1

C2
C1

−C1
C2

C7 C4 C1

C2 −C5 C5 −C2 C3

C5 −C2 C2 −C5 C6 C3

−C5 C2 −C2 C5 C8 −C3
C2

C3

−C2 C5 −C5 C2 −C3
C2

C8 C6 C3





u1
1

u1
2

u1
3

u1
4

u2
1

u2
2

u2
3

u2
4



(A.93)
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with

C1 =
( b

3a + 1− ν
6

a

b

) ( E t

1 − ν2

)
C2 =

(ν
4 + 1− ν

8
) ( E t

1 − ν2

)
C3 =

( a
3b + 1− ν

6
b

a

) ( E t

1 − ν2

)
C4 =

(
− b

3a + 1− ν
12

a

b

) ( E t

1 − ν2

)
C5 =

(ν
4 −

1− ν
8

) ( E t

1 − ν2

)
C6 =

( a
6b −

1− ν
6

b

a

) ( E t

1 − ν2

)
C7 =

( b
6a −

1− ν
6

a

b

) ( E t

1 − ν2

)
C8 =

(
− a

3b + 1− ν
12

b

a

) ( E t

1 − ν2

)

(A.94)

where t denotes the thickness, a the length and b the height of the element.

A.8 Plane stress- and plane strain relations

The connections between stresses and strains in Voigt notation for plane stress and plane
strain are given by:

Plane stress
σ11

σ22

σ12

 = E

1− ν2


1 ν 0
ν 1 0
0 0 1

2(1− 2ν)



ε11

ε22

2ε12

 (A.95)

Plane strain
σ11

σ22

σ12

 = E

(1 + ν)(1− 2ν)


1 ν 0
ν 1 0
0 0 1

2(1− 2ν)



ε11

ε22

2ε12

 (A.96)
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