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Abstract

In this thesis experimental studies investigating thermally and periodically driven mag-
netic correlations by means of neutron scattering and all-electrical microwave spectroscopy
are presented. Specifically, we report results on the critical spin excitations in the proto-
typical ferromagnetic superconductor UGe2, the weak crystallisation process of the mag-
netic skyrmion lattice (SkX) out of the paramagnetic state in the helimagnet MnSi, and
fluctuation-induced instabilities in the magnetic SkX phase of the helimagnet Cu2OSeO3.
The spin dynamics were investigated using the novel neutron resonance spin-echo spec-
troscopy (NRSE) technique longitudinal MIEZE (modulation of intensity with zero effort),
small angle neutron scattering (SANS), and 2-tone all-electrical microwave spectroscopy.

In the course of this work, the longitudinal MIEZE option at the instrument RESEDA
at the Heinz Maier-Leibnitz Zentrum in Garching was upgraded in terms of reduced
instrumental background, small momentum transfer towards the SANS regime, and phase-
lock of the MIEZE signal. New data analysis software as well as instrumental control
software were developed and implemented.

In UGe2 we demonstrated the potential of MIEZE with sub-µeV energy resolution for
the study of quantum matter. We revealed purely longitudinal spin fluctuations at the
paramagnetic-to-ferromagnetic phase transition at ambient pressure with a dual nature
arising from 5f electrons that are hybridised with the conduction electrons. Whereas
localised spin fluctuations are perfectly described by the critical exponents of a three-
dimensional Ising ferromagnet, itinerant spin fluctuations occur over length scales compa-
rable to the superconducting coherence length. Our results are consistent with the scenario
of p-wave superconductivity in UGe2 and show that MIEZE is able to spectroscopically
disentangle the complex low-energy behaviour characteristic of quantum materials.

In MnSi the emergence of the SkX order out of the paramagnetic state was investigated
experimentally. The comprehensive study comprised magnetic susceptibility, small-angle
neutron scattering, neutron resonance spin-echo spectroscopy, and all-electrical microwave
spectroscopy measurements. We revealed skyrmion patches exceeding sizes of 103 Å and
lifetimes of above several nanoseconds that form already in the paramagnetic phase. The
transition is well described by the Landau soft-mode mechanism of weak crystallisation.
As part of this thesis, SANS measurements were analysed and neutron resonance spin-echo
spectroscopy measurements were performed.

Finally, microwave-induced instabilities in the SkX phase of Cu2OSeO3 were investi-
gated based on numerical simulations that reveal a melting of the long-range order under
intense microwave magnetic fields. The 2-tone all-electrical microwave spectroscopy, which
was developed as part of this thesis, allows to drive the collective magnetic excitations and
to simultaneously observe the excitation spectra. In combination with SANS, microwave-



induced effects on the magnetic long-range order may be observed on a microscopic scale.
We observed coupling between the sample and the intense microwave radiation already
some Kelvin above the ordering temperature TC for frequencies about the resonant modes
of the SkX. Furthermore, parts of the SkX phase were not accessible. Signatures of the
emergence of long-range magnetic order were not observed at TC for intense excitation
fields and frequencies below the counterclockwise (CCW) mode, suggesting a redshift of
the modes. Furthermore, the neutron scattering pattern of the SkX phase broadened az-
imuthally under intense microwave radiation for frequencies about the resonant modes
which indicates the loss of long-range hexagonal order and may be attributed empirically
to the melting of the skyrmion lattice into a skyrmion liquid state. Our observations
revealed a coupling of the excitation field to the magnetic order above TC, indicate a
redshift of the modes and the loss of long-range order and show that further theoretical
investigations are necessary to understand the complex behaviour.

Kurzdarstellung

Diese Arbeit behandelt die experimentelle Untersuchung thermisch und periodisch getrie-
bener magnetischer Korrelationen mit Hilfe von Neutronenstreuung und Mikrowellenspek-
troskopie. Die Ergebnisse umfassen die Charakterisierung kritischer magnetischer Anre-
gungen im ferromagnetischen Supraleiter UGe2, die Untersuchung des schwachen Kristalli-
sationsprozesses des magnetischen Skyrmionengitters (SkX) aus dem paramagnetischen
Zustand im Helimagneten MnSi und die Charakterisierung fluktuationsgetriebener Insta-
bilitäten im magnetischen SkX des Helimagneten Cu2OSeO3. Hierfür wurden longitudi-
nales MIEZE (modulation of intensity with zero effort), eine Neutronen-Resonanz-Spin-
Echo Methode, Kleinwinkelneutronenstreuung und elektrische Mikrowellenspektroskopie
eingesetzt.

Als Teil dieser Arbeit wurde die longitudinale MIEZE Option am Instrument RESEDA
am Heinz Maier-Leibnitz Zentrum in Garching durch die Reduzierung der instrumentellen
Untergrundstreuung, die Erweiterung des beobachtbaren Impulsübertrags zu kleineren
Winkeln und die Phasenfixierung des MIEZE Signals verbessert. Neue Datenanalyse- und
Instrumentensteuerungssoftware wurde entwickelt und implementiert.

In unserer Studie an UGe2 wurde unter anderem gezeigt, welches Potenzial zur Un-
tersuchung von Quantenmaterialien in MIEZE und ihrer Energieauflösung besser als
1µeV steckt. Wir identifizierten rein longitudinale Spinanregungen am Übergang der
para- zur ferromagnetischen Phase bei Umgebungsdruck, die einen dualen Charakter auf-
grund der Hybridisierung der 5f Elektronen mit Leitungselektronen zeigen. Lokalisierte
Spinfluktuationen sind perfekt durch die kritischen Exponenten eines dreidimensionalen
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Ising Ferromagnets beschrieben. Hingegen treten auf Längenskalen der supraleitenden
Kohärenzlänge itinerante Spinfluktuationen auf. Unsere Ergebnisse sind konsistent mit
einer möglichen p-Wellensupraleitung in UGe2 und zeigen, dass MIEZE ideal geeignet ist
das komplexe niedrigenergetische Verhalten von Quantenmaterialien spektroskopisch zu
analysieren.

Des Weiteren wurde die Formierung des magnetischen SkX aus dem paramagnetis-
chen Zustand in MnSi experimentell untersucht. Die umfangreiche Studie wurde mit Hilfe
von magnetischen Suszeptibilitätsmessungen, Kleinwinkelneutronenstreuung, Neutronen-
Resonanz-Spin-Echo und elektrischer Mikrowellenspektroskopie durchgeführt. Wir zeigten,
dass sich bereits in der paramagnetischen Phase Skyrmionengitterbereiche mit einer Größe
von mehr als 103 Å und einer Lebensdauer von mehr als einer Nanosekunde bilden.
Der Übergang kann gänzlich durch die schwache Kristallisierung des Landau Mechanis-
mus der niederenergetischen Moden beschrieben werden. Als Teil dieser Arbeit wurden
Daten der Kleinwinkelneutronenstreuung analysiert und Neutronen-Resonanz-Spin-Echo-
Messungen durchgeführt.

Das Schmelzen der langreichweitigen Ordnung des SkX durch starke magnetische Wech-
selfelder konnte in numerischen Simulationen beobachtet werden, weshalb in dieser Arbeit
durch Mikrowellenfelder induzierte Instabilitäten der Skyrmionenphase in Cu2OSeO3 un-
tersucht wurden. Die elektrische 2-Ton-Mikrowellenspektroskopie wurde als Teil dieser Ar-
beit entwickelt und erlaubt eine intensive Anregung der kollektiven magnetischen Moden
und die gleichzeitige Beobachtung des Anregungsspektrums. Mittels der Kleinwinkelneu-
tronenstreuung konnten mikrowelleninduzierte Änderungen der langreichweitigen mag-
netischen Ordnung auf mikroskopischer Skala untersucht werden. Eine Kopplung zwi-
schen dem intensiven Treibfeld und der Probe konnte bereits einige Kelvin oberhalb der
Ordnungstemperatur TC für Frequenzen um die resonanten Moden des SkX beobachtet
werden. Des Weiteren waren Teile des Skyrmionenphase nicht zugänglich. Unter dem Ein-
fluss eines starken Treibfeldes mit einer Frequenz unterhalb der resonanten CCW (coun-
terclockwise) Mode beobachteten wir keine langreichweitige Ordnung an TC. Dies ist ein
Hinweis auf eine mögliche Rotverschiebung der Resonanzfrequenz. Die azimuthale Ver-
breiterung der Maxima der Bragg-Streuung unter Einfluss des starken Treibfeldes mit
Frequenzen um die resonanten Moden deutet des Weiteren auf eine Abnahme der lan-
greichweitigen hexagonalen Ordnung hin. Dies kann empirisch durch das Schmelzen des
Skyrmionengitters und das Entstehen einer Skyrmionenflüssigkeit erklärt werden. Zusam-
menfassend zeigten die Beobachtungen eine Kopplung des Treibfeldes an die magnetische
Ordnung oberhalb TC und weisen auf eine Rotverschiebung der Moden und eine Abnahme
der langreichweitigen Ordnung hin. Weitere theoretische Untersuchungen sind nötig um
dieses komplexe Verhalten zu erklären.
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1. Introduction

Nature yields a plethora of electronic and magnetic ordering phenomena such as ferro-,
antiferro-, or ferrimagnetism, charge density and spin density waves, or superconductivity,
some of which are already utilised for everyday applications. Especially ferromagnetism,
as one of the simplest forms of magnetic order, is utilised in various applications ranging
from large scale generators and electric motors to headphones to hard disk drives where
terabytes of data are stored employing nanometre-sized, uniformly magnetised regions,
so-called domains. Although the interactions underlying all these ordering phenomena
are microscopic in origin, they generally lead to the formation of mesoscopic structures.
Despite acute differences between the interactions, remarkable similarities in the formation
of domains exist among these ordering phenomena, for example between magnetic order
and superconductivity.

The formation of domains in finite ferromagnets is due to surface demagnetisation ef-
fects. Thereby, the system’s energy is lowered by the transition from a saturated configura-
tion to a domain configuration [1, 2]. Parameters such as magneto-crystalline anisotropies,
shape anisotropies, or external magnetic fields further introduce preferred domain ori-
entations. Fig. 1.1 (a) exemplarily displays the domain structure of a single crystalline,
ferromagnetic garnet film with out-of-plane anisotropy where black and white regions
denote the magnetisation orientation. Interestingly, similar patterns form in type-I super-
conductors in the Meissner phase as shown in Fig. 1.1 (b) [1, 3]. Here, the superconductor
partitions into normal and superconducting domains under the influence of an external
magnetic field.

Notably, both effects can be explained within the same framework [4–6]. Although the
partition into domains lowers the overall energy, the transition regions where the mag-
netisation varies from one domain to another or the state changes from normal to super-
conducting, respectively, are usually associated with a positive energy. Hence, a balance
establishes between maximising the number of domains and minimising the domain wall
proportion. However, the Ginzburg-Landau theory of superconductors shows that mag-
netic field penetrating the interface lowers its energy, thus, suggesting the existence of
another group of superconductors for which the surface energy is negative [1]. Abrikosov
showed that in such a case the domain walls are unstable and instead of the interme-

1



2 Chapter 1. Introduction

Figure 1.1.: Domain wall formation in superconductors and magnetic materials. (a) Ferromag-
netic domains in a single crystal garnet film with out-of-plane anisotropy. (b) Intermediate state
of indium, a type-I superconductor, with normal and superconducting regions at T = 1.9 K.
(c) Hexagonal vortex lattice in V3Si, a type-II superconductor, observed by means of scanning
tunneling microscopy. (d) Bloch-type hexagonal skyrmion lattice in a thin-film FeGe sample ob-
served with Lorentz transmission electron microscopy. The magnetic field is applied out-of-plane
and T = 200 K. Figures taken from Refs. [8–12].

diate state a mixed state forms [7]. It consists of quantised, superconducting vortices,
so-called flux lines, penetrating the superconductor which may order in lattices as shown
in Fig. 1.1 (c).

Bogdanov utilised the analogy of superconductivity and magnetism and suggested a
negative domain wall energy in magnetic materials with a so-called Dzyaloshinskii-Moriya
interaction which should lead to the stabilisation of vortices in a similar mixed state [6, 13].
Eventually, Mühlbauer et al. discovered these magnetic vortices in form of topologically
non-trivial skyrmion lines ordering in a hexagonal lattice in the chiral magnet MnSi [14].
Since then, magnetic skyrmions have attracted great scientific and technological interest
and have been found in a variety of bulk materials, thin films, nanoscaled systems, and
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Figure 1.2.: First- and second-order phase transitions. Behaviour of the order parameter u as a
function of control parameter x in the case of a (a) first- and (e) second-order phase transition.
Free energy landscape around the critical value xc for (b-d) a first- and (f-h) a second-order
phase transition. Figure taken form Ref. [29].

heterostructures [12, 15–28]. Such a skyrmion lattice as observed in FeGe is shown in
Fig. 1.1 (d) exhibiting remarkable similarity with the vortex lattice in type-II supercon-
ductors.

The endeavour to understand these ordering phenomena leads inevitably to the exami-
nation of the system’s dynamics which reflect the underlying interactions and symmetries.
In the ordered state, dynamics occur in the form of, for example, phonons that encode the
atomic-scale bonding forces between the atoms in a solid. Similarly, magnons reflect the
magnetic exchange interactions between neighboring magnetic moments. At phase tran-
sitions, fluctuations can play a decisive role in the loss of order. The transition between
phases can be described by an order parameter which is zero in the disordered phase
and finite in the ordered phase. An example for such a parameter is the spontaneous
magnetisation in a ferromagnet [30].

Following the Ehrenfest classification, a distinction is made between phase transitions of
first- and second-order as depicted in Fig. 1.2 [30]. In the former case, the order parameter
vanishes discontinuously as a function of control parameter x at the critical value xc

displayed in Fig. 1.2 (a). The control parameter can be for example temperature, pressure,
magnetic field, or chemical doping. The transition is associated with latent heat as the
system changes from one local minimum in the free energy landscape to another as shown
in Figs. 1.2 (b) to (d) and fluctuations are usually irrelevant. In the latter case, the order
parameter appears continuously out of a global minimum as shown in Fig. 1.2 (e). The
flat energy landscape allows for strong fluctuations of the order parameter in space and
time as shown in Figs. 1.2 (f) to (h). They increase towards the transition and eventually
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diverge at the critical value xc according to universal scaling laws which are independent
of the microscopic interactions and depend only on the symmetry of the order parameter
and the spatial dimension d [31].

1.1. Fluctuations at magnetic quantum phase transitions

Over the past decades phase transitions in electronic systems at zero temperature at-
tracted great scientific interest [32–35]. They are driven by a non-thermal control parame-
ter such as pressure, chemical doping, or magnetic field. Here, the macroscopic behaviour
is governed by quantum fluctuations instead of thermal fluctuations as ~ω > kBT . These
so-called quantum phase transitions (QPTs) are frequently observed by the suppression
of a continuous thermal phase transition to zero temperature by a non-thermal control
parameter and behave distinctly different compared to well-understood thermal phase
transitions.

The point where the continuous transition is suppressed to zero temperature is called
quantum critical point (QCP). It is believed that the emergence of novel states of matter
in its vicinity including prominent examples such as unconventional superconductivity
or breakdown of the Fermi liquid theory is driven by the associated strong quantum
fluctuations [32, 36–39]. Even at finite temperature the emerging quantum matter has
profoundly different physical properties in a characteristically V-shaped region, referred
to as quantum critical region, sometimes ranging up to room temperature, despite QPTs
being a zero temperature instability [32, 37, 40]. Hence, the investigation of quantum
phase transitions and the precise examination of the associated quantum fluctuations
remains a vibrant field in solid state physics.

Magnetic quantum phase transitions are a fruitful starting basis, both experimentally
and theoretically, for the discovery of new quantum matter states, understanding the un-
derlying ordering mechanism and QPTs in general [35, 41]. The variety of magnetically
ordered systems exhibiting QPTs include famous examples such as cuprates, which under
the suppression of antiferromagnetic order through doping can become high temperature
superconductors [35, 42, 43]. Furthermore, simple model systems such as the insulating
Ising ferromagnets CoHb2O6 [44] and LiHoF4 [45] where the application of a transverse
field with respect to the Ising axis drives the system into a paramagnetic phase at zero
temperature help to probe and advance the theoretical framework. In the case of itiner-
ant ferromagnets, the continuous suppression of the second-order phase transition to zero
temperature is typically not observed due to stray coupling of the ferromagnetic order
parameter to electronic soft modes [34]. The system omits the resulting, strong quan-
tum fluctuations by undergoing a first-order phase transition or masking the QCP via
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Figure 1.3.: Energy and momentum Resolution of state-of-the-art spectroscopy, diffraction, and
imaging techniques. Spin-Echo techniques advance neutron spectroscopy (colored areas) towards
higher energy and momentum resolution. Figure adapted from Ref. [49].

the formation of a spin-density wave or the emergence of unconventional superconduc-
tivity. Similarly, in heavy fermion systems the suppression of magnetic order can lead to
the formation of unconventional superconductivity, ‘hidden order’, or electronic nematic
states [46–48].

One of the experimental challenges is the investigation of the relevant energy scales that
drive the emergence of these complex properties. This is complicated in various ways. At
first, multiple energy scales might play a role as, for example, suggested by materials
in which unconventional superconductivity is not only observed in the vicinity of the
magnetic instability but even far away. Second, due to critical slowing down of the fluc-
tuation frequency approaching the critical point the behaviour of the phase transition is
dominated by soft modes [32]. As the relevant fluctuation energy scales with tempera-
ture, highest energy resolution is necessary as e.g. 100 mK corresponds to just ∼ 10µeV.
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Finally, the electronic ground state is very sensitive to effects of disorder which can be
caused by chemical doping as tuning parameter [50, 51]. Since magnetic fields further-
more break rotational symmetry, external pressure is a privileged tuning parameter to
study QPTs. Nevertheless, this restricts the range of accessible spectroscopic techniques
as e.g. angle-resolved photoemission spectroscopy (ARPES) is not feasible with pressure
cells. Neutron scattering is possible at high pressures but mostly limited to static proper-
ties. Hence, the relevant energy scales are typically measured indirectly through thermal,
magnetic, or transport bulk properties.

As part of this thesis project, we showcase that the newly developed longitudinal modu-
lation of intensity with zero effort (MIEZE) – a neutron spin-echo spectroscopy technique
– can overcome these challenges. Fig. 1.3 shows the energy and momentum resolution of
state-of-the-art spectroscopy techniques. While techniques such as NMR and µSR are not
limited in terms of energy resolution, they are local probes and cannot measure collective
excitations. Conventional neutron spectroscopy such as time-of-flight (TOF) neutron scat-
tering and triple axis spectroscopy (TAS) are the standard techniques to study collective
magnetic excitations, but typically highest energy resolutions “only” range from 500µeV
to 50µeV. Instead, spin-echo techniques achieve an energy resolution down to several neV
and momentum resolution down to the range of small angle neutron scattering. Further-
more, MIEZE overcomes inherent difficulties of spin-echo measurements on depolarising
samples and sample environments such as magnetic fields or ferromagnetic systems.

We investigated the ferromagnet UGe2 which is one of the few known systems where
ferromagnetism and superconductivity microscopically coexist [37, 52]. Previous neutron
spectroscopy measurements investigating the magnetic fluctuations at the continuous
phase transition by means of triple axis spectroscopy showed ambiguous results even
at ambient pressure [53]. MIEZE exceeds these studies in terms of energy resolution by at
least one order of magnitude and by a factor of two in momentum transfer resolution. We
determined the critical exponents at the paramagnetic to ferromagnetic phase transition
which perfectly match a three-dimensional (3d) Ising ferromagnet. In addition, we observe
a change from localised to itinerant character of the magnetic fluctuations on a length
scale comparable to the superconducting coherence length. Notably, our measurements,
though not performed at the QPT, might be able to capture and resolve signatures of
the relevant fluctuations of the QPT as the ultrahigh energy resolution of at least 1µeV
corresponds to T → 0.
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1.2. Skyrmion lattices

Beside the investigation of spin fluctuations associated with the formation of ferromag-
netism in UGe2, the spin dynamics of skyrmion lattices have been studied via two dif-
ferent approaches. In this section, the main properties of magnetic skyrmion lattices are
explained and an introduction into the stabilisation mechanism, emergent electrodynam-
ics, and spin dynamics is given. Finally, the two scientific challenges addressed as part of
this PhD project are presented.

A skyrmion is a topologically non-trivial stable field configuration. T. Skyrme proposed
the concept in the early 1960s in the field of particle physics where he described nucleons as
topologically non-trivial solitons of a pion field now referred to as skyrmions [54–56]. Since
then, the concept has been employed in various forms in different fields of physics such as
particle physics [57–61], quantum Hall states [62–64], Bose-Einstein condensates [65–67],
and liquid crystals [68]. In the field of solid state magnetism, skyrmions are topologically
non-trivial spin vortices, i.e. they cannot be continuously transformed into a topologically
trivial spin order such as para- or ferromagnetism [69].

The existence of magnetic skyrmions was already theoretically predicted in 1989 for non-
centrosymmetric magnetic materials with uniaxial anisotropy [6, 13]. But it took another
20 years until skyrmions were eventually observed by means of small angle neutron scat-
tering (SANS) in the B20 transition metal MnSi in a small phase pocket where they form a
two-dimensional trigonal lattice [14]. Magnetic skyrmion lattices were afterwards also ob-
served in complementary real space measurements such as Lorentz force transmission elec-
tron microscopy (LTEM) [18, 20] and magnetic force microscopy (MFM) [70]. Since then,
a variety of bulk compounds, thin films, heterostructures, and nanoscaled systems were
discovered which host topologically non-trivial spin structures [6, 12–25, 27, 28, 69, 71–75].
The wide interest in skyrmions range from fundamental physics of the potential break-
down of the Fermi liquid theory [76–78] to new applications in spintronics [79]. Skyrmions
are especially promising as future information carriers due to their efficient coupling to
spin currents originating from their emergent electrodynamics [21, 26, 80] as well as in
high-frequency devices exploiting the well-understood spin excitations [12, 20, 81–83].

Following the observation of skyrmions in the cubic chiral magnet MnSi, several bulk
materials in the same non-centrosymmetric crystallographic space group P213 were dis-
covered to also host skyrmion lattices. Interestingly, these materials exhibit various elec-
tronic structures ranging from metals like Mn1−xFexSi, Mn1−xCoxSi, FeGe, MnGe over
the semiconductor Fe1−xCoxSi to the Mott insulator Cu2OSeO3. Despite the difference
in the underlying electronic structure, field, temperature, and length scales, their phase
diagrams are conspicuously similar [69]. Furthermore, topologically non-trivial states also
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exist in compounds such as the alloy Co10−xZn10−yMnx+y which belongs to a different
space group [21]. These findings suggest that these complex magnetic structures might be
rather common [69].

The skyrmion density is given by [14, 84]

φ = 1
4π n̂ ·

∂n̂

∂x
× ∂n̂

∂y
(1.1)

with the coordinates x and y perpendicular to the magnetic field H and the orientation of
the magnetic field n̂ = M(r)/ |M(r)|. The non-trivial topology of the skyrmion lattice
is reflected by its finite topological invariant, the so-called winding number, which is the
value of the integrated skyrmion density

Φ =
∫
φ dx dy. (1.2)

The winding number Φ is quantised, for example, if the unit vector n̂ points along a
common direction on the integration boundaries [85]. Hence, spin configurations with a
non-trivial topology can be counted. In contrast, the topologically trivial structures such
as para-, ferro-, or helimagnetism have a winding number of zero.

As mentioned above, skyrmion lattices have been observed in reciprocal and real space
by means of various measurement techniques. Typical data from SANS, MFM, and LTEM
measurements on different materials are shown in Fig. 1.4 where the topologically trivial
helical state is observed in the upper row and the non-trivial skyrmion lattice phase in the
lower. In SANS measurements at zero magnetic field, magnetic Bragg peaks are observed
with a momentum transfer Q corresponding to the helical propagation vector pointing
along the magnetic easy axis, typically either 〈100〉 or 〈111〉, as shown in Fig. 1.4 (a) [87,
88]. In MFM, which can detect the stray field at the surface of a bulk sample, a stripy
pattern is observed where the magnetisation direction varies periodically from positive
to negative. The same pattern is observed in LTEM, which is sensitive to the in-plane
component of the magnetisation, and allows the investigation of thinned bulk samples
[69].

In the case of a skyrmion lattice at finite magnetic field, as shown in Fig. 1.4 (d), a
sixfold scattering pattern is observed in a scattering plane perpendicular to the applied
magnetic field. Here, two opposing Bragg peaks correspond to one of the three helices
displayed in Fig. 1.5 (iv) and their orientation in-plane depends on magnetocrystalline
anisotropies [14, 89, 90]. In real space, a hexagonal lattice of circular objects is observed
where the magnetisation in their centres opposes the externally applied magnetic field
H as in cubic chiral magnets skyrmion lattices consist of anti-skyrmions with a winding
number of −1 [14].
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Fig. 1.2 Helical and skyrmion lattice state as observed in reciprocal and real space. a–c Helical
state in zero magnetic field. d–f Skyrmion lattice state in finite field. Data from small angle neutron
scattering (SANS) [18, 46],magnetic forcemicroscopy (MFM) [31], andLorentz force transmission
electron microscopy (LF-TEM) [26, 47] are shown. The color-coded in-plane orientation in the LF-
TEM data was obtained by a transport-of-intensity (TIE) analysis

Typical data from SANS, MFM, and LF-TEM recorded on different chiral
magnets are shown for the helical and the skyrmion lattice state in
Fig. 1.2. In the helical state at zero magnetic field SANS experiments show intensity
maxima along the easy axes of the helical propagation vector q, typically either 〈100〉
or 〈111〉 [36, 40]. Real-space images reveal stripy patterns with q perpendicular to
the stripes [54]. The skyrmion lattice state in finite fields in SANS experiments, see
Fig. 1.2d, is characterized by a sixfold scattering pattern in a plane perpendicular to
the applied magnetic field that is only fully revealed if the magnetic field is applied
parallel to the neutron beam. In earlier experiments themagnetic field and the neutron
beam had been applied perpendicular to each other leading to erroneous interpre-
tations [42, 55–57]. Note that the wave vector in the skyrmion lattice has the same
absolute value as in the helical state, q = 2π /λh. Thus, due to the hexagonal pack-
ing of the skyrmions in real space, the distance between neighboring skyrmion cores
is a factor of 2/

√
3 ≈ 1.15 larger than the helix wavelength. In real-space images,

see Fig. 1.2e, f, a hexagonal lattice of objects is observed. The magnetic moments in
their cores are aligned antiparallel to the applied field, cf. blue color in Fig. 1.2e, i.e.,
the spin structure in the cubic chiral magnets in fact consists of anti-skyrmions.

Figure 1.4.: Observation of helical and skyrmion lattice states in reciprocal and real space. (a-c)
Zero-field helical state. (d-f) Skyrmion lattice at finite magnetic field. (a, d) Neutron scattering
intensity of MnSi on a two-dimensional detector [14, 86]. Real space observation of the magnetic
structure by means of (b, e) magnetic force microscopy (MFM) [70] and (c, f) Lorentz Force
Transmission Electron Microscopy (LF-TEM or LTEM) [18, 20]. Figure taken from Ref. [69].

1.2.1. Magnetic phase diagram of cubic chiral magnets

Several mechanisms have been identified that stabilise single skyrmions or skyrmion lat-
tices in magnetic materials. In cubic chiral magnets, such as MnSi, the skyrmion phase is
stabilised in a small phase pocket by thermal fluctuations and, therefore, exists only at
relatively high temperatures close to the transition temperature Tc [14]. Notably, recent
studies revealed a second skyrmion phase in the cubic chiral magnet Cu2OSeO3 ther-
modynamically disconnected from the high temperature skyrmion phase and stabilised
by cubic anisotropies [91]. Furthermore, the formation of topologically non-trivial phases
can also be caused by magnetocrystalline anisotropies in systems with strong spin-orbit
coupling or lower crystal symmetries, or by surface energies in thin films and heterostruc-
tures [12, 22, 91–94]. However, this thesis only focusses on skyrmion lattices in cubic chiral
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Figure 1.5.: Typical magnetic phase diagram and magnetic structures of cubic chiral magnets.
The systems exhibit paramagnetic, helical, conical and field-polarised order. In a small phase
pocket just below the transition temperature Tc in a finite field range, the two-dimensional
triangular skyrmion lattice consisting of topologically non-trivial spin vortices is observed. De-
pictions taken from Refs. [70, 95].

magnets with Dzyaloshinskii-Moriya interaction (DMI) which are stabilised by thermal
fluctuations. Their properties are described in the following.

The common magnetic phase diagram of cubic chiral magnets displayed in Fig. 1.5 is
governed by a hierarchy of energy scales as already shown 40 years ago for MnSi in Ref. [96].
First and strongest is the exchange interaction favouring a parallel spin alignment. On the
second strongest scale the DMI arising from the lack of inversion symmetry of the under-
lying crystal structure favours a perpendicular spin alignment [97–99]. The combination
stabilises a helical spin modulation as ground state as shown in Fig. 1.5 (i) [87, 100]. The
enantiomer of the crystal structure determines the chirality of the DMI and, hence, of the
helix [101, 102]. On the weakest scale, cubic anisotropies comprising higher order spin-
orbit coupling terms dictate the propagation direction of the helical modulation along
certain crystallographic directions [88].

Well above the transition temperature Tc the system is paramagnetic with a large
fluctuating moment [103]. Decreasing the temperature in zero field, the system transitions
into a multi-domain helical phase below Tc. The domains are equally populated and the
helical propagation is determined by weak cubic magnetic anisotropies [69]. Applying
small magnetic fields, the domain population changes until the system transitions into
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the conical phase through either a spin-flop transition or a second-order transition at
the transition field Hc1 depending on the angle between the applied magnetic field and
the helical propagation vector [104]. The conical phase is a single-domain state where the
helical modulation persists and its propagation vector points along the magnetic field, but
in addition, the spins are canted towards the propagation vector as shown in Fig. 1.5 (ii).
Increasing the magnetic field further, the spins tilt towards the magnetic field direction
until a transition into the field-polarised phase takes place above Hc2 [105].

Just above the ordering temperature Tc, a fluctuation-disordered regime is observed as
indicated by a dashed line in Fig. 1.5 [89, 106, 107]. A small finite uniform magnetisation
can be induced by a magnetic field. However, the region can be denoted as paramagnetic as
it exhibits an abundance of fluctuations and Fourier components of the magnetisation at
and around the ordering vectorQ that are purely dynamic [108]. Three components can be
differentiated. First, fluctuations akin to helical order are dominated by the magnetocrys-
talline anisotropies. Second, fluctuations governed by the Zeeman energy are reminiscent
of the conical order parallel to an applied magnetic field and, third, fluctuations perpen-
dicular to the applied magnetic field with a multi-Q character resemble the skyrmion
lattice order.

In zero field strong interactions between isotropic chiral fluctuations are observed above
the paramagnetic-to-helimagnetic transition. The nature of this regime and the associated
transition have been the subject of heated discussions in the case of MnSi concerning spec-
ulations about a putative zero field skyrmion liquid phase [109–111]. Eventually, Janoschek
et al. could conclusively show for MnSi that the strong interactions suppress the mean-field
second-order phase transition resulting in a Brazovskii scenario of a fluctuation-induced
first-order transition [112, 113]. In general for chiral magnets, the phase transition might
also be described by the Wilson-Fisher-scenario or the Bak-Jensen-scenario depending on
the so-called Ginzburg length [31, 88, 114–117].

Finally, just below Tc at finite field the skyrmion lattice stabilises in a small phase pocket
which was historically referred to as A-phase [14, 118, 119]. The lattice consists of a regular
hexagonal arrangement of spin whirls in two dimensions as shown in Fig. 1.5 (iv). The
structure can be described as the superposition of three helices in a plane perpendicular
to the applied magnetic field and having relative angles of 120◦ to one another as depicted
by three vectors. Along the magnetic field the two-dimensional spin structure is repeated
forming skyrmion tubes and an overall ferromagnetic component.



12 Chapter 1. Introduction

-6 -5 -4 -3 -2 -1 0
0

1

2

3

conical

paramagnet
H

/H
0

t

skyrmion
lattice

0 0.2 0.4 0.6 0.8 1.0
0

0.1

0.2

0.3
(a) (b)

conical skyrmion
lattice

helical

H
/J

T/J

0 0.2 0.4 0.6
-0.01

0
0.01
0.02

fluctuations∆G
(a

.u
.)

H/Hc2

mean field

Figure 1.6.: Fluctuation-stabilised skyrmion lattice. (a) Theoretical phase diagram in a Ginzburg-
Landau model depending on the magnetic field H/H0 and t which is approximately proportional
to T − Tc. (b) Magnetic phase diagram obtained by means of Monte Carlo simulations. Figures
taken from Refs. [14, 120].

1.2.2. Stabilisation and emergent electrodynamics

The standard Ginzburg-Landau model of the free energy density describes the thermo-
dynamic properties of the cubic chiral magnets well [14, 69]. The helical, conical, and
field-polarised states are accounted for by a competition of ferromagnetic exchange, the
DMI, the Zeeman interaction as well as spin-orbit coupling terms of second or higher
order. Within this mean-field theory, the conical order is the ground state for a small
applied field, but the energy difference to the skyrmion lattice order is small close to the
ordering temperature Tc and at intermediate fields as shown in the inset of Fig. 1.6 (a) [14].
For the stabilisation of the skyrmion lattice phase, the model is extended by Gaussian
fluctuations about the mean-field solution as leading correction. The resulting phase di-
agram is depicted in Fig. 1.6 (a). Although fluctuations on short length scales contribute
predominantly, both short-range and long-range fluctuations favor a skyrmion lattice for
intermediate magnetic fields [14]. The skyrmion lattice phase is stable at intermediate
fields and below the ordering temperature. The model is only valid for small fluctuations
and cannot be applied too close to Tc. Hence, the skyrmion lattice is stable in the red
shaded area. The fact that the six-fold symmetry axis of the skyrmion lattice is unrelated
to the symmetry of the cubic lattice (apart from higher-order anisotropies) supports this
fluctuation-driven stabilisation mechanism. Cubic anisotropies only introduce slight tem-
perature and field dependencies of the phase pocket size and define the orientation of the
skyrmion lattice in-plane. The stabilisation mechanism by thermal fluctuations is demon-
strated furthermore in Monte Carlo simulations where the experimental phase diagram is
reproduced as shown in Fig. 1.6 (b).
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Figure 1.7.: Berry phase and topological Hall effect. (a) The spin of a traversing electron follows
adiabatically the local magnetic spin structure of the skyrmion and picks up a Berry phase. (b)
An emergent magnetic field originating in the real-space Berry phase leads to a topological Hall
signal as observed in e.g. MnSi. Figures taken from Refs. [122, 123].

However, magnetocrystalline anisotropies can stabilise a skyrmion lattice for a magnetic
field along specific directions. In recent studies on Cu2OSeO3 such a second skyrmion
lattice phase thermodynamically disconnected from the well-known high-temperature
skyrmion phase was identified for a magnetic field along 〈100〉 [91, 121].

An exciting topic covered in multiple scientific studies over recent years concern the
efficient coupling of skyrmions to spin currents and the emerging electrodynamics [69,
80, 124]. In metallic systems hosting a topologically non-trival magnetic structure such
as skyrmions, the spin of a conduction electron follows adiabatically the local magnetic
spin structure and gains a real-space Berry phase as depicted in Fig. 1.7 (a). The emerging
magnetic and electric fields due to the deflection of the electron can be expressed as [69]

Be
z = − ~

2en̂(∂xn̂× ∂yn̂) (1.3)

Ee
α = − ~

2en̂(∂αn̂× ∂tn̂) (1.4)

with the reduced Planck constant ~, the elementary charge e, the local orientation of
the magnetisation n̂(r, t) = M/|M | and ∂i = ∂/∂ri, ∂t = ∂/∂t. As a consequence an
additional topological Hall signal is observed as shown in the case of MnSi in Fig. 1.7 (b).
The emergent magnetic field is quantised as it is the product of the flux quantum of a
single skyrmion φ0 = h/e and the skyrmion density φ as given in Eq. 1.1.

Furthermore, the deflected conduction electrons transfer a momentum to the magnetic
spin structure as they pass through the material, which leads to spin transfer torque
effects, as first observed via SANS experiments in MnSi [80, 125]. Fig. 1.8 (a) depicts the
Magnus force perpendicular to the current direction and the parallel drag force both
caused by the electrical current which lead to a net motion of the skyrmion lattice if
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Figure 1.8.: Moving skyrmions with ultralow current densities. (a) The spin transfer torque
effect leads to drag and Magnus forces which in combination with a thermal gradient are inho-
mogeneous over the sample and lead to a rotational torque. SANS signal of the skyrmion lattice
(b) without and (c) with an applied electric current. (d) The combination of electric current
and thermal gradient lead to the rotation of the scattering pattern and (e) reversing the electric
current leads to the rotation in the opposite direction due to spin transfer torque. (f) Current
dependence of the rotation angle ∆Φ, and the temperature gradient ∆T between sample surface
and holder. Figures taken from Ref. [80].
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they overcome the counteracting pinning forces. As a transverse motion is not observable
in SANS measurements, Jonietz et al. created a temperature gradient along the current
direction, which leads to a varying strength of the Magnus and drag force and a rotation
of the skyrmion lattice. This rotation is observed as a gyration of the sixfold Bragg
pattern [80]. Fig 1.8 (b) shows the sixfold Bragg pattern without an applied current and
in Fig. 1.8 (c) a current is applied leading to a broadening of the Bragg peaks in azimuthal
direction. An additional thermal gradient applied (d) parallel and (e) anti-parallel to the
direction of the electric current results in a rotation of the skyrmion lattice in opposing
directions above a threshold current density (see below). The red dashed line marks the
equilibrium position of the magnetic Bragg peaks without an applied current. The thermal
gradient for a rotating signal is on the order of 0.5− 2 K between the sample surface and
the sample holder as displayed in Fig. 1.8 (f).

The skyrmion lattice unpins and begins to move at a threshold current density of the
order of jc ∼ 1 · 106 A/m2 as shown in Fig. 1.8 (f). The ultralow threshold current density
originates from the efficient coupling to spin currents and the weak collective pinning to
defects which is a consequence of the well-defined long-range order of the skyrmion lattice.
As each skyrmion carries one emergent magnetic flux quantum, its movement induces an
emergent electric field Ee following Faraday’s law which could be observed directly by
Schulz et al. [124]. Drift velocities of the skyrmion lattice of the order of 0.1 mm/s are
comparable to drift velocities of conduction electrons.

Skyrmion lattices cannot only be manipulated by electrical currents, but also magnon
currents as shown e.g. in ∼ 50 nm-thick films of MnSi and Cu2OSeO3 by means of real-
space measurements [126–131]. Irradiating a micrometre-sized sample using an electron
beam in LTEM creates a local heat source and an inhomogeneous temperature distribu-
tion. The magnon current originating from the temperature gradient interacts with the
skyrmion lattice and gets deflected which causes a unidirectional rotation of the skyrmion
lattice.

The exceptionally efficient coupling of skyrmions to spin currents, their stability due
to the non-trivial topology and the small size motivated multiple theoretical and exper-
imental studies investigating the potential application of skyrmions in data storage and
logic technologies. For example, experimental and theoretical studies showed that single
skyrmions in thin films, stabilised by interfacial DMI, can be created, annihilated, stored
and moved [26]. One of the most prominent example where skyrmions could be employed
for data storage is the proposal of a race-track memory [26, 132, 133]. Moreover, the
magnetic excitation of skyrmions promise high-frequency devices easily tunable by the
emergent electrodynamics [81, 83, 134]. Hence, important studies on the excitations in
cubic chiral magnets are discussed in the following.



16 Chapter 1. Introduction

1.2.3. Spin excitations in cubic chiral magnets

Early studies on the spin dynamics of chiral magnets have been performed by Ishikawa
et al. [103, 135] in pioneering inelastic neutron scattering measurements on MnSi in the
1970s and 1980s. Around the same time the helical spin structure of MnSi with a period of
180 Å was revealed, well before the discovery of the skyrmion lattice. Notably, the helical
periodicity is much larger than the atomic distance and MnSi can be considered ferro-
magnetic on short length scales. The inelastic neutron scattering measurements exhibit
the first example of paramagnon fluctuations in a weak itinerant ferromagnet over large
portions of the Brillouin zone. More recently, polarised neutron scattering studies deter-
mined a chiral character of the spin fluctuations above Tc and found spin-flip excitations
in the field polarised phase [136–138]. Eventually, the interest in the spin dynamics of the
cubic chiral magnets increased significantly with the discovery of the skyrmion lattice in
MnSi.

Particular interest was attracted by the uniform spin dynamics at low magnetic fields
that occur in the low GHz-regime and show potential for magnonics and high frequency
applications [139]. Starting at high fields in the field polarised phase where the magnetic
moments are co-aligned, only a single Kittel mode exists. In contrast, two excitation modes
occur in the helical and conical phase. Fig. 1.9 (a) shows static helical order where the spin
density is constant along the helix. In an excited state, the magnetic moments precess
locally with the rotation direction fixed by the Landé factor. As shown in Fig. 1.9 (b), the
relative rotational phase relation between the spins leads to periodic compression within
the helix which propagates parallel or anti-parallel along the helical ordering vector Q
resulting in the +Q and −Q modes, respectively [140]. Their degeneracy is in general
lifted by dipolar interactions which in addition set their spectral weight [83]. The two
modes could already be observed in a seminal work by means of electron spin resonance
on MnSi in the 1970s [141].

In the topologically non-trivial skyrmion lattice phase, three magnetic resonance modes
at zero momentum were predicted by Mochizuki [81]. They occur as two gyrating modes
where the skyrmion core precesses clockwise (CW) or counter-clockwise (CCW) about the
equilibrium position and as a breathing mode (BM) where the core inflates and contracts
periodically as depicted in Figs. 1.9 (c) to (f). An oscillating magnetic field within the
skyrmion lattice plane couples to the gyrating modes whereas an ac magnetic field out-
of-plane excites the BM. The excitations were first observed in Cu2OSeO3 employing
broadband ferromagnetic resonance spectroscopy by means of a coplanar waveguide [134].
The results are shown in Figs. 1.9 (g) and (h) where the microwave absorption as a function
of frequency for increasing magnetic fields is displayed for the two configurations. Only a
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Figure 1.9.: Collective magnetic excitations of spin textures in cubic chiral magnets. (a)
Schematic depiction of a magnetic helix. (b) The two finite-frequency excitations of the he-
lix propagating with a finite phase velocity either parallel (+Q) or anti-parallel (-Q) to the pitch
vector Q. The rotational direction of the local spins is determined by the gyromagnetic ratio.
(c) Schematic illustration of a single skyrmion. (d-f) Snapshots of the real-space spin alignment
of the three excitations of the skyrmion crystal during one period. The colors correspond to the
spin alignment in (c). Microwave absorption spectra ∆S11 as a function of frequency for various
dc magnetic field values Hdc for an ac magnetic field Hac (g) perpendicular and (h) parallel.
(i) Theoretical excitation spectra in the helical (H), conical (C), skyrmion lattice (S) and field
polarised (FP) phase of a sphere. The size of the dots represent the spectral weight. Theoretical
spectra and observed resonance frequencies for (j) a MnSi-disc and (k) a Cu2OSeO3-cuboid.
Figures taken from Refs. [83, 134].
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single excitation is observed in the perpendicular field configuration as the spectral weight
of the CW mode is too low to be seen with this setup.

Finally, Schwarze et al. [83] performed a quantitative experimental and theoretical
study on the resonant magnetic spin excitations in the insulating Cu2OSeO3, the semi-
conducting Fe1−xCoxSi, and the transition metal MnSi. Although the systems have sim-
ilar phase diagrams, they differ substantially on a microscopic scale giving rise to the
difference in ordering temperature Tc, pitch length 2π/Q, and critical field Hc2. How-
ever, the two magnetic excitation modes in the helical and conical phase ±Q as well as
the three modes in the skyrmion lattice phase can quantitatively be described in a uni-
versal theoretical framework solely including the material specific chiral Dzyaloshinskii-
Moriya energy EDM ∝ JQ2 and the temperature-dependent critical internal field energy
ECF(T ) = gµ0µBH

int
c2 with the magnetic constant µ0 and the Bohr magneton µB. Fur-

thermore, demagnetisation effects described by the dimensionless demagnetisation factors
Ni (i = x, y, z) and depending on the sample shape influence the spectral weight and the
frequency of the excitations.

The main results are shown in Figs. 1.9 (i) to (k) where the resonance frequencies as a
function of field for a sphere, a MnSi-disc and a Cu2OSeO3-cuboid are displayed. The ±Q
modes are degenerate for the sphere at zero field and split with increasing magnetic field.
The ratio of spectral weights between ±Q shifts with increasing field. The frequency of the
CCW (anticlockwise) mode within the skyrmion lattice phase increases with field whereas
the resonance frequency of the BM behaves similar to the −Q mode and decreases with
field. The CW mode exhibits no distinct field dependence and its spectral weight is low.
The experimental results are in excellent agreement with theory as shown in Figs. 1.9 (j)
and (k). As predicted by theory, the spectral weight of certain excitations is low and they
could not be observed. The theory also predicts the resonance modes of Fe1−xCoxSi which
is not shown here.

In a more general picture to describe the spin excitations for the entire Brillouin zone
instead of being limited to the zone centre, the helical and conical states represent a one-
dimensional magnetic crystal with a periodicity much larger than and incommensurate
with the atomic lattice. Following Bloch’s theorem, the spin wave excitations — the
so-called helimagnons — form a band structure ωn,q with band index n reflecting the
helical periodicity [142–144]. The periodicity suppresses the propagation along the helix
due to Umklapp scattering at the zone boundary leading to gaps in the spectrum. As
the pitch length of the helix is much larger than the atomic lattice spacing, the resulting
Brillouin zone is small. It allows to describe the magnetisation dynamics in an effective
continuum theory depending only on a few parameters rendering the dispersion ωn,q of
the helimagnons universal [143].
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Figure 1.10.: Universal helimagnon spectrum at zero field in MnSi. (a-d) Collective spin wave
excitation energy as a function of momentum q‖ along the helical propagation vector kh in
the repeated zone scheme for various values of perpendicular momentum q⊥ for a temperature
T = 20 K. The green and red color denote flat and dispersive bands, respectively, and their
width the expected spectral weight in neutron scattering experiments. (e) Constant-Q scan with
q‖ = 0 corresponding to (d). The data is fitted by multiple Gaussian functions. Figures taken
from Ref. [143].

Helimagnons were investigated in extensive studies by inelastic neutron scattering
by means of high-resolution triple axis spectroscopy in the archetypical chiral magnet
MnSi [142–144]. MnSi is ideally suited for these studies with its characteristic energy
scale defined by the critical field energy DQ2 ∼ 0.1 meV with the spin stiffness D as it can
be resolved by state-of-the-art neutron spectrometers. On the contrary, inelastic neutron
scattering studies on e.g. Cu2OSeO3 are limited to the higher energy magnon spectrum as
typical helimagnon bandwidths are about one order of magnitude smaller [139, 144, 145].
First measurements were performed by Janoschek et al. [142] in the helical state where the
helimagnon bands were identified and accounted for by a theoretical model based on only
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(a)

(b) (c) (d)

Figure 1.11.: Non-reciprocity and field dependence of helimagnon bands. (a) Orientation of the
magnetic field and the wave vectors in reciprocal space. Helimagnon bands in the (b) helical and
(c) conical state. (d) The spin excitation bands in the field-polarised phase. The thickness of the
colored lines correspond to the spectral weight in neutron scattering experiments and the color
indicates spin-flip (SF±) and non-spin-flip (NSF) scattering. Figure taken from Ref. [144].

three parameters. But measurements were complicated as helimagnon branches from four
equally populated magnetic domains along the equivalent 〈111〉 directions contributed to
the neutron scattering signal. Kugler et al. overcame this obstacle by applying a small
magnetic field along one 〈111〉 direction to form a single domain state [143].

Their main results are shown in Fig. 1.10 observing helimagnon bands in a single domain
helical state by means of inelastic neutron scattering. In Figs. 1.10 (a) to (d), the calcu-
lated collective excitation energies are shown as a function of momentum parallel to the
helix pitch for various momentum values perpendicular to it. If the magnon momentum is
only along the direction of the helix, i.e. q⊥ = 0, Bragg scattering is absent as the Fourier
transform of the periodic potential vanishes due to the continuous screw symmetry of the
helix and no band gaps are observed [139, 146]. For the other extreme of large perpen-
dicular moment q⊥ � Q and q‖ = 0, the wave equation is described by a particle with
quadratic dispersion in a periodic cosine potential, i.e. by the Mathieu equation. Chang-
ing the perpendicular moment q⊥ between these two limits, the strength of the periodic
potential varies and the band structure can be tuned. For large q⊥ � (n+1)2kh/ sin θ, the
lowest bands become flat and non-dispersive, i.e. the helimagnons are localised along the
helix direction. Eventually, five helimagnons – four flat, one dispersive – could be resolved
in inelastic neutron scattering experiments shown in Fig. 1.10 (e).

The lack of inversion symmetry also leads to asymmetry in the spin wave dispersion
ε(q) 6= ε(−q) [140, 147], observed in a multitude of experimental studies as e.g. sum-
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marised in Ref. [144]. The non-reciprocal magnon propagation has experimentally been
observed by means of spin wave spectroscopy in LiFe5O8 [148], Cu2OSeO3 [149], FeGe, as
well as Co-Zn-Mn alloys [144, 150]. Furthermore, a magnon with momentum q and energy
ε(q) can be absorbed, but it cannot be emitted at the same energy since ε(q) 6= ε(−q) [139]
as observed in MnSi [101, 151, 152] and the chiral antiferromagnet α−Cu2V2O7 [153]. In
the case of the multiferroic Cu2OSeO3, the coupling of the magnetic excitations to the
collective oscillation of the electric polarisation leads to directional dichroism in the GHz-
frequency regime [82, 154–157].

Weber et al. investigated the complete field-dependence of the reciprocity of the col-
lective spin wave excitations from the helical to the conical and up to the field-polarised
phase in MnSi [144]. A magnon spectrum of the three phases is shown exemplary in
Figs. 1.11 (b) to (d) for an unpolarised neutron scattering setup depicted in Fig. 1.11 (a).
Changing the direction of the magnetic field or the perpendicular momentum transfer q⊥
alters the spin excitation bands and the ratio between spin-flip (SF) and non-spin-flip
(NSF) scattering significantly. In zero field, the helix is invariant under a π-rotation of
spin and real space about the x-axis where the helical vector is along the z-axis which
leads to the reciprocal helimagnon bands ε(q) = ε(−q). Increasing the magnetic field,
the NSF scattering decreases and the spectral weight of the helimagnon bands becomes
non-reciprocal. Above the critical field Hc2, only a single, parabolic magnon branch is
left which is non-reciprocal with respect to flipping the magnetic field H0, the reduced
momentum transfer q or the energy transfer E. Recent polarised inelastic neutron scat-
tering studies confirmed the non-reciprocity of the SF and NSF scattering in the conical
phase [158].

Similar to the one-dimensional helical order, the hexagonal skyrmion lattice has a pe-
riodicity in the plane perpendicular to the applied magnetic field which according to
Bloch’s theorem leads to a magnon band structure ωn,q in a two-dimensional hexagonal
Brillouin zone [85, 139]. Since the translational invariance is broken, the spectrum has a
Goldstone mode which vanishes at the Γ-point. Similar to spin waves in ferromagnets,
the mode has a quadratic dispersion ω ∼ q2 for low excitation energies which has been
explained by the topological nature of the skyrmions [159, 160]. Again, the spectrum ex-
hibits non-reciprocity in momentum q, energy E, and magnetic field H [161]. Besides, a
variety of non-vanishing excitation modes exist at zero momentum with a finite energy
ωn,0 > 0. However, only three of them can be excited by a homogeneous ac magnetic field.
As discussed beforehand, these are the CCW, CW, and BM as theoretically predicted by
Mochizuki [81].
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(b) (c) (d)

(a)

Figure 1.12.: Melting of the skyrmion lattice under intense magnetic microwave radiation. (a)
Phase diagram of the simulated system at T = 0. (b) Real space equilibrium configuration of
the skyrmion lattice. The color indicates the out-of-plane magnetisation component. Skyrmion
lattice under intense left-handed circularly polarised microwave radiation after approximately (c)
40 ns and (d) 70 ns. Figure taken from Ref. [81].

1.2.4. Intense spin wave excitations

Mochizuki et al. showed in the same study numerical simulations of a 2d system where
an intense external microwave field drives the CCW spin wave excitations periodically
and melts the skyrmion lattice [81]. Figs. 1.12 (b) to (d) show real space snapshots of
the melting process where the colour indicates the magnitude of the out-of-plane spin
component. At the beginning of the simulation, the skyrmion phase is stabilised at zero
temperature at the border to the ferromagnetic phase as shown in the phase diagram in
Fig. 1.12 (a). The skyrmion lattice driven by an in-plane left-handed circularly polarised
(LHP) microwave melts within t ∼ 5000−6000 which corresponds to∼ 50−60 ns displayed
in Figs. 1.12 (c) and (d). Notably, the skyrmion cores in dark red colour in Figs. 1.12 (c)
do not move compared to their original position. Instead, the surrounding moves in a
CCW rotation about the cores. The same observation of the surrounding rotating around
the cores can be made for the CW mode as well as for lower excitation fields. Hence, for
the CW and CCW modes the excitation field drives the ferromagnetic surrounding of the
skyrmion cores in a rotary motion rather than the cores themselves.

Furthermore, the spin structure is altered by the intense microwave radiation which re-
sults in a redshift of the CCW resonant frequency. Consequently, the excitation frequency
is chosen slightly below the resonant frequency of the undisturbed system. Coupling by a
linearly polarised microwave is slightly weaker. Melting by a right-handed circularly po-
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larised (RHP) microwave is difficult to achieve as well as if the frequency is off-resonance
in the LHP case. Finally as shown in Fig. 1.12 (d), the skyrmion lattice periodicity is
completely lost indicating chaotic melting dynamics.

1.3. Thermally and periodically driven spin dynamics of
skyrmion lattices

In the course of the present work, spin dynamics of the magnetic skyrmion lattice are in-
vestigated in two different approaches. At first, the emergence of the skyrmion order at the
paramagnetic-to-skyrmion lattice transition is investigated experimentally in the transi-
tion metal MnSi. The comprehensive study comprises magnetic susceptibility, small-angle
neutron scattering, neutron resonance spin-echo spectroscopy, and all-electrical microwave
spectroscopy measurements. Skyrmion patches exceeding sizes of 103 Å and lifetimes of
1 ns form already in the paramagnetic phase and the transition is well described by the
Landau soft-mode mechanism of weak crystallisation. As part of this thesis, the SANS
measurements were analysed and neutron resonance spin-echo measurements were per-
formed.

Second, we investigate experimentally the influence of intense microwave radiation on
the skyrmion lattice in the insulating helimagnet Cu2OSeO3. We search for microwave-
induced instabilities as observed in numerical simulations by Mochizuki et al. where the
long-range order of the skyrmion lattice melts [81]. A ferromagnetic resonance spec-
troscopy setup by means of a coplanar waveguide is employed for the generation of intense
microwave fields and, simultaneously, as probe of the collective spin dynamics. The influ-
ence on the long-range order of the skyrmion lattice may be observed on a microscopic
scale by small angle neutron scattering. As our main results, we observed coupling between
the sample and the intense microwave radiation already some Kelvin above the ordering
temperature Tc for frequencies about the resonant modes of the SkX. Furthermore, parts
of the skyrmion lattice phase are not accessible under intense microwave radiation. In
particular for excitation frequencies below the CCW mode, the sample temperature re-
mains at or just above the ordering temperature Tc for sufficiently high excitation fields.
This redshift of the resonant mode might originate from a pronounced ferromagnetic
character of the CCW resonant mode induced by the intense microwave radiation that
couples to the ferromagnetic background. For intermediate excitation fields the coupling
to the CCW mode is observed in all-electrical microwave spectroscopy spectra, but no
long-range skyrmion lattice order emerges. Furthermore, azimuthal broadening of the
hexagonal SANS pattern of the skyrmion lattice is observed for highest excitation fields
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and all excitation frequencies around the resonant modes. In a power series a threshold
for the onset of azimuthal broadening is observed.

1.4. Outline of this thesis

The following chapter is an introduction into neutron scattering and neutron scattering
techniques employed in this work. The concepts of nuclear and magnetic neutron scat-
tering in the elastic and inelastic case are summarised. Furthermore, the behaviour of
neutron spins in magnetic fields is explained. Subsequently, the neutron scattering tech-
niques mainly used in the course of this work – small angle neutron scattering (SANS)
and modulation of intensity with zero effort (MIEZE) – are introduced.

Chapter 3 presents the employed and developed experimental methods. In the course of
this work, several improvements and developments have been conducted at the instrument
RESEDA at the Heinz Maier-Leibnitz Zentrum in Garching, Germany. Beside technical
progress such as a phase locking of the spin-echo signal, software was developed for data
analysis and simulation of MIEZE measurements. At the end of the chapter, broadband
ferromagnetic resonance spectroscopy is explained, the reduction of typical data shown
and discussed.

In Chapter 4, results on the critical dynamics of the prototypical ferromagnetic su-
perconductor UGe2 at ambient pressure are presented employing the newly developed
longitudinal MIEZE technique. The spin fluctuations about the Curie temperature TC

are purely longitudinal with a dual nature arising from the hybridisation of 5f electrons
with the conduction electrons. The Ising universality class in three dimensions perfectly
matches the local spin fluctuations whereas itinerant spin fluctuations are observed on
length scales similar to the superconducting coherence length. The disentanglement of
the complex low-energy excitations demonstrates the great potential of MIEZE to study
quantum matter.

Chapter 5 presents results of the comprehensive study on the Landau soft-mode mech-
anism of weak crystallisation of the skyrmion lattice phase in MnSi. As part of this the-
sis, SANS measurements were analysed and neutron resonance spin-echo measurements
performed. After a brief motivation, the neutron scattering setups are described and ex-
perimental results presented. SANS measurements show magnetic correlations above Tc

that are reminiscent of the magnetic order in the skyrmion lattice phase. Evaluating the
magnetic Bragg peak widths, the inferred correlation lengths are at least several thousand
Ångström. Neutron resonance spin-echo measurements employing the MIEZE option show
that the magnetic correlations above Tc are fully dynamic with lifetimes of several nanosec-
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onds. Finally, the results are combined with ac susceptibility and all-electrical microwave
spectroscopy data and discussed with respect to the mechanism of weak crystallisation.

In chapter 6, the response of the magnetic skyrmion lattice in Cu2OSeO3 driven by in-
tense microwave radiation is investigated by means of all-electrical microwave spectroscopy
and small angle neutron scattering. At first, the current state of research on Cu2OSeO3

beyond the generic properties of helimagnets discussed in Sec. 1.2 is introduced. After a
detailed description of the employed setups, data of the sample temperature during field
and temperature sweeps are presented, which are necessary for an accurate correction for
resonant and ohmic heating effects. Subsequently, the excitation spectra of Cu2OSeO3 un-
der intense microwave radiation close to or matching the resonant modes of the skyrmion
lattice phase are displayed and discussed. Finally, the small angle neutron scattering data
yielding information on the magnetic correlations and the correlation lengths on a micro-
scopic scale are discussed. The results are summarised, linked, and discussed at the end
of the chapter.





2. Neutron scattering and neutron
scattering techniques

Understanding materials on an atomic scale is the basis for research ranging from biology
and chemistry to materials science to physics. Over the last decades neutron scattering
has proven to be a powerful technique for the investigation of the static and dynamic
properties of matter, especially in solid state physics. The following chapter introduces
main concepts behind neutron scattering following standard textbooks [162–165] and the
neutron scattering techniques mainly employed in this thesis.

As a particle without electrical charge, the neutron interacts with the nucleus via nuclear
forces. The probability for neutron-nuclear interaction varies strongly between isotopes
and has no simple correlation with the atomic number Z and mass number N . This results
in substantial scattering contrast for different elements with similar atomic numbers but
also different isotopes of a single element. An important example is the large difference in
total scattering between hydrogen and deuterium of more than one order of magnitude.
Mainly because of its charge neutrality, the neutron has a large penetration depth and
therefore probes bulk properties. This also allows using extreme sample environments
e.g. large magnetic fields, low and high temperatures or high pressures because the sam-
ple environment can be made “transparent” for neutrons through the choice of suitable
materials such as aluminium and sapphire.

The de Broglie wavelength of cold and thermal neutrons is of the order of interatomic
distances in condensed matter. Hence, the diffraction of neutrons from solids and liquids
can display interference effects yielding information on the structure of the scattering
system. In addition, the energy of cold and thermal neutrons is in the range of elemen-
tary excitations in matter, e.g. lattice vibrations, allowing the investigation of dynamic
properties. Furthermore, the neutron is a fermion with spin 1/2. The associated magnetic
moment interacts with magnetic fields arising from unpaired electrons in magnetic sam-
ples. It makes neutrons an ideal tool for probing the correlation of electron spins and the
distribution of unpaired electrons as well as dynamical magnetic properties like magnetic
excitations and spin fluctuations.

27
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The chapter is organised as follows. First, we give a short introduction to neutron scat-
tering and, in particular, magnetic neutron scattering. Subsequently, the behaviour of the
neutron spin in magnetic fields is described. The chapter concludes with the introduction
of the small angle neutron scattering (SANS) technique and modulation of intensity with
zero effort (MIEZE), an option of the neutron resonance spin-echo technique.

2.1. Neutron scattering cross-section

The neutron scattering cross-section describes the probability that a neutron with wavevec-
tor ki and spin state σi is scattered by the sample into a final state with wavevector kf
and spin state σf . In this process the neutron acts only as a weak perturbation. Hence,
during the scattering process the scatterer undergoes a transition from its initial quantum
state |λi〉 to its final state |λf〉, but the nature of the states remains unmodified. Thus,
applying Fermi’s Golden Rule, we obtain the double-differential cross-section

d2σ

dΩdω =
(

m

2π~2

)2 kf
ki

∑
λf ,σf

∑
λi,σi

pλipσi

∣∣∣〈kf ,σf , λf |V̂ |ki,σi, λi〉∣∣∣2 δ(~ω + Eλi − Eλf ) (2.1)

that describes the number of neutrons scattered per time into the solid angle dΩ with a
final energy within ~ω and ~(ω + dω) divided by the incident neutron flux Φ. Here, m is
the neutron mass, ~ the Planck constant divided by 2π, pλi and pσi are the probabilities
to find the sample in state λi and the neutron in the spin state σi, respectively. V̂ is the
interaction potential between the neutron and the sample. In the scattering process both
the momentum and energy are conserved, the latter described by the δ-function. The
momentum transfer to the sample is given by

~Q = ~(ki − kf ) (2.2)

and the corresponding energy transfer by

~ω = ~2

2m(ki2 − kf 2). (2.3)

Measuring the double differential cross-section as a function of Q and ω, we can extract
information about the interaction potential V̂ and as a result about the scattering system
itself.
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2.2. Nuclear scattering

2.2.1. The Fermi pseudo-potential

The neutron interacts with matter, e.g. nuclei, via the nuclear force which is very short-
range around 10−15 m. Since in addition the radius of the nucleus is of the same order, much
less than the wavelength of cold to thermal neutrons of λ ≈ 1−10 Å, the neutron-nucleus
scattering only contains s-wave components. It is isotropic and can be characterized by a
single parameter b, called the scattering length which is of the order of 10−12 cm. Using the
Born approximation, the neutron-nucleus interaction is described by the Fermi pseudo-
potential

V̂ = 2π~2

m

∑
j

bjδ(r −Rj) (2.4)

for nuclei positioned at fixed positions Rj with their individual scattering lengths bj and
a neutron at position r. The incoming and outgoing neutrons may be described by plane
waves

|ki〉 = eiki·r (2.5)

and
|kf〉 = eikf ·r. (2.6)

Considering an unpolarised neutron beam neglecting the spin states σi and σf , the matrix
element can be written as

〈kf , λf |V̂ |ki, λi〉 =
(

2π~2

m

)
〈λf |

∑
j

bje
iQ·Rj |λi〉 (2.7)

where we used the transformation R = r − Rj and applied Eq. 2.2. The δ-function in
Eq. 2.1 can be written in integral form

δ(~ω + Eλi − Eλf ) = 1
2π~

∫ ∞
−∞

ei(Eλi−Eλf )t/~e−iωtdt. (2.8)

Furthermore, if Ĥ is the Hamiltonian of the scattering system, the states λi and λf are
eigenfunctions of Ĥ with eigenvalues Eλi and Eλf and we can rewrite the position operator
Rj in terms of the time-dependent Heisenberg operatorRj(t) = exp(iĤt/~)R exp(−iĤt/~).
Using the expectation value of an operator Â

〈A〉 =
∑
λ

pλ〈λ|Â|λ〉 (2.9)

the final cross-section formula reads
d2σ

dΩdω = kf
ki

1
2π~

∑
j,j′

bjbj′
∫ ∞
−∞
〈e−iQ·R̂j′ (0)eiQ·R̂j′ (t)〉e−iωtdt. (2.10)
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2.2.2. Pair correlation function

The operator part in Eq. 2.10 can be identified as the intermediate pair correlation function
or intermediate scattering function

I(Q, t) = 1
N

∑
j,j′
〈e−iQ·R̂j′ (0)eiQ·R̂j′ (t)〉 (2.11)

where N denotes the number of atoms in the system. In 1954 van Hove introduced the
space-time pair correlation function G(r, t) as the Fourier transform with respect to Q
and time t of Eq. 2.11 as

G(r, t) = 1
(2π)3

∫
I(Q, t)e−Q·rdQ (2.12)

and the dynamical structure factor

S(Q, ω) = 1
2π~

∫
I(Q, t)e−iωtdt. (2.13)

Combining Eqs. 2.11 and 2.12 yields

G(r, t) = 1
(2π)3

1
N

∫ ∑
j,j′
〈e−iQ·R̂j′ (0)eiQ·R̂j(t)〉e−iQ·rdt. (2.14)

We can rewrite Eq. 2.14 in terms of δ-functions as

G(r, t) = 1
N

∑
j,j′

∫
〈δ
(
r′ − R̂j′(0)

)
δ
(
r′ + r − R̂j(t)

)
〉dr′. (2.15)

For a detailed derivation of Eq. 2.15 we refer to Ref. [165]. G(r, t) describes the density-
density correlation in the system, i.e. the probability to have the atom j′ at the time t = 0
at the position r′ and find the atom j at a later time t at another position r′ + r.

2.2.3. Coherent and incoherent scattering

To include the correlation function Eq. 2.14 into the scattering cross-section Eq. 2.10, we
need to evaluate the sum over different scattering lengths bj. The scattering length bj of
each nucleus in a scattering system depends on the isotope as well as the nuclear spin
quantum number I. Since the neutron carries a spin, there are two distinct scattering
lengths for each isotope with non-zero nuclear spin I, i.e. b+ for parallel alignment of
the neutron spin with the nuclear spin and b− for antiparallel alignment, respectively. If
we assume that the distribution of nuclear spins and the distribution of isotopes in our
scattering system are each uncorrelated – a condition commonly fulfilled – the sum in
Eq. 2.10 has to be averaged over the sample volume

d2σ

dΩdω = kf
ki

1
2π~

∑
j,j′
〈bjbj′〉

∫ ∞
−∞
〈e−iQ·R̂j′ (0)eiQ·R̂j′ (t)〉e−iωtdt. (2.16)
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Using

〈bjbj′〉 = 〈bj〉〈bj′〉 = 〈b〉2 for j 6= j′ (2.17)
〈bjbj′〉 = 〈b2

j〉 = 〈b2〉 for j = j′ (2.18)

we can separate the cross-section into two parts, the coherent cross-section(
d2σ

dΩdE

)
coh

= σcoh
4π

kf
ki

1
2π~

∑
j,j′

∫ ∞
−∞
〈e−iQ·R̂j′ (0)eiQ·R̂j(t)〉e−iωtdt (2.19)

and the incoherent cross-section(
d2σ

dΩdE

)
incoh

= σinc
4π

kf
ki

1
2π~

∑
j

∫ ∞
−∞
〈e−iQ·R̂j(0)eiQ·R̂j(t)〉e−iωtdt (2.20)

where we have defined σcoh = 4π〈b〉2 and σinc = 4π(〈b2〉 − 〈b〉2). The coherent part
accounts for interference effects since it describes correlations between the positions of
the same nucleus at different times and the positions of different nuclei at different times.
The incoherent part does not lead to interference effects since it only depends on the
correlation between the positions of the same nucleus at different times.

2.3. Magnetic scattering

2.3.1. Magnetic scattering cross-section

Magnetic scattering of neutrons occurs due to the dipole-dipole interaction between the
neutron spin and the magnetic field arising from unpaired electrons in the scattering
system. The operator corresponding to the magnetic dipole moment of the neutron can
be described by

µ̂n = −γµNσ̂ (2.21)

with the nuclear magneton
µN = e~

2mp
. (2.22)

e denotes the proton charge and mp its mass. γ = 1.913 is the gyromagnetic ratio of the
neutron and σ̂ the Pauli spin operator with

σ̂x =
0 1

1 0

 σ̂y =
0 −i
i 0

 σ̂z =
1 0

0 −1

 . (2.23)

The interaction of the dipole moment of the neutron with a magnetic field H is

Û = µ̂n ·H = −γµNσ̂ ·H . (2.24)
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In a sample the magnetic field H originates from unpaired electrons. A single electron
moving with velocity ve generates a magnetic field

H = ∇×
(
µe ×R
|R|3

)
− e

c

ve ×R
|R|3

(2.25)

where the first term describes magnetic fields from the spin of the electron and the second
from its orbital motion. R is the distance from the electron to the point at which the field
is measured, e the elementary charge and c the velocity of light. The magnetic moment
operator of an electron is given by µ̂e = −2µBŝ where µB is the Bohr magneton and ŝ
the spin operator of the electron.

To derive the magnetic scattering cross-section the transition matrix element in Eq. 2.1
has to be evaluated. The evaluation is rather involved and we only state the final result.
For more details we refer to Ref. [162, 165]. For the scattering system we make the
following assumptions. First, the Heitler-London model is valid, i.e. the scattering system
is a crystal where the unpaired electrons are localised close to the equilibrium positions
of the ions in the lattice. Secondly, the total angular momentum L and total spin S are
good quantum numbers and therefore LS-coupling is assumed. For spin-only scattering,
i.e. L = 0, the magnetic scattering cross-section reads

d2σ

dΩdω = (γr0)2k
′

k

∑
α,β

(
δα,β −

QαQβ

Q2

)∑
l′d′

∑
ld

F ∗d′(Q)Fd(Q)

×
∑
λ,λ′

pλ〈λ|e−iQ·R̂l′d′ Ŝαl′d′|λ′〉〈λ′|eiQ·R̂ldŜ
β
ld|λ〉δ(~ω + Eλ − Eλ′).

(2.26)

F ∗d′(Q)Fd(Q) is the dimensionless magnetic structure factor defined as the Fourier trans-
formation of the normalised spin density associated with the magnetic ion. It usually
decreases with increasing modulus of the wave vector transfer Q. l denotes the unit cell
where the ion is located and d specifies the location within the unit cell. Ŝαld (α = x, y, z) is
the spin operator of the ldth ion at site Rld. The magnetic neutron cross-section is similar
to the size of the nuclear cross-section since the coupling (γr0)2 ≈ 10−24 cm2 is of the same
order. Neutrons can only couple to magnetic moments or spin fluctuations perpendicular
to the wavevector transfer Q which is implied in the polarisation factor (δα,β−QαQβ/Q

2).
It allows to determine moment directions or distinguish between different polarisations of
spin fluctuations.

In a more general instance, the orbital angular momentum of magnetic ions is not zero
or quenched by crystal fields, respectively. A theoretical treatment of such ions based on
the dipole approximation is given by Johnston [166], but since the calculation is rather
complicated we simply quote the result for Q → 0. Here, the neutron measures the
combination of spin and orbital momentum µ = −µB(L + 2S). The previously derived
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cross-section Eq. 2.30 is still valid with the modification that the magnetic form factor
F (Q) is replaced by

1
2gF (Q) = 1

2gSJ0 + 1
2gL(J0 + J2) (2.27)

where

g = 1 + J(J + 1)− L(L+ 1) + S(S + 1)
2J(J + 1) (2.28)

Jn = 4π
∫ ∞

0
jn(Qr)s(r)r2dr. (2.29)

g is the Landé splitting factor, jn(Qr) a spherical Bessel function of order n and s(r)
the normalised density of the unpaired electrons averaged over all directions in space. In
addition, the spin operator Ŝ has to be replaced by the total angular momentum operator
Ĵ .

2.3.2. Magnetic correlation function

We can describe the magnetic cross-section by means of time-dependent Heisenberg op-
erators in a similar manner as in the nuclear case in Sec. 2.2.1 using the integral form of
the δ-function. Hence, the magnetic cross-section from Eq. 2.30 is given by

d2σ

dΩdω = (γr0)2

2π~
k′

k

∑
α,β

(
δα,β −

QαQβ

Q2

)∑
l′d′

∑
ld

1
4gd

′gdF
∗
d′(Q)Fd(Q)

×
∫ ∞
−∞
〈e−iQ·R̂l′d′ (0)eiQ·R̂ld(t)〉〈Ŝαl′d′(0)Ŝβld(t)〉e−iωt

(2.30)

where we used the time dependent operator

Ŝβld(t) = eiHt/~Sβlde
−iHt/~ (2.31)

as well as the form factor derived in the previous section. The electron spin has only little
effect on the interatomic forces and therefore on the motion of the nuclei. Here, we assume
that the effect is zero and hence we can factorise the thermal average 〈〉.

We can split the cross-section into its elastic and inelastic components and further into
a time-dependent part and time-independent part at t =∞

Ijj′(Q, t) = 〈e−iQ·R̂l′d′ (0)eiQ·R̂ld(t)〉 = Ijj′(Q,∞) + I ′jj′(Q, t) (2.32)
Jαβjj′ (t) = 〈Ŝαl′d′(0)Ŝβld(t)〉 = Jαβjj′ (∞) + J ′αβjj′ (t) (2.33)

where j is the combination of l, d. Hence, the cross-section is divided into four components:
• Ijj′(Q,∞)Jαβjj′ (∞) describes elastic magnetic scattering that is used to determine

magnetic structures. This part is evaluated in more detail in the next section.
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• The term Ijj′(Q, t)Jαβjj′ (∞) gives magnetovibrational scattering which is inelastic in
the nuclear system but elastic in the spin system, i.e. the neutron excites or de-
excites phonons through the magnetic interaction. It will not be considered in this
work.

• I ′jj′(Q, t)J
′αβ
jj′ (t) describes inelastic scattering in both the spin and phonon system.

It will also not be considered in this work.
• Inelastic magnetic scattering with no change in the phonon system, e.g. magnetic

fluctuations or spin waves, is given by I ′jj′(Q,∞)J ′αβjj′ (t). We will evaluate this term
in more detail below.

2.3.3. Magnetic Bragg scattering

Scattering from magnetic crystals where spins can be arranged e.g. in a ferromagnetic,
antiferromagnetic, or helical order, is described by the term Ijj′(Q,∞)Jαβjj′ (∞). In a Bra-
vais lattice with localised electrons, we obtain the elastic cross-section through the limit
t→∞. As t→∞ the matrix component in Eq. 2.30

lim
t→∞
〈Sα0 (0)Sβl (t)〉 = 〈Sα0 〉〈S

β
l 〉 (2.34)

becomes independent of time. For a helical structure we define the vector k pointing in
the direction of the incommensurate helix with magnitude 2π

λ
where λ is the pitch length.

Hence, the spin components read

〈Sxl 〉 = 〈S〉 cos(k · l), 〈Syl 〉 = 〈S〉 sin(k · l), 〈Szl 〉 = 0. (2.35)

Inserting this spin structure into Eq. 2.30, taking the limit from Eq. 2.34 and integrate
with respect to energy, the elastic magnetic cross-section yields(

dσ
dΩ

)
el

= (γr0)2
{1

2gF (Q)
}2
e−2W (Q)N

4
(2π)3

v0
〈S〉2(1+k̂2

z)
∑
τ

{δ(Q+k−τ )+δ(Q−k−τ )}

(2.36)
where N is the total number of magnetic ions and e−2W (Q) the Debye Waller factor.
Assuming identical magnetic ions, the magnetic form factor is reduced to {1

2gF (Q)}2.
The δ-function shows that magnetic Bragg scattering occurs at

Q = τ ± k. (2.37)

Hence, nuclear Bragg peaks Q = τ are surrounded by magnetic satellites. For a magnetic
structure commensurate with the underlying crystal lattice k = 0, e.g. for a ferromagnet,
the magnetic scattering intensity appears at Q = τ .



2.4. Neutron spin and neutron beam polarisation 35

2.3.4. Inelastic magnetic scattering

In the following, we will connect the inelastic term I ′jj′(Q,∞)J ′αβjj′ (t) and the dynamic
magnetic susceptibility χαβ(Q, ω). The inelastic magnetic cross-section for identical mag-
netic ions in the sample reads

d2σ

dΩdω = (γr0)2k
′

k
{1

2gF (Q)}2e−2W (Q)∑
α,β

(
δα,β −

QαQβ

Q2

)
Sαβ(Q, ω) (2.38)

with the magnetic scattering function

Sαβ(Q, ω) = 1
2π~

∑
l′d′

∑
ld

∫ ∞
−∞
〈e−iQ·R̂l′d′ (0)eiQ·R̂ld(∞)〉〈Ŝαl′d′(0)Ŝβld(t)〉e−iωt. (2.39)

〈Ŝαl′d′(0)Ŝβld(t)〉 is the thermal average of the time-dependent spin operators. It describes
the correlation between the magnetic moment l′d′ at position R′ at time t = 0 with the
magnetic moment ld at position R at time t and reflects the van Hove pair correlation
function. Hence, using neutron scattering techniques, we typically measure the Fourier
transform of the pair correlation function in space and time.

The scattering cross-section is related to the fluctuation-dissipation theorem through

Sαβ(Q, ω) = N~
π

(
1− e−

~ω
kBT

)−1
Imχαβ(Q, ω) (2.40)

where kB is the Boltzmann constant and T the temperature of the system. The neutron
detects the response, M(Q, ω), of the frequency- and wavevector-dependent magnetic
field, Hβ(Q, ω), it produces itself within the sample

Mα(Q, ω) = χαβ(Q, ω)Hβ(Q, ω). (2.41)

χαβ(Q, ω) is the generalised magnetic susceptibility tensor.

2.4. Neutron spin and neutron beam polarisation

2.4.1. Neutron beam polarisation

The neutron spin quantum number is 1/2 and hence its spin operator Ŝ = (Sx, Sy, Sz) is
described by the 2× 2 Pauli matrices Eq. 2.23 through

Ŝ = ~
2 σ̂ (2.42)
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with two eigenvalues ±~/2 with respect to an arbitrary quantisation axis. Using the
corresponding eigenstates χ↑ and χ↓ in the two-dimensional Hilbert space H2, i.e. the spin
is parallel or antiparallel to the quantisation axis, any state is described as a superposition

χ = aχ↑ + bχ↓ = a

1
0

+ b

0
1

 . (2.43)

The two eigenvectors are in the following referred to as spin up and spin down. To satisfy
the normalisation condition for χ, the complex coefficients a and b must fulfil

χ†χ = |a|2 + |b|2 = 1. (2.44)

We define the polarisation as the expectation value of the Pauli matrices

P ≡ 2
~
〈Ŝ〉 = 〈σ̂〉 = χ†σ̂χ = Trρ̂σ̂ (2.45)

where

ρ̂ = χχ† =
|a|2 ab∗

ba∗ |b|2

 (2.46)

is the density matrix operator defining the probability of a certain spin state. For a single
neutron the polarisation is always |P | = 1. We can expand ρ̂ in terms of the unit matrix
1 and the Pauli matrices σ̂

ρ̂ = 1
2(1 + P · σ̂). (2.47)

The polarisation can be expressed as the unit vector n̂ in spherical coordinates (θ, φ)

P =


2Re(a∗b)
2Im(a∗b)
|a|2 − |b|2

 =


sin θ cosφ
sin θ sinφ

cos θ

 = n̂ (2.48)

using
a = cos θ2e

iφ2 b = sin θ2e
−iφ2 . (2.49)

This geometrical representation is called the Bloch sphere. Considering a neutron beam
with N neutrons, the polarisation is defined as the average over the polarisations of each
single neutron P j

P = 1
N

∑
j

P j. (2.50)

For an unpolarised beam P = 0, for a fully polarised beam |P | = 1 and for a partially
polarised beam 0 < |P | < 1.
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2.4.2. Spins in magnetic fields

An external magnetic field exerts a torque on the neutron magnetic moment resulting in
Larmor precession of the neutron spin about the magnetic field H . The Hamiltonian for
a spin in a magnetic field is

Ĥ = γH · Ŝ (2.51)

where γ is the gyromagnetic ratio of the neutron and Ŝ the spin operator associated with
the Pauli matrices described in detail in Sec. 2.4.1. With an external magnetic field along
the z-direction, i.e. H = Hẑ, the Schrödinger equation for the spin component χ reads

− i~ ∂
∂t
χ = Ĥχ. (2.52)

With the ansatz
a = cos θ2e

iωat b = sin θ2e
iωbt, (2.53)

the equation is solved for
ωa = γH

2 ωb = −γH2 . (2.54)

Using the wave function Eq. 2.43, the expectation value of the spin operator is given by

〈Ŝ〉 = 〈χ∗|Ŝ|χ〉 = ~
2

〈a
b

 ∣∣∣∣σ̂∣∣∣∣
a
b

〉 (2.55)

= ~
2


1
2 sin(θ)(ei(−ωa+ωb)t + ei(ωa−ωb)t)
1
2i sin(θ)(ei(−ωa+ωb)t − ei(ωa−ωb)t)

cos(θ)

 (2.56)

= ~
2


sin(θ) cos(ωLt)
sin(θ) sin(ωLt)

cos(θ)

 (2.57)

where we define the Larmor frequency

ωL = ωa − ωb = γH. (2.58)

Hence, 〈Ŝ〉 is a vector inclined by the angle θ with respect to the z-axis whose parallel
component remains constant over time whereas the perpendicular component precesses
with frequency γH = γLB about the z-axis, where γL = 29.16 MHz · T−1 and B the
magnetic field.
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Figure 2.1.: Comparison between adiabatic and non-adiabatic transition. (a) The neutron spin S
(red) moves in y-direction, precesses about the magnetic fieldB (black) and follows adiabatically
the rotation of the magnetic field. (b) The magnetic field B rotates much faster than the Larmor
frequency and the neutron spin S performs a non-adiabatic transition. (c) The polarisation as a
function of the adiabaticity parameter E (see text for more details).

A neutron beam is easily depolarised by magnetic fields as small as the earth magnetic
field of B ≈ 25 − 65µT. However, from inspecting Eqs. 2.55 - 2.58, it is clear that a
magnetic field applied parallel to the neutron polarisation can be used to conserve it.
Such a field is typically referred to as ‘guide field’. There are two types of transition when
the direction of the guide field rotates along the flight path of the neutron with ωB (see
Fig. 2.1). If the direction changes slowly with respect to the Larmor frequency ωB � ωL,
the parallel component will follow the change of the magnetic field and the polarisation is
conserved. This process is illustrated in Fig. 2.1(a) where a neutron moves along the y-axis
and called adiabatic transition. If the magnetic field direction rotates much faster than
the Larmor frequency ωB � ωL, the polarisation will start to rotate about the new field
direction as shown in Fig. 2.1(b). This transition is called non-adiabatic. We can introduce
an adiabaticity parameter

E = ωL

ωB
= γLB

dθB
dt

= γLB
dθB
dy
v

(2.59)

where θB is the angle between the magnetic field B and the y-axis and v the neutron
velocity. To conserve the polarisation in an adiabatic transition, E ' 7 as shown in
Fig. 2.1(c) where the polarisation with respect to the magnetic field as a function of the
adiabaticity parameter E is shown.
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Figure 2.2.: Instrumental setup of SANS. (a) A “white” neutron beam enters the instrument
from the left side. A velocity selector defines the wavelength λ and wavelength bandwidth
∆λ. A pair of apertures collimate the beam before it hits the sample. The scattered neutrons
are detected on a position sensitive detector. (b) The scattering triangle with the different
uncertainties (see text). (c) Top view onto the SANS setup described in (a). Figure taken from
Ref. [167].

2.5. Small angle neutron scattering

Small angle neutron scattering (SANS) techniques take advantage of cold neutrons and
long collimation lengths to resolve wave vector transfers down to 10−4 Å−1 and hence,
investigate structures with sizes ranging from 10 to 50.000 Å, length scales much larger
than interatomic distances. A typical SANS setup is shown in Fig. 2.2 (a). A “white”
neutron beam enters from the left into a velocity selector which selects a wavelength band
with typical width between ∆λ

λ
= 0.05−0.2. After the collimation through several pinholes

over a length L1 typically between 2−20 m, neutrons are scattered from the sample. At a
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distance L2 between 2−20 m behind the sample, the neutrons are detected by a position-
sensitive detector. Except for short paths at the sample, neutrons fly through vacuum to
avoid air scattering which would result in experimental background.

In the following, we will summarise the analytical approach for the resolution function
of SANS by Pedersen [168]. The three main contributions defining the SANS resolution
are (1) the width of the wavelength band, (2) collimation effects, and (3) the spatial
resolution of the detector which we assume are all independent. The resolution effects
can be described by the resolution function R(Q, Q̄), where Q̄ is the average scattering
vector. The measured intensity at Q̄ is proportional to

I(Q̄) =
∫
R(Q, Q̄)dσ(Q)

dΩ dQ (2.60)

where dσ(Q)/dΩ is the scattering cross-section.
The wavelength distribution defined by the velocity selector has a triangular shape

which we approximate, for simplicity, with a Gaussian distribution centred around the
mean value λ̄ with a full-width-at-half-maximum value (FWHM) ∆λ. The standard de-
viation σλ and the FWHM ∆λ are related through

σλ = ∆λ
2(2 ln 2)1/2 . (2.61)

The standard deviation σW of the signal due to the wavelength spread is

σW = σλ
Q̄

λ̄
= Q̄

∆λ
λ̄

1
2(2 ln 2)1/2 . (2.62)

For the influence of the finite collimation on the resolution, we consider the neutron
beam divergence in the scattering plane defined by the FWHM ∆β1 and the diver-
gence perpendicular to the scattering plane with FWHM ∆β2, respectively, as shown
in Fig. 2.2 (b). The collimation system is depicted in Fig. 2.2 (a) consisting of the source
aperture with R1 and the sample aperture with radius R2 separated by the distance L1.
The sample-detector distance is defined by L2. We assume that the radii of the apertures
R1 and R2 are small compared to the separation L1 and and the sample-detector distance
L2. From a point on the detector the angles a1 = R1/(L1+L2) and a2 = R2/L2 are defined
as half the angular extent of the source aperture and the sample aperture, respectively.

One can distinguish two cases for Q̄ ≈ 0 and for an arbitrary value of Q̄ 6= 0. For the
first case, the unscattered beam can be described by the delta function dσ(Q)/dΩ = δ(Q)
and hence, the resolution function R(Q, Q̄) is given by the direct beam profile. For the
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second case, the FWHM within the scattering plane is given by

∆β1 = 2R1

L1
− 1

2
R2

2
R1

cos4(2θ)
L2

2L1

(
L1 + L2

cos2(2θ)

)2

for a1 ≥ a2 (2.63)

∆β1 = 2R2

(
1
L1

+ cos2(2θ)
L2

)
− 1

2
R2

1
R2

2

L2

L1

1
cos2(2θ)(L1 + L2/ cos2(2θ)) for a1 < a2 (2.64)

and perpendicular to the scattering plane by

∆β2 = 2R1

L1
− 1

2
R2

2
R1

cos2(2θ)
L2

2L1

(
L1 + L2

cos(2θ)

)2

for a1 ≥ a2 (2.65)

∆β2 = 2R2

(
1
L1

+ cos(2θ)
L2

)
− 1

2
R2

1
R2

2

L2

L1

1
cos(2θ)(L1 + L2/ cos(2θ)) for a1 < a2. (2.66)

The standard deviation in the scattering plane σC1 and perpendicular σC2 are given by

σC1 = k̄ cos(θ̄) ∆β1

2(2 ln 2)1/2 (2.67)

σC2 = k̄
∆β2

2(2 ln 2)1/2 (2.68)

where k̄ = 2π/λ̄.
For the detector resolution the method of detection, the method of position determina-

tion and the segmentation into pixels define the spatial resolution which we describe by
a Gaussian distribution of width ∆. The standard deviation within the scattering plane
is given by

σD1 = k̄ cos(θ̄) cos2(2θ̄) ∆
L22(2 ln 2)1/2 (2.69)

and perpendicular to the scattering plane by

σD2 = k̄ cos(2θ̄) ∆
L2(2 ln 2)1/2 . (2.70)

Eventually, the resolution is given as

R(Q, Q̄) = 1
2πσ1σ2

exp
[
−1

2

(
(Q1 − Q̄)2

σ2
1

+ Q2
2

σ2
2

)]
(2.71)

with the total standard deviations within the scattering plane σ1 and perpendicular to it
σ2

σ2
1 = σ2

W + σ2
C1 + σ2

D1 (2.72)
σ2

2 = σ2
C2 + σ2

D2. (2.73)

Q1−Q̄ denotes the in-plane component andQ2 the out-of-plane component. It is important
to note that the latter does not depend on the wavelength.
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2.6. Modulation of intensity with zero effort

Modulation of intensity with zero effort (MIEZE) is a neutron spin echo (NSE) method
which achieves a sub-µeV energy resolution and reaches a large q-range from the SANS
regime up to several inverse Angström [169–172]. Contrary to triple axis or time-of-flight
spectroscopy where the absolute velocity before and after the scattering event is mea-
sured, NSE techniques measure smallest changes of the velocity of scattered neutrons by
encoding the time of flight in the Larmor precession phase of the neutron. Classical NSE
as proposed by Mezei in 1972 [173, 174] uses static magnetic fields for the spin precession.
In 1987, Golub and Gähler introduced neutron resonance spin echo (NRSE) where the
static magnetic fields are replaced by resonant spin flippers consisting of a static field
and an oscillating field [175]. The static magnetic field can be oriented perpendicular to
the neutron beam, referred to as transverse NRSE (TNRSE), or parallel, referred to as
longitudinal NRSE (LNRSE). Since in NSE and NRSE the time of flight is encoded in the
Larmor precession phase, they are sensitive to depolarisation effects at the sample position
that can be caused by the sample itself (e.g. ferromagnetism) or the sample environment
(e.g. magnetic fields). MIEZE as a modification of NRSE overcomes this limitation since
the spin manipulation is performed only in front of the sample and the energy resolution
is encoded in a modulation of the intensity rather than the Larmor precession phase [169].
Longitudinal or transverse configurations are also possible for MIEZE.

In principle, classical NSE consists of very homogeneous magnetic fields in front of and
behind the sample position with the same magnitude but opposite field directions. In
reality, both fields have the same orientation, but a spin flipper after the sample inverts
the neutron polarisation instead of the second field to avoid a vanishing field at the
sample position. A neutron precesses in the first magnetic field before it is scattered.
If the scattering event is elastic, neutrons spend the same period of time in the second
magnetic field, the precession is reversed and the polarisation restored. This condition is
also what provides the name for the technique as the spin configuration at the end of the
instrument “echoes” the configuration at the instrument entrance. If the neutron loses or
gains energy through the scattering event, the neutron velocity changes and it traverses
the second magnetic field faster or slower and the polarisation is not fully restored. As
neutrons precess up to several 104 times in one magnetic field, a change of velocity in
the order of 10−4 can be detected, hence, the outstanding energy resolution. In addition,
the energy resolution is decoupled from the wavelength band width and typical widths of
∆λ
λ

= 10− 20% can be employed. This is one of the great advantages of NSE techniques
as very high resolutions are achieved while a high neutron flux is maintained.
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MIEZE as a modification of NRSE is a resonant spin echo technique where the complete
spin manipulation takes place in front of the sample. In the following we will focus on
longitudinal MIEZE as it is the configuration used throughout this work. A schematic
depiction of a longitudinal MIEZE is shown in Fig. 2.3 (a). A white neutron beam enters
the instrument from the left where a velocity selector defines the incoming wavelength and
a polariser generates a beam of neutrons polarised along the beam direction. The neutrons
are rotated into the plane perpendicular to the guide field by a π/2-flipper and start to
precess. The main components for the MIEZE technique are two resonant spin flippers
referred to as rf-flippers. At each of the rf-flippers, which are separated by a distance
L1, the neutron performs a resonant π-flip as will be explained in more detail below. A
solenoid between the rf-flippers, a so-called field-subtraction coil, can be used to reduce
the accumulated neutron spin phase. It allows to precisely tune the accumulated phase
and, as we will explain in more detail below, allows to extend the dynamic range towards
very fast processes. After another π/2-flip the beam is again polarised by the analyser,
scattered by the sample and finally detected at a distance LSD behind the sample on a
time resolved, position-sensitive detector.

In the following, we will derive the relationship between the MIEZE signal and the
scattering function S(q, ω). Here, we will employ a classical description of the neutron
spin and its interactions with the magnetic fields along the beam path. For longitudinal
MIEZE setup the static fields between the π/2-flippers point along the flight path. In the
following we define a coordinate frame (see Fig. 2.3) for which the flight path is along
the y-direction, whereas x and z describe the plane perpendicular to the flight path in
which the neutron starts to precess after passing the first static π/2-flipper. The rf-flipper
produces a static magnetic field B0 perpendicular to the precession plane and a rotating
magnetic field Brf rotating with frequency ω within the precession plane. The magnetic
field of a rf-flipper is given by

B =


Brf cos(ωt)

B0

Brf sin(ωt)

 . (2.74)

Neutrons precess about the static field with Larmor frequency ωL and the resonant flipper
frequency ω is matched, i.e. ωL = γB0 = ω. Hence, neutrons precess with the same
frequency as the rotating magnetic field and in the rotating reference frame neutrons
experience a field

B =


Brf cos(φ1)

0
Brf sin(φ1)

 . (2.75)
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Figure 2.3.: Schematic of a MIEZE spectrometer. (a) Neutrons enter the instrument from left
through a selector. Before the spin manipulation by resonant and static magnetic fields between
the π/2-flippers, the beam is polarised by a polariser. An analyser in front of the sample leads
to the modulation of intensity before the neutrons are scattered by the sample and detected.
(b) π-flip of a neutron spin as seen in the rotating reference frame of a resonant spin flipper. (c,
d) Modulation of intensity as a function of time t at the sample and the detector, respectively,
for several wavelengths. Using a broad wavelength bandwidth ∆λ/λ, the modulation is only in
phase at the detector where the signal is sinusoidal with frequency 2(ωB − ωA).
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where φ1 denotes the angle between B and the x-axis. A neutron spin enters the rf-flipper
with an initial spin pointing along S at an angle φA with respect to the x-axis as depicted
in Fig. 2.3 (b) where the static magnetic field B0 points into the plane. The rotation angle
about the rotating magnetic field Brf at an angle φ1 depends on the time spent in the
flipper as well as its magnitude. It is chosen so that a neutron performs a π-flip and points
along S′ at an angle φ2 = φA + 2(φ1− φA). In summary, the accumulated phase after the
first rf-flipper running with the frequency ωA is

φA′ = φA + 2(φ1 − φA) + ωAt (2.76)
= φA + 2(ωAtA − φA) + ωAt (2.77)
= 2ωAtA + ωAt− φA (2.78)

where t denotes the time spent in the rotating field and tA the time of arrival at the
rf-flipper. Within the field subtraction coil the neutron accumulates a phase

φsub = γ

v

∫
Bsubdy (2.79)

depending on the neutron velocity v and the field integral along the flight path. The spin
phase after the second rf-flipper is

φB′ = 2ωBtB + ωBt− φA′ − φsub(Bsub, v) (2.80)
= 2ωBtB + ωBt− 2ωAtA − ωAt+ φA − φsub(Bsub, v) (2.81)

where tB denotes the time of arrival at the second rf-flipper. Since the time spent in the
rf-flipper t = l

v
is equal for both flippers where l denotes their length and we can use

tB = tA + L1/v, the total accumulated spin phase after the second flipper is

φB′ = 2ωB(tA + L1/v) + ωB
l

v
− 2ωAtA − ωA

l

v
+ φA − φsub(Bsub, v) (2.82)

= 2tA(ωB − ωA)− l

v
(ωB − ωA) + 2ωB

L1

v
+ φA − φsub(Bsub, v). (2.83)

The time of arrival at the detector tD is given by

tD = tA + L1

v
+ L2

v
(2.84)

where L2 is the distance between the second rf-flipper and the detector. Hence, the spin
phase at the detector is

φD = 2tD(ωB − ωA) + 2ωA(L1

v
+ L2

v
)− 2ωB

L2

v
+ l

v
(ωB − ωA) + φ0 − φsub(Bsub, v). (2.85)

If we choose

2ωA(L1

v
+ L2

v
)− 2ωB

L2

v
+ l

v
(ωB − ωA)− φsub(Bsub, v) != 0 (2.86)
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for the instrument parameters, all velocity dependent factors cancel and the phases of all
neutrons are in-phase at the echo point where the detector is placed. This is the so-called
MIEZE condition which reads using Eq. 2.79

2ωA(L1 + L2)− 2ωBL2 + l(ωB − ωA) = γ
∫
Bsubdy. (2.87)

W.l.o.g. we can set φA = 0 and receive a rotating polarisation at the detector which
depends on the difference between the two rf-flipper frequencies ωA,B and the flight time
to the detector tD

φD = 2tD(ωB − ωA). (2.88)

A spin analyser anywhere between the second rf-flipper and the detector converts the
phase modulation into an intensity modulation in time

I(tD) = I0

2 (cos 2(ωB − ωA)tD︸ ︷︷ ︸
time dependent

+1) (2.89)

since the probability for a neutron to pass the analyser is given by

T = 1
2(cos(φ) + 1) (2.90)

where φ is the angle between the spin and the quantisation axis of the analyser. As shown
in Fig. 2.3 (c, d), the signal is sinusoidal for all wavelengths with the same frequency
2(ωB − ωA) but different phases except at the echo point.

The intensity is a sinusoidal signal as a function of time for a fixed distance behind the
analyser. In addition, it is sinusoidal as a function of distance for a fixed time. Considering
that any detector has a finite neutron conversion layer, it must be much thinner than the
spatial width of one oscillation in space

d2π = 2π
2(ωB − ωA)v. (2.91)

Otherwise, a destructive superposition of the sinusoidal signal of neutrons with different
velocities occurs and reduces the amplitude of the signal.

Considering a monochromatic beam, the intensity modulation in Eq. 2.89 can be ob-
served anywhere behind the analyser whereas for a finite wavelength distribution f(v)
with mean width ∆v the signal is suppressed by an envelope. At a distance ∆l away from
the focus point, the intensity can be expressed by

I = I0

2

∫
dvf(v) (cos(2(ωB − ωA)(tD + ∆l/v)) + 1) . (2.92)

To estimate the mean width of this envelope, we assume 2(ωB−ωA)∆l/v ≈ π. Hence, the
mean width in first order is given by

∆̄l = πv
∆v
v

2(ωB − ωA))
. (2.93)
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Considering an energy transfer ~ω through a scattering event between the neutron of
velocity v and a sample placed LSD in front of the detector as shown in Fig. 2.3 (a), the
change in time of arrival is

∆t = LSD

1
v
− 1√

v2 + 2 ~ω
mn

 . (2.94)

Using the spin echo approximation, i.e. ~ω � mn
2 v

2, the equation can be simplified through
a Taylor expansion to

∆tD ≈
LSD~ω
mnv3 . (2.95)

The probability for a scattering event with energy transfer ~ω is given by the scattering
function S(ω) (see Eq. 2.39 for inelastic magnetic scattering). Using Eq. 2.89 and integrat-
ing over the whole energy spectrum measured at the detector yields

I = I0

2

∫
(cos(2(ωB − ωA)(tD + ∆tD)) + 1)S(ω)dω. (2.96)

If we assume a symmetric scattering function S(ω) around ω = 0, i.e. ~ω � kBT , Eq. 2.96
reads

I = I0

2

∫
(cos 2(ωB − ωA)tD · cos(ωB − ωA)∆tD + 1)S(ω)dω (2.97)

= I0

2

∫ cos 2(ωB − ωA)tD︸ ︷︷ ︸
time dependent

· cos(ωB − ωA)∆tD · S(ω)dω︸ ︷︷ ︸
amplitude

+1

 (2.98)

where we used
∫
S(ω)dω = 1. The scattering function S(ω) causes a change of the signal

amplitude and its relation to the MIEZE contrast is

C :=
∫

cos(ωτMIEZE)S(ω)dω (2.99)

with the MIEZE time

τMIEZE = 2~
mnv3LSD(ωB − ωA) = m2

n
πh2λ

3LSD(ωB − ωA) (2.100)

defining the resolution of the MIEZE spectrometer. Hence, the contrast C is the cosine
Fourier transform in time of the scattering function S(ω).





3. Experimental methods

In the course of this thesis measurements were mainly conducted at two instruments at
the Heinz Maier-Leibnitz Zentrum in Garching, Germany. Modulation of intensity with
zero effort (MIEZE) measurements were performed at the instrument RESEDA to inves-
tigate the critical spin fluctuations of UGe2 in the vicinity of the Curie temperature TC

and the weak crystallisation of the skyrmion lattice in MnSi. Both materials were fur-
thermore investigated by small angle neutron scattering (SANS) at SANS-1. SANS was
also employed for the investigation of spin wave excitations driven by intense microwave
radiation in the skyrmion phase of Cu2OSeO3. RESEDA was upgraded to improve the ca-
pability for small angle neutron scattering and a phase locking was implemented allowing
to control the MIEZE phase with high accuracy. Additionally, software was developed for
data analysis at RESEDA and for simulations of MIEZE measurements. Finally, ferromag-
netic resonance spectroscopy (FMR) was used at the Walther-Meißner-Institut, Garching,
Germany, to investigate the uniform magnetic excitations in Cu2OSeO3.

The chapter begins with a description of the MIEZE setup at RESEDA and the recent
developments at the instrument followed by an overview of the data reduction techniques
employed for MIEZE measurements. After a brief description of the instrument SANS-1,
the chapter concludes with remarks on the employed FMR setup.

3.1. Modulation of intensity with zero effort at RESEDA

High-resolution MIEZE measurements were performed at the instrument RESEDA (Res-
onance Spin Echo for Diverse Applications) at the Heinz Maier-Leibnitz Zentrum (MLZ)
in Garching, Germany [176–178]. It is located at the cold neutron guide NL5-S in the
Neutron Guide Hall West and provides a longitudinal MIEZE option alongside a longitu-
dinal NRSE option. The beamline allows to access a large range in of momentum transfers
from q ≈ 0.005 Å−1 at λ = 6 Å to q = 2 Å−1 at λ = 4.5 Å as well as a large range of time
scales τ = 0.001− 20 ns at λ = 10 Å.

49
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Figure 3.1.: MIEZE setup at RESEDA. (a) Neutrons enter the instrument from the left and the
neutron spins are manipulated entirely in front of the sample. Upstream of the sample position
an evacuated beam tube minimises background scattering before neutrons are detected on the
position-sensitive detector. (b) Detailed image of the primary arm. The neutron wavelength and
polarisation are defined by a selector and a polariser, respectively, upstream of the first π/2-flipper
within the lead shielding. Within the precession region defined by the π/2-flippers, the neutron
spin is manipulated by the rf-flippers and the field subtraction coil. The analyser in front of the
sample transforms the time-dependent polarisation modulation into an intensity modulation (see
text for details). Guide fields along the primary arm preserve the beam polarisation. Photographs
taken in January 2019.

In 2013/14 the instrument was reconstructed from a transverse resonant spin echo
beamline to a longitudinal setup introducing some major advantages. (1) In contrast to
Neutron Spin Echo (NSE), the system does not need correction elements for non-divergent
neutron beams to compensate depolarising effects arising from field inhomogeneity and
the necessary corrections for divergent beams are smaller. (2) In a longitudinal setup guide
fields can be used throughout the instrument to maintain the polarisation instead of field-
free regions used in a transverse setup that are challenging to realise and (3) less material
is directly in the beam minimising background scattering. (4) With a longitudinal setup
field integral subtraction allows access to very small spin echo times [179].
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3.1.1. MIEZE setup

A photograph of the MIEZE setup is shown in Fig. 3.1. In front of the first spectrom-
eter arm, there is a velocity selector providing a wavelength range λ = 3.5 − 15 Å and
a wavelength bandwidth ∆λ/λ = 0.09 − 0.17 as well as a 2 m long double V-cavity as
polariser, all covered by lead shielding. Within the precession region defined by the two
static π/2-flippers (Mezei flippers) the two rf-flippers produce the time-dependent sinu-
soidal polarisation which is transformed into an intensity modulation by a bender analyser
with subsequent collimator. Evacuated neutron guides (m = 1.2 and width× height =
32 mm× 32 mm) on the primary spectrometer arm increase the neutron flux at the sam-
ple position. However, collimation can be employed for small angle scattering studies.
Because the spin manipulation takes place in the primary spectrometer arm, there is only
an evacuated beam tube and the detector downstream from the sample.

3.1.2. Improvements at RESEDA

Since the change in 2013/14 from a transverse to a longitudinal setup, RESEDA has been
improved substantially via the upgrade of several instrument components, implementation
of a new instrument control software, improved data reduction and analysis as well as
lowering of spurious scattering and background. Contributing in these projects improving
the instrument was a main part of this thesis project.

(i) Upgrade of instrumental components

The MIEZE option and its position sensitive 2D CASCADE detector, in principle, allow
measurements in the SANS regime q < 0.02 Å−1. However, due to insufficient beam quality
and too large background signals for these smallest accessible momentum transfers, this
region could previously not be exploited. We therefore improved the setup in terms of
beam quality and reduction of background for smallest scattering angles.

A new 2 m long double V-cavity polariser providing an increased polarisation, a cleaner
beam profile, a lower background, and access to wavelengths up to 15 Å was installed. The
former 5-V-cavity analyser produced a stripe like beam profile and a spurious second beam
of opposite polarisation. It was replaced by a new transmission bender with subsequent
collimator that improved the polarisation and the beam profile. Evacuated neutron guides
of m = 1.2 with sapphire windows were installed in the first spectrometer arm to increase
the flux at the sample position and reduce background from air scattering. Because they
increase the beam divergence, motorised apertures at the entrance of the instrument
and in front of the sample position were implemented to collimate the beam if necessary.
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Additionally, boron carbide apertures can be installed manually at several positions in the
beam path. The evacuated flight tube from sample to detector was extended with a nose
suitable for the MLZ magnets to minimize the flight path through air, and thus a much
lower low-q background. Over the short distance between flight tube and detector of ≈
10 cm, the direct beam was previously scattered by air producing substantial background.
A new segment placed in between the flight tube and the detector that is filled with Helium
at atmospheric pressure eliminates this effect. Extending the evacuated flight tube further
to the detector is currently not possible as the CASCADE detector window is not suitable
for vacuum conditions.

Controlling the absolute phase of the MIEZE signal at the detector with high accuracy
allows to (1) detect changes of the phase due to scattering processes in the sample and (2)
obtain reliable fits of data even in case that either the count rate or the MIEZE contrast
are low. Typical data is fitted by a cosine where the phase, amplitude and mean value are
unknown. The frequency is defined by the frequencies of the resonant flippers. The data
analysis will be discussed in more detail in Sec. 3.1.3. The phase of the MIEZE signal is
defined by the phase between the two resonant flippers and the detector as well as the
field integral produced by the guide fields and the field subtraction coil (see Eq. 2.85). To
realise a high accuracy, a phase lock between the resonant spin flippers and the detector
was implemented. All frequency generators use the same clock generator and run in “burst
mode”, i.e. a start signal defines the start of the oscillation.

A set of measurements taken with the same instrumental parameters is shown in
Fig. 3.2. The MIEZE signal of UGe2 at a momentum transfer of q = 0.017 Å−1 is shown for
different sample temperatures as well as the resolution measurement with active coal. The
detector frequency is f = 47 kHz. The fitted phase is shown as a function of temperature
in Fig. 3.2 (b) with the mean value of all phases as blue line and one standard deviation
as blue shading. All measurements of UGe2 have the same phase within one standard
deviation whereas the resolution measurement is slightly off. The small deviation is most
likely caused by the different shapes of the sample and the cuvette with the active coal.
Whereas the sample is a cylinder with a length of approx. 16 mm and a diameter of 7 mm,
the active coal is within a cuboid-shaped cuvette. An offset of the resolution phase has
no influence on the data treatment of a quasielastic measurement if the offset is the same
for all foils. Evaluation of all measured spin echo times for all momentum transfers are
shown in App. A. All measurements show that reproducing the phase with high accuracy
is well feasible. For higher spin echo times, i.e. detector frequencies, the signal amplitude
is smaller and for larger scattering vectors the mean value is lower, hence, fits of the
UGe2 data are less reliable. A new high precision power supply for the field subtraction
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(a) (b)

Figure 3.2.: Phase lock at RESEDA. (a) Neutron intensity as a function of time as measured
in UGe2 for several temperatures with a detector frequency of f = 47 kHz. The resolution was
measured using active coal. The intensities are shifted for better readability. The solid line is a
cosine fit with a fixed frequency. (b) The phase as a function of temperature extracted from the
fits in (a). The solid line is the mean value and the shaded area denotes the error as 1σ standard
deviation.

coil with one order of magnitude higher accuracy will improve the control of the MIEZE
signal phase further.

(ii) Software development

The IGOR Pro instrument control software was replaced by Python based NICOS that is
developed and maintained at the MLZ Garching [180]1. With the new software the instru-
ment is more reliable, devices are monitored permanently and data from the detector can
be pulled continuously. In addition, it allows for easier control of the sample environment.

For data reduction and analysis Igor Pro was replaced by a “MIEZE analysis” package
written in Python 2.7 as part of this thesis. It is open source and available on the git
repository of the MLZ Garching2. It allows fast data reduction and signal integration over
arbitrary regions of interest and all detector foils through phase correction which will be
explained in more detail in Sec. 3.1.3. Every step of the data analysis can be visualised.
It provides the basis for a newly developed, open source data analysis software based on
Python 3 which is written and maintained by the MLZ software development group [181]3.

1available at https://nicos-controls.org/
2available at https://forge.frm2.tum.de/cgit/cgit.cgi/frm2/reseda/dataeval.git
3available at https://scgmlz.github.io/MIEZEPY_website/

https://nicos-controls.org/
https://forge.frm2.tum.de/cgit/cgit.cgi/frm2/reseda/dataeval.git
https://scgmlz.github.io/MIEZEPY_website/
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3.1.3. Data reduction and treatment

Recording

The intensity of the neutron beam at the spin echo point is modulated in time and given
by Eq. 2.97

I = I0

2 (1 + C · cos 2(ωB − ωA)tD). (3.1)

A time resolved detector measures the signal by binning every period of the sinusoidal
intensity modulation into 16 time channels. As shown in Fig. 3.3 the contrast is extracted
as

C = A

M
(3.2)

through a cosine fit where the frequency is given as 2(ωB − ωA). A is the amplitude and
M the mean value. The contrast is measured for several spin echo times τ . It is directly
proportional to the intermediate scattering function S(q, τ) through Eq. 2.99.

Normalisation and background subtraction

The measured contrast is a product of the sample contribution and the instrumental
resolution

Csample = Creso(q, τ)S(q, τ) (3.3)

where the instrumental resolution Creso(q, τ) can be obtained by measuring a scatterer
under the same conditions as the sample that is static on the investigated time scales.
For a static scatterer the intermediate scattering function is S(q, τ) = 1 and, hence, the
measured contrast reduces to

C = Creso(q, τ) (3.4)

yielding directly the instrumental resolution. To account for the instrumental resolution,
the signal is normalised with regard to S(q, 0) and the normalised intermediate scattering
function reads

S(q, τ)
S(q, 0) = Csample

Creso
. (3.5)

The instrumental resolution of RESEDA is shown in Fig. 3.4 (a). It can cover six orders
of magnitude in Fourier time. Depolarising effects such as beam divergence and field
inhomogeneities or neutron beam polarisation smaller than 1 arising from the polarisation
efficiency of the polariser and analyser lead to a reduction of the contrast. At small spin
echo times τ the contrast is further reduced because the rotating wave approximation fails
at small frequencies [182].
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(a) (b) (c)
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Figure 3.3.: Typical MIEZE signal. (a) Intensity as a function of time channel for (a) an elastic
scatterer, (b) the sample and (c) the background at a spin echo time τ = 0.1 ns and a momentum
transfer q = 0.018 Å−1. The detector frequency is set to 2(ωB − ωA) to observe one period of
the sinusoidal signal. The signals are fitted with a cosine function. The extracted amplitude A
and mean value M define the contrast C = A/M .

Depending on the investigated sample, different experimental strategies are available to
define the background. For magnetic systems with a clear transition from a magnetic to
a paramagnetic state such as in UGe2 (see Ch. 4), a measurement significantly above the
transition temperature TC where magnetic fluctuations are negligible is used to determine
the background. The background can be subtracted in two ways. If the phase of the
MIEZE signal is known precisely for the data and the background, the raw counts of
the background can be subtracted directly for each time channel. The second possibility
is to first fit the data and the background independently and perform the subtraction
afterwards. This is possible if the statistics of the background are sufficient for fitting. For
the latter, the intermediate scattering function corrected for background is given by

S(q, τ)
S(q, 0) = (Asample − Abg)/(Msample −Mbg)

(Areso − Abg)/(Mreso −Mbg) (3.6)

where bg denotes the background parameters. Typical resolution, data, and background
measurements are shown in Fig. 3.3 with the intensity I as a function of time channel.
Through a cosine fit the amplitudes and mean values are extracted and the intermediate
scattering function for one spin echo time τ calculated following Eq. 3.6. The end result
of performing background subtraction and normalisation is shown in Fig. 3.4 (b).

Grouping pixels and multiple detector foils

At RESEDA a position-sensitive, solid state CASCADE detector [183, 184] with 128× 128
pixels and a pixel size of 1.56 mm × 1.56 mm allows to cover a wide range of reduced
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(a) (b)

Figure 3.4.: Instrumental resolution correction of MIEZE data. (a) Contrast measured for active
coal defining the instrumental resolution and for UGe2 at the Curie temperature TC as a func-
tion of spin echo time τ for a momentum transfer q = 0.046 Å−1. The background is already
subtracted from the UGe2 data set. (b) The result of the normalisation process is the normalised
intermediate scattering function S(q, τ)/S(q, 0). Fitting the curve with an exponential decay
yields the inverse lifetime of the fluctuations Γ.

momentum transfer q. In the detector the isotope 10B is used as solid neutron converter
which splits up into two charged particles, an α-particle and 7Li, after absorbing a neutron.
Gas electron multiplier foils detect these charged particles and, hence, the neutron. To
increase its efficiency, several conversion layers with subsequent read-outs are stacked.
Since the count rate of a single pixel is in many cases too low, pixels and multiple detector
foils must be combined to reach sufficient statistics. Hereby, two factors have to be taken
into account. (1) Since the detector is flat, the time of arrival at the detector changes
radially away from the direct beam and phase differences occur. (2) The spin echo point
has a finite spatial width and especially for high spin echo times a non-zero contrast can
only be observed on some or a single foil.

In Fig. 3.5 (a) the phase of the MIEZE signal over the whole detector is shown for the
measurement of a static scatterer. If the region of interest where the signal is integrated
over several pixels is chosen too large, the individual sinusoidal signals overlap destruc-
tively. With increasing spin echo time the width of regions with equal phase decreases.
Because we are able to reproduce the absolute phase at the detector through the phase
lock described in Sec. 3.1, we can compensate the phase differences originating from the
flat detector geometry. Typically, a resolution measurement with an elastic scatterer such
as active coal has sufficient statistics to fit the cosine within 4 pixels of 2× 2. The extracted
phase is subsequently used to shift the raw data.

As already referred to in Sec. 2.6, the spin echo point has a finite spatial width due to the
finite wavelength bandwidth. Considering a wavelength distribution f(λ) the modulated
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(a) (b)

Figure 3.5.: Phase of the MIEZE signal and spin echo group width. (a) Phase of the MIEZE
signal on one detector foil measured with an elastic scatterer. The phase changes radially away
from the direct beam. Dents in the detector foil lead to the deviations. (b) Contrast as a function
of field integral

∫
Bsubdy in the field subtraction coil. The data is fitted by Eq. 3.8.

intensity reads

I = I0

2

(
1 +

∫
dλf(λ) cos 2(ωB − ωA)tD

∫
dω cos(ωτ)S(q, ω)

)
. (3.7)

Changing the position between the second rf-flipper and the detector, hence, the time
of arrival at the detector tD, the spin echo group can be recorded. Alternatively, the
field integral can be altered through a frequency change of the second rf-flipper ωB or a
change of magnetic field in the field subtraction coil Bsub. At RESEDA, the last method is
used since it is simple to accomplish and reliably reproducible. For a triangular wavelength
distribution, as given at RESEDA, with a mean value λ̄ and a FWHM of ∆λ, the envelope
function of the spin echo group reads

I = I0

2

(
1 + 4

(∆λ)2α2 sin2
(
α∆λ

2

))
(3.8)

with α = 2(ωB − ωA)(L1 + L2)/h ·mn. The width of the spin echo group decreases with
increasing detector frequency 2(ωB−ωA) and wavelength bandwidth ∆λ. A measurement
of the envelope function for λ = 5.918 Å, ∆λ = 0.117 and 2(ωB − ωA) = 2π · 20 kHz
is shown in Fig. 3.5 (b). The data is well described by Eq. 3.8. Especially for spin echo
times of some hundred picoseconds and above, the spin echo group is too narrow to be
observed on all detector foils. Hence, to achieve the same statistics, longer count times
are necessary.
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3.1.4. Simulation

The MIEZE option at RESEDA covers a dynamic range of six orders of magnitude and
is able to reach spin echo times in the picosecond regime and below. The derivation of
the relation between contrast and intermediate scattering function uses the spin echo ap-
proximation, i.e. the energy change of the neutron through the scattering process should
be much less than its initial energy ∆v � v. For small spin echo times this is not valid
anymore and two approaches have been developed to tackle the issue. (1) The Fourier
transform is calculated explicitly by a numerical approach instead of using the simplifica-
tion for the Fourier transformation in time enabled by the spin echo approximation [185].
(2) A ray-tracing simulation based on Python models the neutron path and phase through
the instrument and allows to simulate the measured contrast for a given scattering func-
tion S(q, ω). The simulation code was written as part of this thesis.

In the simulation the classical description of MIEZE as given in Sec. 3.1 is used. The
parameters assigned to every neutron are the initial wavelength λi, the time of entering
the instrument ti, and an energy transfer ~ω gained or lost in the scattering process. The
probability distribution for the wavelength is triangular with mean value λ̄ and a full-
width-at-half-maximum ∆λ. The probability distribution of the entering time is equal for
all times and for the energy transfer the probability distribution is given by an arbitrary
scattering function S(q, ω). The choice of parameters is not based on random numbers,
but on a equally spaced grid [186]. This is in contrast to typical ray-tracing packages
but avoids statistical noise that disturbs the minimisation algorithm of the fitting process
and, hence, reduces computing time significantly. In addition, it became apparent that
due to the simplicity of the approach and the versatility, the software is a great tool to
better grasp the MIEZE option at RESEDA. In the future, more parameters as beam
divergence, finite beam size, sample shape and detector efficiency will be implemented.

3.2. Small angle neutron scattering at SANS-1

SANS measurements were performed at the instrument SANS-1 at the MLZ in Garching,
Germany, shown in Fig. 3.6[187]. With a collimation distance of 20 m, a sample-detector
distance of 20 m and a wavelength band from 4.5 to 30 Å, length scales from 10 to 3000 Å
are accessible. The instrument is ideally suited for the investigation of magnetic materials
at high fields and low temperatures. A variety of different sample environments such as
high magnetic fields and different cryostats are offered that are easily adjustable in position
thanks to a flexible sample goniometer. The detailed adjustment of the instrument during
each experiment is listed in the dedicated chapters.
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Figure 3.6.: The instrument SANS-1. On the left side is the sample table and the magenta
detector tube stretches to the top right of the photograph. The collimation is not visible in the
image. Photograph taken from Ref. [187]. Copyright by W. Schürmann, TUM.

3.3. Broadband ferromagnetic resonance spectroscopy

Broadband ferromagnetic resonance spectroscopy (bbFMR) is a widely used and well-
established technique to probe magnetically ordered systems and their dynamics in an
applied magnetic field at zero momentum transfer. In bbFMR, the linear dynamical re-
sponse of the system to a small oscillating magnetic field perpendicular to a static field is
measured. We performed measurements employing the vector network analyser ferromag-
netic resonance (VNA-FMR) technique by means of a coplanar waveguide (CPW). The
VNA allows to measure the amplitude and phase of the sample’s response and the CPW
allows to access a large frequency range, though, with the disadvantage of generating
an inhomogeneous field. Subsequently, the FMR principles are briefly derived following
Ref. [188], an overview over the VNA-FMR technique is given following Ref. [189, 190]
and two procedures for data analysis are discussed.
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3.3.1. Magnetic resonance spectroscopy

An externally applied magnetic field H exerts a torque on a magnetic moment µ
dµ
dt = −γµ0µ×H . (3.9)

leading to Larmor precession of angular frequency ω = γµ0|H| about the magnetic field
where γ denotes the gyromagnetic ratio and µ0 the vacuum permeability. The equation
does not yet include any dissipation. In a continuum approach for a solid state material we
can add up all single magnetic moments of electrons µi to a macroscopic magnetisation

M = 1
V

∑
µi∈V

µi, (3.10)

where V is a finite volume of the sample. The precession of the magnetisation is then
described by the Landau-Lifshitz-Gilbert equation

dM
dt = −γM × µ0H + α

Msat
M × dM

dt (3.11)

with the saturation magnetisation Msat. In addition, a phenomenological damping para-
meter α accounting for all types of losses in the system is added. The different vectors
leading to the precession and damping are depicted in Fig. 3.7 (a). The relevant magnetic
field is not the applied field but an effective field Heff

Heff = H0 +Hani −
↔
NM (3.12)

that takes into account magneto-crystalline anisotropy contributionsHani and demagneti-
sation effects

↔
NM [191, 192]. In the Landau-Lifshitz-Gilbert equation, the magnetisation

is conserved as can be seen by multiplying both sides with M which leads to d
dtM

2 = 0.
In addition, a small oscillating magnetic field hrf (|hrf | � |H|) is applied perpendicular

to the static field as depicted in Fig. 3.7 (a). The magnetisation and the magnetic field
are split into a time-independent part (M 0, H0) and a time-dependent part (hrf , m)
where the latter is assumed to be harmonic. Solving the Landau-Lifshitz-Gilbert equation
Eq. 3.11 yields mx

my

 = ↔
χ

hrf,x

hrf,y

 (3.13)

where ↔χ denotes the Polder susceptibility [193]
↔
χ = µ0Msat

Det(P ) ·H0 +Hani +Msat · (Ny −Nz) + iωα
γµ0

iω
γµ0

− iω
γµ0

H0 +Hani +Msat · (Nx −Nz) + iωα
γµ0


︸ ︷︷ ︸

≡P

.

(3.14)
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Figure 3.7.: Larmor precession and high-frequency magnetic susceptibility. (a) The torque orig-
inating from the external magnetic field H leads to a precessional motion of the magnetisation
M . An applied oscillating field hrf perpendicular to the static field H leads to a torque that
opposes the damping torque M × dM/dt and drives the magnetisation out of its equilibrium.
(b) The real and imaginary part of the high-frequency magnetic susceptibility as a function of
magnetic field. The real part shows a zero-crossing at the resonance field Hres and the imaginary
part a Lorentzian shape of width ∆HFWHM.

The susceptibility is a tensor of second order and describes the response of the system to
a small perturbation field. It can be split into a real and imaginary part ↔χ = χ′ + iχ′′.
Fig. 3.7 (b) displays typical field dependences of the real and imaginary part of the high
frequency magnetic susceptibility χ about the resonance field Hres. By solving Det(↔χ) != 0
for the real part, we can calculate the resonance condition that is given in the Kittel
equation [194]

f = γ

2πµ0

√
(H0 +Hani + (Nx −Nz) ·Msat) · (H0 +Hani + (Ny −Nz) ·Msat) (3.15)

with the applied magnetic field H0, the anisotropy field Hani, the saturation magnetisation
Msat and the demagnetisation factors Nx,y,z. Solving the system of linear equations for
the imaginary part, we obtain the linewidth

∆HFWHM = 2 αω
µ0γ

(3.16)

where ∆HFWHM describes the FWHM linewidth as shown in Fig. 3.7 (b).

3.3.2. VNA-FMR setup by means of a coplanar waveguide

The VNA-FMR setup consists of three main components: a magnet producing a static,
homogeneous magnetic field at the sample position, a CPW acting both as ac magnetic
field generator and detector and a VNA [190]. In the following, the last two elements are
described in more detail following Refs. [189, 190]. The setup is depicted in Fig. 3.8.
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Figure 3.8.: Schematic setup of VNA-FMR. The sample is placed centred on the centre-
conductor and is coupled solely inductively. The sinusoidal microwave through the centre-
conductor generates an oscillating magnetic field hrf .

The CPW consists of two electrodes on a common ground and a centre-conductor of
width ωcc transporting the induced microwave current that produces due to Ampere’s
law an elliptical, oscillating magnetic field hrf in the x, y-plane as shown in Fig. 3.8. The
magnetic fields can be quantitatively calculated using the Karlqvist equations [195, 196]

hx(x, y) = 1
π

I

2ωcc

(
arctan

(
y + ωcc

2
y

)
− arctan

(
y − ωcc

2
y

))
(3.17)

hy(x, y) = 1
2π

I

2ωcc
ln
(

(y + ωcc
2 )2 + z2

y − ωcc
2 )2 + z2

)
(3.18)

with the current I. It can be related to the applied power P by I =
√
P/Z0 with the

impedance Z0. The sample is placed in the centre of the centre-conductor and is thereby
inductively coupled to the CPW. Hence, the CPW detects ac magnetic flux generated
by the sample. Although a cavity is advantageous as the generated ac magnetic field is
homogeneous throughout the sample, it is fixed in frequency in contrast to the CPW that
covers a large range of frequencies with the disadvantage of an inhomogeneous field.

A VNA fully characterises a radio frequency (rf) circuit. It generates a wave of frequency
f at port 1 and measures the transmitted wave of the same frequency at port 2 that
travelled through the circuit. Using the amplitude and phase of both signals, it calculates
the complex Si,j-parameters (i, j = 1, 2). We measure the transmission parameter S21



3.3. Broadband ferromagnetic resonance spectroscopy 63

defined as the ratio of input voltage V1 at port 1 and the measured voltage V2 at port 2

S21 = V2

V1
= |V2|
|V1|

ei(φ2−φ1) (3.19)

with the corresponding phases φi.
The complex transmission parameter S21 is composed of the transmission change ∆S21

originating from the sample and the frequency-dependent background S0
21(ω) of the setup.

Hence, the sample contribution can be written as

∆S21 = S21 − S0
21(ω)

S0
21(ω) . (3.20)

The measurement system without the sample is impedance matched (Z0 = 50 Ω). The
sample placed onto the CPW introduces a complex inductance L in series. Hence, the
system can be treated as a voltage divider where the change in microwave transmission
yields [196]

∆S21 = −1
2

(
iωL

Z0 + iωL

)
≈ −ωL2Z0

(3.21)

with the microwave frequency ω and for ωL� Z0. As the voltage at port 2 is measured
between the CPW signal and ground, the factor 1/2 is introduced.

The precessing magnetisation of the sample generates ac dipolar fields which leads to
an inductance [190, 196]

L = µ0l

ωccdFMI2

(∫ +∞

−∞
dx
∫ δ+dFM

δ
dy
(
q(x, y)↔χ(ω,H0)hrf(x, y, I)

))

·
(∫ +∞

−∞
dx
∫ δ+dFM

δ
dy (q(x, y)hrf(x, y, I))

) (3.22)

with the sample length l, the width of the centre conductor ωcc, the sample thickness dFM

and the current I. δ denotes the finite spacing between sample and CPW and η(δ, ωcc) =
(2/π)arctan(ωcc/wδ) acounts for the spacing losses which covers values from 0 to 1. q(x, y)
is the normalised spatial amplitude of the FMR mode and equals 1 over the entire sample
for the uniform mode. The first part of the equation describes the integrated amplitude
of the mode which is excited by the driving ac magnetic field hrf , whereas the second part
comprises the CPW’s inductive pickup sensitiviy. For a uniform ac magnetic field across
the sample, i.e. for thin samples, and using the Karlqvist equations 3.17, Eq. 3.22 can be
simplified to

L = µ0ldFM

4ωcc
χxx(ω,H0)η2(z, ωcc) (3.23)

where the static magnetic field H0 is applied out of plane.
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Eventually, the measured VNA-FMR spectra S21 is related to the sample inductance
and the Polder susceptibility combining Eqs. 3.20 and 3.21

S21(ω,H0) = S0
21(ω) + S0

21(ω) ·∆S21 = S0
21(ω) + S0

21(ω) · −iωL0

2Z0

= S0
21(ω)− S0

21(ω) · i ω 1
2Z0

µ0ldFM

4ωcc
η2(δ, ωcc)︸ ︷︷ ︸

Ceiφ

χxx(ω,H0)

= S0
21(ω)− iCeiφχxx(ω,H0).

(3.24)

The frequency-dependent parameter S0
21(ω) comprises losses in the cables, connectors,

endlaunches, or impedance mismatch of the CPW. Due to the finite length of the system
an additional phase φ occurs.

3.3.3. Linear frequency sweep and FMR data reduction

The measurement protocol used throughout this study is the linear frequency sweep where
the external magnetic field B is fixed, the frequency is swept and the complex transmission
parameter S21 is thereby recorded as also described in the Master thesis by Liensberger
[189]. The procedure is repeated for several magnetic fields and typical data measured on a
Cu2OSeO3 sample as described in more detail in Sec. 6 is shown in Fig. 3.9 (a). The signal
is dominated by the frequency-dependent background S0

21(ω) and no resonance mode
can be observed. Likewise, in a more detailed depiction in Fig. 3.9 (d) where the data is
displayed as a function of frequency at a constant magnetic field B the resonance cannot
be observed. Calibration of the VNA-FMR setup can remove the frequency-dependent
background [197]. However, the background typically exhibits a temperature dependence
and the reproducibility of the connection between endlaunches and CPW restricts this
approach [198].

An alternative is the divide slice method. The signal is divided by a background mea-
surement taken at a fixed magnetic field where no resonance modes are assumed and the
signal only comprises the transmission of the VNA-FMR setup

Sds
21(ω)|H0 = 1− i C

S0
21(ω)χxx(ω,H0). (3.25)

The real part of the resulting S21/S
B=0 mT
21 is shown in Fig. 3.9 (b) where the Kittel mode

is observed as minima for positive and negative magnetic fields. The signal is displayed for
a constant magnetic field B in Fig.3.9 (e). It shows the same behaviour as the magnetic
susceptibility in Fig. 3.7 (b) but the real and imaginary part are exchanged due to the
multiplication with the complex number i in Eq. 3.25. The real part exhibits a Lorentzian
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Figure 3.9.: Typical data of the complex transmission parameter S21 recorded with the VNA-
FMR setup. (a) Frequency and field dependences of the complex transmission parameter S21.
The response of the sample is not observable as the signal is dominated by the transmission of the
setup. (b) Divide slice of the real part of the transmission parameter S21 where the resonances
appear as minima. The data is normalised to the measurement at B = 0 mT. (c) Imaginary part
of the derivative divide of the transmission parameter S21. The resonances appear as maxima
or minima depending on their field dependence. (d) Cut at constant magnetic field through (a)
where no sample signal is distinguishable. (e), (f) Real and imaginary part of the divide slice
and derivative divide of S21, respectively, at a constant magnetic field. Black markers denote the
resonance.
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shape with its minimum at the resonance frequency. The imaginary part shows a min-
imum, a subsequent zero-crossing and a maximum before decaying to zero again. The
zero-crossing coincides with the resonance frequency.

Another possibility to eliminate the frequency-dependent background is the so-called
derivative divide method which is denoted as dD [198]. Here, the symmetric difference
quotient of S21 with respect to H0 is calculated

dDS21 = S21(ω,H0 + ∆Hmod)− S21(ω,H0 −∆Hmod)
S21(ω,H0∆Hmod)

≈ −iωAχ(ω,H0 + ∆Hmod)− χ(ω,H0 −∆Hmod)
∆Hmod

= −iωA dχ
dH0

= −iωAdχ
dω

∂ω

∂H0
= −iωA′dχdω

(3.26)

where ∆Hmod is a finite step width. The derivative divide dDS21 is proportional to the
derivative of the susceptibility with respect to the external field to second order in the
amplitude A. χ varies smoothly as a function of magnetic field and frequency for small
field steps and, hence, dχ

dH ∝
dχ
dω and ∂ω

∂H
adds only a real-valued factor that is comprised in

A → A′. Dividing by S21(ω,H0) eliminates the frequency-dependent background S0
21(ω)

and the associated phase shift φ.
Finally for a quantitative analysis, the distortion of the signal due to the finite mod-

ulation amplitude ∆ωmod has to be considered. Hereby, the central difference quotient is
numerically calculated and fitted instead of dχ

dω

dDS21 = −iωA′χ(ω + ∆ωmod)− χ(ω −∆ωmod)
2∆ωmod

. (3.27)

The modulation amplitude is known as ∆ωmod = ∆Hmod
∂ω
∂H0
≈ ∆Hmodγµ0. Notably, the

analysis takes place in the frequency space.
Typical data is displayed in Fig. 3.9 (c). The resonance modes are readily distinguishable

as minima and maxima in the frequency- and field-dependent imaginary part of dDS21.
The signal as a function of frequency at a constant magnetic field is shown in Fig. 3.9 (f).
Interestingly, the dispersion of the resonance determines the sign of the Lorentzian in the
imaginary part as well as the direction of the zero-crossing in the real part. Vice versa,
the sign of the two signals contain the information about the field dependence of the
resonance.



4. Magnetic fluctuations in the
ferromagnetic superconductor UGe2

Several materials such as ErRh4B4 and HoMo6S8 are known where superconductivity and
ferromagnetism coexist [40]. Though, in these compounds the coexistence is macroscopic.
UGe2 is among the few known systems where the coexistence of bulk superconductivity
and ferromagnetism is microscopic [37, 52]. In UGe2 superconductivity emerges in the
vicinity of two quantum phase transitions under hydrostatic pressure and the supercon-
ducting dome lies entirely within the ferromagnetic phase. Superconductivity mediated
by Cooper pairs that form spin singlets is incompatible with ferromagnetism because the
associated large internal magnetic fields break the anti-parallel pairing of the electron
spins and result in the destruction of superconductivity. Therefore, it is proposed that
the spins pair in a parallel configuration rather than an anti-parallel alignment and the
superconductivity is mediated by magnetic fluctuations instead of phonons. Interestingly,
the transition temperature TSC has its maximum at the transition between the low mo-
mentum ferromagnetic phase FM1 and the high momentum phase FM2 suggesting a close
connection between the transition and superconductivity. Hence, the question arises, what
role the corresponding magnetic fluctuations play in the emergence of superconductivity
and if they are strong enough as the transition is of first-order.

Due to the required energy resolution of � 1 meV, neutron scattering remains the
only technique to study the momentum dependence of critical magnetic fluctuations near
phase transitions despite recent progress in resonant x-ray scattering techniques. Note
that local probes such as NMR, NQR, and µSR are not able to reveal the momentum
dependence. However, neutron triple axis spectroscopy (TAS) measurements performed
on UGe2 show ambiguous results even at ambient pressure [53]. Hence, we employed the
newly developed longitudinal modulation of intensity with zero effort (MIEZE) technique
exceeding previous studies in terms of energy resolution by at least one order of magni-
tude and by a factor of two in momentum transfer resolution. We determined the critical
exponents at the paramagnetic to ferromagnetic phase transition that perfectly match a
three-dimensional (3d) Ising ferromagnet. In addition, we observe a change from localised
to itinerant character of the magnetic fluctuations on a length scale comparable to the

67
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Figure 4.1.: Crystal structure of UGe2. The uranium atoms form zig-zag chains along the a-axis
and the magnetic moments are ordered along the easy a-axis. Figure taken from Ref. [205].

superconducting coherence length. This study, thus, paves the way for future high resolu-
tion measurements of magnetic fluctuations at quantum phase transitions of ferromagnets
and antiferromagnets and, especially, future studies on UGe2 under hydrostatic pressure.

Results of the presented work were published in Ref. [199], on which this chapter is
based. The chapter is organised in the following way. At first, we give an introduction
into the properties of UGe2 and previous results on magnetic fluctuations in the system.
The sample preparation and experimental setup are explained before we present results of
our elastic and quasielastic measurements. The chapter concludes with a discussion and
outlook.

4.1. The superconducting ferromagnet UGe2

Following Ref. [37], we briefly summarise the main properties of UGe2. The superconduct-
ing ferromagnet UGe2 crystallises in the orthorhombic crystal structure Cmmm (space
group 65) with lattice constants a = 3.997(3) Å, b = 15.039(7) Å, and c = 4.087(2) Å
[200, 201]. The crystal structure is shown in Fig. 4.1. It exhibits zigzag chains of U atoms
along the a-axis with a spacing between U atoms of dU−U = 3.85 Å, which is above
the Hill limit, in turn, suggesting that the f -electrons are predominantly localised [202].
The U chains form sheets stacked along the b-axis with alternating layers of Ge. This two-
dimensional appearance manifests itself in the electronic structure with a large cylindrical
Fermi surface sheet along the b-axis [203, 204].
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At ambient pressure UGe2 displays ferromagnetism below a Curie temperature of TC =
53 K and an ordered moment of µFM1 = 1.2µB [37, 52]. The magnetically hard b- and
c-axis exhibit large magnetic anisotropy fields compared to the easy a-axis (∼ 100 T for
the c-axis) [206]. Due to the magnetic anisotropy, the magnetic properties have a strong
Ising character, as indicated, for instance, by the temperature dependence of the ordered
moment just below TC, which varies as M(T ) ∝ (T − TC)β with β = 0.33 close to the
calculated value β = 0.36 of a 3d Ising ferromagnet [207, 208]. At Tx ≈ 25 K a crossover
into a second ferromagnetic phase (FM2) occurs, which is characterised by a larger ordered
magnetic moment µFM2 = 1.5µB. The crossover manifests itself in the resistivity via a
broad maximum in dρ/dT [209], a pronounced minimum in the normal Hall effect [210],
and in a minimum in the a-axis thermal expansion [211]. Furthermore, the Tx transition
appears in the thermal conductivity [212] and in the specific heat [207].

Clear evidence for partially delocalised 5f electrons in UGe2 is provided by the Curie-
Weiss moment µCW = 2.7µB, which exceeds the zero-temperature ordered moment µFM2 =
1.5µB considerably. Moreover, in de Haas–van Alphen (dHvA) measurements carriers
with cyclotron masses of 15 - 25m0 were observed [213]. For fully localised 5f elec-
trons such large mass enhancements are not expected suggesting 5f electrons that hy-
bridise with the conduction electrons [206]. However, UGe2 is not as strongly correlated
as conventional heavy-fermion U compounds as suggested by a specific heat coefficient
C(T )/T = γ ≈ 35 mJ K−2 mol−1 [206] that is about one order of magnitude smaller [204].
Band structure calculations based on more recent dHvA results show dominant f electron
contributions at the Fermi level [203, 204, 214]. The magnetic form factor is equally well
accounted for by a U3+ or U4+ configuration, respectively, as determined by polarised
neutron scattering [208]. The ratio of orbital to spin magnetic moment R does not change
substantially between the paramagnetic and ferromagnetic phase. The contribution of the
conduction electrons to the total magnetic moment below TC is less than 3 % again sup-
porting that UGe2 is not as strongly correlated. Altogether, the free-ion value is reduced
for both configurations in the paramagnetic as well as the ferromagnetic phase suggesting
a delocalisation of the 5f electrons. Finally, UGe2 is a good electrical conductor with
residual resistivities well below 1µΩm, characteristic of itinerant ferromagnetism.

Unpolarised neutron diffraction determined the magnetic order to be strictly ferromag-
netic with moments aligned along the a-axis and no evidence for a modulated component
in the magnetic structure [208]. The strict alignment along the a-axis is also confirmed by
neutron depolarisation measurements down to 4.2 K which additionally found a typical
domain size in the b-c-plane of the order 4 − 5µm [215]. In contrast, earlier reports of
macroscopic quantum tunneling of the magnetisation below 1 K suggest a domain size of
only ∼ 40 Å [216, 217].
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Figure 4.2.: Ferromagnetism and superconductivity in UGe2. (a) The temperature vs. pressure
phase diagram. TC describes the transition from the paramagnetic to the ferromagnetic phase
FM1 and Tx the transition between the ferromagnetic phases FM1 and FM2 (see text for de-
tails). TS denotes the superconducting transition temperature. (b) Magnetic field vs. pressure
phase diagram of UGe2 at a temperature T = 2.3 K. Hx and Hm denote the metamagnetic
transition where dM/dH exhibits a local maximum. Lines are guides to the eye. Figure taken
from Ref. [218].

Under increasing pressure the Curie temperature TC is suppressed monotonically and
collapses at a critical pressure of pc ≈ 15.8 kbar as shown in Fig. 4.2 (a). The tran-
sition changes from second- to first-order at a tricritical point H = 0, TTCP = 24 K,
pTCP = 14.2 kbar [219–221]. The shape of the phase diagram as well as the change from a
second- to a first-order phase transition agree well with the mean-field Belitz-Kirkpatrick-
Vojta (BKV) theory for clean itinerant ferromagnets which predicts a fluctuation-induced
first-order transition at low temperatures as the magnetisation couples to electronic soft
modes [34, 222]. Here, a discontinuous drop in the magnetisation confirms the first-order
character at pc [218]. A discontinuous change in the spin-lattice relaxation rate 1/T1T

[223] and dHvA studies [214] confirm the first-order transition at pc. The broad anomaly
at Tx is also suppressed under pressure and vanishes at px ≈ 12.2 kbar [207, 209, 224, 225].
In the magnetisation a broad hump emerges at Tx which with increasing pressure turns



4.1. The superconducting ferromagnet UGe2 71

into a sharp ferromagnetic phase transition near px as shown in Fig. 4.3 [207, 218, 226].
The crossover and the first-order phase transition are separated by a critical end-point at
H = 0, T xCEP ≈ 7 K and px

CEP = 11.6 kbar [221].
Detailed dHvA measurements with field along the crystallographic b-axis reveal a change

of the Fermi surface when px and pc, respectively, are crossed [214, 227]. In the high
moment phase FM2 three fundamental frequencies (α, β, γ) are observed which are weakly
pressure dependent. Crossing px into the low moment phase FM1, the α and γ branches
vanish, the signal of the β branch decreases substantially and a new δ branch similar to the
β branch emerges. Assuming that the Fermi surface volume remains unchanged through
px, the δ branch can be understood as a result of the shrinking and breaking up of the γ
hole surface. The spectra above pc differs completely as it consists of four new branches
which are not connected in any obvious manner with the spectra in the ferromagnetic
phases suggesting a complete reconstruction of the Fermi surface. The abrupt change in
the frequencies at pc indicates a first-order character of the reconstruction.

For pressures above px and pc, UGe2 exhibits metamagnetic behaviour if a field is applied
along the a-axis. Above px the full ordered moment is restored above a transition field Hx

as shown in Fig. 4.2 (b) and for pressures exceeding pc the system first reenters the FM1
phase at a field Hm followed by the recovery of the full magnetic moment at Hx [218]. The
transition field Hm terminates at a quantum critical endpoint at pQCEP ≈ 35 kbar and
HQCEP ≈ 18 T [219, 228]. The metamagnetic behaviour above px indicates additionally
the first-order character of the transition between the ferromagnetic phases [218]. The
behaviour under a small applied magnetic field again agrees well with the BKV theory
that ascribes the field dependence of the phase diagram directly to the existence of the
tricritical point and predicts the quantum critical behaviour in zero field [229]. Note,
Sandeman et al. proposed a mean-field Stoner model where the majority spin Fermi level
is driven through one of two peaks in the paramagnetic density of states to explain the
phase diagram [230].

Finally, resistivity and ac susceptibility measurements reveal superconductivity emerg-
ing in a pressure range between p ≈ 9 kbar and pc as shown in Fig. 4.2 (a) [52, 207]. As
a function of pressure the transition temperature TSC increases below px and decreases
towards pc with a possible discontinuity at px. Neutron scattering experiments confirm the
coexistence of FM and SC [231]. Bulk superconductivity can be inferred from the mag-
netic field dependence of the flux flow resistance [207] and a small yet distinct anomaly
in the specific heat [226]. However, the specific heat suggests that bulk superconductivity
exists only in a narrow range surrounding px [225].

The microscopic coexistence of FM and SC renders UGe2 a candidate for unconven-
tional spin-triplet superconductivity supported by several other properties: (i) The su-
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Figure 4.3.: The ordered ferromagnetic moment as a function of temperature for various pres-
sures. The curves correspond from top to bottom to increasing pressures shown in the top right
corner. The phase transition at TC changes from second- to first-order at pressures close to pc.
Under pressure an additional transition at Tx < TC appears which becomes more pronounced
under pressure and is suppressed at px. Figure taken from Ref. [218].

perconducting state is highly sensitive to impurities [232]. (ii) The superconductivity is
extremely fragile with a critical current density jc ≈ 0.1 A/cm2, which is between one to
two orders of magnitude smaller than for other heavy-fermion systems like UPt3 and even
three orders of magnitude lower than for conventional superconductors [207]. (iii) The
combination of a superconducting transition temperature TSC which is always at least
two orders of magnitude smaller than TC and the absence of superconductivity above pc

which is in contrast to the standard quantum critical point (QCP) scenario points to FM
order being rather a precondition for SC than a competing order. (iv) The critical field Hc2

exceeds conventional paramagnetic and orbital limits for weak s-wave SC pairing [233].
The confinement of the SC within the FM phase has attracted great scientific interest

and a large number of mechanisms could be identified that promote superconductivity in a
FM phase. These encompass special features of the density of states [230], the coupling of
spin- and charge-density-wave order [234], magnon exchange [235], and the enhancement
of longitudinal, pair-forming spin fluctuations in the ferromagnetic state [236]. As TSC

is largest close to px, the fluctuations associated with the critical endpoint of the Tx

transition might indeed cause the emergence of superconductivity. In the following, we
want to summarise the studies on the magnetic fluctuations in UGe2 at ambient pressure
and under pressure.
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4.2. Magnetic fluctuations in UGe2

Data on magnetic fluctuations in UGe2 by means of TAS [53, 237] and µSR [238] have
been reported.

Huxley et al. performed TAS measurements investigating the critical magnetic fluc-
tuations at ambient pressure for a large temperature range from 25 to 70 K [53]. The
measurements were performed near the (001) reciprocal lattice point with an energy reso-
lution ∆E = 0.1 meV and a minimum momentum transfer of approximately q = 0.03 Å−1.
They found critical exponents which are asymmetric about TC corresponding to a 3d Ising
ferromagnet below TC and a mean-field transition above. Their main finding is that the
magnetic fluctuation energy Γq shown in Fig. 4.4 (a) does not vanish for q → 0 and even
at TC, which is characteristic of a first-order transition. This is in stark contrast with
conventional thermally-driven FM phase transitions. Notably, the latter is a stereotypical
example of a second-order phase transition. In addition, the product χ(q)Γq = (2/π)vFχpq

given by the Lindhard dependence where χp is the noninteracting Pauli susceptibility and
vF the Fermi velocity shows a weak q-dependence but remains finite for q → 0 as shown in
Fig. 4.4 (c). Due to the finite value of χ(q)Γq, they conclude that the average magnetisa-
tion density is not conserved which is not expected for a classical para- to ferromagnetic
phase transition. They argue that strong spin-orbit interactions of the f electrons give
rise to these non-spin-conserving terms.

Kepa et al. [237] performed TAS measurements on UGe2 under hydrostatic pressure
up to p = 11.8 kbar. Their main results are shown in Fig. 4.5. Following the temperature
dependence of the integrated neutron intensity of the magnetic (001) Bragg peak, the
PM-FM1 transition at TC and the FM1-FM2 transition at Tx can be observed because
the intensity is proportional to the squared magnetisation. They measured the magnetic
fluctuations with an energy of E = 0.15 meV and E = 0.25 meV, respectively, and see an
increase of fluctuations at TC corresponding to the second-order PM-FM1 phase transi-
tion, but no significant fluctuations can be observed at Tx. However, muon spin rotation
measurements [239] suggest that the transition at Tx is caused by the conduction electrons
which cannot be detected by a standard TAS setup since their signal is suppressed by the
magnetic form factor.

As we discuss in Sec. 4.4, we overcome the limits of the TAS technique in terms of energy
and momentum transfer resolution by employing MIEZE. We reveal purely longitudinal
spin fluctuations in UGe2 at ambient pressure with a dual nature arising from 5f electrons
that are hybridised with the conduction electrons. Local spin fluctuations are perfectly
described by the Ising universality class in three dimensions. In contrast to TAS, the
SANS configuration of MIEZE allows us to observe itinerant spin fluctuations relevant for
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Figure 4.4.: Temperature and q-dependence of magnetic fluctuations measured by means of
TAS in UGe2. (a) The fluctuation energy Γq as a function of the momentum transfer q for
temperatures above and below TC. Γq does not vanish for q → 0 away from TC. (b) The
temperature T -dependence of the magnetic fluctuation energy Γq at a finite momentum transfer
q. (c) The product χ(q)Γq as a function of momentum transfer q for various temperatures exhibit
only a slight q-dependence. The inset shows the temperature dependence of the product. All
solid lines are guides to the eye. Figure taken from Ref. [53].

p-wave pairing occuring over length scales comparable to the superconducting coherence
length.

4.3. Experimental methods

4.3.1. Sample preparation and characterisation

We employed a high-quality single crystal sample of UGe2. It was grown in the desired
crystal orientation by the Czochralski technique using an oriented seed crystal with sub-
sequent annealing similar to Ref. [240]. A part of this thesis project was a stay at the
Los Alamos National Lab, New Mexico, USA, assisting in growing the crystals. For the
neutron scattering experiments a cylinder with an almost constant diameter of 7 mm and
a length of 16 mm (m = 6 g) was cut with the crystallographic c-axis approximately along
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Figure 4.5.: Magnetic fluctuations in UGe2 under pressure. The right axis shows the temperature
dependence of the elastic neutron scattering intensity of the magnetic (001) Bragg reflection
which is proportional to the square of the magnetisation. The sample is under a pressure of
p = 11.8 kbar. The transitions at TC and Tx are marked with dashed lines. The left axis shows
the temperature dependence of the inelastic scattering signal for an energy transfer of ∆E =
0.15 meV and ∆E = 0.25 meV, respectively. Figure taken from Ref. [237].

the cylinder axis (see Fig. 4.6 (a)). X-ray Laue diffraction was used to prealign the sample
on the sample holder shown in Fig 4.6 (b) with the c-axis in vertical direction.

Using the neutron Laue diffraction technique at the nLaue instrument at the MLZ, the
sample was oriented precisely. At the instrument a white beam is employed and a sapphire
filter is positioned in the shielding to prevent background from fast neutrons and gamma
radiation. This results in a neutron wavelength spectrum ranging from 0.8 to 4 Å. The
experiments were carried out in a backscattering geometry. The Laue diffraction image
in Fig. 4.6 (c) shows the orientation of the sample with the b-axis approximately parallel
to the incident neutron beam. In addition, the measurements confirm that the sample
consists of a single grain.

Neutron depolarisation imaging (NDI) was employed at the instrument ANTARES at
the MLZ Garching to confirm the magnetic homogeneity, which is critical for the determi-
nation of critical exponents. The results in Fig. 4.7 confirm the homogeneity with a Curie
temperature TC = 52.68±0.03 K. The NDI technique uses a neutron polarisation analysis
setup on a neutron imaging beam line with a position sensitive detector. For a ferromag-
net cooled below the Curie temperature components of the neutron beam polarisation
perpendicular to the magnetisation start to precess leading to a partial depolarisation of
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Figure 4.6.: UGe2 single crystal and its neutron Laue diffraction image. (a) A UGe2 single
crystal was grown by the Czochralski method and a cylinder shaped piece cut out with a length
of 17 mm and a diameter of 7 mm. (b) The UGe2 sample attached to the sample holder is
shown as used at RESEDA and SANS-1 with a Cernox thermometer and a cadmium aperture to
minimise background scattering. (c) Neutron Laue diffraction imaging confirms that this sample
is a high-quality single-grain crystal. The crystallographic b-axis is approximately parallel to the
neutron beam.

the beam. In turn, the temperature dependence of the depolarisation, hence the Curie
temperature TC, can be resolved spatially. Details about the NDI setup are described in
Ref. [241] and, in particular, for this experiment in the appendix of Ref. [199]. Fig. 4.7 (a)
shows the spatial distribution of the Curie temperature TC and Fig. 4.7 (b) the variation of
the Curie temperature ∆TC. The histogram in Fig. 4.7 (c) combines the data in Fig. 4.7 (a)
and reveals the temperature dependence of the probability of the Curie temperature. The
small standard deviation demonstrates that this sample is optimal for investigations of
critical spin fluctuations.

4.3.2. Setup at RESEDA

Neutron spin-echo measurements using the MIEZE option (see Sec. 3.1) were performed
at the instrument RESEDA in September 2017. The instrument parameters are shown
in Tab. 4.1. We used neutrons with a wavelength of λ = 5.918 Å to cover a momentum
transfer range from 0.015 ≤ q ≤ 0.083 Å with sufficient neutron flux. The q resolution is
mainly defined by the source aperture positioned between the two resonant flippers and
the defining aperture installed directly in front of the sample. It can be calculated as
described in Sec. 2.5. In vertical direction the resolution is ∆qy = 0.003 Å−1 and remains
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(a)

(c)

(b)

Figure 4.7.: Results of the neutron depolarisation imaging measurements performed at
ANTARES. (a) The spatial distribution of the Curie temperature TC and (b) the variation
∆TC over the entire single crystal are shown. (c) Histogram of the probability of various TC

occurring across the sample is shown. Figure taken from Ref. [199].

constant over the entire momentum transfer range. The resolution within the scattering
plane varies smoothly from ∆qx = 0.003 Å−1 to ∆qx = 0.005 Å−1 from the smallest to
the highest momentum transfer. With frequency differences in the resonant coils between
20 Hz and 105.6 kHz a dynamic range from 0.2 ps to 310 ps was accessible.

We performed energy integrated measurements between 45 K and 65 K and time re-
solved measurements between 52.2 K and 54.7 K. The sample was cooled using a top-
loading closed cycle cryostat (CCR) that reaches temperatures between ∼ 4 K and room
temperature. The sample temperature was controlled using a Lakeshore 336 temperature
controller with a calibrated Cernox sensor directly at the sample as shown in Fig. 4.6 (b).
The temperature stability was better than ∆T ∼ 0.01 K and no hysteresis was observed.

4.3.3. Setup at SANS-1

Complementary small angle neutron scattering (SANS) measurements were performed at
the instrument SANS-1 at the MLZ to smaller momentum transfers to track the Porod
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Table 4.1.: Instrument parameters for the energy-integrated and quasi-elastic measurements at
RESEDA.
parameter unit variable value
detector pixel size (mm) ∆ 1.56
incoming wavelength (Å) λ 5.918
wavelength spread (FWHM) (1) ∆λ/λ 0.117
scattering angles (degrees) 2θ 0.98 - 4.54
source aperture horizontal (half width =̂“radius”) (mm) r1,h 5
source aperture vertical (mm) r1,v 10
defining aperture horizontal (mm) r2,h 1.5
defining aperture vertical (mm) r2,v 16
source aperture - defining aperture (mm) L 1450
distance defining aperture - detector (mm) l ≈ 2500
distance sample - detector (mm) LSD 2230

scattering due to ferromagnetic domain walls. We used neutrons with a wavelength of
λ = 6.5 Å with a wavelength spread (FWHM) of ∆λ/λ = 0.1. The detector was positioned
20 m behind the sample and asymmetrically moved to one side of the direct beam to cover
a momentum transfer range of 0.002 ≤ q ≤ 0.02 Å−1. Together with the 3He detector with
a pixel size of 8×8 mm a momentum transfer resolution of ∆q ≈ 8 ·10−4 Å−1 was achieved
following the calculations in Sec. 2.5.

4.4. Experimental results

In this section we present our neutron scattering results on the paramagnetic to ferro-
magnetic phase transition in UGe2. We reveal purely longitudinal spin fluctuations with
a dual character arising from 5f electrons which are hybridised with the conduction elec-
trons. Local spin fluctuations are perfectly described by the Ising universality class in
three dimensions whereas itinerant spin fluctuations occur over length scales comparable
to the superconducting coherence length.

We performed SANS measurements around the paramagnetic to ferromagnetic phase
transition at TC in UGe2. As derived in Sec. 2.3, the magnetic scattering cross-section is
related to the imaginary part of the dynamical magnetic susceptibility χ′′ij(q, ω) via

d2σ

dΩdω ∝
kf
ki

(δij − q̂iq̂j)|Fq|2[n(ω) + 1]χ′′ij(q, ω). (4.1)



4.4. Experimental results 79

c

incident
neutrons

sample

δS⟂

δS∥

q2θ
scatteredneutron beam

(b)

S∥a

c

incident
neutrons

sample

S∥a

δS⟂

δS∥
q2θ

scatteredneutron beam

(a)

(c) (d)

Figure 4.8.: Magnetic scattering intensity of UGe2 near the Curie temperature TC = 52.7 K.
(a) and (b) show two experimental configurations with the incident neutron beam n parallel or
perpendicular to the magnetic easy axis a, respectively, which allows to differentiate between
transverse and longitudinal fluctuations (see text). (c) and (d) show the energy-integrated scat-
tering intensities for the two configurations n ‖ a and n ⊥ a as a function of temperature
T and momentum transfer q. The black dashed line marks TC. In the parallel configuration
we see critical scattering around TC whereas in the perpendicular configuration it is absent. In
addition, the onset of Porod scattering below TC at lowest momentum transfer q is observable
charactercteristic of the ferromagnetic ordering. Figure taken from Ref. [199].

kf and ki denote the wave vector of the scattered and incident neutrons, respectively, and
q̂ is a unit vector parallel to the scattering vector q. n(ω) is the Bose function and Fq the
uranium magnetic form factor.

In Fig. 4.8 we show the temperature T and momentum transfer q dependent energy-
integrated scattering intensity of two different sample configurations that allow us to
distinguish between transverse and longitudinal magnetic fluctuations. Background mea-
sured at T = 65 K, well above TC, was subtracted from all data sets shown. The temper-
ature scans were carried out with the crystallographic a-axis, which is the magnetic easy
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ResedaSANS-1

Figure 4.9.: Energy-integrated intensity as a function of momentum transfer q for selected
temperatures T below TC for the incident neutrons n parallel to the a-axis. Measurements
at SANS-1 cover the whole q-range whereas RESEDA covers momentum transfers above q =
0.016 Å−1. The intensity below q∗ ≈ 0.02 Å−1 is well described by Porod scattering emerging
from ferromagnetic domains (black solid line) whereas the Lorentzian shaped intensity above q∗

originates from critical spin fluctuations. Figure taken from Ref. [199].

axis of UGe2, parallel (n ‖ a) and perpendicular (n ⊥ a) to the incident neutron beam,
respectively. As described in Sec. 2.3.1, neutrons are only sensitive to spin fluctuations
perpendicular to the wavevector transfer q which is reflected in the term δij − q̂iq̂j in
Eq. 4.1. In SANS configuration the momentum transfer q is approximately perpendicular
to the incident beam and we can separate longitudinal (δS‖) from transverse spin fluc-
tuations (δS⊥) as illustrated in Fig. 4.8 (a) and (b). In the configuration n ‖ a both δS‖

and δS⊥ are perpendicular to q and we observe substantial magnetic intensity as shown
in Fig. 4.8 (c). In contrast, for n ⊥ a only δS⊥ is perpendicular to q and a vanishingly
small signal is observed in this case (see Fig. 4.8 (d)) that can only come from transverse
magnetic fluctuations. As we show in App. B, the small intensity arises from the finite q
resolution, demonstrating that the critical spin fluctuations in UGe2 are solely longitudi-
nal. Differences in neutron transmission for the two orientations are negligible since the
sample has a cylindrical shape. Inspecting the temperature dependence of the integrated
intensity for n ‖ a shown in Fig. 4.8 (c), a pronounced peak is centred at TC = 52.7 K
due to the divergence of critical spin fluctuations. For low q and for T < TC additional
intensity is observed that increases in a fashion proportional to the ferromagnetic order
parameter, i.e. I ∝M2.

Examining the signal of the configuration n ‖ a in Fig. 4.8 (c) in more detail, we show
the q-dependence of the intensity for a few temperatures below TC in Fig. 4.9. Below
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Figure 4.10.: T -dependence of the Porod scattering for q < q∗. The temperature dependence
of the intensity is related to the ferromagnetic order parameter M via M2(T ) ∝ (1− T

TC
)2β and

well described for β = 0.32(1) (solid lines). The shaded areas denote the uncertainty of the fit
of β, i.e. 1σ standard deviation. Figure taken from Ref. [199].

q∗ ≈ 0.02 Å−1 the intensity is well-described by a q−4 dependence that is characteristic
for scattering from FM domains that form below TC [242, 243]. To follow this so-called
Porod scattering towards lower q, we performed a supporting SANS experiment on the
instrument SANS-1 at MLZ denoted with square symbols in Fig. 4.9 (e). The observa-
tion of Porod scattering down to qmin = 0.004 Å−1 implies the onset of long-range order
over length scales � 2π/qmin ≈ 1600 Å. SANS is ideally suited to observe these length
scales of long-range magnetic order in bulk samples as it allows to resolve the momentum
dependence in contrast to local probes, such as NMR, NQR, and µSR, and offers the nec-
essary momentum resolution down to q = 0.001 Å. In Fig. 4.10, we show the temperature
dependence of the intensity for selected q below q∗. Near TC it evolves as

M2(T ) ∝
(

1− T

TC

)2β
. (4.2)

We find that β = 0.32(1) describes our data perfectly in agreement with βtheo = 0.32 for
a 3d Ising system [114]. This is also in good agreement with β = 0.36(1) from neutron
diffraction [208].

For q ≥ q∗ and for T ≈ TC the q-dependence is described by a Lorentzian line shape
characteristic of critical spin fluctuations with a correlation length ξ as shown in Fig. 4.9.
The corresponding dynamical magnetic susceptibility is

χ′′(q, ω)
ω

= χ(q) Γq
Γ2
q + ω2 (4.3)

χ(q) = χ0

1 + (ξq)2 , (4.4)
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where Γq and χ0 are the momentum dependent relaxation frequency and the static mag-
netic susceptibility, respectively. Because of the longitudinal character of the spin fluctu-
ations only χ′′aa is non-zero and we have thus dropped the indices i, j. As we will show
in the following, the quasi-static approximation [162, 244] is valid for our experimental
conditions which allows to simplify Eq. 4.1 and obtain the static magnetic susceptibility
χ0 and the correlation length ξ from the energy integrated data.

The measured neutron cross-section for inelastic magnetic scattering provided in Eq. 4.1
can be simplified for ~ω � kBT . Via a Taylor expansion in x = ~ω

kBT
, it follows that

1

1−e
− ~ω
kBT
≈ kBT

~ω . In this case the scattering function simplifies to

S(q, ω) =
χ′′αβ(q, ω)
1− e−β~ω ≈ χ′′αβ(q, ω)kBT

~ω
. (4.5)

All data collection for our neutron scattering study in UGe2 was carried out near TC =
52.7 K, which corresponds to kBTC = 4.5 meV. In addition, it is already known from
previous TAS measurements that ~Γq < ~Γmax = 0.3 meV for the q-range up to 0.08 Å−1

that we have investigated here [53]. Our own measurements, as we will show later in this
section, also confirm this (see Fig. 4.14). Hence, for the relevant energy range ~Γmax

kBTC
≈

0.07� 1 and the Taylor expansion can be used.
Further, we can make use of the so-called quasi-static approximation [162, 244]. It

states that in case the energy of the incident neutrons Ei is larger than the relaxation
frequency ~Γ of the spin fluctuations that are being investigated the energy-integrated
neutron scattering cross-section is given by

dσ

dΩ ∝ (δαβ − q̂αq̂β)|Fq|2S(q, 0), (4.6)

where
S(q, t) = ~

∫
S(q, ω)eiωtdω (4.7)

is the intermediate scattering function, which is the Fourier transform of the scattering
function S(q, ω) = 1/π[n(ω) + 1]χ′′ij(q, ω) (see Eq. 4.1) with respect to time. Eq. 4.6 is
also called the instantaneous approximation. The experiments at RESEDA were carried
out with an incident wavelength λ = 6 Å which corresponds to Ei = 2.3 meV and, thus,
we have ~Γmax

Ei
≈ 0.1� 1 and the quasi-static approximation is valid for our experiment.

Finally, we use Eq. 4.3 together with Eqs. 4.5 and 4.7 to obtain

S(q, t = 0) =
∫
kBTχ(q) Γq

Γ2
q + ω2dω = πkBTχ(q). (4.8)
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(a) (b)

Figure 4.11.: T -dependence of the Lorentzian shaped critical scattering intensity. (a) Energy-
integrated magnetic scattering intensity around Tc as a function of temperature T and mo-
mentum transfer q. (b) q-dependence of the magnetic susceptibility χ(q). Solid lines are fits to
Eq. 4.3 where we use the quasi-static approximation (see text). Figure taken from Ref. [199].

Taking into account that in our SANS geometry |Fq|2 ≈ 1, we find the energy-integrated
neutron cross-section for the spin fluctuations in UGe2 as

dσ

dΩ ∝ πkBTχ(q) (4.9)

= π
kBTχ0

1 + (ξq)2 . (4.10)

Hence, the static susceptibility χ0 and the correlation length ξ can be directly obtained
by fitting the observed energy-integrated intensities with Eq. 4.9.

To investigate the critical scattering quantitatively, we subtract the Porod scattering
(see Figs. 4.9 and 4.10) from the observed intensities. The result is shown in Fig. 4.11 (a).
As the quasi-static approximation is valid, we show χ(q) which we obtained by dividing
the observed intensity by T for various temperatures in Fig. 4.11 (b). The solid lines are
fits to Eq. 4.4 to extract the T -dependence of χ0 and ξ shown in Figs. 4.12 (a) and (b).
For comparison we show the static magnetic susceptibility H/M determined by bulk
magnetisation measurements under an applied field of H = 20 mT in Fig. 4.12 (a) (red
circles) that scales perfectly with χ0.

We find that 1/χ0 ∝ (1− T/TC)γ with γ = 1.23(3) and 1/ξ = κ = κ0(1− T/TC)ν with
κ0 = 0.31(2) Å−1 and ν = 0.63(2) (solid lines in Figs. 4.12 (a) and (b)). The shaded area
denotes the uncertainty of the fit with 1σ standard deviation. The critical exponents are
in excellent agreement with a 3d Ising FM for which γtheo = 1.24 and νtheo = 0.63 [114].
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(a) (b)

Figure 4.12.: Temperature dependence of the magnetic susceptibility χ and the correlation
length ξ. (a) The inverse susceptibility extracted from fits in Fig. 4.11 (b) is shown as a function
of temperature. The red circles denote the static easy-axis magnetic susceptibilityH/M measured
with a magnetic field H = 0.1 T. The solid blue line is a fit to the data to extract the critical
exponent as γ = 1.23(3). (b) The inverse correlation length 1/ξ as a function of temperature
is well described by the fit (solid line) with a critical exponent ν = 0.63(2). The shaded areas
denote the uncertainty of the fits as 1σ standard deviation. Figure taken from Ref. [199].

Huxley et al. found κ0 = 0.29 Å−1 in good agreement with our result. In contrast, they
determined ν = 1/2 consistent with a mean-field transition [53]. However, their study was
limited to q > 0.03 Å−1 and underestimates the divergence of the critical fluctuations.

We now discuss the results of our MIEZE measurements. As described in Sec. 2.6,
MIEZE measures the intermediate scattering function S(q, τ) that is the time Fourier
transform of the scattering function S(q, ω) = 1/π[n(ω) + 1]χ′′ij(q, ω) (see Eq. 2.39).
In Fig. 4.13 we show the normalised intermediate scattering function S(q, τ)/S(q, 0) for
various momentum transfers q at TC. S(q, τ)/S(q, 0) for all other measured temperatures
are shown in App. B. Because the spin fluctuations have Lorentzian lineshape (see Eq. 4.3)
we fit an exponential decay (solid lines in Fig. 4.13)

S(q, τ)/S(q, 0) = A · exp(−|Γq| · τ), (4.11)

where the amplitude A is in general set to 1. Above TC and for smallest momentum transfer
q, the amplitude A is fitted as well since due to background scattering the measured
polarisation was suppressed below 1. The fits are discussed in more detail in App. B. The
resulting fluctuation frequency Γq is shown in Fig. 4.14.

The momentum dependence of Γq is described by the dynamical exponent z via Γq ∝ qz.
For T ≤ TC, we find that Γq is fitted perfectly by z = 2.0(1) (see Fig. 4.14 (b)). This is
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Figure 4.13.: Intermediate scattering function of UGe2 at TC = 52.7 K for various momen-
tum transfers q. Solid lines are single exponential decay fits and the shaded areas denote the
uncertainty of the fits as 1σ standard deviation. Figure taken from Ref. [199].

in excellent agreement with predictions for a 3d Ising FM for which ztheo = 2 [114]. For
T > TC, Γq is also well described by z = 2, however, only above a crossover value of
q0 = 0.04 Å−1. Below q0, our data is best fit by Γq = Aqz with z = 2.53(4) (see Fig. 4.14).
This is consistent with z = 5/2 calculated for itinerant FMs within critical renormalisation
group theory [245] and confirmed for various d-electron FMs such as Fe [246], Ni [247]
and Co [248]. Notably, typical values reported for A are 3− 350 meVÅ5/2 consistent with
A = 200(2) meVÅ5/2 that we find for UGe2 [246–249]. As demonstrated in Fig. 4.14 (a) for
T = 54 K, the fit for Γq with z = 2.0(1) also describes the data of Huxley et al. [53] (black
circles) perfectly. However, they conclude that Γq remains finite for q → 0 in contrast to
our findings. This discrepancy is easily explained by considering that their experiment was
limited to q ≥ 0.03 Å−1, which is only slightly below q0 where we observe the crossover to
z = 5/2.

Fig. 4.15 shows the T -dependence of Γq. For finite q, it follows the T -dependence of ξ
via Γq ∝ (q/ξ)z = (1−T/TC)zν in agreement with the dynamical scaling prediction [250].
In Fig. 4.15 (a) we show that for q = 0.06 Å−1 both the results from Ref. [53] and our
own are consistent with z = 2. Below q0, z = 5/2 agrees well with our data (solid line)
consistent with the fits of Γq shown in Fig. 4.14.

For clean itinerant FMs the fluctuation spectrum is characterised by Landau damping
as has been demonstrated for 3d transition metal materials [251, 252]. Here, the product
of the magnetic susceptibility with the fluctuation frequency, χ(q)Γq, is given by the
Lindhard dependence (2/π)vFχPq for T > TC, where vF and χP are the Fermi velocity



86 Chapter 4. Magnetic fluctuations in the ferromagnetic superconductor UGe2

(a)

(b)

Figure 4.14.: Fluctuation energy Γq as a function of momentum transfer q for various temper-
atures T . (a) A comparison between former TAS measurements by Huxley et al. [53] covering
higher momentum transfers q are in perfect agreement with our results. The solid line is a fit
to the MIEZE data. (b) q-dependence of the fluctuation energy Γq in the low q-regime. Solid
lines are fits to Γ ∝ qz with the dynamical critical exponent z. We observe a crossover at
q0 = 0.038 Å−1 where the exponent changes from z = 2.5 below to z = 2 above. Data sets are
shifted by 50µeV for better readability as indicated by the horizontal dashed lines. The shaded
areas denote the uncertainty of the fits as 1σ standard deviation. Figure taken from Ref. [199].
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Figure 4.15.: Temperature dependence of the fluctuation energy Γq (a) for q above q0 =
0.038 Å−1 and (b) below. (a) A comparison with data by Huxley et al. [53] which cover a larger
temperature range. The solid line denotes a fit of Γq ∝ (1−T/TC)zν to our MIEZE data where
z is given in the table for the two regimes. The critical exponent ν is given as ν = 0.63(2)
by the elastic measurements shown in Fig. 4.12 (b). The data by Huxley et al. are consistent
with our findings. (b) The T -dependence of the fluctuation energy which is shifted by Γq(TC).
The shaded areas denote the uncertainty of the fits as 1σ standard deviation. Figure taken from
Ref. [199].

and the non-interacting Pauli susceptibility, respectively [253, 254]. We show χ(q)Γq for
UGe2 in Fig. 4.16. Huxley et al. [53] who carried out measurements for q ≥ 0.03 Å−1 found
that χ(q)Γq only weakly depends on q and concluded that it remains finite for q → 0 (solid
black line in Fig. 4.16). This difference with respect to prototypical 3d electron itinerant
FMs is likely due to strong spin-orbit coupling that modifies the spin fluctuation spectrum.
Our data agrees with the weak q dependence above q0 but clearly shows that χ(q)Γq → 0
for q → 0, implying that the uniform magnetisation is a conserved quantity in UGe2. Our
data is consistent with χ(q)Γq ∝ q5/2 (solid blue line in Fig. 4.16). This more pronounced
q-dependence is expected by theory near TC [254] and agrees with Γq ∝ q5/2. Here, we
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Figure 4.16.: Product of the magnetic susceptibility and the fluctuation energy χ(q) · Γq. The
black solid line is χ(q)Γq as determined by Huxley et al. in Ref. [53] that reports measurements
down to qHux

min marked by the dashed-dotted line. We observe a weak q-dependence above q0 but
clearly see χ(q)Γq → 0 for q → 0. The data is consistent with χ(q)Γq ∝ q5/2 denoted as solid
blue line. Figure taken from Ref. [199].

highlight that although the q-range over which qz with z = 5/2 is observed is limited, this
behaviour is corroborated via three independent methods that are illustrated in Figs. 4.14
to 4.16.

4.5. Summary and conclusions

Our results demonstrate that the spin fluctuations in UGe2 exhibit a dual character asso-
ciated with localised 5f electrons that are hybridised with itinerant d electrons. Notably,
as expected for a local moment FM with substantial uniaxial magnetic anisotropy all
critical exponents determined from our results are in perfect agreement with the 3d Ising
universality class [114]. Further, χ(q)Γq is approximately constant as a function of q down
to q0 highlighting that the underlying spin fluctuations are localised in real space. In
contrast, the dynamical exponent z = 5/2 and χ(q)Γq → 0 for q → 0 observed below
the crossover value q0 are characteristic of itinerant spin fluctuations. Because the con-
tribution of the conduction electrons to the total ordered moment is less than 3 % [208],
below TC fluctuations of localised f magnetic moments are dominant. Spin fluctuations
with a dual character are consistent with the moderately enhanced Sommerfeld coeffi-
cient γ = 34 mJ/K2mol of UGe2 [255, 256] and a next-nearest-neighbor uranium distance
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dU−U = 3.85 Å [200] near to the Hill value of 3.5 Å [257] that both suggest that the 5f
electrons in UGe2 are hybridised with the conduction electrons.

The dual nature of spin fluctuations revealed by our MIEZE measurements strongly
supports the scenario of p-wave superconductivity in UGe2. First, to promote strong lon-
gitudinal fluctuations requires strong Ising anisotropy that typically is a result of localised
f electrons with substantial spin-orbit coupling and is consistent with critical Ising ex-
ponents that we observed above q0. Second, the theory for p-wave pairing assumes that
it is the same itinerant electrons that are responsible for the coexisting FM and super-
conducting states [258] highlighting that the low-energy itinerant spin fluctuations below
q0 discovered here are crucial to mediate p-wave superconductivity. The maximum super-
conducting critical temperature TSC occurs at the QPT at px [52, 218]. Here, a substantial
increase of the Sommerfeld coefficient [225] and changes in the electronic structure ob-
served near px [214, 227] suggest that the hybridisation of 5f electrons and conduction
electrons increases at px and corroborates that spin fluctuations with a dual nature are
relevant for p-wave superconductivity. This is supported by a theory based on competi-
tion of FM exchange and the Kondo interaction that results in a localised to itinerant
transition at px [259, 260].

Further, we note that our findings of longitudinal critical fluctuations in UGe2 are
also consistent with the findings for UCoGe [261], which is another material that is a
candidate for p-wave superconductivity. However, the results on UCoGe by Hattori et al.
[261] were obtained by nuclear magnetic resonance measurements that are unable to probe
spin fluctuations at finite q and, in turn, are unable to observe an itinerant-to-localised
crossover as we report it here. Similarly, TAS measurements of UCoGe by Stock et al. [262]
lack the required momentum and energy transfer resolution. In contrast to UGe2, UCoGe
exhibits superconductivity even at ambient pressure below a transition temperature of
TSC = 0.8 K [263] and we intend to overcome these resolution limits to investigate the
critical fluctuation spectrum using MIEZE. Though, the small ordered magnetic moment
of m0 = 0.03µB [263] makes the measurements challenging.

Moreover, we note that the crossover value q0 corresponds to a length scale of ap-
proximately 170 Å. The superconducting coherence length of UGe2 was estimated as
ξSC = 200 Å [52], which shows that the spin fluctuations relevant to the p-wave pairing
are present at q < q0. This may explain why triple-axis measurements of the spin fluc-
tuations near px with limited resolution were inconclusive [237]. Although the pressure
dependence of the crossover length scale q0 remains to be determined to unambiguously
associate it with the unconventional superconducting state in UGe2, our results highlight
that recent developments in ultrahigh resolution neutron spectroscopy are critical for the
study of low-energy spin fluctuations that are believed to drive the emergence of quantum
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matter states. Here, the fluctuations that appear at zero q such as for ferromagnetic and
electronic-nematic quantum states can immediately be investigated via the MIEZE SANS
configuration used here. In addition, MIEZE can be extended in straightforward fashion
to study quantum fluctuations arising at large q, allowing for insights in antiferromagnetic
QPTs and topological forms of order [264].

Finally, unconventional superconductivity was recently discovered by Ran et al. in the
material UTe2 below a critical temperature TSC = 1.6 K [265, 266]. The material exhibits
two re-entrant superconducting phases with high anisotropic upper critical fields of more
than 40 and 65 T, respectively, where the latter coexists with a field-polarised phase.
Temperature-independent Knight shift data across TSC measured in 125Te NMR studies
suggest p-wave superconductivity. Furthermore, scanning tunneling microscopy studies
identified chiral in gap states suggesting UTe2 as a candidate for chiral-triplet topologi-
cal superconductivity [267]. Hence, the material sparks interest for topological quantum
computing as it might host Majorana zero modes [268, 269].

The system shares similarities with the other Uranium-based ferromagnetic supercon-
ductors, but has a paramagnetic normal state with strong magnetic fluctuations where
the scaling of the magnetisation indicates quantum critical ferromagnetism. It is believed
that these fluctuations might mediate the superconducting pairing [265]. In contrast, in-
elastic neutron scattering has found incommensurate spin fluctuations close to an antifer-
romagnetic wave vector [270]. However, not all scattering planes have been probed. µSR
measurements found no evidence for magnetic order down to 25 mK, but a slowing down
of the magnetic fluctuations with decreasing temperature was observed indicating the ex-
istence of a magnetic instability [271]. Furthermore, NMR data suggest strong low-energy
longitudinal magnetic fluctuations below T = 20 K [272]. But the latter two techniques
are limited in their sensitivity to localised fluctuations. By contrast, MIEZE could probe
the direction and character of the low-energy fluctuations at finite momentum down to
q ≈ 0.005 Å−1 with highest energy and momentum resolution as well as the behaviour of
the fluctuations under the application of magnetic field.



5. Weak crystallisation of fluctuating
skyrmion textures in MnSi

In this chapter we report on our experimental study of the emergence of the topologically
non-trivial skyrmion lattice phase when approaching it from the paramagnetic state in the
transition metal helimagnet MnSi. As part of this work small angle neutron scattering
(SANS) data were analysed and neutron resonance spin-echo measurements employing
modulation of intensity with zero effort (MIEZE) conducted, which complete ac suscep-
tibility and all-electrical microwave spectroscopy (FMR) results for a detailed picture of
the paramagnetic-to-skyrmion lattice transition. As our key result, we find evidence of
skyrmion textures in the paramagnetic state exceeding 103 Å with lifetimes above several
nanoseconds. Our experimental findings establish that the paramagnetic-to-skyrmion lat-
tice transition in MnSi is well described by the Landau soft-mode mechanism of weak
crystallisation.

Results of the presented work have been published in Ref. [108] and this chapter is
based on it. The chapter is organised as follows. At first, the key question is motivated
and previous results concerning the paramagnetic-to-skyrmion lattice transition are given.
Second, the employed samples and experimental setups are explained. Subsequently, ex-
perimental results of our neutron scattering studies from SANS and longitudinal MIEZE
are presented. Finally, the results are combined with complementary ac susceptibility
and all-electrical microwave spectroscopy data and discussed in the context of the weak
crystallisation mechanism.

5.1. Motivation

In recent years skyrmions have been discovered in numerous systems such as bulk com-
pounds, thin films, heterostructures, and nanoscaled systems [6, 12–25, 27, 28, 71–75].
A major question is the formation of skyrmions and the emergence of their non-trivial
topology. The microscopic mechanisms underlying the transition of skyrmions into dif-
ferent types of conventional long-range magnetic order have been explored in various
experimental and theoretical studies [15, 16, 70, 273–276]. In contrast, the formation
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of skyrmions coming from an essentially paramagnetic state which is dominated by an
abundance of fluctuations is not conclusively examined. This leads to the question if
characteristics of non-trivial topology already exist in the paramagnetic state, if they are
rather described as solitonic objects in real space or as smooth, wavelike textures [6, 13,
14, 18, 71, 109, 120, 277], and how the transition is described in the framework of the
present-day classification of phase transitions [31, 278, 279].

In the helimagnetic compound FeGe it was argued that skyrmionic precursor phenom-
ena exist in the paramagnetic state based on ac susceptibility and limited specific heat
data at finite field [280, 281]. However, the interpretation lacked necessary microscopic
information on the spatial, temporal, and topological character of the correlations. In ad-
dition, the interpretation assumed a spontaneous skyrmion liquid in zero magnetic field.
Though, this scenario was eventually ruled out in the case of the archetypical helimagnet
MnSi in comprehensive studies including SANS, neutron polarimetry, specific heat, and
susceptibility measurements [112, 282]. In order to clarify the nature of the paramagnetic-
to-skyrmion lattice transition, bulk information has to be combined with microscopic data
and a critical assessment of the consistency with conventional Ginzburg-Landau theory is
necessary.

An ideal candidate to approach the issue of the paramagnetic-to-skrmion lattice transi-
tion is the transition metal MnSi as one of the most extensively studied representative of
the class of cubic chiral magnets [14, 69, 76, 77, 80, 86–88, 101–106, 110–112, 123, 135, 142–
144, 158, 161, 282–285]. Its main characteristics concerning the phase diagram, phase
transitions, the skyrmion lattice, and spin excitations are introduced in Sec. 1.2.

5.2. Experimental methods

For this study, high-quality single crystal samples of MnSi were grown by means of optical
float zoning under ultrahigh-vacuum conditions [286–288]. For our SANS measurements,
a spherical single crystal of MnSi was employed with a diameter of 5.75 mm. A crystallo-
graphic 〈110〉 direction was oriented perpendicular to the magnetic field and the neutron
beam. MIEZE measurements were performed with a cylindrical MnSi single crystal sam-
ple with a diameter of 10 mm and a length of 30 mm (OFZ 119-3). The cylinder symmetry
axis was a 〈110〉 direction and oriented vertically.

SANS measurements were conducted at the instrument SANS-1 at the Heinz Maier-
Leibnitz Zentrum (MLZ) in Garching, Germany [187]. The instrument parameters of
our study are listed in Tab. 5.1. A 5 T superconducting magnet (MAG-H-5.0T) was used
to generate the magnetic fields and the sample was cooled using a closed cycle cryostat
(CCR19). At the time of these measurements, SANS-1 was not equipped with goniometers.
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Table 5.1.: Instrument parameters for the energy-integrated measurements at SANS-1.
parameter unit variable value
detector pixel size (mm) ∆ 8
incoming wavelength (Å) λ 5.5
wavelength spread (FWHM) (1) ∆λ/λ 0.1
scattering angle (degrees) 2θ 2.0
source aperture radius (mm) r1 25
defining aperture (mm) r2 2
source aperture - defining aperture (mm) L1 12
distance defining aperture - detector (mm) L2 10.35
distance sample - detector (mm) LSD 10

Therefore, all data were recorded with rocking scans about the vertical axis. Numerous
related studies performing two-axis rocking scans confirmed the full symmetry of the
scattering pattern.

MIEZE measurements were performed at the instrument RESEDA at the MLZ in
Garching, Germany [176–178]. A neutron wavelength of λ = 6 Å was used with a wave-
length bandwidth of ∆λ/λ = 0.117. The dynamic range was from 70 ps to 1.9 ns. The
sample aperture was a pinhole with a diameter of 8 mm. Vertical and horizontal 40′ colli-
mators reduced background from the analyser and reflections from the neutron guides. In
addition, they defined the momentum transfer resolution. The sample-detector distance
was 3430 mm. Magnetic fields were generated by a high temperature superconducting
2.2 T magnet (MAG 2.2 T-HTS) in two configurations, parallel and perpendicular to the
neutron beam. The sample was cooled with a standard closed cycle cryostat. All measure-
ments were performed field cooled.

5.3. Experimental results

In the following section, our results of neutron scattering experiments are presented. We
observe SANS intensity on a surface of a sphere with a faint sixfold intensity pattern
above the ordering temperature Tc reminiscent of skyrmion lattice order. The correlation
length of the sixfold pattern is resolution limited and exceeds several thousand Å whereas
contributions of conical character are subleading. MIEZE measurements reveal a fully
dynamic paramagnetic regime where the sixfold pattern has lifetimes exceeding several
10−9 s.
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5.3.1. Small angle neutron scattering

Comprehensive SANS measurements yield information on the nature and the correlation
lengths of the magnetic correlations on a microscopic scale. The presented results were
recorded in field heated measurements. A comparison with field cooled measurements
showed the same behaviour without evidence of hysteresis in the scattering patterns.
This result is consistent with bulk properties which did not exhibit any hysteresis effects
between the skyrmion lattice phase and the fluctuation disordered regime. Both neutron
scattering studies employing SANS and MIEZE were performed with the magnetic field
along the crystallographic 〈110〉 direction. The isotropic behaviour of the FD regime
observed in susceptibility measurements allows to link the results.

Typical 2d scattering patterns with magnetic field of B = 0.15 T parallel to the neu-
tron beam are shown in Figs. 5.1 (a1) to (a3). The typical sixfold scattering pattern of the
skyrmion lattice phase of MnSi is observed for T = 28.7 K in Fig. 5.1 (a1). The logarithmic
intensity scale is chosen to minimise twofold appearance of the scattering pattern orig-
inating from the one-axis rocking scans as explained above. Increasing the temperature
above Tc to T = 29.3 K in Fig. 5.1 (a2), a ring of intensity is observed with a superim-
posed faint sixfold pattern reminiscent of the skyrmion lattice phase. The data suggests
skyrmionic correlations in the FD regime as a precursor phenomenon prior to the onset
of long-range skyrmion lattice order. However, it is important to note that SANS does
not allow to distinguish between a multi- ~Q structure and a coincidental superposition of
single- ~Q structures under 120◦. We return to this point below. The faint sixfold pattern
in the FD regime has the same azimuthal orientation as the skyrmion lattice phase. In-
creasing the temperature within the FD regime further to T = 30.5 K, only a broad ring
of intensity remains and the sixfold pattern vanishes. Altogether, the sixfold scattering
pattern is a key feature within the FD regime approaching the onset of long-range order
in the skyrmion lattice phase.

Measurements with a magnetic field perpendicular to the neutron beam complement the
SANS data set in Figs. 5.1 (b1) to (b3). Within the skyrmion lattice phase at T = 28.7 K
strong scattering intensity is observed vertically associated with the skyrmion lattice order
and very weak intensity horizontally corresponding to conical correlations. Again, a ring
of intensity is observed at T = 29.3 K in the FD regime and additional Bragg peaks
along the magnetic field associated with conical correlations. Furthermore, weak intensity
occurs perpendicular to the field characteristic of the skyrmionic correlations already
observed in Fig. 5.1 (a2). It is important to note that the phase space occupied by the
intensity on a ring perpendicular to the applied magnetic field is much larger than the
conical counterparts which are confined to regions close to wave vectors parallel to the
field. Hence, the integrated intensity of the ring is larger than the intensity corresponding
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Figure 5.1.: SANS signal in an applied magnetic field parallel and perpendicular to the neutron
beam. Typical 2d SANS patterns for temperatures within the skyrmion lattice phase, just above
Tc and well above Tc for fields (a) parallel and (b) perpendicular to the neutron beam. (c)
Intensity as a function of momentum transfer q in the skyrmion lattice phase with field parallel
to the neutron beam, where data in 60◦ wide sectors marked (1) and (2) of the 2d intensity
pattern shown in the inset were summed up. (c, d) Intensity as a function of q in the FD regime
at T = 29.3 K and the paramagnetic regime outside the FD regime at T = 30.5 K. Data in the
sectors marked (1) and (2) are denoted “skyrmion on the ring” and “ring”, respectively. The
difference between sectors (1) and (2) is denoted “Skyrmion” in the panels. Further details are
explained in the text. Figure taken from Ref. [108].
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to the conical correlations. Increasing the temperature within the FD regime further to
T = 30.5 K, a broad ring of intensity remains with a slight enhancement of intensity along
the magnetic field direction.

Altogether, the data suggests neutron scattering intensity on the entire surface of a
sphere with additional conical and skyrmionic correlations in the FD regime at an ap-
plied magnetic field of 0.15 T. Comparing intensities integrated in reciprocal space, the
intensity of the ring perpendicular to the field is larger than the scattering intensity of
the conical correlations. Increasing the temperature further to T = 30.5 K, the max-
ima of the skyrmionic correlations vanish and a gentle enhancement of intensity along
the field remains. Evaluating the integrated intensities of the various correlations, they
merge increasing the temperature from Tc towards T = 30.5 K, the highest investigated
temperature.

Figs. 5.1 (c) to (e) show the intensity as a function of modulus of ~q in the skyrmion
lattice phase and in the FD regime when the temperature is increased slightly above
Tc as shown in Fig. 5.1 (a). The intensity represents the sum over sectors marked as (1)
and (2) depicted in the insets corresponding to the sixfold pattern and the intensity in
between, respectively. In the following, these two directions are denoted with subscripts
s and r, respectively. For the subsequent considerations, it is important to note that
a Lorentzian shape is expected for scattering intensity which is not restricted by the
instrumental resolution. In contrast, resolution-limited scattering essentially gives rise to
a Gaussian line shape. The instrumental resolution is given by 2σq = 0.0058 Å−1 taking
into account the neutron wavelength spread, the scattering geometry, and the detector
pixel size following Pedersen et al. [168]. It corresponds to twice the standard deviation of
the Gaussian depicted as light-blue shading in Figs. 5.1 (b) to (d). The full width at half
maximum is given by ∆q = 2σq

√
2 log 2 ≈ 0.0068 Å−1.

In the skyrmion lattice phase shown in Fig. 5.1 (c) the intensity is Gaussian shaped in
sector (1) corresponding to a resolution-limited scattering intensity. To emphasize this
point an additional Lorentzian is shown for comparison. Quantitatively, the full width at
half maximum of the measured Gaussian line shape is wG = 0.0051 Å−1 which is smaller
than the calculated resolution ∆q = 0.0068 Å−1. The measured resolution limit wG permits
to calculate a lower estimate of the correlation length of the sixfold scattering pattern.
For our SANS setup we assume to be able to resolve a broadening of the magnetic Bragg
peak by 20 % beyond the resolution limit. The correlation length of such a signal would
be ξs ' 2/

√
(1.2wG)2 − w2

G = 591 Å. Hence, the correlation length ξs of the skyrmion
lattice must be considerably larger than 591 Å which is consistent with very large corre-
lation lengths inferred from the magnetic mosaicity [86]. Furthermore, we can analyse the
intensity in sector (2). Although it is not distinguishable in the 2d scattering patterns,
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the very weak intensity can be carefully assessed as a function of momentum transfer q
revealing a Lorentzian line shape with FWHM wL = 0.0091 Å−1. The result corresponds
to a correlation length of ξr = 2/

√
w2
L −∆2

q ≈ 330 Å. The value is consistent with the
correlation length in zero magnetic field at the phase transition from paramagnetism to
helimagnetic order in Ref. [112]. Importantly, it is significantly lower than ξs.

In the FD regime at T = 29.3 K displayed in Fig. 5.1 (d) the intensity within sector (1)
and (2) are depicted as open and filled markers, respectively. The intensities essentially
coincide except within a small range close to the maximum. The intensity in sector (2) is
well described by a Lorentzian function with a FWHM of wL = 0.0149 Å−1. A Gaussian
line shape is shown for comparison as dashed line. The width of the Lorentzian line
shape exceeds the resolution limit significantly and corresponds to a correlation length of
ξr ≈ 150 Å. The difference between the intensity in sector (1) and (2) depicted as orange
symbols represents the faint sixfold scattering intensity. Qualitatively, its line shape is
best described by a Gaussian that is characteristic of resolution-limited scattering. For
comparison a Lorentzian is shown as grey solid line. The Gaussian full width at half
maximum is wG = 0.0054 Å−1. Hence, the faint sixfold scattering intensity exhibits a
correlation length substantially exceeding ξs ' 591 Å as estimated beforehand in the
skyrmion lattice phase and may be as large as several thousand Å [168].

Increasing the temperature even further to T = 30.5 K, the sixfold intensity distribution
vanishes. The intensity as a function of momentum transfer q coincides in sectors (1) and
(2). The line shape is well described by a Lorentzian with a FWHM wL = 0.0415 Å−1

corresponding to a correlation length of ξr = 49 Å.

5.3.2. Neutron resonance spin-echo

The results of SANS measurements observing resolution-limited skyrmionic correlations in
the FD regime raise the question of their lifetime. This information allows to demonstrate
that the correlations are indeed skyrmionic as inferred from FMR results below. It is also
essential to understand the nature of the condensation of the skyrmion lattice from the
paramagnetic regime. Although there is no evidence for hysteresis effects in any of the
investigated physical properties, we find it helpful to confirm that there are no remnants
of the skyrmion lattice phase in the FD regime causing the faint sixfold intensity pattern.

An ideal probe to clarify this question is neutron spin-echo spectroscopy, which offers
the necessary sub-µeV energy resolution. In our study, we focussed on the scattering
intensity of the skyrmionic correlations. To confirm that our results are consistent with
other studies, we performed longitudinal MIEZE measurements at RESEDA investigating
the conical correlations for an applied magnetic field of 240 mT (not shown). These results
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are in excellent agreement with previous measurements at IN15 at the ILL reported in
Ref. [285], where ferromagnetic spin-echo spectroscopy was employed.

Shown in Fig. 5.2 are results of the MIEZE measurements. As in SANS measurements
the field was applied along the crystallographic 〈110〉 direction. Data were recorded with
magnetic field parallel and perpendicular to the neutron beam, respectively. In both cases
the same Bragg peak was investigated associated with the sixfold scattering pattern of the
SANS studies. Probing the same location in reciprocal space, the same dynamical prop-
erties are expected. It therefore proves that the data were not contaminated by spurious
scattering.

Figs. 5.2 (a) and (b) display the intermediate scattering function S(q, τ)/S(q, 0) as a
function of spin-echo time τ for various temperatures above and below Tc for magnetic
field parallel and perpendicular to the neutron beam, respectively. The data are shifted
vertically for better visibility. In both cases data is fitted well by a single exponential decay
exp(−(Γ/~)·τ) shown as solid lines. Γ denotes the quasielastic linewidth and the associated
lifetime is t0 = ~/Γ. Summarised in Fig. 5.2 (c) is the temperature dependence of the
energy-integrated scattering intensity characteristic of the long-range ordered skyrmion
lattice below Tc ≈ 28.8 K and the quasielastic linewidth Γ of the skyrmionic fluctuations
observed above Tc. The magnetic order in the skyrmion lattice phase is static within the
tiny quasielastic energy resolution limit (� 0.1µeV). The upper and lower limit of the
skyrmion lattice phase is clearly determined by the elastic scattering intensity.

Above the transition temperature where the elastic scattering intensity vanishes, the
quasielastic linewidth Γ is finite. As expected, the same quantitative temperature depen-
dence for field parallel and perpendicular to the neutron beam is observed. The linewidth
Γ ≈ 0.6µeV determined at 29.3 K where the faint sixfold pattern is observed in SANS
corresponds to a lifetime of t0 ≈ 1 ns. Towards the skyrmion lattice phase the linewidth
decreases and lifetimes reach at least several ns. In summary, our measurements with
ultrahigh energy resolution reveal that the magnetic correlations in the FD regime are
fully dynamic.

5.4. Summary and conclusions

In summary, SANS measurements reveal scattering intensity on the surface of a sphere in
reciprocal space in the fluctuation disordered regime. The intensity is more pronounced
along the magnetic field and in a plane perpendicular to the applied field. The intensity
in a plane perpendicular to the field exhibits a sixfold pattern reminiscent of skyrmion
lattice order in three ways. First, the modulus of the wave vector | ~Q| has the same value
as the long-range skyrmion lattice order below Tc. Second, the orientation of the sixfold
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where Γ represents the quasielastic linewidth, and the
associated lifetime is t0 ¼ ℏ=Γ.
Summarized in Fig. 4(c) is the temperature dependence

of the elastic scattering intensity characteristic of the long-
range ordered skyrmion lattice below Tc ≈ 28.8 K and the
quasielastic linewidth Γ of the skyrmionic fluctuations
observed above Tc. Both the elastic intensity and the
MIEZE data were recorded at RESEDA in order to avoid
any systematic differences of the temperature dependences
of both quantities. In the skyrmion lattice phase, the
magnetic order is static within the tiny quasielastic energy
resolution limit (≪ 0.1 μeV). The elastic intensity displays
a very well-defined lower and upper transition temperature
of the skyrmion lattice phase.

Within experimental accuracy, the quasielastic linewidth
Γ assumes a finite value above the temperature at which the
elastic scattering intensity of the skyrmion lattice phase
vanishes. The same quantitative temperature dependence of
Γ is observed for fields parallel and perpendicular to the
neutron beam as expected. Expressed in terms of the
lifetime t0, typical values corresponding to the SANS
pattern at 29.3 K shown in Fig. 2(a2) are roughly
t0 ≈ 1 ns, with Γ ≈ 0.6 μeV. When approaching the tran-
sition of the skyrmion lattice phase, the lifetime increases
and reaches at least several ns. The remarkably small error
bars, and thus energy resolution, clearly establish the
dynamic character of the magnetic correlations in the
FD regime.

D. Microwave spectroscopy

The similarities of the SANS scattering pattern of the
long-range ordered skyrmion lattice below Tc and the faint
sixfold intensity pattern due to fluctuations in the FD
regime above Tc suggest that the latter already possess a
skyrmionic character. However, our SANS data do not
permit us to distinguish between a multi-Q⃗ character of the
fluctuations and fluctuating single-Q⃗ correlations that
superpose fortuitously. The key aspect underlying the
nontrivial topology of the skyrmions is a stiff phase
relationship between Fourier components of the multi-Q⃗
state. This phase relationship has been demonstrated in
SANS studies on bulk samples, where higher-order scatter-
ing could be tracked using so-called Renninger scans [90].
The same phase relationship is also at the heart of the
characteristic magnonic excitations observed in ferromag-
netic resonance spectroscopy as well as inelastic neutron
scattering.
The excellent understanding of the interactions, mag-

netic order, and magnetic phase diagram of cubic chiral
magnets is reflected in a universal account of the collective
spin excitations [79,81,100–106]. Based on a few physi-
cally transparent parameters, the full spectrum of excita-
tions, their spectral weight, and the hybridization between
modes were found to be in excellent agreement with
experiment. In the helical and conical states, two funda-
mental modes may be distinguished, denoted "Q. In
contrast, three fundamental modes exist in the skyrmion
lattice phase, notably a clockwise (CW) and a counter-
clockwise (CCW) mode, as well as a breathing mode (BM).
All three modes are intimately related to the phase stiffness
between Fourier components of the triple-Q⃗ state.
In the presence of long-range magnetic order, microwave

spectroscopy represents a very well-established and well-
understood technique. In comparison, microwave spectros-
copy on dynamic correlations has been considered selec-
tively only. The neutron spin-echo spectroscopy clearly
establishes a dynamic character of the skyrmionic corre-
lations in the FD regime with characteristic lifetimes of the
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FIG. 4. Typical quasielastic behavior in the skyrmion lattice
phase as determined by the MIEZE implementation of neutron
resonance spin-echo spectroscopy. (a,b) Normalized intermediate
scattering function Sðq; τÞ=Sðq; 0Þ as a function of spin-echo time
τ for various temperatures below and above Tc for magnetic fields
parallel and perpendicular to the neutron beam. (c) Elastic
scattering intensity of the skyrmion lattice and quasielastic
linewidth, Γ, both as a function of temperature. Error bars of
the elastic intensity are smaller than the symbol size. The energy
resolution of the quasielastic data are well below 0.1 μeV.
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Figure 5.2.: Typical quasielastic behaviour of the skyrmion lattice-paramagnetic phase transition
determined by the MIEZE technique. (a, b) Intermediate scattering function S(q, τ)/S(q, 0) as
a function of spin-echo time τ for various temperatures below and above Tc for magnetic fields
parallel and perpendicular to the neutron beam. Solid lines correspond to fits of a single expo-
nential decay. (c) Normalised elastic scattering intensity of the skyrmion lattice and quasielastic
linewidth Γ, both as a function of temperature. Error bars of the elastic data are smaller than the
marker size. The energy resolution of the quasielastic data is well below 0.1µeV. Figure taken
from [108].
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pattern with respect to the crystallographic lattice is the same as below Tc. Third, the
correlation lengths and line shapes are resolution limited and clearly reminiscent of long-
range skyrmion lattice order.

Results from neutron resonance spin-echo spectroscopy measurements reveal that the
sixfold pattern in the fluctuation disordered regime is fully dynamic down to the ordering
temperature Tc and exclude the possibility of static remnants of long-range order of the
skyrmion lattice phase. The fluctuations are characterised by a critical slowing down with
lifetimes exceeding several nanoseconds.

Signal contributions in the fluctuation disordered regime that are reminiscent of the
skyrmion lattice phase are also observed in complementary longitudinal and transverse ac
susceptibility measurements as discussed in detail in Ref. [108]. Furthermore, all-electrical
microwave spectroscopy allows to distinguish between fortuitous single- ~Q correlations un-
der 120◦ and a multi- ~Q structure. Signatures are found in the fluctuation disordered regime
reminiscent of the counter-clockwise gyration mode of the skyrmion lattice. Furthermore,
the frequency of the excitations around 10 GHz is much faster than the lifetime of the
fluctuations. Altogether, this result provides strong evidence of multi- ~Q correlations with
an underlying rigid phase relationship that is reminiscent of long-range skyrmion lattice
order and the associated non-trivial topological winding.

Finally, our findings can be interpreted in the framework of weak crystallisation. In
the Landau soft-mode mechanism of the formation of crystals out of the liquid, the or-
dered state gains energy from cubic interactions of density waves ρ~q when three ordering
vectors add up to zero, thus forming triangles which favour hexagonal lattices in two
spatial dimensions. In the Ginzburg-Landau energy functional, that may describe the
magnetisation field of helimagnets, the quartic term analogously yields a cubic term of
the modulated moment amplitudes ~m~q for a finite magnetisation that gains energy if
three wave vectors add up to zero [14, 289, 290]. Due to symmetry the vectors lay in a
plane perpendicular to the uniform magnetisation favouring the formation of a trigonal
skyrmion lattice perpendicular to the field. Our observations are furthermore consistent
with the hierarchy of energy scales and our classification is consistent with the Brazovskii
scenario of a fluctuation-induced first-order transition at zero field. More details can be
found in Ref. [108].



6. Search for microwave-induced
instabilities in a chiral magnet

Numerical simulations by Mochizuki et al. show that under intense microwave radiation
the counter-clockwise excitation of the skyrmion lattice is redshifted and the magnetic
long-range order melts within nanoseconds [81]. In this chapter our experimental ap-
proach is discussed on applying strong microwave fields continuously to the magnetic
skyrmion lattice in Cu2OSeO3. Simultaneously, the collective magnetic excitation spectra
is recorded employing the newly developed 2-tone all-electrical microwave spectroscopy
(FMR) technique. In addition, effects on the long-range order of the skyrmion lattice and
conical phase are detected on a microscopic scale employing small angle neutron scat-
tering (SANS) that is combined with a coplanar waveguide to apply intense microwave
radiation to the sample.

Our study is limited by certain experimental boundary conditions. The penetration
depth of the microwave due to the skin effect scales with ∝

√
1/σω with the electrical

conductivity σ and the microwave frequency ω [30]. Therefore, the insulator Cu2OSeO3

was chosen among the helimagnets yielding skyrmion lattices. In numerical simulations
excitation fields on the order of ∼ 2 mT were applied. Whereas cavities allow larger
excitation values and a homogeneous excitation field, they are limited to a single frequency.
Therefore, a coplanar waveguide allowing a wide range of frequencies was employed with
the drawback of an inhomogeneous field and smaller field amplitudes of the order of
∼ 0.1 mT.

The chapter is organised as follows. Specifics about the multiferroic Cu2OSeO3 are ex-
plained that are beyond the introduction of the properties of skyrmion lattices in chiral
magnets in Sec. 1.2. Subsequently, the sample studied, the SANS setup, the 1-tone and
2-tone FMR technique, and the setup used to determine the temperature correction are
presented in the experimental methods section. The results are presented in three parts.
First, ohmic and resonant heating effects were recorded as a function of magnetic field,
temperature, excitation frequency and field. This allowed to define a temperature correc-
tion procedure for the FMR and SANS data sets. Second, FMR spectra are presented
probing the collective excitations under intense microwave radiation. Third, results of
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(a)

(b) (c)

Figure 6.1.: Crystal and magnetic structure of Cu2OSeO3. (a) Crystal structure of Cu2OSeO3.
(b) Simplified depiction showing only the two different types of Cu ions, their connectivity and
distance in units of Angström. Edge sharing CuO5 are indicated by solid lines and corner sharing
CuO5 by open lines. The local coordination environments of the Cu-ions are distorted to trigonal
bipyramidal and square pyramidal units, respectively. (c) Ferrimagnetic spin arrangement at
Cu2+-sites. Figures taken and adapted from Refs. [20, 291].

SANS measurements are shown recording changes of the magnetic long-range order of the
skyrmion lattice and conical phase under intense microwave fields. Finally, the results are
summarised and discussed.

6.1. Topologically non-trivial spin textures in Cu2OSeO3

Cu2OSeO3 gained interest as an insulating multiferroic material with both dielectric and
magnetic order before it was identified as a host of a skyrmion lattice order [20, 89, 291]. In
magnetoelectric materials magnetisation can be induced by the application of an electric
field and, vice versa, a magnetic field can lead to an induced electric polarisation. It allows
an energy efficient manipulation of the magnetic order as dissipation effects of an electric
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field in insulators is negligible as compared to a manipulation by means of electric currents
in metals and semiconductors.

Cu2OSeO3 crystallises in the non-centrosymmetric space group P213 lacking inversion
symmetry [292]. This is the same space group as the B20 compounds MnSi, Fe1−xCoxSi
and FeGe. But its unit cell with a lattice constant of 8.9235 (2) Å (T = 300 K) is much
more complex [291, 292]. The crystal structure consists of CuO5 polyhedra and tetrahedral
SeO3 lone pairs as shown in Fig. 6.1 (a). The polyhedra form either trigonal bipyramidal
(Cu1) or square pyramidal (Cu2) units in a ratio of 1:3 as displayed on the right hand
side of Fig. 6.1 (b). The Cu-ions (Spin S = 1/2) with an oxidation number of 2+ form a
network of distorted tetrahedra where neighbouring tetrahedra either share a corner or
an edge indicated by solid and open lines, respectively.

The ferrimagnetic order below Tc = 58.8 K as shown in Fig. 6.1 (c) was determined by
magnetisation measurements and neutron powder diffraction [291, 293]. Within each dis-
torted tetrahedra the magnetic moments order according to the Kanamori-Goodenough
rules with a ferromagnetic coupling between edge sharing and an antiferromagnetic cou-
pling between corner sharing CuO5 polyhedra. This combination leads to the collinear
alignment with the three-up and one-down configuration. Due to the strong interactions
within the tetrahedrons, each tetrahedron behaves as a spin-1 triplet with a large energy
gap of ∆ ∼ 275 K with respect to the lowest lying excitation, a 2 singlets state [294]. The
coupling between the tetrahedra is weaker and the Kanamori-Goodenough rules are not
fulfilled. The difference in intra- and intertetrahedral exchange interaction can be seen in
the magnon spectrum which is split into high- and low-energy bands, respectively. The
gap was observed at the Brillouin zone centre by means of thermodynamic data [294],
Terahertz electron spin resonance [295], far-infrared [296] and Raman spectroscopy [297]
before a complete picture of magnetic excitations was established by means of inelastic
neutron scattering [145].

In addition, weak Dzyaloshinskii-Moriya interactions favouring a perpendicular spin
alignment skew the ferrimagnetic order leading to the formation of an incommensurate
helical spin structure [20, 89]. Its pitch length is λ = 616(45) Å which corresponds to
a propagation vector of q = 0.0102(8) Å−1. Cubic magnetocrystalline anisotropies align
the helical order along the 〈001〉 direction. Applying a small magnetic field the magnetic
skyrmion lattice forms just below the ordering temperature Tc. Although Cu2OSeO3 has
a different electronic structure than the metallic and semiconducting B20 compounds, the
magnetic phase diagrams are very similar. Details about the magnetic phase diagram, the
skyrmion lattice state, and the spin excitations are given in Sec. 1.2.

The structure of the skyrmion lattice in Cu2OSeO3 was first observed employing Lorentz
transmission electron microscopy (LTEM) and SANS [20, 89]. Recently, the magnetic
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structure of the skyrmion lattice phase in Cu2OSeO3 was studied employing REXS where
a splitting of the Bragg peaks of the sixfold scattering pattern was observed. Langner et
al. ascribe the splitting to two superposed skyrmion lattices forming a moiré pattern [298].
The authors observe an energy splitting between the peaks of 2 eV and suggest that the
sublattices originate from the two inequivalent copper cites CuI and CuII. However, in a
subsequent study Zhang et al. showed that the observation of multiple peaks can be simply
explained by the presence of multiple domains of the skyrmion lattice [299]. Depending
on the magnetic field history a multi-domain state can be created by the application of
the magnetic field away from high symmetry directions by some degrees [299, 300]. In
addition, the energy splitting of the Cu peaks could not be observed in x-ray-absorption
measurements.

The standard technique to study collective spin excitations in helimagnets that host
skyrmion lattices is all-electrical microwave spectroscopy as described in detail in Sec. 1.2.3.
Pöllath et al. combined the technique with resonant elastic x-ray scattering (REXS), re-
ferred to as REXS FMR, in a study on Cu2OSeO3 [301]. A small excitation field of
3 − 10µT using a coplanar waveguide is applied to the sample and the intensity of the
magnetic Bragg peaks is recorded in reciprocal space for microwave fields turned on and
off. If the resonant mode matches the microwave frequency, the intensity of the Bragg peak
decreases. They determined the collective excitations and at the same time distinguished
the contributions to the resonant modes from different magnetic states. However, the
technique is limited since REXS is only sensitive to the surface states with a penetration
depth of ∼ 30 nm in the case of Cu2OSeO3.

Concerning the lifetime of the collective excitations, the linewidth ∆f can be extracted
from FMR spectra as performed by Schwarze et al. [83]. These measurements are described
in detail in Sec. 1.2.3. Furthermore, the effective damping parameter αeff = ∆f/(2f) with
the resonant frequency f can be calculated. It comprises intrinsic and extrinsic damping
and varies between 0.05 and 0.13 for MnSi, Fe0.8Co0.2Si, and Cu2OSeO3. In the case of
Cu2OSeO3, the extrinsic damping, which comprises effects such as varying anisotropies
in the sample, the wavevector distribution of the CPW, and magnons scattering from
defects, is estimated to be substantial and the intrinsic damping parameter, that enters
the Landau-Lifshitz-Gilbert equation, is only αint ≈ 0.02 at T ≈ 57 K. This corresponds
to a typical decay constant of the excitation τ = 1/∆f ≈ 25 ns. In contrast, Ogawa
et al. determine a decay constant of the CCW mode on the order of 1 ns in all-optical
spin wave spectroscopy employing the inverse-Faraday effect and time-resolved magneto-
optics [302]. However, compared to the microwave excitation the optical excitation can be
different as it may only couple to spin waves with a finite range of frequencies and wave
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numbers because the pump light exerts a localised (∼ 100µm), intense magnetic-field
with possible spatial gradients.

6.2. Experimental methods

In this section we present the main aspects of the experimental setup and procedures em-
ployed for this study. After a short description of the sample dimensions and orientation,
the SANS-FMR setup is presented used for neutron scattering experiments under mi-
crowave radiation. Subsequently, the FMR setup for all-electrical microwave spectroscopy
by means of a coplanar waveguide (CPW) is described where the 1-tone as well as 2-
tone FMR technique are introduced. In addition, the ac magnetic field distribution of the
microwaves is discussed and results from sample pre-characterisation measurements are
presented. Finally, we introduce the setup used to establish the temperature correction
due to ohmic and resonant heating.

6.2.1. Sample and SANS setup

We used a high-quality single crystal Cu2OSeO3 sample which was grown by chemical
vapor transport by Helmut Berger at École Polytechnique Fédérale de Lausanne, Switzer-
land. Samples from the same laboratory were investigated in several other experimental
studies where further information on the growth procedure and further sample proper-
ties can be found in Refs. [297, 303–306]. The sample, its dimensions and orientation are
shown in Fig. 6.2. It was aligned using Laue X-ray diffraction and attached to the CPW
with GE varnish. The crystallographic [100] direction was vertical and the other faces
were along a [110] and a [11̄0] direction, respectively.

SANS measurements were performed at the beam line SANS-1 at the Heinz Maier-
Leibniz Zentrum (MLZ) in Garching, Germany [187]. The properties of the setup are
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Figure 6.2.: Cu2OSeO3 sample orientation and dimensions as placed on the CPW.
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Table 6.1.: Instrument parameters for the energy-integrated measurements at SANS-1.
parameter unit variable value
momentum transfer (Å−1) q 0.01
detector pixel size (mm) ∆ 8
incoming wavelength (Å) λ 6
wavelength spread (FWHM) (1) ∆λ/λ 0.1
source aperture radius (mm) r1 25
defining aperture (mm) r2 0.5
source aperture - defining aperture (mm) L1 20
distance defining aperture - detector (mm) L2 20.35
distance sample - detector (mm) LSD 20

listed in Tab. 6.1. We used neutrons with a wavelength λ = 6 Å and a bandwidth with full-
width-at-half-maximum (FWHM) ∆λ/λ = 10 %. The neutron beam was collimated over a
length of 20 m where the source aperture had a diameter of 50 mm and the sample aperture
a diameter of 1 mm. The sample-detector distance was 20 m. The position sensitive 3He-
detector with dimensions 1× 1 m2 consisted of 128× 128 pixels. The momentum transfer
resolutions within the scattering plane and perpendicular can be calculated as described
in Sec. 2.5. Within the scattering plane the FWHM ∆q = 2

√
2ln2 ·σ = 2.83 ·10−3 Å−1 and

the resolution expressed as FWHM for rocking scans about χ and ξ is ∆ = 2
√

2ln2 · σ =
0.046◦ as depicted in Fig. 6.3. The azimuthal angular resolution expressed as FWHM is
∆θ = 2

√
2ln2 · σ = 2.4◦.

A depiction of the SANS setup is shown in Fig. 6.3. The neutron beam enters from
the left and is collimated by the sample aperture. Neutrons are detected behind the
sample on the position-sensitive detector. We employed a horizontal superconducting 5 T
magnet optimised for SANS measurements to apply a static magnetic field H0 along
the crystallographic [110] direction and out-of-plane with respect to the CPW. The ac
magnetic field hrf was applied perpendicular to the static magnetic fieldH0 and generated
by an ac current through the centre conductor as depicted in Fig. 6.3. The microwave signal
with frequency fdrive from the frequency source (Rhode&Schwarz SMF100A) was amplified
to a power Pdrive and terminated with a diode. The linear amplifier (Mini-Circuits ZHL-
5W-422+) with a maximum output power of 5 W had a bandwidth from 0.5 to 4.2 GHz.
The voltage drop at the diode was measured by a lock-in amplifier.

The sample was mounted on a CPW with a width of the centre conductor of ωcc =
1.3 mm which is wider than the sample. Further details on the CPW configuration are re-
ported below. The setup is shown in Fig. 6.4. Two cernox sensors were used to monitor the
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Figure 6.3.: SANS-FMR setup. Neutrons entering the instrument from the left are collimated
by the sample aperture, scattered by the sample and detected. A static magnetic field H0

and an oscillating magnetic field hrf are applied parallel and perpendicular to the neutron beam,
respectively. The latter is generated by the ac current in the coplanar waveguide. The ac frequency
fdrive and the power Pdrive are defined by a combination of frequency generator and broadband
amplifier. The transmitted signal is analysed by a diode connected to a lock-in amplifier.

temperature as positioned close to the sample on the holder and the CPW, respectively.
Temperatures in a range between 4 and 300 K were accessible using a standard closed
cycle cryostat (CCR-19) from the sample environment group of the MLZ Garching. To
optimise the thermal coupling, 120 mbar of Helium at a temperature of T = 50 K were
used as exchange gas within the cryostat .

Every temperature sweep was performed following the same measurement procedure.
First, the static magnetic field as well as the ac magnetic field were applied and, sub-
sequently, the system was cooled from T = 65 K, a temperature far above the magnetic
ordering temperature Tc. At each temperature the system equilibrated for several minutes
before rocking scans in horizontal and vertical directions were performed.

6.2.2. Ferromagnetic resonance spectroscopy setup

To observe the local dynamic response of the system to the intense microwave excitation,
complementary all-electrical microwave measurements were performed at the Walther-
Meißner-Institute in Garching, Germany. The measurements were part of the Master
thesis by Lukas Liensberger. The description of the setup follows Ref. [189].
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Figure 6.4.: Cu2OSeO3 sample on the coplanar waveguide during SANS measurements. The
holder thermometer Tholder was positioned on the aluminium holder with a brass screw and the
CPW thermometer was attached to the ground of the CPW with GE varnish. Both thermometers
are cernox sensors.

The same sample and CPW as employed in the neutron scattering study were used for
the investigation and the sample was not removed from the waveguide during the transfer
between the experiments. The waveguide was mounted on a copper dipstick as shown in
Fig. 6.5 and inserted on a variable temperature inset into a cryostat. A superconducting
magnet was used to apply magnetic fields perpendicular to the ac magnetic field and
along the crystallographic [110]-direction identical to the neutron scattering experiments.
A holder thermometer was positioned on the sample holder. In addition, a cernox ther-
mometer was positioned onto the CPW, but it could not be monitored during the FMR
measurements described in this section.

We used two different experimental setups which we refer to as “1-tone” and “2-tone”,
both depicted in Fig. 6.6. In the 1-tone setup the signal from the VNA was amplified
by two consecutive amplifiers (Kuhne LNA BB 202 A and Rhode&Schwarz SMF100A)
to drive the system with a power P at frequency f and the complex transmission S21

was measured as described in Sec. 3.3.1. Here, the intense microwave radiation drives the
system and acts simultaneously as probe, hence, fdrive = fprobe = f . A 30 dB-attenuator
protected port 2 of the VNA.



6.2. Experimental methods 109

2cm

sample position

heater

holder
thermoemter

sample

ground

centre conductor

1cm

gap between
centre conductor
& ground

(b)

(a)

substrate

CPW
thermometer

Figure 6.5.: Coplanar waveguide during FMR measurements. (a) A thermometer is positioned
on the copper holder approximately 3 cm above the sample. (b) The sample is attached centrally
on the CPW with GE varnish.

The 2-tone setup shown in Fig. 6.6 (b) aims to resemble the continuous pump-probe
aspect of the neutron scattering measurements. The system is excited by an intense mi-
crowave with fixed frequency fdrive and a high power Pdrive and simultaneously probed
by a scanning signal with frequency fprobe and low power Pprobe. A directional coupler
(Mini-Circuis ZFBDC16-63HP+) was used to generate the necessary superposition of
both signals at the OUT port which passes on to the CPW. The strong driving signal
passed from the IN to the OUT port with a small attenuation, typically -0.5 dB, whereas
the probe signal was attenuated by -20 dB from the REV to the OUT port.

The same frequency source (Rhode&Schwarz SMF100A) and amplifier (Mini-Circuis
ZHL-5W-422+) were used as in the neutron scattering experiment. A vector network
analyser (VNA) (Agilent N5242A PNA-X) measured 201 data points of the complex
transmission parameter S21 with a port power P = 10 dBm in a frequency range 0.1 ≤
fprobe ≤ 3.25 GHz with an intermediate frequency (IF) bandwidth of 200 Hz and averaged
10 times over the frequency trace. The directional coupler attenuated the probe signal
by -20 dB leading to a signal power of −10 dBm ≈ 0.1 mW at the OUT port, between 4
to 5 orders of magnitude smaller than the driving signal Pdrive ≈ 37 dBm. The driving
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Figure 6.6.: 1- and 2-tone FMR setup. (a) In the 1-tone setup, the VNA signal with frequency
f is amplified to a power P before it passes on to the CPW where the sample is positioned
centrally. The static magnetic field is along a crystallographic [110]-direction and perpendicular
to the ac magnetic field hrf . The VNA measures the complex transmission parameter S21. (b)
In contrast, a directional coupler in the 2-tone experiment generates a superposition of a large
driving power Pdrive at frequency fdrive and a scanning signal with frequency fprobe and much
smaller power Pprobe at the OUT port which passes on to the CPW.

frequency source and the VNA were not phase-locked, i.e. they both used their own
internal oscillator. Hence, the VNA did not measure the strong driving signal which
would have dominated at the driving frequency fdriving.

We performed magnetic field sweeps at a constant driving frequency and a constant
power as well as a constant holder temperature Tholder. Temperatures between 51 and
59 K were investigated with a step size of ∆T = 0.25 K. For each driving frequency and
power the measurement protocol started at the lowest temperature at zero magnetic field.
The magnetic field was decreased down to µ0H0 = −90 mT and, subsequently, ramped
up to µ0H0 = 90 mT with a ramp rate of 2 mT/min. The VNA continuously measured
the complex transmission parameter S21 as described above. After reaching 90 mT, the
magnetic field was set to zero, the temperature was changed by 0.25 K and the protocol
was repeated.

Employing a CPW instead of a cavity allows to access a large frequency range with the
disadvantage of an inhomogeneous ac magnetic field. Using the finite element method, the
ac magnetic field distribution around the CPW was simulated as shown in Fig. 6.7. The in-
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(a) (b)

(d)(c)

(e) (f)

Figure 6.7.: AC magnetic field distribution. (a) The in-plane and (b) the out-of-plane ac mag-
netic field around the CPW simulated by the finite element method. Black lines depict the sample
edges. (c) The in-plane and (d) the out-of-plane ac magnetic field within the sample. (e) A cut
along the x−direction at the CPW surface showing the in- and out-of-plane ac magnetic field
within the sample. (f) A cut along the y−direction showing the decrease of the ac magnetic
field in the in-plane component with an increasing distance from the CPW.
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(a)
(b)

Figure 6.8.: Power and frequency dependence of the ac magnetic field. (a) The average and
maximum value of the in-plane component of the ac magnetic field as a function of the frequency
source output power. (b) The frequency dependence of the transmission of the dipstick as
employed during the SANS measurements.

plane component dominates on the centre conductor but a strong out-of-plane component
is observed at the edges around ±0.65 mm as shown in Fig. 6.7 (b). The CPW width
ωcc = 1.3 mm was chosen to minimise the out-of-plane component of the ac magnetic field
within the sample although a larger centre conductor is disadvantageous for FMR as the
sensitivity scales with 1/ωcc. The in-plane component dominates throughout the sample
as shown in Fig. 6.7 (c) and (d). The cuts through the 2d ac magnetic field distribution
in Fig. 6.7 (e) and (f) show that the field increases close to the CPW surface towards the
centre conductor edges and decreases with increasing distance from the CPW.

Fig. 6.8 (a) shows the input power dependence of the maximum and average ac magnetic
field for fdrive = 1.0 GHz where the input power corresponds to the output power of the
amplifier and the ac magnetic field is averaged over the sample volume. Throughout this
thesis power values correspond to the amplifier output for consistency and simplicity. The
transmission of the dipstick, i.e. cables, connectors and CPW, as a function of frequency
with and without sample is shown in Fig. 6.8 (b). The transmission with sample is slightly
better than without over the entire frequency range. For ac magnetic field values in Fig. 6.7
and 6.8 the dipstick transmission is already considered.

To determine the different collective excitation modes of the system and the magnetic
phase diagram, the sample was characterised using the 1-tone technique following the
aforementioned procedure. Typical data is shown in Fig. 6.9 (a) to (c) where the imaginary
part of the derivative divide of the transmission parameter Im(dDS21) is shown as a
function of frequency and magnetic field for various sample temperatures. The signal is
symmetric with respect to the magnetic field but changes its sign going from a negative
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Figure 6.9.: All-electrical broadband spectroscopy in Cu2OSeO3. (a-c) Heat map depicting the
imaginary part of the derivative divide of the complex transmission parameter S21 as a function of
the frequency f and the magnetic field B for various sample temperatures. The spin excitations
of the conical (C), the skyrmion lattice (S), and the field-polarised (F) phase can be observed.
(d-f) Typical data for a constant field at selected field values. The signatures of the magnetic
resonances are marked as conical (Q+ and Q−), counter-clockwise (CCW), breathing (BM) and
field-polarised (F) mode.
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Figure 6.10.: Cu2OSeO3 phase diagram. (a) Magnetic phase diagram of Cu2OSeO3 inferred
from FMR measurements. (b) Temperature correction of FMR measurements. Neutron intensity
as a function of temperature to define the upper and lower phase boundaries of the skyrmion
lattice phase (orange) and, in addition, phase boundaries derived from ac susceptibility by T.
Adams et al. (red) [89]. Raw FMR data (purple) is off by ∆T = 1.05 K and overlaps with
literature and neutron scattering data after a rigid shift (green).

to a positive magnetic field. Tracking the phase transition features (markers) for various
temperatures, a phase diagram may be inferred. The features are either a change of the
field dependence of the excitation as in the case when going from the field-polarised (F)
to the conical (C) phase at Bc2 or enhanced signal over several GHz as in the case when
going from the conical to the skyrmion lattice (S) or the helical (H) phase at BA2, BA1, Bc1,
respectively.

Cuts at constant magnetic fields in Fig. 6.9 (d1) to (f3) exhibit typical data where
Im(dDS21) may be observed as maxima or minima at the resonance frequencies which
are marked with arrows. These comprise the Q+ and Q− resonance modes in the conical
phase, the counter-clockwise (CCW) and breathing (BM) mode in the skyrmion lattice
phase, and the field-polarised (F) mode in the field-polarised phase. The clockwise (CW)
mode may not be detected as its spectral weight is very low consistent with previous
studies [83, 134] and our resolution is not sufficient. As observed in previous studies [83],
the spectral weight of the conical Q+ mode decreases towards higher fields where only
signatures of the Q− mode may be observed. Signatures of the helical excitation is not
distinguishable in the heat maps but may be fitted. In addition, the transition from the
conical to the helical phase may be tracked. The signal of the resonance modes observed
in all phases is, in general, broad with a typical FWHM of ∆f ∼ 0.25 GHz.
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Figure 6.11.: Magnetic resonance frequencies in Cu2OSeO3 . (a) Temperature dependence of
the conical (C) Q+,− resonance modes and the CCW as well as breathing mode (BM) of the
skyrmion lattice for a constant magnetic field B. (b) Resonant frequencies of the helical (H),
conical (C), skyrmion lattice (S) and field-polarised (F) mode as function magnetic field.

The magnetic phase diagram as inferred from the FMR spectra is shown in Fig. 6.10 (a).
Fig. 6.10 (b) shows a comparison of the upper and the lower phase transition of the
skyrmion lattice phase as inferred from the neutron scattering experiments and litera-
ture values with the FMR measurements [89]. The comparison shows that during the
all-electrical microwave spectroscopy a constant temperature offset was present between
the intrinsic sample temperature and the holder thermometer. The temperature of the
FMR data can be corrected by a rigid temperature shift of ∆T = 1.05 K such that the
phase transitions overlap. The data in Fig. 6.10 (a) is already corrected.

Fig. 6.11 shows the resonant frequencies as a function of (a) temperature for a constant
magnetic field atB = 22 mT and (b) a magnetic field for a constant temperature T = 57 K.
In Fig. 6.11 (a) the breathing mode increases as a function of temperature from f = 1.6 to
2.3 GHz and featurelessly evolves into the conical Q+ mode at T = 55.7 K. For B = 22 mT
the two fundamental conical excitations Q+ and Q− are observed. The CCW mode within
the skyrmion lattice phase increases from f = 1.0 to 1.3 GHz for decreasing temperature.

The helical resonant mode at f = 1.5 GHz does not exhibit a magnetic field dependence
as shown in Fig. 6.11 (b). It transitions into the conical Q+ mode at B = 8 mT which ex-
hibits a slightly negative slope as a function of field df/dH < 0. Within the skyrmion
lattice phase the breathing mode is observed at f ≈ 1.7 GHz, changing little as a func-
tion of magnetic field, whereas the CCW mode increases from f ≈ 1.2 to 1.4 GHz with
increasing field. The resonant mode of the conical state at fields higher than the skyrmion
lattice phase shows a negative slope and merges with the mode of the field-polarised state,
which exhibits a positive slope, at B = 47 mT. Only the Q+ mode is observed for fields
above the skyrmion lattice phase as the spectral weight of the Q− mode is low consistent
with previous studies [83].
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6.2.3. Temperature correction

The high ac currents through the CPW as well as the ac magnetic field driving the collec-
tive excitations resonantly generate strong local heating. To track these effects during the
SANS measurements the thermometers were placed as closely as possible to the sample
without being in the neutron beam to minimise background scattering. Nevertheless, a
temperature offset between the sample and the thermometers was present. In turn, exten-
sive measurements were performed in order to determine the precise sample temperature
for the FMR and neutron scattering data sets. In the following, the two main heating
effects are summarised and the temperature correction procedure is explained.

First, the ac current leads to ohmic heating of the centre conductor. The heat transfers
directly to the sample which is attached to it with GE varnish as shown in Fig. 6.2. As there
is apparently no direct contact between the centre conductor and the ground of the CPW,
the heat transfers only indirectly through the substrate to the ground where the CPW
thermometer is positioned. The gap between both as well as the underlying substrate are
shown in Fig. 6.5 (b). Hence, a temperature offset between the CPW thermometer and
the sample temperature must be present.

Second, the GHz magnetic microwave-field drives the uniform magnetisation and, thus,
the intrinsic excitations of the sample resonantly, heating the sample. This effect depends
on multiple parameters:

• the resonant frequencies of the conical, skyrmion, and field-polarised phase, which
depend on the dc magnetic field and the sample temperature,

• the applied ac magnetic field amplitude and frequency,
• the temperature and magnetic field history, i.e., hysteretic effects of the magnetic

state.
During the neutron scattering experiments the intensity of the conical phase was used
to account for temperature differences between the sample and the thermometers since
the resonant frequencies in the conical state are sufficiently larger than the resonant
frequencies of the skyrmion lattice phase. However, this correction only accounts for ohmic
heating by the CPW. Likewise during all-electrical microwave spectroscopy, the field-
polarised phase was used as a reference to correct temperature differences between the
sample and the thermometer, however, it also only accounted for the ohmic heating.

In order to track any thermal effects and the sample temperature accurately, a revised
setup was used as depicted in Fig. 6.12. A small cernox thermometer (CS-1080-BR-HT)
together with a small heater were attached to the top of the sample with GE varnish
as pictured in the inset. The remaining parts were not changed and the same setup was
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Figure 6.12.: Temperature correction setup. The previous setup was extended by a cernox
sample thermometer and a heater glued directly on top of the sample.

used that was previously used during the neutron scattering experiments. In total, we
monitored four temperatures which are shown in Fig. 6.12:

• Tcoupling: Coupling temperature as recorded with a sensor at the thermal anchoring
point of the sample stick. This temperature was controlled with a heater which
was mounted in the vicinity of the coupling point. All other temperatures were not
actively controlled during the experiments.

• Tholder: Holder temperature recorded with a cernox sensor at the aluminium holder.
• TCPW: Temperature measured with a cernox sensor attached to the CPW ground

several millimetres away from the sample as shown in Fig. 6.12 (b) and (c).
• Tsurface: Surface temperature measured with a carbon glass thermometer (size ≈

1 mm× 1 mm) attached directly to the surface of the sample with GE varnish.
• Tsample: Fully corrected sample temperature as determined according to the proce-

dure described in Sec. 6.3.2. It represents the measured surface temperature, Tsurface,
as corrected by a small empirical offset listed in Tab. 6.2.
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Temperature sweeps at constant dc magnetic field were performed following the same
measurement protocol used in the neutron scattering experiments, but tracking the tem-
perature progression only. Within and around the skyrmion phase the temperature was
set in steps of 0.1 K and the system equilibrated for 5 min before recording data. Far
above and below the skyrmion lattice phase larger temperature steps were chosen, using,
however, the same equilibration time. To correct the FMR data, field sweeps were per-
formed with a constant Tcoupling. The system was cooled in zero dc magnetic field under
an applied ac magnetic field to the lowest desired temperature. The dc magnetic field was
decreased to µ0H = −120 mT and increased to 120 mT with a sweep rate of 10 mT/min.
Subsequently, the temperature was increased by 250 mK in zero dc magnetic field and the
procedure was repeated.

6.3. Experimental results

In the following, the experimental results of the temperature correction measurements,
the all-electrical microwave spectroscopy, and the SANS measurements on the effects of
intense microwave radiation on the skyrmion lattice and conical phase in Cu2OSeO3 are
presented. Excitation frequencies between 0.6 GHz and 3.6 GHz were chosen to focus on
frequencies about the CCW as well as the BM resonance. At first, the ohmic and resonant
heating effects of intense microwave radiation are presented. The onset of resonant heating
above the ordering temperature Tc is reported which suggests coupling of the intense ac
magnetic field to fluctuating skyrmion patches comparable to observations in MnSi [108].
In addition, coupling to various modes can be inferred from the temperature of the sur-
face of the sample by means of resonant heating. Subsequently, all-electrical microwave
spectroscopy as a local probe also shows a broad resonance above Tc in a limited magnetic
field range reminiscent of results on MnSi [108].

In addition, two main observations were made. (1) Parts of the skyrmion lattice phase
are not accessible under intense microwave radiation. In particular for excitation frequen-
cies below the CCW mode, the sample temperature remains at or just above the ordering
temperature Tc for sufficiently high excitation fields. For intermediate excitation fields
the coupling to the CCW mode is observed in FMR spectra, but no long-range skyrmion
lattice order emerges. (2) Azimuthal broadening of the hexagonal skyrmion lattice scat-
tering pattern is observed for the highest excitation fields and all excitation frequencies
near the skyrmion lattice resonant modes. As a function of the power of the microwave
drive a threshold for the onset of azimuthal broadening is observed.
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Figure 6.13.: Surface and CPW temperature in temperature sweeps. Sweeps are performed
by actively changing the coupling temperature Tcoupling. Red lines denote the paramagnetic to
skyrmion lattice and the skyrmion lattice to conical phase transition, respectively. Arrows mark
the sweep direction. Orange and blue shading denote ohmic and resonant heating, respectively.
Solid lines are guides to the eye.

6.3.1. Temperature of the sample and setup in temperature and
field scans

The temperatures at the surface of the sample, the CPW, the holder, and the coupling
point were recorded as a function of magnetic field and temperature under an applied
microwave field of various excitation frequencies and fields. The focus was to record the
ohmic and resonant heating around the skyrmion lattice phase. In addition, measurements
were carried out for several excitation frequencies and fields at temperatures down to
T = 20 K and dc magnetic fields up to 200 mT. Based on these measurements it became
apparent that the sample temperature can be used as a probe to detect the resonance
modes of the system as the coupling of the intense excitation field leads to resonant
heating. In addition, the data was used to correct the FMR and SANS data for ohmic
and resonant heating.

Typical temperature sweeps under increasing and decreasing temperature at a constant
dc magnetic field are shown in Fig. 6.13. The surface temperature Tsurface and the CPW
temperature TCPW are not actively controlled but follow the coupling temperature Tcoupling.
The dc magnetic field was chosen to be in the centre of the skyrmion lattice phase. Ohmic
heating is observed as a constant offset over the whole temperature range (orange). Below
Tsurface = 59.5 K an increase of the temperature gradient is observed (blue) with decreasing
temperature which increases when approaching Tc followed by a discontinuous change
at the transition to the conical phase in which only ohmic heating persists. In the up-
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sweep Tsurface rises discontinuously when entering the skyrmion lattice phase tracking the
temperature dependence with increasing temperature as observed for the down-sweep.

Considering the resonance frequencies shown in Fig. 6.11 and the associated widths,
f = 0.8 GHz is lower than the CCW mode at Tc of f ≈ 1.0 GHz and not within its FWHM.
However, the data suggest that the excitation frequency overlaps with the tail of the broad
CCW resonance. Notably, the resonance frequency of the CCW mode for low temperatures
is f ≈ 1.3 GHz and far above the excitation frequency. However, resonant heating is
observed as the sample transitions into the skyrmion lattice phase. The temperature
progression suggests that the microwaves couple more effectively as the skyrmion lattice
phase cannot be reached. The resonant heating in the up-sweep is consistent with a
self-enforcing effect where an increase in temperature leads to the condensation of the
skyrmion lattice and, hence, enhanced heating. Therefore, for all other measurements
only down-sweeps were performed as an equilibrium between the thermal bath and the
resonant heating is reached more easily. We return to a discussion of the onset of resonant
heating ∼ 2 K above Tc below following the presentation of the frequency, power, and dc
magnetic field dependencies observed in the temperature sweeps.

The typical dependence on the excitation frequency and field dependence of Tsurface

and TCPW observed in down-sweeps is shown in Fig. 6.14. For all frequencies constant
ohmic heating is observed over the whole temperature range (orange) which increases
with increasing frequency as expected from the transmission of the sample stick (see
Fig. 6.8 (b)). Resonant heating sets in about 2 K above Tc up to 1.8 GHz marked by arrows
and ends in a discontinuous drop where the critical temperature is frequency-dependent.
Whereas for f = 0.6 GHz and 0.8 GHz the surface temperature declines discontinuously
at Tc, temperatures extend far into the skyrmion lattice phase for higher frequencies,
which has a temperature width of 2 K. At the highest frequency of f = 3.6 GHz the
onset of resonant heating may be attributed to the conical phase and no discontinuous
drop is observed in the range of the skyrmion lattice phase and below down to lowest
temperatures investigated.

The ohmic and resonant heating increases with increasing excitation field for a constant
excitation frequency as shown in Fig. 6.14 (b). The temperature gradient again rises for
all power values at about 59.5 K, ∼ 2 K above Tc. A discontinuous drop is only observed
for 3 W and 5 W whereas there is a smooth transition for lower power values.

In Fig. 6.15, the dependence on different magnetic fields of the temperature gradient
indicates that the resonant heating decreases with increasing field whereas ohmic heating
is the same and essentially constant. At B = 40 mT the resonant heating is still weakly
visible and sets in about 2 K above Tc as marked by the arrow whereas it vanishes at
50 mT.
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Figure 6.14.: Surface temperature and CPW temperature as a function of coupling temperature
during temperature sweeps for (a) various frequencies and constant power and (b) various powers
for constant frequency. Red lines denote the ordering temperature Tc and black arrows mark the
inferred onset of resonant heating.

Tracking the surface temperature in magnetic field sweeps revealed a delicate depen-
dence of the resonant heating on the excitation frequency and field, the temperature, and
the magnetic field. The results allow the correction of the FMR data regarding resonant
heating. Moreover, the amplifier was driven in saturation to improve the signal-to-noise ra-
tio for the FMR measurements and generated weak higher harmonics. Additional heating
was observed when these were in resonance with resonant modes. Hence, Tsurface reflects
if the system exhibits a resonant mode which is a harmonic of the driving frequency.

The surface temperatures recorded in field sweeps for various microwave frequencies
and field values are shown in Fig. 6.16. Driving the system at a high microwave power
leads to abrupt heating during the magnetic field sweeps when the resonance condition is
fulfilled.

Field sweeps were performed from negative to positive field values at the maximum
input power of P = 5 W. For f = 0.6 GHz and 0.8 GHz resonant heating occurs in
the skyrmion lattice phase where a discontinuous change in temperature above Tc is
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TC

Figure 6.15.: Surface temperature, Tsurface, and CPW temperature, TCPW, as a function of
coupling temperature, Tcoupling, during temperature sweeps for various magnetic fields.

observed and a drop in the helical and conical phase, respectively (see Fig. 6.16 (a) and
(b)). Interestingly, the former is far below the CCW resonant mode and outside its broad
distribution which exhibits a FWHM of ∆f ≈ 0.25 GHz. For f = 1.0 GHz and 1.2 GHz,
shown in Fig. 6.16 (c) and (d), the resonant heating is also observed in the skyrmion lattice
phase, but at positive fields the surface temperature rises far enough such that the system
matches the Kittel mode in the paramagnetic phase. This leads to additional heating (see
small peak around B = 40 mT and 50 mT, respectively). Two small peaks of the sample
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Figure 6.16.: Surface temperature Tsurface as a function of magnetic field B for various drive
frequencies f . The surface temperature Tsurface as a function of magnetic field B under an applied
microwave with a power P = 5 W, where the coupling temperature Tcouplingwas regulated to
be constant during the sweep. The sweep was performed from negative to positive field values.
Colours mark the field-polarised (F), the conical (C), the helical (H) and the skyrmion lattice
(S) phase.
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temperature in the field-polarised state are identified which we assign to coupling of higher
harmonics to the Kittel mode.

As shown in Fig. 6.16 (e), the microwaves couple to the Kittel mode already for negative
fields leading to intense heating of the system with a maximum around B = −45 mT
before it discontinuously drops at low fields. Here, the temperature offset exceeds the
resonant heating. The phase transition from conical to the field-polarised phase is again
discontinuous as the sample couples to the Kittel mode of the field-polarised phase.

Eventually, for an excitation frequency of f = 1.8 GHz we observe coupling to the Kittel
mode around B = ±70 mT in the field-polarised phase and, furthermore, discern coupling
to the conical mode as the sample does not cool down into the conical phase but instead
Tsurface moves along Tc as the magnetic field is changed. We explain this behaviour by
the increased resonant heating that is generated when the sample cools into the conical
phase. However, the sample cools into the skyrmion lattice phase despite the coupling
to the breathing mode. However, its spectral weight is smaller than the CCW mode and
the conical modes, respectively, and the out-of-plane ac magnetic field component is much
weaker than the in-plane component which couples to the CCW mode. Hence, the resonant
heating effects are smaller in the skyrmion lattice phase.

Combining and linearly interpolating between the individual magnetic field sweeps re-
sults in a heat map which represents the difference between Tsurface and TCPW as a function
of TCPW and B as shown in Fig. 6.17. A constant temperature difference of ∆T ≈ 1 K is
present throughout the phase diagram due to ohmic heating as can be seen in the field-
polarised phase (F). In addition, coupling to the various resonant modes in the magnetic
phases lead in addition to resonant heating. The microwave frequency is set slightly below
the CCW mode with f ≈ 1 GHz to 1.2 GHz, depending on the sample temperature and
the magnetic field.

At point (i) shown in Fig. 6.17 TCPW ≈ 55 K whereas Tsurface ≈ 56 K. Increasing the
magnetic field, the sample transitions to the skyrmion lattice phase and the temperature
difference increases strongly to ∆T ≈ 3 K, i.e. Tsurface increases above Tc. The phase
boundaries without microwave radiation, i.e. Tsurface = TCPW are indicated by white lines.
The regime of the skyrmion lattice phase may be discerned as two yellow regions, marked
as (ii), owing to resonant heating through the CCW mode. Above Tc heating is observed
by coupling to the Kittel mode (iii) and, apparently, coupling to magnetic order at lower
fields (iv). In addition, the higher harmonics of the amplifier couple to the field-polarised
mode around B ≈ ±85 mT visible in terms of vertical lines (v) and the conical mode
below the skyrmion lattice phase (vi) which, in contrast, exhibits a magnetic field and
temperature dependence.
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Figure 6.17.: Field-dependence of the surface temperature. The difference between the sample’s
surface temperature and the CPW temperature is shown as a function of TCPW and B under
an applied microwave field. The data was recorded performing B-sweeps. (i) Tsurface is increased
compared to TCPW throughout the phase diagram due to ohmic heating. Regions with a strongly
increased temperature difference may be discerned corresponding to resonant heating (ii) within
and (iii) above the skyrmion lattice phase. (iv) An increased temperature difference is observed
at low fields. Increased temperature corresponding to the coupling to (v) higher harmonics of
the amplifier (see text for more details) and the (vi) conical modes. White lines mark the phase
transition between the field-polarised (F), the conical (C), the helical (H), and the skyrmion
lattice phase (S) without a temperature difference, i.e. Tsurface =TCPW.

In Fig. 6.18 heat maps of the temperature difference for various microwave frequencies at
the highest microwave amplitude are shown. For f = 0.6 GHz, resonant heating is observed
in the skyrmion lattice phase in terms of two yellow regions at TCPW ≈ 57.5 K and in the
fluctuation disordered regime and paramagnetic phase, respectively. Furthermore, there is
weak heating at low magnetic fields coinciding with the helimagnetic phase down to lowest
temperatures. The resonant heating increases strongly in the skyrmion lattice phase for
f = 0.8 GHz, 1.0 GHz, and 1.2 GHz as the resonant frequency is approached. In addition,
coupling of higher harmonics to the resonant modes of the conical and field-polarised
phase at lower temperatures and up to higher fields may be observed. The vertical lines
of increased temperature difference coincide with the field-polarised phase whereas the
field and temperature dependent lines agree with the conical phase. It is important to
note that the lines of enhanced heating are due to matching the resonant modes and not
phase transitions. For comparison the phase diagram inferred from 1-tone FMR and SANS
measurements is shown in Fig. 6.18 (f). In case of f = 1.8 GHz, only CPW temperatures
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Figure 6.18.: Temperature gradient as a function of CPW temperature and dc magnetic field.
(a-e) Temperature gradient between sample surface temperature and CPW temperature as a
function of CPW temperature and dc magnetic field for various microwave frequencies as mea-
sured in magnetic field sweeps. (f) Phase diagram as determined by FMR and neutron scattering
measurements with the field-polarised (F), skyrmion lattice (SkX), conical (con) and helical (hel)
phase for comparison.

above TCPW ≈ 43 K were investigated. Around B ≈ ±70 mT, the Kittel mode is observed
at high temperatures. Between TCPW ≈ 43 − 50 K strong hysteresis effects as discussed
beforehand for f = 1.4 GHz in Fig. 6.16 (e) are observed. Finally, the phase boundary
from the field-polarised to the conical phase is accentuated as at high temperatures the
excitation frequency matches the conical resonance.

Finally, the dependence of the temperature difference between sample and CPW tem-
perature on the excitation field amplitude is displayed in Fig. 6.19 for an excitation fre-
quency f = 0.8 GHz. Down to lowest input power, the difference is elevated throughout
the skyrmion lattice phase and the phase transition to the conical phase is observable as
discontinuous change. Above Tc, resonant heating occurs due to the Kittel mode as well
as at lower magnetic fields. Only at highest input power the amplifier is run in saturation
and the higher orders of the microwave radiation couple to the field-polarised and conical
mode observed as weak lines of an increased temperature offset.



126 Chapter 6. Search for microwave-induced instabilities in a chiral magnet

Figure 6.19.: Temperature gradient as a function of CPW temperature and dc magnetic field.
Temperature gradient between sample surface temperature and CPW temperature as a function
of CPW temperature and dc magnetic field for various power values as measured in magnetic
field sweeps.

6.3.2. Temperature correction of the SANS and the FMR data

Although the thermometers were positioned as closely as possible to the sample without
disturbing the measurements, a significant temperature difference between the sample
temperature and the thermometers was present due to the intense ohmic and resonant
heating as described above. Hence, a temperature correction of the SANS and FMR
data sets was applied. The setup for the determination of the temperature correction is
described in Sec. 6.2.3 and the definitions of the temperatures are given in Fig. 6.12. Two
individual approaches are realised. For the SANS data the exact same setup was used with
an additional thermometer attached on top of the sample, where the temperature sweeps
were repeated as in the neutron scattering experiment. Furthermore, for the 2-tone FMR
data, a more complex correction was required as the data acquisition was much faster in
order to investigate a larger portion of the phase diagram. Resonant heating was therefore
sensitive to temperature, magnetic field, excitation frequency and power. First, the FMR
data is corrected for ohmic heating based on the magnetisation as inferred from the field-
polarised resonance mode. Second, the temperature correction was used to compensate
for resonant heating effects.

Neutron scattering data was corrected with respect to ohmic and resonant heating ef-
fects as depicted in Fig. 6.20. Fig. 6.20 (a) shows the dependence of the integrated neutron
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Figure 6.20.: Temperature correction procedure for neutron scattering data. (a) Integrated
scattering intensity of the conical and skyrmion lattice phase as a function of CPW temperature
under applied AC magnetic field. (b) Progression of the sample and CPW temperature during a
temperature scan from high to low temperatures. Comparing the CPW temperatures, a sample
temperature is assigned to every neutron scattering data point. (c) Integrated scattering intensity
from (a) as a function of sample temperature. The dotted line corresponds to the skyrmion
intensity if no AC magnetic field is applied and the dashed line to the conical phase, respectively.

scattering intensities of the conical and skyrmion lattice phase as a function of TCPW under
field-cooling with an excitation frequency of f = 0.7 GHz and an input power P = 5 W.
The integration of the scattered signal is described in Sec. 6.3.4. At high temperatures no
scattering intensity is observed. Around ∼ 55 K the CPW temperature decreases discon-
tinuously and the neutron scattering intensity of the skyrmion lattice phase is observed.
Decreasing the temperature further, the system displays a transition into the conical
phase. For the temperature correction TCPW as recorded during the SANS and the tem-
perature correction measurements were compared as shown in Fig. 6.20 (b). Wherever they
matched, the corresponding surface temperature was assigned to the SANS data point.
The integrated intensities are shown as a function of surface temperature in Fig. 6.20 (c).
The intensities of the skyrmion lattice and conical state exhibit the same low tempera-
ture behaviour but with a constant offset of ∆T = 0.2 K with respect to the measurement
without microwave excitation.

The conical intensities for all excitation frequencies and fields exhibit the same relative
temperature dependence, but with a small constant offset even with the temperature cor-
rection taken into account as shown in Fig. 6.21 (a) and (c). The same is the case for the
skyrmion lattice intensities in Fig. 6.21 (b) and (d). The temperatures of the intensities
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Figure 6.21.: Determination of sample temperature using neutron intensity. Integrated neutron
scattering intensity of the (a) conical and (b) skyrmion lattice as a function of surface tempera-
ture Tsurface for various frequencies and an applied power of P = 5 W. The surface temperature
dependence for various applied ac magnetic field powers at fixed frequency is shown in (c) and
(d). (e) After aligning the conical intensities which all exhibit the same relative temperature
dependence and using the evaluated temperature shift ∆T to adjust the skyrmion intensities in
(f), the intensities are plotted as a function of sample temperature.

of the conical state were therefore shifted by a constant value to match the temperature
dependence without microwave drive as shown in Fig. 6.21 (e). Using these offset values,
temperature values of the intensity of the skyrmion lattice were shifted as well and all in-
tensity curves coincide. The values of the offsets are given in Tab. 6.2. The offset increases
approximately linearly with increasing frequency except for the highest frequencies where
the shift is lower and even opposite in sign. The offset also increases with increasing
power for a constant frequency. In the following, all temperatures are sample tempera-
tures, Tsample, except where stated otherwise. The comparison of temperatures during the
neutron scattering experiments with temperature correction measurements is shown in
more detail in App. C.1.
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Table 6.2.: Constant temperature shift of the neutron intensity to correct for differences between
TCPW and Tsample (see text for details).

frequency f (GHz) power P (W) ∆T (K)
0.6 5 0
0.7 5 +0.2
0.8 5 +0.25
1.0 5 +0.5
1.2 5 +0.6
1.8 5 +0.2
3.0 5 −2.6
3.6 5 −1.0

0.8 0.5 0
0.8 1 +0.05
0.8 2 +0.3
0.8 3 +0.25
0.8 5 +0.25

In the case of the 2-tone FMR data, ohmic heating effects were corrected using the
temperature dependent magnetisation which serves as an intrinsic thermometer as also
described in the thesis by Lukas Liensberger [189]. The magnetisation was extracted at
high fields in the field-polarised phase where the Kittel mode is at higher frequencies
than the excitation frequency and only ohmic heating occurs. The procedure is described
in Fig. 6.22. The real and imaginary part of the complex transmission parameter S21

are fitted simultaneously as shown in Fig. 6.22 (a) to extract the resonant frequency. To
extract the magnetisation M , the resonance frequencies fres of the 20 highest dc magnetic
field points are fitted in the field-polarised phase with Eq. 3.15 shown in Fig. 6.22 (b).
Here, the sample is approximated as ellipsoid with demagnetisation factors Nz = 0.2 and
Nx = Ny = 0.4 and the Landé factor is set to g = 2.0. Plotting the magnetisation as a
function of coupling temperature Tcoupling, an offset between microwave excitations turned
on or off is observed due to ohmic heating as shown in Fig. 6.22 (c). Rigidly shifting one
curve onto the other, we can quantify the temperature difference ∆T . This temperature
correction scheme is suitable for excitation frequencies up to f = 1.8 GHz which is for all
temperatures below the Kittel mode in the field-polarised phase.

Fig. 6.23 displays the dependence of the temperature differences between the sample and
Tholder on the excitation frequency and input power due to ohmic heating for both setups.
The FMR values are taken from the rigid shift described in Fig. 6.22 and the temperature
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Figure 6.22.: Temperature correction of ohmic heating during FMR spectroscopy. (a) The
derivative divide of the complex transmission signal S21 as a function of frequency is fitted to
extract the resonance frequency under an applied intense microwave radiation. (b) The resonance
frequencies extracted for the 20 highest magnetic field points are fitted to extract the magneti-
sation. (c) The magnetisation as a function of the coupling temperature with and without an
applied microwave radiation, respectively. An offset due to ohmic heating is observed. (d) Both
magnetisation curves overlap if the magnetisation data obtained under microwave radiation is
rigidly shifted.

correction data are the average offset between surface and holder temperature above
the onset of resonant heating as shown in Fig. 6.14. The positions of the corresponding
thermometers are shown in Fig. 6.5 and Fig. 6.12, respectively. Notably, the position of
the holder thermometer in the temperature correction measurements is ∼ 3 cm closer to
the centre conductor that is the ohmic heater. This might lead to a smaller offset.

An approximately linear dependence of ∆T as a function of excitation frequency is
observed in Fig. 6.14 (a) for frequencies f ≤ 1.8 GHz. The ohmic heating increases with
increasing frequency as the transmission of the FMR setup, i.e. the cables, the connectors,
and the CPW, decreases as shown in Fig. 6.8 (b). For small frequencies f < 1 GHz the
temperature offsets in both setups coincide whereas a small difference between 0.2−0.4 K
is observed for 1 ≤ f ≤ 1.8 GHz that might be ascribed to the smaller distance between
holder thermometer and centre conductor in the temperature correction measurements.
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(a) (b)

Figure 6.23.: Temperature difference ∆T due to ohmic heating. ∆T between Tsample and Tholder

as a function of (a) frequency f and (b) power P . Blue markers correspond to the measured
offset shown in Fig. 6.14 and orange markers correspond to the temperature correction using the
magnetisation in the field-polarised state measured with FMR spectroscopy. Blue solid lines are
guides to the eye.

For frequencies above 1.8 GHz electronics limited the temperature correction adding an
additional shift of several Kelvin. This shift is constant as shown in Fig. 6.21 (a) where the
relative temperature dependence of the scattering intensities coincide with the measure-
ments without microwave excitation. In case of the FMR measurement, resonant heating
occurs as the excitation frequency f = 3 GHz matches the field-polarised resonance mode
at the highest dc magnetic fields measured. The assumption that only ohmic heating
occurs in the field-polarised phase is not correct in this case. The presence of resonant
heating leads to a distortion in the determination of the magnetisation as well as an
underestimation of ohmic heating effects. No all-electrical microwave spectroscopy were
performed for f = 3.6 GHz.

Fig. 6.23 (b) shows ∆T as a function of input power P for a constant excitation frequency
f = 0.8 GHz. The difference exhibits a linear dependence on P and coincides well. Overall,
the coupling of sample and CPW to the thermal bath is approximately equal in both
setups.

Eventually, temperatures in magnetic field sweeps of the all-electrical microwave spec-
troscopy are corrected for resonant heating to determine Tsample. As no thermometer was
attached directly to the sample, results from the temperature correction are used to de-
termine Tsample. The temperature corrected from ohmic heating represents Tsample in the
field-polarised phase for frequencies f ≤ 1.8 GHz as the Kittel mode is higher in frequency
and no resonant heating was present. This allows to link the FMR spectra and the tem-
perature correction. Furthermore, in both measurements Tcoupling is constant during field
sweeps and the coupling of the CPW-sample system to the heat bath is approximately
equal as discussed above. Hence, Tsample varying in a field sweep during the temperature
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correction measurement represents Tsample during all-electrical microwave spectroscopy if
Tsample from both measurements match at high fields in the field-polarised phase, here, at
B = 80 mT.

The skyrmion lattice phase is narrow in temperature and field. In turn, small differences
of several 100 mK or several mT may lead to considerable changes. Although the tempera-
ture correction captures the sample temperature quite accurately, a careful assessment of
all available parameters, such as temperatures and fields of phase transitions, or resonant
frequencies, is necessary to ensure its validity. It shows that the phase transition from
the low-field conical to the skyrmion lattice phase which increases in field with decreasing
temperature is in particular a meaningful indicator of the sample temperature.

6.3.3. Ferromagnetic resonance of the periodically driven SkX phase

In this section we report all-electrical microwave spectroscopy of the collective excitation
spectra of Cu2OSeO3 around and within the skyrmion lattice phase under intense mi-
crowave radiation by means of a broadband coplanar waveguide. At first, typical data
obtained by the 2-tone FMR technique are presented for an intermediate microwave field
driving the system. This includes the excitation spectra as well as the temperature pro-
gression during magnetic field sweeps. Subsequently, data recorded for the highest mi-
crowave radiation for several microwave frequencies below, at, and above the CCW mode
are presented.

For all excitation frequencies and fields a strong thermal response of the sample to the
microwave field is observed. The sample temperature increases to or slightly above the
ordering temperature Tc as the CCW mode moves into resonance with the microwave
frequency. In addition, the signal of the CCW mode may vanish. However, a quasi-static
state may be established in two cases where the sample temperature increases to or slightly
above Tc, but the signal of the CCW mode may still be observed. Interestingly, under the
same conditions the sample temperature also remains at Tc in neutron scattering mea-
surements and no neutron scattering signal of the skyrmion lattice phase is observed. For
an excitation frequency above the CCW mode, strong coupling to the conical mode is
observed which results in intense resonant heating and significant changes of the exci-
tation spectra. Finally, excitation spectra recorded just above Tc are presented that are
reminiscent of features of the fluctuating skyrmion textures in MnSi [108].

The insufficient signal-to-noise ratio prohibits a quantitative analysis and a fit of the
data as performed without the application of intense microwave radiation in Sec. 6.2.2. A
centre conductor of the coplanar waveguide of reduced width would improve the signal
quality. However, SANS measurements require a minimum sample size. Reducing the cen-
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tre conductor width and at the same time keeping the sample size, the intense microwave
only affects parts of the sample. Since in SANS measurements the signal is integrated over
the whole sample, effects from the strong microwave field might be covered by the signal
of the unaffected parts. This leads to the compromise of a 1.3 mm wide centre conductor.

Features of the collective excitations and the phase transitions may be tracked in heat
maps of the complex transmission parameter S21 as a function of probe frequency f

and magnetic field B. In these magnetic field sweeps Tcoupling is kept constant whereas
Tsample may vary by several Kelvin as discussed in Sec. 6.3.2. The heating effects depend
sensitively on magnetic field, temperature, microwave frequency and field and may be
hysteretic. Hence, a careful consideration of Tsample for every spectra is necessary. The
microwave spectra were measured for eight microwave frequencies and at one frequency
for five different microwave fields. For each setting 20 to 30 different Tcoupling were recorded.
Discussing all microwave spectra in heat maps with the corresponding Tsample exceeds the
limits of this thesis. In the following, microwave spectra for selected microwave frequencies
and fields comprising all main observations are presented.

It is helpful to present at first data recorded in all-electrical microwave spectroscopy at
an intermediate input power of P = 3 W and an excitation frequency fdrive = 0.8 GHz to
illustrate essential features. Changes of Tsample were adjusted by means of the aforemen-
tioned temperature correction procedure in Sec. 6.3.2.

Fig. 6.24 displays typical frequency and field dependences of S21 as well as Tsample during
field sweeps. Tsample is shown in Fig. 6.24 (a) during the field sweep from negative to
positive fields. The shaded areas denote the different phases: field-polarised (F), conical
(C), skyrmion lattice (S), helical (H), and paramagnetic (P). The fluctuation disordered
regime just above Tc is not explicitly denoted. The phase diagram was inferred from 2-
tone measurements without intense microwave radiation as shown in Fig. 6.10 (a). In the
following, the conical phase at higher (lower) field values than the skyrmion lattice phase
is referred to as high-field (low-field) conical phase.
Tsample is already elevated compared to Tcoupling in the field-polarised and high-field

conical phase due to ohmic heating but is constant as a function of field. Entering the
skyrmion lattice phase the temperature rises sharply to ∼ 58 K, marked as (i), just above
the ordering temperature Tc. Subsequently, it drops to a plateau value in the low-field
conical and helical phase at (ii). At the transition to the skyrmion lattice phase at positive
field at (iii), the temperature rises discontinuously just above Tc and exhibits a dome shape
with maximum at B = 27 mT with a maximum temperature of T = 58 K. Subsequently,
Tsample decreases sharply entering the high-field conical phase at (iv) and remains constant
up to the field-polarised phase. To highlight any hysteresis, the full field sweeps are shown.
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Figure 6.24.: All-electrical microwave spectroscopy at fdrive = 0.8 GHz below the CCW mode
for intermediate microwave fields. (a) Sample temperature during field sweeps in FMR measure-
ments. Shaded areas denote the phase diagram as inferred without intense microwave radiation.
(b) Colormap depicting Re(dDS21) and Im(dDS21) as a function of f and B. The colour range is
chosen to saturate for better distinction of the modes and better visibility of weaker modes such
as the CCW. Dotted lines and triangles mark the phase transitions in the spectra. (c) Im(dDS21)
as a function of f for a constant magnetic field. (d) Magnified signal of Im(dDS21) around the
skyrmion lattice phase. Yellow arrows mark the signatures of the CCW mode.

The excitation spectra recorded by means of all-electrical microwave spectroscopy with
the 2-tone FMR technique are shown in Fig. 6.24 (b). Here, heat maps of the real and
imaginary part of the derivative divide of the complex transmission parameter Re(dDS21)
and Im(dDS21), respectively, are displayed as a function of magnetic field B and frequency
f . As discussed in Sec. 3.3.3, resonant modes appear as a zero-crossing in the real part
and as a maxima in the imaginary part. The derivative is with respect to the magnetic
field and, hence, the field dependence of the resonance defines the sign of the signal.

The transition between field-polarised and conical phase at Bc2 is accompanied in a
change of the slope of the resonance mode with respect to magnetic field. The resonances
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merge seamlessly at the transition. The change between conical and skyrmion lattice
phase at BA2 and BA1, respectively, lead to a maximum in the spectra over a large fre-
quency range. A narrow peak at Bc1 marks the transition to the helical phase. The phase
transitions are marked by dotted lines and triangles mark them in the phase diagram in
Fig. 6.24 (a). The phase transitions obtained through the analysis of the excitation spectra
in Fig. 6.24 (b) agree well with the transitions in Fig. 6.24 (a).

In particular, the transition from the skyrmion lattice to the low-field conical phase
at BA1 at (vi), which increases under field with decreasing temperature, is well suited to
confirm Tsample inferred from the temperature correction. Comparing the transition in the
excitation spectra at BA1 = −14 mT with the phase diagram in Fig. 6.24 (a) shows indeed
that Tsample corresponds to Tc.

However, comparing the temperature correction and the excitation spectra, the transi-
tions from the low-field conical to the skyrmion lattice phase at BA1 for positive magnetic
fields at (iii) do not coincide. The difference in magnetic field is 3 mT and corresponds
to a difference in temperature of ∆T ≈ 0.4 K. Hence, the temperature of the excitation
spectra in the low-field conical phase is most likely lower than suggested by the temper-
ature correction. However, comparing the CCW resonant frequency of f ≈ 0.9 GHz at
B = 22 mT in the excitation spectra with the resonant modes without microwave ra-
diation in Fig. 6.11 (a) clearly shows that Tsample rises to Tc within the skyrmion lattice
phase.

The resonant mode in the field-polarised phase, which exhibits a positive slope, merges
with the resonant mode of the conical phase, which exhibits a negative slope, at Bc2 ≈
−55 mT. The signal of the two resonant modes is unaltered compared to the 2-tone exper-
iment without intense microwave radiation in Fig. 6.9. The CCW mode corresponding to
the skyrmion lattice phase is observed as maximum in the imaginary part between f ≈ 1.2
and 0.9 GHz with positive field dependence and marked with yellow arrows. Signatures
of the breathing mode are not distinguishable due to the weaker component hac,‖ of the
microwave field which couples to it and its weak field dependence. The CW mode may
be neither observed here under microwave radiation nor without microwave radiation. Its
spectral weight is too low consistent with previous studies [83, 134].

As the CCW mode approaches the microwave frequency f = 0.8 GHz with decreasing
magnetic field, Tsample increases due to resonant heating and reaches its maximum around
B ≈ −24 mT. Lowering the magnetic field further, the system remains in a state slightly
above Tc as shown in Fig. 6.24 (a). However, the CCW mode is still present throughout the
phase down to the microwave frequency fdrive marked with yellow arrows in Fig. 6.24 (b).
At Bc1 ≈ −14 mT the system transitions into the low-field conical phase where the signa-
ture of the CCW mode vanishes. At (v) signatures of the resonant modes of the low-field
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conical phase are only very weakly observable. Within the helical phase no distinct fea-
tures are visible in the excitation spectra.

In Fig. 6.9 (c), the real and imaginary part of S21 are shown as function of frequency
within the skyrmion lattice phase where the signature of a broad CCW mode may be
observed with a FWHM of ∆f ≈ 0.25 GHz. A similar behaviour may be observed for
a microwave frequency of fdrive = 0.6 GHz and highest microwave fields with P = 5 W
shown in Fig. C.7 in App. C.2. Here, Tsample also increases just above Tc as the CCW mode
approaches the microwave frequency. Nevertheless, signatures of the CCW mode may be
discerned throughout the magnetic field range of the skyrmion lattice phase.

Spectra for lower microwave fields and a microwave frequency fdrive = 0.8 GHz are
shown as well in App. C.2. Here, resonant heating is also present, but the sample is not
heated above Tc. Instead, the entire skyrmion lattice phase is accessible and the signature
of the CCW mode is present throughout the phase.

Performing the field sweep with fdrive = 0.8 GHz, P = 3 W, and a slightly higher
Tcoupling of ∆T = +250 mK than shown in Fig. 6.24, the signatures of the CCW resonance
mode vanish as it approaches the excitation frequency fdrive as shown in Fig. 6.25. Tsample

again increases sharply within the skyrmion lattice phase as the CCW mode approaches
the excitation frequency fdrive shown in Fig. 6.25 (a) at (i). Tsample subsequently remains
elevated, decreases slightly before another maximum appears at (ii) in the skyrmion lattice
phase at positive fields. The transition at negative fields from the skyrmion lattice to the
low-field conical phase at (iii) at BA1 ≈ 14 mT suggests that the temperature correction
is accurate and that the sample temperature is just above Tc. However, there is again
a discrepancy for positive fields at BA1. Tsample is slightly lower entering the skyrmion
lattice phase than captured in the temperature correction. Nevertheless, the elevated
temperature within the skyrmion lattice phase to or above Tc is accurate considering the
CCW resonance frequency at B = 24 mT of f ≈ 0.9 GHz shown in Fig. 6.25 (b).

Fig. 6.25 (b) shows the real and imaginary part of S21. As the CCW resonance frequency
of the skyrmion lattice phase decreases with decreasing magnetic field for negative fields
shown at (iv), Tsample increases just above Tc and the distinct mode vanishes as readily
observed in the imaginary part. Although no distinct mode may be observed at (v),
resonant heating is still present as Tsample remains above Tc. The excitation field may
couple to magnetic correlations in the fluctuation disordered regime above Tc preventing
the condensation of the skyrmion lattice. Alternatively, the ferromagnetic background the
skyrmions are situated in is driven to such an extent that the probe excitation field does
not pick up the signal of the skyrmion lattice phase. This issue is discussed in Sec. 6.4.

Both field sweeps show that the intense microwave field couples to the CCW resonance
mode of the skyrmion lattice phase and heats the sample to or above Tc. Depending on
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Figure 6.25.: All-electrical broadband spectroscopy at fdrive = 0.8 GHz below the resonant
CCW mode for intermediate microwave fields. (a) Sample temperature behaviour during field
sweeps in FMR measurements. (b) Colormap depicting Re(dDS21) and Im(dDS21) as a function
of f and B. The colour range is chosen to saturate for better distinction of the modes and better
visibility of weaker modes such as the CCW. Dotted lines and triangles mark the phase transitions
in the spectra. (c) Im(dDS21) as a function of f for a constant magnetic field. (d) Magnified
signal of Im(dDS21) around the skyrmion lattice phase. Yellow arrows mark the signatures of the
CCW mode.

the temperature difference between sample and CPW, a quasi-static state is established
at or slightly above Tc. If Tcoupling is low enough and, therefore, the temperature difference
between Tsample and TCPW sufficient, a quasi-static state is established at Tc. Here, the
observation of signatures of the CCW mode over the entire field range of the skyrmion
lattice phase in Fig. 6.24 (b) reveals the presence of skyrmions.

Increasing the input power further to the maximum value of P = 5 W, the resonant
heating increases as displayed in Fig. 6.26 (a). However, the general temperature progres-
sion is unaltered. For negative fields and within the skyrmion lattice phase the sample
again heats up, marked as (i), just above Tc = 57.7 K as the CCW mode approaches the
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Figure 6.26.: All-electrical broadband spectroscopy at fdrive = 0.8 GHz below the resonant CCW
mode for strongest microwave fields. (a) Sample temperature behaviour during field sweeps in
FMR measurements. (b) Colormap depicting Re(dDS21) and Im(dDS21) as a function of f and
B. The colour range is chosen to saturate for better distinction of the modes and better visibility
of weaker modes such as the CCW. Dotted lines and triangles mark the phase transitions in the
spectra. (c) Re(dDS21) and Im(dDS21) for a constant magnetic field. (d) Magnified signal of
Im(dDS21) in the skyrmion lattice phase. Yellow arrows mark the signatures of the CCW mode.

excitation frequency. The phase transitions in Fig. 6.26 (a) and (b) coincide reasonably
well, in particular, at BA1 at negative fields which indicates that Tsample is indeed at Tc.
Again, the transitions from the low-field conical to the skyrmion lattice phase, marked as
(ii), at BA1 and positive fields do not agree. As the transition may be discerned at higher
fields in the excitation spectra, Tsample is presumably lower in the low-field conical phase
than reflected by the temperature correction. The magnetic field offset of ∆B = 3 mT
corresponds to a temperature difference of ∆T ≈ 0.4 K.

Fig. 6.26 (b) shows the real and imaginary part of the derivative divide of S21. The
signature of the CCW mode is only present in parts of the skyrmion lattice phase at
(iii) towards the upper phase transition to the conical phase at Bc2 between f ≈ 1.2 and
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0.95 GHz. As the CCW mode approaches the excitation frequency fdrive by decreasing the
magnetic field for negative fields, the mode vanishes at B ≈ −22 mT as also observed
for an intermediate excitation field in Fig. 6.25. The observed resonance frequency at
B = −24 mT is f ≈ 0.95 GHz consistent with the resonant frequency of the CCW mode
at a temperature close to Tc as inferred from spectra without intense microwave fields in
Fig. 6.11. In addition, Tsample reaches a maximum where the signature of the CCW mode
vanishes in Re(dDS21) and Im(dDS21).

The real and imaginary part of S21 as a function of frequency is shown in Fig. 6.9 (c)
for a constant magnetic field. The resonant mode may be discerned at B = 26 mT with a
FWHM of ∼ 0.3 GHz.

In this case, with maximal input power P = 5 W at fdrive = 0.8 GHz, again, a quasi-
static state seems to be reached at or just above Tc as the CCW mode is in the vicinity
but still below the intense microwave frequency fdrive. The microwave field may couple
to magnetic correlations within the fluctuation disordered regime leading to resonant
heating above Tc. The temperature difference between Tsample and TCPW may be insufficient
to cool the sample low enough for the skyrmion lattice to condense. Alternatively, the
ferromagnetic background is again driven to such an extent that the signal from the
skyrmions in FMR is severely altered and the probe signal does not match the expectations
inferred from the undisturbed system.

Driving the system with fdrive = 1.2 GHz matching the CCW resonance mode, the
excitation spectra in the skyrmion lattice phase changes. Tsample shown in Fig. 6.27 (a)
increases discontinuously in the skyrmion lattice phase to approximately Tc at (i) followed
by a discontinuous cooling of the sample in the subsequent conical phase at (ii). Tsample

within the low-field conical and helical phase is not elevated as in the case of fdrive =
0.8 GHz. Passing into the skyrmion lattice phase at positive fields at (iii), resonant heating
increases the temperature to above Tc. For higher fields the microwave couples to the
Kittel mode and resonant heating increases even further with a maximal heating around
B ≈ 40 mT at (iv). Similar to the previously discussed examples with lower fdrive, Tsample

is increased to Tc in the field range of the skyrmion lattice phase.
S21 is unaltered in the field-polarised and high-field conical phase as shown in Fig. 6.27 (b)

as fdrive is lower than the resonant modes. Within the skyrmion lattice phase the signal
of the CCW mode vanishes completely and only a broad feature is observed in the imag-
inary part around f ≈ 1.5 − 1.6 GHz with weak magnetic field dependence marked with
yellow arrows and magnified in Fig. 6.27 (d). The sign of the derivative divide in the imag-
inary part as well as the frequency range agree with the breathing mode. In addition, the
breathing mode exhibits a relatively weak field dependence as shown in Fig. 6.11 (b). At
(v) a small signal is consistent with the low-field conical mode.
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Figure 6.27.: All-electrical broadband spectroscopy at fdrive = 1.2 GHz matching the CCW
mode for strongest microwave fields. (a) Sample temperature behaviour during field sweeps in
FMR measurements. (b) Colormap depicting Re(dDS21) and Im(dDS21) as a function of f and
B. The colour range is chosen to saturate for better distinction of the modes and better visibility
of weaker modes such as the CCW. Dotted lines and triangles mark the phase transitions in the
spectra. (c) Re(dDS21) and Im(dDS21) for a constant magnetic field. (d) Magnified signal of
Im(dDS21) around the skyrmion lattice phase.

Fig. 6.28 shows an excitation spectra in a field-sweep for a microwave frequency of
fdrive = 1.2 GHz at the largest microwave field with slightly lower Tcoupling of ∆T =
−250 mK than Fig. 6.27. Tsample shown in Fig. 6.28 (a) is constant as a function of field
in the field-polarised and conical phase. It increases significantly at B ≈ −26 mT within
the skyrmion lattice phase, marked as (i). The sample temperature increases slightly to
below Tc before decreasing again at (ii) leaving the skyrmion lattice phase. For positive
fields, the temperature increases sharply within the skyrmion lattice phase at (iii) at the
border to the high-field conical phase and reaches Tc. Subsequently, the system couples
to the Kittel mode with a maximum of resonant heating at B ≈ 40 mT at (iv) before
cooling down to the conical phase again.
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Figure 6.28.: All-electrical broadband spectroscopy at fdrive = 1.2 GHz matching the CCW
mode for strongest microwave fields. (a) Sample temperature behaviour during field sweeps in
FMR measurements. (b) Colormap depicting Re(dDS21) and Im(dDS21) as a function of f and
B. The colour range is chosen to saturate for better distinction of the modes and better visibility
of weaker modes such as the CCW. Dotted lines and triangles mark the phase transitions in the
spectra. (c) Re(dDS21) and Im(dDS21) for a constant magnetic field. (d) Magnified signal of
Im(dDS21) around the skyrmion lattice phase.

Fig. 6.28 (b) shows the real and imaginary part of S21. The phase transitions from the
field-polarised to the conical phase Bc2 coincide well between the FMR spectra and the
temperature correction shown in Fig. 6.28 (a). For negative fields the phase transition from
the skyrmion lattice phase to the low-field conical phase in the FMR spectra at BA2 ≈
−19 mT suggests that Tsample is lower by ∆T ≈ 0.5 K than inferred from the temperature
correction. Again, signatures of the CCW resonant mode may not be observed, but for
negative fields a broad feature around f = 1.7 GHz marked with yellow arrows in the
imaginary part appears in the range of the breathing mode. The feature may also be
seen in the frequency dependence of S21 recorded at constant magnetic field shown in
Fig. 6.28 (c).
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Figure 6.29.: All-electrical broadband spectroscopy at fdrive = 1.8 GHz for strongest microwave
fields. (a) Sample temperature behaviour during field sweeps in FMR measurements. (b) Col-
ormap depicting Re(dDS21) and Im(dDS21) as a function of f and B. The colour range is
chosen to saturate for better distinction of the modes and better visibility of weaker modes such
as the CCW. Dotted lines and triangles mark the phase transitions in the spectra. (c) Re(dDS21)
and Im(dDS21) as function of frequency for a constant magnetic field. (d) Magnified signal of
Im(dDS21) around the skyrmion lattice phase. Arrows mark the signatures of the CCW and
breathing mode.

For positive fields the modes of the conical phase Q+ and Q− may be seen up to the
transition at BA2 ≈ 30 mT, marked as (v), where Tsample increases above Tc. The sample
may couple to magnetic correlations in the fluctuation disordered regime and, further, to
the Kittel mode which may be discerned in the sample temperature dependence as well as
in the real part of S21 marked with arrows in Fig. 6.28 (b). Subsequently, the sample cools
down again to the conical phase as indicated by the conical mode at (vi) and further to
the field-polarised phase.

Driving the system at an even higher frequency of fdrive = 1.8 GHz, which corresponds
to the breathing mode at low temperatures in the skyrmion lattice phase, S21 changes
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significantly as shown in Fig. 6.29. The microwave field couples to the Kittel mode around
B ≈ 60 mT leading to intense resonant heating as displayed in Fig. 6.29 (a) at (i). Matching
approximately the conical resonance mode, the temperature remains above Tc at (ii)
throughout the high- and low-field conical phase whereas it cools down to the skyrmion
lattice phase at (iii). The cooling might be faster than reflected in Fig. 6.29 (a) due to
the lower sweeping rate in FMR measurements (2 mT/min) compared to the sweep rate
of 10 mT/min in the temperature correction, which corresponds to a longer equilibration
time once the resonant mode of the conical phase is not matched anymore. As the coupling
to the breathing mode is weaker, resonant heating is less pronounced within the skyrmion
lattice phase.
S21 changes significantly in the field-polarised phase in Fig. 6.29 (b). As the excitation

frequency crosses the resonant mode, the amplitude of the real part of the field-polarised
mode is much smaller and a kink in the otherwise linear field dependence may be ob-
served at (iv). The crossing coincides with the temperature maximum in Fig. 6.29 (a).
Signatures consistent with the resonance mode of the conical phase appear just below the
excitation frequency around f = 1.6− 1.7 GHz without a field dependence in contrast to
measurements without intense microwave radiation.

The transition from the conical to the skyrmion lattice phase may be observed at
BA2 ≈ 30 mT with an increased real and imaginary part of S21 over all frequencies. In
contrast to measurements with lower microwave frequencies, two resonant modes may
readily be observed in the skyrmion lattice phase, the CCW and the breathing mode,
marked with yellow arrows. The linear field dependence with a positive slope of both
modes may be the result of the temperature increase while decreasing the magnetic field.
The CCW mode is rather flat as a function of temperature but has a positive dependence
on field as shown in Fig. 6.11. The frequency of the breathing mode, on the contrary,
decreases with increasing temperature but exhibits no magnetic field dependence. In the
aforementioned cases, the breathing mode is presumably not observable as it is field
independent for constant temperature and the derivative divide with respect to field may
not capture it.

Notably, the signatures of the two excitations may be observed down to |B| ≈ 10 mT
several mT lower than observed without intense microwave radiation. Furthermore, only
a single transition is observed at even lower fields at B ≈ ±6 mT marked with white
arrows. The field value agrees with the transition to the helical phase. The data suggests
that the low-field conical phase may be significantly influenced by the microwave field
that matches the Q+-mode.

Finally as shown in the temperature dependent measurements shown in Sec. 6.3.1, res-
onant heating is observed above Tc between ∼ ±40 mT for frequencies from 0.6 GHz to
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(a) (b)

Figure 6.30.: Typical excitation spectra above Tc. (a) Divide slice microwave spectra as a
function of f and B. (b) Cuts at constant magnetic fields of the divide slice microwave spectra.
Curves are shifted by a constant value of 0.01 for better visibility. The Kittel mode is indicated
as black lines.

1.8 GHz matching the range covering the CCW to breathing mode. Hence, this regime
was chosen for the all-electrical microwave spectroscopy. Fig. 6.30 shows typical microwave
spectra of the real part of the normalised complex transmission parameter Re(S21/S

µ0H=92 mT
21 )

at Tsample = 58.0 K above Tc. The data were recorded with the 2-tone FMR setup but
without intense microwave radiation. The data is normalised to the highest available field
of B = 92 mT and the process is described in Sec. 3.3.3. For frequencies above 2 GHz, the
signatures of the resonant mode of the field-polarised phase may be observed at 92 mT
and this normalisation procedure is not possible. However, the divide slice depiction is
used as the observed feature is too broad to be observed adequately in the derivative
divide method.

In agreement with the temperature dependent measurements, a broad region of absorp-
tion appears, depicted in light blue, at low magnetic fields in a frequency range of at least
0.6 GHz≤ f ≤ 2 GHz in Fig.6.30. Below ≈ −35 mT and above ≈ 35 mT, respectively, the
Kittel mode is present as a broad but distinct maxima. The black line denotes the Kittel
mode for zero magnetisation to guide the eye and demonstrate that the absorption at low
magnetic fields is of other origin.

Cuts at constant magnetic fields are shown in Fig. 6.30 (b) with Re(S21/S
µ0H=92 mT
21 )

on the horizontal and the frequency on the vertical axis. A constant offset was added
for better visibility and the black line again denotes the Kittel mode. At B = 60 mT
signatures of the the Kittel mode of the paramagnetic phase is observed as Lorentzian
with a minimum at ∼ 1.7 GHz and a FWHM of ∼ 0.6 GHz. Decreasing the magnetic field
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towards B = 40 mT the resonance frequency of the Kittel mode decreases linearly and
the signal broadens symmetrically in frequency. Around 30 mT and below, the observed
absorption is not centred about the extrapolated Kittel mode but around 1.2 GHz with a
width over the entire frequency range from ∼ 0.4 GHz to ∼ 2 GHz.

The broad feature is reminiscent of the signal attributed to fluctuating skyrmion tex-
tures in MnSi above Tc that also sharpens and merges under increasing fields with the
Kittel mode [108]. The textures have sizes exceeding 103 Å and lifetimes above 10−9 s, i.e.
at least ten times longer than a period of the excitations of typical frequencies ∼ 10 GHz.
Our observations may be empirically attributed to the presence of fluctuating skyrmion
textures in Cu2OSeO3 above Tc. Further FMR spectroscopy is necessary with improved
signal-to-noise ratio to compare the collective excitations above Tc with the excitations
in the skyrmion lattice phase. Notably, the behaviour might deviate as skyrmions in
Cu2OSeO3 are larger by a factor of ∼ 4 [14, 89] and collective excitations an order of
magnitude slower than in MnSi [83, 134].

In summary, we employed the 2-tone FMR technique to probe the collective excitation
spectra of Cu2OSeO3 under intense microwave radiation. Strong ohmic and resonant heat-
ing occur in magnetic field sweeps that may be accounted for by a temperature correction.
For an excitation frequency fdrive = 0.8 GHz just below the CCW mode, and up to an
input power of P = 2 W, which corresponds to an average excitation field Bac,avg ≈ 70µT,
the entire skyrmion lattice phase is accessible and the signatures of the CCW mode are
observed throughout the phase.

Increasing the input power to P = 3 W, which corresponds to Bac,avg ≈ 80µT, resonant
heating raises the sample temperature to or slightly above Tc. Nevertheless, the CCW
mode may still clearly be observed over the entire field range of the skyrmion lattice
phase. The same behaviour is observed for a lower excitation frequency fdrive = 0.6 GHz
and highest excitation fields. As will be discussed in the subsequent sections, these results
are in good agreement with observations in neutron scattering measurements.

Increasing the input power to the maximum of P = 5 W for fdrive = 0.8 GHz, Tsample

increases just above Tc as the CCW mode approaches the driving frequency. Whereas the
CCW mode may be observed within the skyrmion lattice phase for higher dc magnetic
fields, it vanishes as it approaches the driving frequency coinciding with Tsample exceeding
Tc. A similar behaviour may be observed for an intermediate input power of P = 3 W if
Tcoupling is set higher than the aforementioned case. The data suggest that a sufficiently
large temperature difference between Tsample and Tholder is necessary to establish a quasi-
static state close to Tc as the sample may already couple to magnetic correlations above
Tc in the fluctuation disordered regime. Alternatively, the ferromagnetic background is
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driven to such an extent that the signal from the skyrmions is severely altered and the
probe signal does not match the expectations inferred from the undisturbed system.

Noticeably for fdrive = 1.2 GHz matching approximately the CCW resonance mode,
Tsample increases sharply just below or to Tc in the skyrmion lattice phase, but no signal of
the CCW resonant mode is observed. However, signatures of a a field-independent, broad
resonant mode appears in the range of the breathing mode. For an excitation frequency
fdrive = 1.8 GHz, which matches approximately the breathing mode and is above the CCW
mode, the signal of the CCW mode recovers and, in addition, the breathing mode may
be observed due to a change of temperature within the skyrmion lattice phase during
field sweeps. Furthermore, the intense excitation field couples effectively to the resonant
mode of the conical phase preventing the sample from cooling into the conical phase and
altering the transition from the skyrmion lattice to the conical phase at BA1. Finally,
above Tc and at low magnetic fields absorption in the complex transmission parameter
S21 is observed over a broad frequency range which is reminiscent of recent measurements
of fluctuating skyrmion textures in the fluctuation disordered regime of MnSi [108].

6.3.4. Loss of long-range order in the SkX phase

Small angle neutron scattering yields microscopic information on the magnetic correla-
tions. The position of magnetic Bragg peaks in reciprocal space originating from coher-
ent neutron scattering provide direct evidence of the long-range order as the correla-
tion lengths are inversely proportional to their widths. In this section, we report SANS
measurements of the skyrmion lattice and conical magnetic correlations under intense
microwave radiation. After a review of typical scattering patterns, the temperature de-
pendence of the integrated intensities across the skyrmion lattice phase are discussed.
Temperature sweeps were performed for various excitation frequencies at the strongest mi-
crowave fields and for several excitation amplitudes for a fixed frequency fdrive = 0.8 GHz
just below the CCW mode. Subsequently, the evolution of the scattering pattern of the
skyrmion lattice as a function of temperature, excitation frequency and field are discussed.
Finally, the magnetic Bragg peaks are analysed and the evolution of the correlation lengths
are presented.

Typical SANS patterns of the skyrmion lattice and the conical phase are shown in
Fig. 6.31 (a) and (b). The skyrmion lattice scattering pattern in Fig. 6.31 (a) represents
the sum of rocking scans through ω = ±3.6◦ and χ = ±2.7◦ at a temperture of T = 56.8 K
and under a magnetic field of B = 22 mT parallel to the neutron beam. A single skyrmion
lattice domain is observed which aligns along the crystallographic [110] direction. For the
neutron scattering pattern of the conical phase in Fig. 6.31 (b) the magnetic field was
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Figure 6.31.: Typical neutron scattering patterns and intensities. (a) Sum over two rocking
scans about ω and χ of the SANS pattern of the hexagonal skyrmion lattice. (b) Sum over a
rocking scan about ω of the SANS pattern of the conical phase. White lines mark the region of
interest where intensity is summed up for comparison to various field values and temperatures.
(c) Integrated scattering intensity of the signals from the skyrmion lattice and conical phase as
a function of sample temperature Tsample. The conical intensity is divided by 10 for clarity.

aligned horizontal, perpendicular to the neutron beam. Rocking scans were performed
through ω = ±3◦. The rocking axes are depicted in Fig. 6.3. All neutron scattering mea-
surements were performed at a constant magnetic field of B = 22 mT.

The temperature dependence of the integrated intensities of the skyrmion lattice and
conical phase is shown in Fig. 6.31 (c) under constant magnetic field without microwave
excitation. Each data point corresponds to the integrated scattering intensity within the
masks depicted in Fig. 6.31 (a) for the skyrmion lattice phase and in Fig. 6.31 (b) for the
conical phase. Error bars are smaller than the symbols used. The data was recorded
according to the protocol described in Sec. 6.2.1. The onset of skyrmion lattice order is
at Tc = 57.7 K and the transition to the conical phase around T ≈ 56 K. The intensity of
the scattering pattern of the skyrmion lattice exhibits the same smooth decrease into the
conical and the paramagnetic phase.
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(a) (b)

Figure 6.32.: Power and frequency dependence of conical and skyrmion scattering intensities.
Temperature dependence of the integrated scattering intensity of the skyrmion and conical phase
for (a) several AC magnetic field frequencies and a power P = 5 W and (b) increasing power
values for a frequency f = 0.8 GHz. Dashed lines denote the temperature dependence of the
conical and skyrmion intensity without excitation through the AC magnetic field. Solid lines are
guides to the eye.

The temperature dependence of the integrated intensities of the conical and the skyrmion
lattice state are shown in Fig. 6.32 (a) for various microwave frequencies at an input power
of P = 5 W, the largest power available. The intensities are shifted by a constant for bet-
ter visibility. For frequencies between fdrive = 0.6 GHz and 1.8 GHz shown in Fig. 6.32 (a),
temperature regions are not accessible due to resonant heating. The inaccessible tem-
perature range increases with increasing frequency, but vanishes for fdrive ≥ 3.0 GHz.
The skyrmion lattice signal may be observed at lower temperatures for frequencies below
fdrive = 0.8 GHz and at higher temperatures for frequencies above.

As the resonance frequency of the CCW mode of the skyrmion lattice phase increases
from ∼ 1.0 GHz to ∼ 1.2 GHz with decreasing temperature at B = 22 mT as shown in
Fig. 6.11, a microwave field at low frequency couples to the CCW mode at higher temper-
atures and moves out of resonance with decreasing temperature. For frequencies above
∼ 1.0 GHz heating increases with decreasing temperatures as the microwave field moves
into resonance. The effect is evident for frequencies several 100 MHz above and below
the resonance frequencies and may be attributed to the width of the CCW resonance
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mode, which exhibits a FWHM of ∼ 0.3 GHz in FMR spectroscopy. However, the tem-
perature dependence of the integrated scattering intensity of the skyrmion lattice as well
as the conical phase are unaffected by the microwave radiation beyond the inaccessible
temperature range.

For fdrive = 0.8 GHz, just below the CCW resonant mode, the skyrmion lattice phase
is not accessible except for vanishingly small scattering intensity at low temperature at
the border of the conical state. Interestingly, at fdrive = 1.0 GHz the onset of a skyrmion
lattice order can be discerned below Tc. At fdrive = 3.0 GHz and 3.6 GHz the temperature
dependences of both the intensities of the conical and the skyrmion lattice phase are nearly
unaffected since the driving frequency is far above any resonance mode. Though, towards
lower temperatures, the conical state begins to deviate which is due to large temperature
differences of ∼ 5− 10 K between sample and sample holder and, consequently, the error
in the temperature correction increases. Furthermore, the intensity of the skyrmion lattice
at fdrive = 3.0 GHz is slightly larger throughout the skyrmion lattice phase, reaching up
to 13 %.

Since the intensity of the skyrmion lattice phase vanishes for fdrive = 0.8 GHz, the
dependence on microwave power was investigated in more detail as shown in Fig. 6.32 (b).
For input powers up to P = 2 W, the temperature dependence of both the intensities of
the conical and the skyrmion lattice phase are unchanged. Under field-cooling at P = 3 W
the sample temperature gets stuck just above Tc followed by a discontinuous change of the
temperature of ∆T ≈ 2 K. Nevertheless, the temperature dependence at low temperatures
is the same as for the system without microwave fields applied.

The overlap of the scattering intensities under intense microwave radiation for all mi-
crowave frequencies and input powers with the measurement of the undisturbed system
suggests relatively small temperature gradients across the sample not larger than sev-
eral hundred mK. As the temperature range of the skyrmion lattice phase is only ∼ 2 K
and the intensity changes strongly with temperature, an inhomogeneous sample temper-
ature distribution would affect the temperature dependence of the intensity, which is not
observed.

Prior to a quantitative analysis of the correlation lengths extracted from fits of the mag-
netic Bragg peaks, it is instructive to discuss the scattering patterns in the skyrmion lattice
phase. Typical patterns as observed for different microwave powers are shown in Fig. 6.33.
Without microwave fields, as shown in Fig. 6.33 (a1) to (f1), two skyrmion lattice domains
that are unequally populated and aligned along the [001] and [110] crystallographic di-
rection, respectively, may be observed throughout the skyrmion lattice phase. Applying
a microwave field with an input power P = 0.5 W and fdrive = 0.8 GHz, a single domain
aligned along [001] is observed which evolves into two domains at lower temperatures.
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Figure 6.33.: Power dependence of the skyrmion lattice scattering pattern. (a1) Integrated
scattering intensity of the skyrmion lattice as a function of temperature without ac magnetic
field applied. Black arrows mark the temperatures of scattering patterns shown in (b1-f1). (a2-
a6) Integrated scattering intensity of the skyrmion lattice as a function of temperature T for
increasing power P between 0 W and 3 W. The dashed line represents the intensity without
ac magnetic field applied. (b2-c5/f4) Temperature dependence of the two-dimensional neutron
scattering patterns of the skyrmion lattice for several powers. For P = 3 W several temperatures
cannot be reached, hence the vacant plots.
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Increasing the input power further to 1 W, a single skyrmion lattice domain aligned along
[110] is observed with sharp Bragg peaks. For P = 2 W, the temperature sweep accesses
all temperatures as shown in Fig. 6.33 (a4) and the scattering intensity of the skyrmion
lattice shows the same behaviour as observed without a microwave field. However, the
Bragg peaks broaden azimuthally in Fig. 6.33 (c4) to (e4) and sharpen again for lowest
temperatures in (b4). In comparison, the radial peak width is unchanged. Increasing the
input power to P = 3 W, scattering intensity is only accessible at lower temperatures
where it exhibits a ring with the same radial momentum transfer q = 0.01 Å−1 as in the
undisturbed skyrmion lattice, however, without a sixfold pattern.

The width of Bragg peaks may be extracted from the scattering patterns. We obtain the
widths along the momentum transfer q, the rocking widths ω and χ, respectively, and the
azimuthal width θ. In Fig. 6.34 (a) masks for the data integration are depicted. The radial
width of the masks is chosen to cover ±3σ of the Bragg peaks. The ω- and χ-masks corre-
spond to an azimuthal width of 60◦. For the intensity as a function of momentum transfer
q in Fig. 6.34 (b) the entire detector was integrated. We expect Lorentzian shaped Bragg
peaks for intensity which is not constraint by the instrumental resolution. In contrast,
resolution-limited scattering yields Gaussian shaped peaks. Details of the instrumental
resolution are discussed in Sec. 6.2.1. Hence, the Bragg peaks in Fig. 6.34 (b) to (e) were
fitted by a Pseudo-Voigt function

V (q) = η · L(q, f) + (1− η) ·G(q, f) with 0 ≤ η ≤ 1 (6.1)

where L(q, f) is a normalised Lorentzian function, G(q, f) a normalised Gaussian function
and η the weight factor between them. The azimuthal intensity distribution may be fitted
by a superposition of Pseudo-Voigt functions. For cases where two individual skyrmion
lattice domains were observed, as in Fig. 6.34 (e), each domain was fitted by a six-fold
superposition of Pseudo-Voigt functions. In the superposition neighbouring peaks of the
same domain were separated by a fixed angle of 60◦.

Fig. 6.35 shows the results of fitting the magnetic Bragg peaks of the skyrmion lattice
phase for different excitation powers at constant frequency fdrive = 0.8 GHz as a function
of temperature. In addition, the integrated scattering intensity is shown as a function of
temperature reflecting the signal strength and phase boundaries. The grey shaded area
denotes the FWHM of the Gaussian-shaped instrumental resolution. The FWHM of the
Bragg peaks along the momentum transfer q in Fig. 6.35 (a) is resolution limited and does
not vary with temperature except when approaching the lower phase boundary where
a slight increase is observed under increasing microwave power. Overall, the momentum
transfer of the skyrmion lattice is q = 0.010 ± 0.001 Å−1 for all measurements and does
not change even under intense microwave radiation within the 1σ standard deviation of
the SANS resolution.
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Figure 6.34.: Analysis of the skyrmion lattice Bragg peaks. (a) Typical skyrmion lattice scatter-
ing pattern and the evaluated masks. (b) Integrated scattering intensity over the entire detector
as a function of momentum transfer q. (c) Integrated scattering intensity as a function of rock-
ing angle ω and (d) χ. (e) Azimuthal neutron scattering intensity distribution of two domains,
hence, the observed 12-fold symmetry, which are unequally populated.
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Figure 6.35.: Temperature and input power dependence of the Bragg peak widths of the
skyrmion lattice. (a) FWHM along the momentum transfer q, (b) the rocking angle χ and
(c) the rocking angle ω as a function of temperature T for input powers of the microwave field
up to P = 3 W and a constant frequency fdrive = 0.8 GHz. Blue open squares mark the inte-
grated scattering intensity. (d) FWHM along the azimuthal angle θ as a function of temperature
T . Lines are guides to the eye. Black lines denote the behaviour of the undisturbed system and
coloured lines correspond to individual input powers. The grey shaded area depicts the Gaussian
shaped instrumental resolution expressed as FWHM.

The width of the rocking angle χ does not change with temperature and is approxi-
mately equal for all microwave powers. A rocking scan about χ without microwave exci-
tation was not recorded. The widths of the rocking angle ω without microwave radiation
is constant as a function of temperature. Applying microwave radiation, Bragg peaks do
not broaden within the 1σ standard deviation compared to the undisturbed system. As
expected, the widths in χ and ω are almost equal in value. The small difference may
originate from the different rocking widths of ω and χ. The Bragg peaks are in general
broad and their tails could not be fully recorded within the accessible rocking widths ∆ω
and ∆χ. The FWHM of the azimuthal width in Fig. 6.35 (d) is constant for input powers
up to P = 1 W and clearly exceeds the resolution limit. At P = 2 W the peak width
increases significantly throughout the skyrmion lattice phase. It increases with decreasing
temperature before decreasing again close to the phase transition to the conical phase.
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For P = 3 W only a ring of intensity was observed where an azimuthal width could not
be determined.

A detailed depiction of the azimuthal intensity distribution for increasing microwave
power is shown in Fig. 6.36 for two temperature values. T1 = 55.95 ± 0.1 K is close to
the transition to the conical phase and T2 = 56.75 ± 0.1 K is in the skyrmion lattice
phase centre. Without microwaves applied and P = 0.5 W two skyrmion lattice domains
may be discerned oriented along the crystallographic [001] and [110] direction throughout
the phase. The system changes to a single domain state for P = 1 W aligned along the
[110] direction without azimuthal broadening of the width of the peaks. Increasing the
microwave power to P = 2 W, a six-fold scattering pattern may still be observed oriented
along [110], but the azimuthal width of the peaks broadens significantly in the centre
of the skyrmion lattice whereas the width remains unchanged towards the lower phase
boundary. At P = 3 W only the lower part of the skyrmion lattice phase is accessible due
to resonant heating as shown in Fig. 6.32 (b). Here, the 6-fold scattering pattern vanishes
and a ring of intensity may be observed. However, the integrated scattering intensity
matches that recorded without microwave radiation as shown in Fig. 6.32 (b).

The scattering pattern of the skyrmion lattice for various microwave frequencies at a
large power of P = 5 W is shown in Fig. 6.37. For comparison, the scattering patterns
without applied microwave field are shown in Fig. 6.37 (b1) to (f1). For fdrive = 0.6 GHz
in Fig. 6.37 (b2) to (f2), only the lower temperature region of the skyrmion lattice is
accessible. Fig. 6.37 (d2) shows the highest temperature where skyrmion lattice peaks
could be observed, just below the discontinuous drop in temperature. The magnetic Bragg
peaks are azimuthally broadened but sharp in radial direction. Cooling the system slightly
by 0.3 K, two unequally populated domains may be observed aligned along [001] and [110].
fdrive = 0.8 GHz is omitted in this figure as the skyrmion lattice phase is not accessible at
all.

For fdrive = 1 GHz, corresponding approximately to the CCW mode, the sixfold pat-
tern with azimuthally broadened peaks may be observed at higher temperatures. For a
microwave frequency of fdrive = 1.2 GHz, the system cools further into the skyrmion lat-
tice phase. First, a ring of intensity emerges which evolves into a sixfold pattern (see
Fig. 6.37 (f4-d4)). Nevertheless, the peaks remain broadened as compared to the data
without microwave radiation. Likewise at a higher frequency of fdrive = 1.8 GHz, the
scattering pattern corresponds to a ring of intensity at higher temperatures, even at
T = 57.2 K close to the centre of the the skyrmion lattice phase. For T = 56.8 K, a weak
sixfold scattering pattern emerges with broad peaks. Applying intense microwave radia-
tion at fdrive = 3 GHz, far above the modes of the skyrmion lattice or conical phase at
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Figure 6.36.: Azimuthal distribution of the skyrmion lattice scattering intensity for increas-
ing input power. (a) Skyrmion lattice and conical phase scattering intensities as a function of
temperature. The blue and purple shaded areas mark the temperatures of plots in (b) and (c).
Integrated scattering intensity as a function of azimuthal angle θ for increasing ac magnetic field
power towards the phase boundary in (b) and in the phase centre in (c). Green and orange lines
depict the crystallographic [001] and [110] direction, respectively.
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Figure 6.37.: Scattering patterns of the skyrmion lattice phase as a function of temperature and
microwave frequency. (a1) Integrated scattering intensity of the skyrmion lattice as a function
of temperature without microwave radiation. Black arrows mark the temperatures of scattering
patterns shown in (b1-f1). (a2-a6) Integrated scattering intensity of the skyrmion lattice as a
function of T for several fdrive between 0.6 GHz and 3.0 GHz. The dashed line represents the
intensity without microwave radiation. (b2-f6) Temperature dependence of the two-dimensional
neutron scattering patterns of the skyrmion lattice for several microwave frequencies. Several
temperatures cannot be reached under certain frequencies, hence, the missing plots.
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Figure 6.38.: Temperature and frequency dependence of the skyrmion lattice Bragg peak widths.
(a) FWHM along the radial momentum transfer q, (b) the rocking angle χ and (c) the rocking
angle ω as a function of temperature T for ac magnetic field frequencies up to f = 3 GHz and
a constant high input of P = 5 W. (d) FWHM along the azimuthal angle θ as a function of
temperature T . The grey shaded area depicts the instrumental resolution. Lines are guides to the
eye. Black lines denote the behaviour of the undisturbed system and coloured lines correspond to
individual input frequencies. The grey shaded area depicts the instrumental resolution as FWHM
of the Gaussian resolution.

B = 22 mT, a sixfold scattering pattern of a single domain is observed with sharp Bragg
peaks.

Fig. 6.38 shows results of fitting the magnetic Bragg peaks of the frequency series at
constant input power P = 5 W and as a function of temperature using Eq. 6.1. The in-
tegrated scattering intensity yields the signal strength and reflects the phase boundaries.
The measurement of the FWHM along the momentum transfer q in Fig. 6.38 (a) is res-
olution limited and does not change with temperature except for a slight increase close
to the phase boundary at low temperatures. The width of the rocking angles χ and ω

are both constant as a function of temperature and, as expected, similar in value. At the
phase boundaries the scattering intensity is too low for a proper analysis, the error bars
increase significantly or the fits become unreliable.
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Finally, the FWHM of the azimuthal width in Fig. 6.38 (d) is temperature independent
without microwave radiation and for excitation frequencies of fdrive = 3 GHz. The data
exceeds the resolution limit. For microwave frequencies in the range 0.7 GHz to 1.8 GHz
the azimuthal width increases. At 0.7 GHz it is maximal within the skyrmion lattice phase
and decreases when approaching the phase boundary. For 1 GHz and 1.2 GHz the width is
broader by a factor of two as compared to no microwave radiation. Especially at 1.8 GHz,
the width is enhanced by a factor of up to 3.

A detailed depiction of the azimuthal intensity distribution under increasing microwave
frequency in the centre of the skyrmion lattice phase at T1 = 56.7 ± 0.1 K and when
approaching the phase transition to the paramagnetic phase at T2 = 57.5 ± 0.1 K, re-
spectively, is shown in Fig. 6.39. Fig. 6.39 (a) indicates the temperature ranges shown in
(b) and (c). Two plots for fdrive = 1 GHz and 0.6 GHz, respectively, are omitted as the
temperature region is not accessible. Without microwave radiation, two skyrmion lattice
domains may be observed that are aligned along the crystallographic [001] and [110] di-
rection throughout the phase. Likewise for fdrive = 0.6 GHz, two domains, both exhibiting
similarly sharp Bragg peaks in azimuthal direction, may be observed. The domain popu-
lation is, however, reversed. In the case of fdrive = 1 GHz and 1.2 GHz, a sixfold pattern
may be observed with azimuthally broadened Bragg peaks. Increasing the frequency to
1.8 GHz, the peaks broaden even further. The data may be interpreted in terms of az-
imuthally broad peaks which overlap significantly which is the assumption for the fits in
Fig. 6.38 where the constant offset is fixed at zero. In contrast, the scattering intensity
can also be explained by a ring of intensity with a sixfold pattern on top, however, less
broad. The origin of the broad Bragg peaks is discussed below. For the highest excitation
frequency fdrive = 3 GHz, a single domain with sharp Bragg peaks is observed aligned
along [001].

In summary, we performed small angle neutron scattering measurements on Cu2OSeO3

under intense microwave radiation to search for changes of the long-range order of the
skyrmion lattice state. Considering the temperature dependence of the integrated scatter-
ing intensity of the skyrmion lattice scattering pattern in field cooled scans, the microwave
fields couple most effectively for frequencies just below the CCW mode. For an excita-
tion frequency of fdrive = 0.8 GHz, the sample temperature remains just above Tc and
the skyrmion lattice phase cannot be accessed for the highest excitation fields of order
Bac,avg ∼ 100µT (see Fig. 6.8 (a)). For lower microwave powers P ≤ 2 W at f = 0.8 GHz,
the intensity of the skyrmion lattice phase may be observed over the entire phase whereas
for P = 3 W only those parts of the phase pocket at low temperatures are accessible with
a critical microwave amplitude around Bac,avg ∼ 75µT. Even for fdrive = 0.6 GHz, which



6.3. Experimental results 159

(a)

(b) (c)T1 T2

Figure 6.39.: Azimuthal distribution of the skyrmion lattice scattering intensity for increasing
microwave frequency. (a) Scattering intensity of the skyrmion lattice and conical phase as a
function of temperature. The blue and purple shaded areas mark the temperatures of plots in
(b) and (c). Integrated scattering intensity as a function of azimuthal angle θ for increasing
microwave input power towards the phase boundary in (b) and in the phase centre in (c). Green
and orange lines depict the crystallographic [001] and [110] direction, respectively.
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is ∼ 0.4 GHz below the CCW mode, Tsample is stuck at Tc where no scattering intensity
may be observed before discontinuously cooling down into the skyrmion lattice phase.

Furthermore, increasing the microwave frequency for highest microwave fields, the scat-
tering intensity of the skyrmion lattice phase may be observed in parts of the phase pocket
at high temperatures close to Tc for fdrive = 1 GHz and 1.2 GHz, both frequencies approx-
imately matching the CCW mode. The intensity of the skyrmion lattice phase may also
be observed partially for fdrive = 1.8 GHz, which matches the breathing mode of the
skyrmion lattice phase and, at lower temperatures, the resonant modes of the conical
phase, respectively.

The width of the Bragg peaks and the corresponding correlation lengths along the
momentum transfer q are resolution limited. The width of the Bragg peaks along the
rocking angles ω and χ are constant as a function of temperature and do not change as
microwave radiation is applied. However, a pronounced azimuthal broadening is observed
for all frequencies 0.6 GHz ≤ fdrive ≤ 1.8 GHz about the CCW and breathing mode at
highest excitation fields. For fdrive ≥ 3 GHz, far above the resonant modes of the skyrmion
lattice and conical phase, the scattering patterns are unaltered. Investigating the power
dependence of the azimuthal broadening at an excitation frequency of fdrive = 0.8 GHz
reveals a transition from sharp to broadened Bragg peaks between P = 1 W and 2 W.

The azimuthal broadening may have several origins and a careful discrimination of
thermal effects is necessary. It is important to note that the SANS patterns represent
an integration over the entire sample volume for several minutes. Furthermore, in SANS
measurements the intensity is energy integrated and no information about the dynamics
is obtained. For the temperature gradient across the sample we estimate an upper limit
of some 100 mK. The integrated scattering intensity exhibits, on the one hand, the same
temperature dependence for all excitation frequencies and fields and, on the other hand, is
sensitive to small inhomogeneities because the intensity changes rapidly with temperature.
The potential causes of the azimuthal broadening are discussed below.

6.4. Summary and conclusions

In this chapter, the collective excitations and the long-range magnetic order of the skyrmion
lattice phase in Cu2OSeO3 were investigated under intense microwave fields. All-electrical
microwave spectroscopy and small angle neutron scattering were employed as a function
of dc magnetic field and temperature for various excitation frequencies and fields. The
focus was on excitation frequencies near the resonant modes of the skyrmion lattice phase.
To account for ohmic and resonant heating, temperature correction measurements were
performed.
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For these studies we developed an all-electrical spectroscopy setup, referred to as 2-tone
FMR technique, that allows to drive magnetic excitations with a strong microwave field
in the low GHz frequency regime by means of a coplanar waveguide. The response in
the magnetisation dynamics is simultaneously and independently probed and recorded
for a broad range of frequencies. Using a different setup, SANS was combined with the
same CPW providing microscopic information on the long-range order of the magnetic
correlations in reciprocal space under strong microwave fields up to Bac, avg ∼ 100µT.

The temperatures of the sample, the holder, and the CPW were recorded under intense
microwave radiation as a function of dc magnetic field, temperature, microwave frequency
and field. This allowed a determination of the true sample temperature in the FMR
and SANS measurements. Resonant heating was observed already 2 K above the ordering
temperature Tc for excitation frequencies 0.6 ≤ fdrive ≤ 1.8 GHz and magnetic fields below
B ≈ 50 mT. The data suggests coupling of the microwave field to magnetic correlations
well above Tc in the fluctuation disordered regime for excitation frequencies close to the
resonant modes of the skyrmion lattice phase. Higher harmonics in the microwave field
due to the amplifier operating in saturation were found to couple to further excitation
modes of the sample. The resulting resonant heating could be tracked by the sample
thermometer and the resonant modes might be determined.

The collective excitations under intense microwave radiation were recorded with the
2-tone FMR technique. For microwave fields below Bac,avg ≈ 75µT, i.e. for input pow-
ers P ≤ 2 W, and a microwave frequency fdrive = 0.8 GHz below the CCW mode, the
entire skyrmion lattice phase is accessible and the CCW mode observed throughout the
phase. Just above this approximate threshold excitation field, a quasi-static state could
be established at or slightly above the ordering temperature Tc where the CCW mode
is still observed. For fdrive = 0.6 GHz this state could even be established for highest
microwave fields. Increasing the microwave field for fdrive = 0.8 GHz further, the CCW
mode vanishes.

For fdrive = 0.8 GHz and highest excitation fields, the data suggests that the tem-
perature difference between sample and CPW was insufficient to stabilise the sample
temperature at Tc in field scans. The CCW mode cannot be observed as the tempera-
ture is increased further due to, most likely, the coupling of the microwave field to the
fluctuation disordered regime above Tc. For fdrive = 1.2 GHz, matching approximately
the CCW mode, and for highest microwave fields, the CCW mode cannot be observed
within the field range of the skyrmion lattice phase, but a resonance mode that is broad
in frequency can be discerned in the frequency range of the breathing mode. The sample
temperature reveals that the sample is just below or at Tc which is supported by the
phase transitions observed in the excitation spectra. For a microwave frequency above the
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CCW mode fdrive = 1.8 GHz, the signatures of the CCW mode reappear and, moreover,
signatures reminiscent of the breathing mode are observed.

To obtain microscopic information, we performed small angle neutron scattering mea-
surements on Cu2OSeO3 under intense microwave radiation. This allowed to record changes
of the long-range order of skyrmion lattice correlations. Evaluating the scattering inten-
sity of the skyrmion lattice phase, a similar behaviour compared to the all-electrical
microwave spectroscopy is observed. For microwave fields below Bac,avg . 75µT and a
microwave frequency fdrive = 0.8 GHz below the CCW mode, the entire skyrmion lattice
phase is accessible and the sixfold scattering pattern of the skyrmion lattice phase may be
observed. Increasing the microwave field, Tsample remains just above Tc under field-cooling
and no scattering intensity may be observed. However, Tsample decreases discontinuously
by ∆T > 2 K when the temperature difference between Tsample and TCPW exceeds a cer-
tain value. Increasing the excitation frequency matching the CCW mode, parts of the
skyrmion lattice phase are accessible and the sixfold scattering pattern is observed.

A pronounced azimuthal broadening of the magnetic Bragg peaks of the skyrmion lattice
phase is observed for 0.6 GHz ≤ fdrive ≤ 1.8 GHz about the CCW as well as the breathing
mode at the highest microwave fields. In contrast, no azimuthal broadening may be ob-
served for microwave frequencies far above, i.e fdrive ≥ 3.0 GHz. Investigating the power
dependence of the azimuthal broadening at a microwave frequency of fdrive = 0.8 GHz re-
veals a transition from sharp to broadened Bragg peaks for input powers between P = 1 W
and 2 W. This is just below the threshold excitation field Bac,avg ≈ 75µT where parts of
the skyrmion lattice phase are not accessible.

In the following, results from all measurements are combined and discussed. We made
two main observations.

1. We observe coupling between the sample and the intense microwave radiation al-
ready some Kelvin above the ordering temperature Tc for frequencies about the
resonant modes of the SkX. Furthermore, parts of the temperature range of the
skyrmion lattice phase are not accessible under intense microwave radiation. In par-
ticular for microwave frequencies below the CCW mode, Tsample remains at or just
above Tc for sufficiently high microwave fields in field-cooling scans.

2. Azimuthal broadening of the hexagonal scattering pattern of the skyrmion lattice
phase may be observed for the highest microwave fields and microwave frequencies
close to the resonant modes of the skyrmion lattice phase. As a function of microwave
field a threshold for the onset of azimuthal broadening may be discerned.

For fdrive = 0.8 GHz and intermediate microwave fields with an input power of P = 3 W,
Tsample increases to or slightly above Tc in field-sweeps, but signatures of the CCW mode
may still be observed in FMR spectra (see Fig. 6.24). In contrast, under field-cooling at
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B = 22 mT no neutron scattering pattern of the skyrmion lattice phase emerges at Tc

where the CCW resonant mode is f = 1.0 GHz. Instead Tsample remains at Tc. Notably,
under field-cooling the temperature difference between Tsample and Tholder increases until a
discontinuous change in temperature may be observed. Nevertheless, neutron scattering
intensities from the skyrmion lattice phase are not observed at or below Tc(see Fig. 6.32).

Increasing the microwave frequency to fdrive = 1 GHz and 1.2 GHz, respectively, match-
ing the CCW mode, we are able to cool the sample into the skyrmion lattice phase and
long-range order in terms of neutron scattering intensity of the skyrmion lattice phase
may be observed.

In contrast, the signatures of the CCW mode may not be observed in FMR spectra,
although the temperature correction shows that Tsample is below Tc for fdrive = 1.2 GHz.
Instead, signatures of a weak resonance in the frequency range of the breathing mode
appear. It is important to note that the accuracy of the temperature correction for the
FMR data is limited and Tsample may be higher. However, the transition from the skyrmion
lattice to the low-field conical phase at BA2, observed in the FMR spectra, suggests an
even lower Tsample within the skyrmion lattice phase (see Figs. 6.27 and 6.28). This would
be consistent with the neutron scattering data where Tsample reaches the centre of the
skyrmion lattice phase for fdrive = 1.2 GHz in field-cooling scans. Hence, long-range order
of the skyrmion lattice is observed but the signal of the CCW mode vanishes in the 2-tone
FMR technique.

Our results are consistent with numerical studies by Mochizuki et al. [81] who predicts
a redshift of the CCW resonant frequency under intense microwave radiation. At Tc and
B = 22 mT the CCW resonant frequency is f = 1.0 GHz in the undisturbed system
and through the strong microwave field at fdrive = 0.8 GHz the sample cannot be cooled
below Tc. For fdrive = 1.0 GHz the resonant mode of the undisturbed skyrmion lattice
phase is matched and long-range order of the skyrmion lattice may be observed in terms
of neutron scattering intensity. As the system cools into the skyrmion lattice phase the
resonant frequency of the CCW mode of the undisturbed system increases and, again,
Tsample cannot be cooled below a critical temperature Tcritical < Tc.

Our data also demonstrates that Tcritical is associated with the skyrmion lattice phase
and the CCW mode rather than the fluctuation disordered regime. For magnetic fields
below ∼ 35 mT and just above Tc, which coincides well with the fluctuation disordered
regime in Ref. [89], no signatures of a distinct Kittel mode may be observed in FMR spectra
(see Fig. 6.30). Instead, excitations are detected for frequencies between 0.5 ≤ f ≤ 1.8.
Therefore, we would expect a similar Tcritical for all microwave frequencies. However, Tcritical

for fdrive = 0.6 GHz and 0.8 GHz is at Tc and at lower temperatures for higher microwave
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frequencies. Furthermore, Tcritical for fdrive = 0.8 GHz and for lower microwave fields is
also at Tc.

It is also instructive to consider the length and time scales of the skyrmion lattice
required for its detection in all-electrical microwave spectroscopy and SANS measure-
ments. All-electrical microwave spectroscopy is a local probe and the excitation of single
skyrmions may be detected if their number is sufficiently large. Underlying the charac-
teristic excitation spectra of skyrmions is thereby the phase relationship between Fourier
components, i.e. three ~Q-vectors under an angle of 120◦ in a plane perpendicular to the
magnetic field and the magnetisation in the skyrmion core opposing the field. We expect
furthermore that skyrmions need to be stable for at least one period of the rotational
motion to be detected in FMR spectroscopy. This corresponds to a lifetime in excess
of 1 ns or more for a resonant frequency of ∼ 1 GHz. Schwarze et al. infer lifetimes of
τ ≈ 25 ns in an undisturbed system by means of all-electrical microwave spectroscopy
whereas measurements employing the inverse-Faraday effect yield lifetimes on the order
of 1 ns [83, 302].

In contrast, skyrmion textures composed of several correlated skyrmions are necessary
in SANS for a coherent magnetic neutron scattering signal. In terms of time scales, neu-
tron scattering may detect magnetic correlations which are only stable for picoseconds.
Under field-cooling for fdrive = 0.6 GHz and 0.8 GHz, Tsample remains at Tc between the
skyrmion lattice phase and the fluctuation disordered regime. The latter is dominated
by fluctuations of helical, conical, and skyrmionic correlations in the case of MnSi [108].
Our data would be consistent with a scenario where skyrmionic correlations are stable
sufficiently long at Tc that the FMR spectroscopy and the intense microwave radiation
may couple to it. However, the correlation length is not sufficient to be recorded in SANS
measurements. Further cooling the sample is not feasible as it would lead to an increase
of the skyrmion number and a larger spectral weight in the FMR spectroscopy, hence,
increased resonant heating.

The data furthermore suggests that the intense microwave excitation drives the CCW
mode of the skyrmion lattice phase for an excitation frequency fdrive = 1.2 GHz, however,
the signatures of the CCW resonant mode vanish in the FMR spectra. The CCW exci-
tation might be driven to such an extent that the small probe microwave field no longer
picks up a signal.

The azimuthal broadening of the Bragg peaks of the skyrmion lattice phase in SANS
can be caused by different effects. The azimuthal width ∆θ is sensitive to (1) distortions
of the sixfold pattern within the skyrmion lattice domains. Within individual domains
distortions, stationary or dynamical, of the hexagonal lattice may occur away from the
high symmetry directions [001] and [110]. ∆θ is also sensitive to (2) the orientation of the
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domains within the plane perpendicular to the magnetic field. When domains fluctuate
in a rotational mode about their equilibrium alignment or, alternatively, are statically
distributed more broadly about the high symmetry directions, the Bragg peaks broaden
azimuthally. It is important to note that with our SANS data a distinction between
static and dynamic azimuthal broadening of the Bragg peaks cannot be made. (3) The
azimuthal broadening of the Bragg peaks may be attributed empirically to the melting of
the long-range SkX order and the emergence of a skyrmion liquid state.

One scenario for the observed azimuthal broadening of the Bragg peaks is the rota-
tional motion of domains around the magnetic field. In LTEM a rotational motion of
the skyrmion lattice was observed [126, 131]. The unidirectional rotation originates from
magnon currents due to temperature gradients as the electron beam leads to local heat-
ing. In these experiments the rotational motion is continuous by 2π with a period of
seconds. However, such a rotational motion would lead to a ring of intensity in SANS
rather than azimuthally broadened Bragg peaks. The authors do not specify the magni-
tude of the thermal gradient but the skyrmion lattice phase in thin films as employed
in LTEM measurements extends over several 10 K and temperature differences of several
Kelvin are possible without leaving the phase [20]. In contrast, the temperature range of
the skyrmion lattice phase in bulk samples is only ∼ 2 K and small temperature inhomo-
geneities on the order of several hundred 100 mK would lead to changes in the neutron
scattering intensities.

The torque on the skyrmion lattice domains, that is caused by temperature gradi-
ents and the resulting magnon currents, is counteracted by restoring forces such as the
magnetocrystalline anisotropy. In the case of azimuthally broadened Bragg peaks the
torque might not be sufficient to entirely overcome these. For low microwave fields and
fdrive = 0.8 GHz the magnetic Bragg peaks are sharp in azimuthal direction and broaden
for a microwave field of Bac,avg ≈ 70µT before the skyrmion lattice phase is not accessible
anymore for Bac,avg & 80µT. Hence, the heat input through fully rotating domains might
be too large with the result of non-accessible regions of the phase diagram. This is also in
agreement with the observation of azimuthally broadened Bragg peaks instead of a ring
of intensity.

The temperature gradients may occur within skyrmion lattice domains or on a larger
scale. A reason for macroscopic temperature gradients on the order of the sample size
may be the inhomogeneous excitation field and, thereby, inhomogeneous resonant heat-
ing. Fig. 6.40 (a) shows an approximation for the absorbed power in resonant heating.
Here, we consider the resonant mode of the field-polarised phase as a limiting scenario
because it has a larger spectral weight than the modes of the skyrmion lattice or conical
phase. The amplitude of the resonant mode of the field-polarised phase in the divide slice
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Figure 6.40.: Approximation of absorbed power in resonance. (a) Absorbed power in resonance
as a function of applied excitation frequency with a constant input power of P = 5 W. (b)
Percentage of absorbed power over the sample cross-section where the centre conductor is at
y = 0.

depiction of S21 is approximately 1 %. Taking into account the transmission of the setup in
Fig. 6.8 (b), we can estimate the absorbed power for a constant input power of P = 5 W.
It ranges between 280µW and 180µW in the range of 0.6 to 1.8 GHz. Fig. 6.40 (b) shows
the percentage of absorbed power over the cross-section of the sample where the coplanar
waveguide is horizontal at y = 0. The heat input is higher at the bottom and the corners
of the sample than at the top.

Considering the thermal conductivity of the sample and the GE varnish we use to glue
the sample to the CPW, we expect the sample to be in good thermal equilibrium. The
thermal conductivity for Cu2OSeO3 was determined in Ref. [307] at low temperatures up
to 15 K. Extrapolating the data to 60 K, a thermal conductivity of κ ≈ 2 − 3 W/(mK)
may be deduced. In comparison, GE varnish has a thermal conductivity of 0.22 W/(mK)
at 77 K and 0.062 W/(mK) for 4.2 K. Hence, the heat transfer to the heat bath has a
bottleneck in the GE varnish.

Similar to local heating in LTEM measurements [126], temperature gradients may occur
on a much smaller scale comparable to the domain size through inhomogeneous heating.
A possible scenario is that the sample cools down locally, the CCW mode moves into
resonance with the microwave field inducing a short-pulsed resonant heating that decays
into the surrounding through magnon currents creating a rotational motion.

Pöllath et al. recently established a combination of resonant elastic x-ray scattering
(REXS) and FMR spectroscopy [301]. They show that the scattering intensity is reduced
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Figure 6.41.: Field dependence of the resonant modes. (a) Field dependence of the resonant
modes of the helical (H), the conical (C), the skyrmion lattice (S) and the field-polarised (F)
phase as inferred from FMR spectroscopy. The black line denotes the Kittel mode extrapolated
to B = 0 T. (b) Real space spin alignment of the skyrmion lattice phase. Figure taken from
Ref. [14].

if modes in Cu2OSeO3 are excited by the external magnetic field. Typical microwave
fields range between 3 to 10µT employing a coplanar waveguide. In contrast to SANS,
REXS is surface sensitive with a photon penetration depth of about 30 nm. In this study
a reduction of the x-ray scattering intensity up to 50 % is observed. This is contrary to
our measurements where no reduction of the integrated scattering intensity is observed
for the entire volume of the sample.

The resonant mode of the field-polarised phase is characterised by a collective precession
of the uniform magnetisation ~M described by the Kittel mode. Fig. 6.41 (a) shows the
field-dependence of the resonance frequencies of the different phases in Cu2OSeO3 and the
extrapolation of the Kittel mode to zero field. At an intermediate magnetic field skyrmions
emerge within the ferromagnetic background (red) as shown in Fig. 6.41 (b). The CCW
mode of the skyrmion lattice phase is essentially characterised by the precession of the
ferromagnetic background. In a simplified picture the skyrmions act as rigid tubes within
the uniform magnetisation and, therefore, the resonant frequency increases compared to
the extrapolated Kittel mode. Hence, the CCW resonant mode might exhibit an enhanced
ferromagnetic character via the intense excitation of the ferromagnetic background leading
to a redshift. In turn, the “melting” of the skyrmion lattice as observed in previous
numerical studies might be a consequence of a dominant ferromagnetic fraction compared
to the skyrmions [81]. The breathing mode on the contrary is connected to the non-trivial
topology of the skyrmions. An intense excitation of the breathing mode may lead to a
pronounced skyrmionic character of the excitations which might act as a promising basis
for the search of non-linear behaviour in numerical simulations and experimentally.



168 Chapter 6. Search for microwave-induced instabilities in a chiral magnet

In summary, our main observations are the coupling of the intense microwave radiation
to the magnetic order already some Kelvin above Tc for frequencies about the resonant
modes of the SkX. Furthermore, parts of the SkX phase are not accessible. Signatures of
the emergence of long-range magnetic order are not observed at Tc for intense excitation
fields and frequencies below the CCW mode suggesting a redshift of the modes. Further-
more, the neutron scattering pattern of the SkX phase broadens azimuthally under intense
microwave radiation for frequencies about the resonant modes which indicates the loss of
the long-range hexagonal order. We attributed empirically our observations to different
scenarios, estimated limiting cases for thermal gradients and discussed the resonant be-
haviour of the SkX under intense microwave fields. Further theoretical investigations are
necessary to understand the complex behaviour and explain our observations.



7. Conclusions

The focus of this thesis was the experimental investigation of thermally and periodically
driven magnetic fluctuations by means of neutron scattering and all-electrical microwave
spectroscopy. For this purpose, we advanced the longitudinal modulation of intensity with
zero effort (MIEZE) option at the instrument RESEDA, developed an all-electrical mi-
crowave spectroscopy (FMR) technique referred to as 2-tone technique and combined
microwave radiation with small angle neutron scattering (SANS). Using the MIEZE tech-
nique, critical spin excitations in the prototypical ferromagnetic superconductor UGe2

were investigated. Moreover, the emergence of the skyrmion lattice from the paramag-
netic phase in the transition metal helimagnet MnSi and fluctuation-induced instabilities
in the skyrmion lattice phase of the helimagnetic insulator Cu2OSeO3 were studied.

After a brief introduction into neutron scattering and neutron scattering techniques,
developments of the MIEZE technique at the instrument RESEDA were presented. As
part of this work, the instrumental background was reduced, the momentum transfer range
was extended towards the SANS regime, and the phase-locking of the MIEZE signal was
implemented. In addition, new data analysis software was developed and instrumental
control software was implemented.

The critical spin excitations in UGe2 were studied at the paramagnetic-to-ferromagnetic
phase transition by means of MIEZE overcoming limits of previous neutron triple-axis
spectroscopy studies. The high quality of the sample was confirmed by neutron depolarisa-
tion imaging revealing a homogeneous Curie temperature across the sample which is indis-
pensable for the determination of critical exponents. Employing MIEZE, we demonstrated
that the spin fluctuations in UGe2 exhibit a dual character associated with localised 5f
electrons that are hybridised with itinerant d electrons. Analysing the momentum transfer
dependence of the energy-integrated scattering intensity of the spin fluctuations, we found
all critical exponents to perfectly agree with the 3d Ising universality class as expected
for a local moment ferromagnet with strong uniaxial magnetic anisotropy. The product
of magnetic susceptibility χ(q) and the fluctuation frequency Γq, the latter revealed by
energy-resolved MIEZE measurements, is approximately constant as a function of mo-
mentum transfer q down to a crossover value q0 further highlighting that the underlying
spin fluctuations are localised. In contrast, the product χ(q)Γq → 0 for q → 0 and the dy-
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namical exponent z = 5/2 below the crossover value q0 are characteristic of itinerant spin
fluctuations. Taken together, the dual nature of spin fluctuations revealed in our study
strongly support p-wave superconductivity in UGe2. Interestingly, the crossover value q0

corresponds to a length scale of approximately 160 Å and the superconducting coherence
length in UGe2 was estimated as ξSC = 200 Å [52]. Hence, spin fluctuations relevant to
the p-wave pairing are present at q < q0. Furthermore, we showed the potential of the
newly developed longitudinal MIEZE with its ultrahigh energy resolution below 1µeV
and its momentum resolution from the SANS regime to large momentum transfers as a
complementary technique to neutron triple-axis and time-of-flight spectroscopy for the
study of quantum matter.

The emergence of topologically non-trivial winding and long-range order of the skyrmion
lattice phase was studied starting in the paramagnetic state of MnSi. Our comprehensive
study comprised high-resolution longitudinal and transverse ac susceptibility measure-
ments, small angle neutron scattering, neutron resonance spin-echo spectroscopy, and
all-electrical microwave spectroscopy. As part of this thesis SANS data were analysed and
neutron resonance spin-echo measurements performed with the MIEZE option. Small an-
gle neutron scattering revealed scattering intensity on a sphere in reciprocal space in the
fluctuation-disordered regime above the ordering temperature Tc that is more pronounced
in a plane perpendicular to the magnetic field. The pronounced intensity exhibits a sixfold
pattern with the same orientation as the scattering pattern in the skyrmion lattice phase.
In addition, it has the same modulus of the momentum transfer | ~Q| as the scattering
pattern of the skyrmion lattice and its correlation length is resolution-limited revealing
correlation lengths of several 103 Å.

The sixfold pattern in the fluctuation-disordered regime is fully dynamic down to Tc

as determined by MIEZE and the fluctuations are characterised by a critical slowing
down with lifetimes of several nanoseconds. Complementary all-electrical microwave spec-
troscopy revealed signatures reminiscent of the counter-clockwise skyrmion lattice exci-
tation in the fluctuation-disordered regime and provided striking evidence for skyrmionic
correlations. Finally, the paramagnetic-to-skyrmion lattice phase transition described in
the framework of standard Ginzburg-Landau theory shares remarkable similarities with
the Landau soft-mode mechanism of weak crystallisation of liquids. In both cases the
ordered state gains energy if the magnetic Fourier components ~m~q or the oscillatory com-
ponents of the density ~ρ~q, respectively, form triangles which favours the formation of
hexagonal lattices in two spatial dimensions.

Microwave-induced non-linearities in the skyrmion lattice phase of Cu2OSeO3 were
investigated based on numerical simulations by Mochizuki et al. that predict a melting of
the skyrmion lattice phase within nanoseconds under intense microwave radiation [154]. At
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first, the SANS-FMR setup was introduced that allows to observe magnetic long-range
order in reciprocal space on a microscopic scale and simultaneously apply microwave
radiation by means of a coplanar waveguide with excitation frequencies in the low GHz
regime and excitation fields on the order of 100µT. Similarly, the 2-tone all-electrical
microwave spectroscopy technique developed as part of this thesis allows to drive collective
excitations with a strong excitation field in the low GHz regime and simultaneously and
independently probe the collective excitation spectra of the sample.

We performed extensive measurements investigating the dependence of ohmic and res-
onant heating effects on temperature, dc magnetic field, excitation frequency and field
as well as hysteresis effects. Here, coupling of the microwave radiation to magnetic cor-
relations in the fluctuation-disordered regime was observed in the presence of resonant
heating above the ordering temperature Tc. Furthermore, higher harmonics as a side effect
of the linear microwave amplifier driven in saturation led to resonant heating at higher
magnetic fields and might be employed for the detection of resonant modes. A broad
absorption in FMR spectra observed above Tc in the fluctuation-disordered regime also
suggested a coupling of the microwave excitation to magnetic correlations. For excitation
frequencies below the CCW resonant mode of the skyrmion lattice phase an equilibrium
could be established at Tc where the CCW resonant mode was observed but no signatures
of magnetic long-range order were observed in SANS measurements. This agrees with the
numerical simulations where the melting of the long-range skyrmion lattice order is ac-
companied by a redshift of the CCW resonant mode. In contrast, increasing the excitation
frequency matching the CCW resonant mode, the sample temperature could be lowered
into the skyrmion lattice phase, signatures of long-range order emerged in SANS, but
the FMR signal of the CCW resonant mode vanished. Only a weak resonance remained
reminiscent of the breathing mode.

Moreover, pronounced azimuthal broadening of the magnetic Bragg peaks of the skyrmion
lattice phase was observed for all frequencies about the CCW and breathing mode for
highest excitation fields. Measurements with intense microwave radiation below the CCW
mode revealed a critical excitation field for the onset of azimuthal broadening, just below
the threshold field where the skyrmion lattice phase was not accessible. We discussed
several scenarios of temperature gradients generated by resonant heating as origin of the
azimuthal broadening. We evaluated length and time scales necessary for the detection
of skyrmions in our measurement techniques and concluded that skyrmionic correlations
can occur at Tc on length scales sufficient for the detection in FMR but insufficient for
SANS. Moreover, our observations may also be attributed empirically to the melting of the
skyrmion lattice into a skyrmion liquid state. These results show that further theoretical
investigations are necessary to understand the complex behaviour.
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Finally, we argued that a redshift of the CCW resonant mode of the skyrmion lattice
phase might originate from the intense excitation of the ferromagnetic background of
the skyrmion lattice enhancing the ferromagnetic character of the mode. In turn, the
melting of the skyrmion lattice observed in numerical studies might be a consequence of
a dominant ferromagnetic fraction compared to the skyrmions. The intense excitation of
the breathing mode, which is on the contrary connected to the non-trival topology of the
skyrmions, might therefore be a good basis for the search of non-linear behaviour in future
studies.



A. Experimental methods

A phase lock between the two resonant spin-flippers and the detector was implemented
at RESEDA leading to a fixed phase of the spin-echo signal at the detector for each
spin-echo time. This enables a phase correction of the spin-echo signal and, subsequently,
allows to integrate the signal over arbitrarily sized regions-of-interest and over all detector
foils. To show that the phase is fixed for each region-of-interest and detector frequency,
Figs. A.1 and A.2 show the phase of the spin-echo signal as a function of temperature for
each momentum transfer q and each detector frequency on one detector foil measured on
UGe2. The phase is constant within 1σ standard deviation of the mean value shown as
blue solid line. A few exceptions occur at higher momentum transfers q. However, this
is not due to a loss of the phase lock. Here, the count rate is low and some fits become
unreliable. This has no detrimental effect on the data analysis in Sec. 4.
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Figure A.1.: Phase of the spin-echo signal as a function of temperature measured in UGe2 for
various momentum transfers q and detector frequencies f . The solid blue line is the mean value
and the shaded area denotes the uncertainty of the mean value as 1σ standard deviation. The
orange dashed line is the phase of the resolution measurement.
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Figure A.2.: Phase of the spin-echo signal as a function of temperature measured in UGe2 for
various momentum transfers q and detector frequencies f . The solid blue line is the mean value
and the shaded area denotes the uncertainty of the mean value as 1σ standard deviation. The
orange dashed line is the phase of the resolution measurement.





B. Magnetic fluctuations in the
ferromagnetic superconductor UGe2

B.1. Resolution effects

In this section we show unambiguously that the critical spin fluctuations in UGe2 are
purely of longitudinal character δS‖ and that the observed intensity for the configuration
with the magnetic easy axis a perpendicular to the direction of the incident neutron beam
n which solely probes transverse spin fluctuations δS⊥ is due to resolution effects. This
chapter follows the appendix of Ref. [199]. We consider the energy-integrated mode where
the MIEZE option is turned off which corresponds to a SANS experiment.

Using the q-resolution given in Sec. 4.3.2 of our experiment, we can simulate how the
resolution impacts our experiment. We simulate the energy-integrated critical spin fluc-
tuations at the temperature T = 52.8 K as observed on the position sensitive detector
at RESEDA using Eq. 4.9 and the parameters γ = 1.23, ν = 0.63, κ0 = 0.31 Å−1, and
Tc = 52.7 K. In Fig. B.1, we show the results of our calculations for the two configuriations
with the crystallographic a-axis, which is the magnetic easy axis in UGe2, oriented parallel
(n ‖ a) and perpendicular (n ⊥ a) to the direction of the neutron beam, respectively.
As explained in the main text, transverse and longitudinal fluctuations can be observed
for n ‖ a, whereas only transverse fluctuations can be observed for ⊥ a. For this cal-
culation we have assumed that the critical fluctuations are purely longitudinal and the
instrumental resolution is perfect. In Fig. B.1 (c) and (d) we show the results for the same
calculation and configurations, however, we convoluted the signal of the spin fluctuations
with the instrumental resolution. The influence of the resolution on the result is obvious.
In the main text we do not use the entire detector image, but only plot the intensity along
a trajectory in reciprocal space denoted by the blue region of interest in Fig. B.1.

To compare the results from RESEDA with our calculations, we repeated the calcu-
lation above for various temperatures 45 ≤ T ≤ 65 K. In Fig. B.2, we only show the
intensity in the blue region of interest in Fig. B.1 for each configuration. Fig. B.2 (a) and
(b) show the result for two configurations n ‖ a and n ⊥ a, respectively, for the case of
perfect instrumental resolution. Since in the calculation we have assumed that the critical
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Figure B.1.: Simulation of the effects of instrumental resolution on the observation of intensity
associated with longitudinal critical spin fluctuations in UGe2 at T = 52.8 K (see text for more
details). (a) and (b) show simulated intensities for a perfect resolution for the two configurations
with the crystallographic a-axis, which is the magnetic easy axis in UGe2, oriented parallel
(n ‖ a) and perpendicular (n ⊥ a) to the incident neutron beam. (c) and (d) show the same
configurations as (a) and (b) but the simulated intensities were convoluted with the instrumental
resolution. The blue region-of-interest denotes the q-cut which is plotted in Fig. B.2.

fluctuations are purely longitudinal, we don’t see any intensity for n ⊥ a as shown in
Fig. B.2 (b). In Fig. B.2 (c) and (d) we show the result for the same calculation and config-
urations, however, this time the signal associated with the longitudinal spin fluctuations
is convoluted with the instrument resolution of our experiment. Now a small amount of
intensity is visible for n ⊥ a shown in Fig. B.2 (d), illustrating that the instrumental res-
olution indeed introduces artefacts in the channel that is purely sensitive to transverse
spin fluctuations. In conclusion, this shows unambiguously that the spin fluctuations in
UGe2 are purely longitudinal.
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Figure B.2.: Simulation of the effects of instrumental resolution on the observation of intensity
associated with critical spin fluctuations as a function of temperature T and momentum transfer
q. The panels (a)-(d) show the q-cut denoted with the blue region-of-interest in Fig. B.1 (a)-(d).
(a) and (b) show results assuming perfect resolution for the two configurations n ‖ a and n ⊥ a,
respectively (see text). (c) and (d) show results for the same configurations, but the simulated
intensity is convoluted with the instrumental resolution corresponding to our experiments on
UGe2.
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B.2. Quasielastic scattering in UGe2

The normalised intermediate scattering function S(q, τ)/S(q, 0) as measured in UGe2

is shown for various temperatures T about the Curie temperature TC and for various
momentum transfers q in Fig. B.3. The data was treated as described in Sec. 3.1.3. A
measurement significantly above TC where magnetic fluctuations are absent was used to
determine the background. Taking into account the background and normalising to an
elastic signal, we expect the normalised intermediate scattering function to be normalised
to 1 for τ → 0. For the smallest momentum transfer values q ≤ 0.031 Å−1 the amplitude
A < 1 and the fitting parameter A is fitted as opposed to being fixed for q > 0.031 Å−1.
We are confident that the reduced contrast is an artefact from the beam stop positioned
approximately 50 cm in front of the detector which was integrated into RESEDA shortly
before the beam time. The beam stop is a cadmium sheet with a thickness of approxi-
mately 2 mm. The edges were not chamfered which can lead to reflections from the edges
with small scattering angles. Close enough to TC the signal to noise is sufficient that the
influence is marginal whereas for temperatures further away from TC the influence has
to be considered. However, the background reduces the contrast over the whole dynamic
range uniformly. Hence, the fluctuation energy Γ, i.e. the characteristic decay time of
the exponential function, should not be affected. The beam stop has been adjusted with
chamfered edges to eliminate these artefacts.
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Figure B.3.: Normalised intermediate scattering function measured in UGe2 for various temper-
atures and momentum transfer q. Solid lines are fits to Eq. 4.11. The shaded areas denote the
uncertainty of the fits as 1σ standard deviation.





C. Search for microwave-induced
instabilities in a chiral magnet

C.1. Temperature correction of neutron scattering data

During neutron scattering measurements, strong heating effects occurred and the precise
sample temperature could not be monitored due to an offset between sample and CPW
temperature. Hence, temperature correction measurements as described in Sec. 6.2.3 were
performed with an additional thermometer on the sample. The measurements could not
be repeated performing neutron scattering due to lack of neutron beamtime. In Figs. C.1
to C.4 temperature offsets between the sample and the coupling temperature as well as
between the CPW and coupling temperature are shown as a function of CPW temper-
ature. The data comprises all applied frequencies and powers measured during neutron
scattering experiments.

A small deviation between the temperature offsets of CPW and coupling thermome-
ters is observed for the neutron scattering measurements and the temperature correction
measurements. It is between 0 and 0.3 K for frequencies up to fdrive = 1.8 GHz. For
fdrive = 3.0 GHz it is up to 1.5 K and for fdrive = 3.6 GHz it is up to 3 K, however, the
absolute temperature offsets are significantly higher on the order of 10 to 20 K. The data
with excitation frequencies fdrive = 1.0 and 1.2 GHz in Fig. C.1 were recorded in sev-
eral field-cooled measurements. The individual measurements are marked with different
colours in Fig. C.1 (a4) and (a5) and are shown separately in Fig. C.1 (b1) to (c2).
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neutron

temperature verification 

Figure C.1.: Comparison of temperature progressions. (a1)-(a6) Temperature offset between
CPW and coupling position during field-cooled neutron scattering measurements of the skyrmion
phase and temperature correction measurements, respectively, for various applied ac magnetic
field frequencies. In the latter case, the offset between sample and coupling thermometer is
in addition shown. Neutron scattering measurements with f = 1.0 GHz and f = 1.2 GHz are
combined out of several temperature scans as shown in (b1)-(b4) and (c1)-(c2), respectively.
(b1)-(b3) Temperature offset for individual field-cooled neutron scattering temperature scans
at a frequency f = 1.0 GHz. (c1)-(c2) Temperature offset for individual field-cooled neutron
scattering temperature scans at a frequency f = 1.2 GHz.
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temperature verification

neutron

Conical data

Figure C.2.: Comparison of temperature progressions. (a)-(f) Temperature offset between CPW
and coupling position during field-cooled neutron scattering measurements of the conical phase
and temperature correction measurements, respectively, for various applied ac magnetic field
frequencies. In the latter case, the offset between sample and coupling thermometer is in addition
shown. (g) Magnification of the measurement at f = 1.0 GHz shown in (d).
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neutron

temperature verification

Figure C.3.: Comparison of temperature progressions. Temperature offset between CPW and
coupling position during field-cooled neutron scattering measurements of (a) the conical phase
and (b) the skyrmion lattice phase for an applied ac magnetic field frequency f = 0.8 GHz and
various input powers P . Furthermore, the offset between CPW and coupling position as well as
sample and coupling position during temperature correction measurements are shown.

C.2. Excitation spectra of Cu2OSeO3 under intense
microwave radiation

In Sec. 6.3.3 spectra of the spin excitations in Cu2OSeO3 under intense microwave radi-
ation for various excitation frequencies and ac magnetic field amplitudes are discussed.
For a frequency f = 0.8 GHz spectra were recorded for input powers of P = 0.5, 1, 2, 3,
and 5 W. Here, the overall field dependence of the sample temperature during field sweeps
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neutron

temperature verification

Figure C.4.: Comparison of temperature progressions. Temperature offset between CPW and
coupling position during field-cooled neutron scattering measurements of (a) the conical phase
and (b) the skyrmion lattice phase for applied ac magnetic field frequencies f = 3.0 and 3.6 GHz,
respectively and an input power P = 5 W. Furthermore, the offset between CPW and coupling
position as well as sample and coupling position during temperature correction measurements
are shown.

crossing the skyrmion lattice phase is similar, however, less pronounced for lower driving
ac magnetic field amplitudes. For comparison typical data for P = 2 and 0.5 W are shown
in Fig. C.5 and C.6, respectively. Furthermore, Fig. C.7 shows spectra obtained at a lower
frequency of f = 0.6 GHz for highest input power P = 5 W.

In the case of P = 0.5 W shown in Fig. C.5, the sample temperature increases contin-
uously within the skyrmion lattice phase by ∆T = 0.1 K and is constant as a function of
field otherwise as shown in Fig. C.5 (a). The phase transitions extracted from the excita-
tion spectra in Fig. C.5 (b) agree well with the phase transitions in Fig. C.5 (a) inferred
from temperature and field compared with the undisturbed phase diagram. The CCW
excitation mode is observed throughout the skyrmion lattice phase marked with arrows
down to the driving frequency.

Fig. C.6 shows excitation spectra obtained with an input power P = 2 W and an excita-
tion frequency fdriving = 0.8 GHz for two different coupling temperatures. The field depen-
dence of the sample temperature is displayed in Fig. C.6 (a1) and (a2). The temperature
increases slightly entering the skyrmion lattice phase by ∆T = 0.3 K and, subsequently,
it increases sharply by 0.5 K within the phase. In Fig. C.6 (a1) it increases just above
the ordering temperature Tc, whereas in Fig. C.6 (a2) the temperature remains within the
skyrmion lattice phase. Leaving the phase as a function of field, the temperature decreases
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(a)
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(d)
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Figure C.5.: All-electrical broadband spectroscopy under intense microwave radiation at f =
0.8 GHz and low power P = 0.5 W. (a) Sample temperature during field sweeps in FMR mea-
surements with constant coupling temperature. Shaded areas denote the phase diagram as in-
ferred without intense microwave radiation with the field-polarised (F), conical (C), helical (H),
skyrmion lattice (S), and paramagnetic (P) phase. (b) Colormap depicting the real and the
imaginary part of the derivative divide of the complex transmission parameter S21 as a function
of frequency f and magnetic field B. Dotted lines and triangles mark the phase transitions.
Yellow arrows mark the CCW mode. (c) Complex transmission parameter for a constant field.
(d) Magnified signal around the skyrmion lattice phase.

again to the same temperature as observed in the high-field conical and field-polarised
phase. The phase transitions marked in Fig. C.6 (b1) and (b2) agree with the phase tran-
sitions in (a1) and (a2). The CCW resonant mode is observed throughout the skyrmion
lattice phase down to the driving frequency marked with arrows in Im(dDS21).

Fig. C.7 shows excitation spectra obtained with an input power P = 5 W and an ex-
citation frequency of fdrive = 0.6 GHz. The field dependence of the sample temperature
is displayed in Fig. C.7 (a). Within the skyrmion lattice phase, the temperature increases
above the critical temperature Tc as the CCW mode approaches the excitation frequency.
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Figure C.6.: All-electrical broadband spectroscopy under intense microwave radiation at f =
0.8 GHz and intermediate power P = 2 W for two different coupling temperatures Tcoupling. (a1,
a2) Sample temperature during field sweeps in FMR measurements with constant coupling tem-
perature. Shaded areas denote the phase diagram as inferred without intense microwave radiation
with the field-polarised (F), conical (C), helical (H), skyrmion lattice (S), and paramagnetic (P)
phase. (b1, b2) Colormap depicting the real and the imaginary part of the derivative divide of
the complex transmission parameter S21 as a function of frequency f and magnetic field B.
Dotted lines and triangles mark the phase transitions. Yellow arrows mark the CCW mode. (c1,
c2) Complex transmission parameter for a constant field. (d1, d2) Magnified signal around the
skyrmion lattice phase.

The temperature remains at an elevated temperature, decreases slightly in temperature
in the helical phase and has another maximum in the skyrmion lattice phase at positive
fields. Finally, the temperature decreases smoothly within the high-field conical phase.
The phase transitions marked in Fig. C.7 (b) agree well with the phase transitions in (a).
In particular, the transition from the skyrmion lattice phase to the low-field conical phase
observed in the excitation spectra at B ≈ −14 mT shows that the sample is indeed at the
critical temperature Tc. The CCW resonant mode is observed throughout the skyrmion
lattice phase marked with arrows in Im(dDS21).
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Figure C.7.: All-electrical broadband spectroscopy under intense microwave radiation at f =
0.6 GHz and a maximum power P = 5 W. (a) Sample temperature during field sweeps in FMR
measurements with constant coupling temperature. Shaded areas denote the phase diagram as
inferred without intense microwave radiation with the field-polarised (F), conical (C), helical
(H), skyrmion lattice (S), and paramagnetic (P) phase. (b) Colormap depicting the real and the
imaginary part of the derivative divide of the complex transmission parameter S21 as a function
of frequency f and magnetic field B. Dotted lines and triangles mark the phase transitions.
Yellow arrows mark the CCW mode. (c) Complex transmission parameter for a constant field.
(d) Magnified signal around the skyrmion lattice phase.
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Domains, Sov. Phys. Usp. 31, 810 (1988).

[6] A. Bogdanov and A. Hubert, Thermodynamically Stable Magnetic Vortex States in
Magnetic Crystals, J. Magn. Magn. Mater. 138, 255 (1994).

[7] A. A. Abrikosov, On the Magnetic Properties of Superconductors of the Second
Group, Sov. Phys. JETP 5, 1174 (1957).

[8] P. Mangin and R. Kahn, The Intermediate State of Type I Superconductors, in
Superconductivity: An Introduction, edited by P. Mangin and R. Kahn (Springer
International Publishing, 2017) p. 87.
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[24] S. Woo, K. Litzius, B. Krüger, M.-Y. Im, L. Caretta, K. Richter, M. Mann,
A. Krone, R. M. Reeve, M. Weigand, P. Agrawal, I. Lemesh, M.-A. Mawass, P. Fis-
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[70] P. Milde, D. Köhler, J. Seidel, L. M. Eng, A. Bauer, A. Chacon, J. Kindervater,
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[80] F. Jonietz, S. Mühlbauer, C. Pfleiderer, A. Neubauer, W. Münzer, A. Bauer,
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J. A. Lim, E. Blackburn, P. Böni, and C. Pfleiderer, Neutron Spin Echo Spectroscopy
under 17 T Magnetic Field at RESEDA, EPJ Web Conf. 83, 03008 (2015).

[173] F. Mezei, Neutron Spin Echo: A New Concept in Polarized Thermal Neutron Tech-
niques, Z. Phys. 255, 146 (1972).

[174] F. Mezei, The Principles of Neutron Spin Echo, in Neutron Spin Echo, edited by
F. Mezei (Springer Berlin Heidelberg, 1980).

[175] R. Golub and R. Gähler, A Neutron Resonance Spin Echo Spectrometer for Quasi-
Elastic and Inelastic Scattering, Phys. Lett. 123, 43 (1987).
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P. Böni, and C. Pfleiderer, The Longitudinal Neutron Resonant Spin Echo Spec-
trometer RESEDA, Nucl. Instrum. Methods Phys. Res. A 939, 22 (2019).
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C. Franz, S. Säubert, A. Wendl, F.X. Haslbeck, O. Soltwedel, J. K. Jochum, L.
Spitz, J. Kindervater, A. Bauer, P. Böni, and C. Pfleiderer
Journal of the Physical Society of Japan 88, 081002 (2019)

9. Dipolar Interactions in Fe: A Study with the Neutron Larmor Precession
Technique MIEZE in a Longitudinal Field Configuration
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mann und Andreas Wilhelm für die Anstrengungen meine High-End Mikrowelle und
ihren Einfluss auf Skyrmionen zu verstehen. Astrid Schneidewind, Michael Schulz,
Anatoliy Senyshyn und Thomas Keller mit denen ich so einige Herausforderungen
mit Druckzellen und Cer-Verbindungen lösen durfte. Dem Team der Probenumge-
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am Nachbarlehrstuhl.

• Jonathan, Lukas, Teodora, Kathi, Sophia und Sina für die unvergessliche Zeit in der
Kraepelin-WG, für gesellige Koch-, Trink- und Trash-TV-Abende. Ein Leben ohne
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