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Zusammenfassung

Das Erreichen oder sogar Übertreffen der menschlichen Vielseitigkeit bei Robotermanipula-
tionsaufgaben, gehört zu den ultimativen Zielen der modernen Roboterforschung. Herkömm-
liche Industrieroboter übertreffen Menschen seit ihren Anfängen in Bezug auf Präzision und
Ausführungsgeschwindigkeit. Es ist jedoch immer noch unverständlich, mit welcher Le-
ichtigkeit Menschen in der Lage sind Objekte dynamisch zu manipulieren und dies auch in
den unsichersten dynamischen Umgebungen – z.B. in Teams mit anderen Menschen. Beide
Aspekte, die Manipulation unter Ausnutzung dynamischer Effekte als auch sich dynamisch
ändernde Umgebungen, bieten immer noch eine Fülle offener Forschungsthemen. Da eine
vollständige Abhandlung in dieser Forschungsphase außer Reichweite ist, werden in dieser
Arbeit zwei besondere Fortschritte in Richtung dieses ehrgeizigen Ziels herausgearbeitet.
Der erste Teil beschreibt ein Schema für agile und reaktive Roboter-Endeffektorbewegungen,
wie es in hochdynamischen Umgebungen wie der Zusammenarbeit zwischen Mensch und
Roboter erforderlich ist. Er besteht aus einem Online-Trajektoriengenerator, der direkt im
kartesischen 3D-Aufgabenbereich eines Endeffektors agiert, sowie der Entwicklung hochef-
fizienter Ausdrücke in geschlossener Form um diese Endeffektorbewegungen auf Gelenke und
schließlich eine Manipulierbarkeitsmetrik abzubilden – für den speziellen Fall serieller Kine-
matiken mit 7 Freiheitsgraden. Die Kombination der beiden Ansätze mit Suchalgorith-
men der Graphentheorie führt zum ersten Mal zu einer global optimalen und online-fähigen
Redundanzauflösungsmethode, die in der Lage ist lokalen Suboptima zu entkommen und
vorhergesagte Singularitäten zu vermeiden. Der zweite Teil dieser Arbeit trägt zum Bereich
der dynamischen Manipulationsfähigkeiten bei, welcher auf eine angemessene Modellierung
der natürlichen Dynamiken beruht. Er beinhaltet die Ausarbeitung eines kompakten – je-
doch geometrisch exakten – analytischen Balkenmodells für beliebig große planar elastis-
che Verformungsdynamiken, sowie einen entsprechenden Simulationsansatz. Während das
in Teil I entwickelte Trajektoriengenerierungsschema einem Roboter die sicherheitskritische
Beweglichkeit zur Aufrechterhaltung der Reaktionsfähigkeit ermöglicht, dient das in Teil II
ausgearbeitete Balkenmodell als Ausgangspunkt für die zukünftige Erforschung dynamischer
Manipulationsfähigkeiten verformbarer Objekte.
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Abstract

Reaching or even surpassing human versatility in robotic manipulation tasks is among the
ultimate goals for modern robot research. Conventional industrial robots outperform humans
in terms of precision and execution speed since their early days. Yet it is still incomprehensible
with what ease humans can dynamically manipulate objects and doing so even in the most
uncertain dynamic environments – e.g. in teams with other humans. Both aspects, manipu-
lation exploiting dynamic effects as well as dynamically changing environments, have still an
abundance of open research topics to offer. Because a full treatise is out of scope at this stage
of research, this thesis elaborates on two distinct advances towards this ambitious goal. The
first part describes a schema for agile and reactive robot end-effector motions, as required
in highly dynamic environments such as human–robot collaboration contexts. It comprises
an online trajectory generator that directly operates in the 3D Cartesian task space of an
end-effector, and the development of highly efficient closed-form expressions to map these
end-effector movements to joints and eventually a manipulability metric – for the particular
case of serial 7-DOF kinematics. Combining the two approaches with graph search techniques,
results for the first time in a globally optimal online redundancy resolution approach, that
can escape local sub-optima and avoid predicted singularities. The second part of this thesis
contributes to the field of dynamic manipulation skills, which relies on proper modelling of the
natural dynamics. It contains the derivation of a concise – yet geometrically exact – analyti-
cal beam model for arbitrarily large planar elastic deformation dynamics and a corresponding
simulation approach. While the trajectory generator scheme developed in Part I enables a
robot to maintain the safety-critical agility for providing reaction capacity at all times, the
elaborated beam model in Part II serves as a starting point for future exploration of dynamic
manipulation skills of deformable objects.
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“There are an endless number of things to
discover about robotics. A lot of it is just
too fantastic for people to believe.”

— Daniel H. Wilson (2011)

1
Introduction

Manipulation is the oldest application that robots were commercially used for. With the
famous Unimate, designed by George Devol in 1954, being the first programmable robot
[DJ54]. Unimate was industrially used by General Motors in their assembly lines as early as
1961. A commercial advertisement proclaimed

Unimate: a machine that can reach out to seven feet and perform a multitude of
tasks in factory or laboratory as skillfully as a man but without getting tired.
[Mov67]

with video footage of the robot relocating different objects and eventually pouring a person
at a bar a glass of whisky from a bottle. While arguably being a tough claim to make at that
time, even modern robots are far from reaching human skillfulness in terms of manipulation
capabilities. Even more so, if they operate in close vicinity of another human, such as the
suggested robot bartender scenario. Developing a versatile manipulation skill set is probably
an everlasting branch of robot research. Yet besides the actual task that is ought to be
achieved, the presence of humans forms a special environmental setting that adds further
requirements to the algorithms in terms of adaptability and safety.

Manipulation Conventional robot tasks are still often limited to prehensile object manip-
ulation i.e. manipulation tasks where the object – or potentially a tool – is restricted in all its
degrees of freedom (DOF). Assuming that the object dynamics itself can be neglected w.r.t.
the manipulator dynamics, the object follows the motion of the manipulator without the need
for additional considerations. This holds true for e.g. rigid objects whose mass is much smaller
than the manipulator. It is the fundamental assumption of many conventional pick and place
tasks. However, the field of robot manipulation is much richer if the assumptions are relaxed
accordingly.
The classical taxonomy of manipulation differentiates according to the considered phenom-
ena. The most basic category kinematic manipulation solely depends on the geometry of the
machinery. Practically, however, not considering any force interrelation is limited to rela-
tively slow motions and negligible object mass. Kinematic models are often used in e.g. path
planning and collision avoidance algorithms. The remaining manipulation categories consider
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different sets of forces as causes for motion, thus falling into the field of kinetics – in the sense
of classical mechanics – reaching from static to dynamic manipulation. In static manipulation
only static forces, e.g. contact and applied load forces, are considered. Note that this form of
manipulation is restricted to the above mentioned prehensile object manipulation, as it does
not allow any relative movement between the tool and object. Hence, static models can be
used for stability analysis of static grasp poses or object assemblies. Adding quasi-static forces
such as sliding friction and impact forces to the equations, leads to quasi-static manipulation
and builds the first category that does allow for non-prehensile manipulation, e.g. pushing
and sliding, while still assuming static equilibrium at all times. A less prominent sub-division
towards dynamic manipulation is the category of quasi-dynamic manipulation. It does con-
sider first order inertia terms i.e. linear accelerations, but neglects velocity terms i.e. Coriolis
forces, centrifugal forces and Euler forces. This category thus contains manipulation skills
where none or only slow rotary movement occurs. Unconstrained dynamic manipulation with
high manipulation speeds eventually requires consideration of the full equations of motion.
See [Mas01] for corresponding in-depth analyses of each manipulation category.
Fully dynamic manipulation is arguable the most challenging class, yet offers the largest versa-
tility. It does not depend on a perpetual static force equilibrium, but allows for periods within
the execution of a manipulation skill that are not fully controlled. Instead, the manipulation
depends on the exploitation of so-called natural dynamics that act on the machinery as well
as the object. These can be of extrinsic nature such as environmental contact, friction and
gravity, or intrinsic nature like inertia and elasticity.
In contrast to static manipulation skills, that could be halted at any instance due to perpet-
ual static force equilibrium, dynamic manipulation skills depend on the interrelation of forces
as well as motion and thus can only be treated in their entirety. Doing so, results in agile
manipulation capabilities that can e.g. extend the workspace of the robot via throwing and
catching [SGB15, AN20], as well as enrich the reachable states by abandoning static equilibria
constraints [DXCR93, Pha14] or considering large deflections of a deformable object [HW16].
Dynamic manipulation also allows to achieve complex behavior with simple robot end-effectors
e.g. pushing and sliding [LM96, HR20] or even in-hand manipulation with simple grippers
[DRP+14, SWUL17]. Albeit interesting case studies concerning dynamic manipulation have
been conducted since the early 90’s [ML93, Kod93], progress – especially in the field of non-
prehensile dynamic manipulation – has been relatively slow. Besides earlier reviews given by
Mason and Lynch [Mas99, LM99], two authors that fundamentally characterized this field of
research, a more recent survey by Ruggiero et al. is given in [RLS18].
While dynamics due to extrinsic forces – contact, friction, and gravity – as well as intrinsic
inertia forces received attention in the research body of robot manipulation, exploiting elastic
dynamics in that context is still an underdeveloped field of research.

Environment The manipulation task itself, however, is not the only component that de-
fines necessary requirements on the robot behavior. One of the main classification factors
used for describing environments, differs between a static environments in which only ac-
tions of the robot modify the setting, and a dynamic environment where the changes without
robot intervention may occur. In the simplest case, this can be objects moving on a conveyer
belt. But even this simple case requires sophisticated strategies if uncertain behavior in such
environments requires adaptive behavior in real-time, cf. [SWW+19]. Although industrial
settings could have been conventionally considered controlled static environments, the vision
of introducing collaborative teams consisting of robots as well as human co-workers, represents
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a highly dynamic environment from the robot point of view, in which humans are arguably
the most unpredictable component. The exploration of these promising human–robot collab-
oration (HRC) scenarios is in fact a very active field of robot research. An estimation based
on data from google scholar, shows an exponential growth of yearly published research papers
containing the term “human–robot collaboration” within the last decade – roughly doubling
every two years and counting 2730 papers published in the year 2020. Reviews of this immense
body of research are given in [BWB08, AZI+18, VPLS18], as well as [MMZ+19]. The latter
focussing on industrial manufacturing application.
A central premise for operating in HRC teams, is the creation of a safe environment for the
human as well as the robot. As stated in the arising international safety standard [ISO16],
this safety aspect relies on force limitation for static, along with the limitation of possible en-
ergy transfer in case of dynamic collision. Although it is crucial to employ safe robot control
strategies in case of contact, cf. Haddadin [Had15], collisions certainly ought to be avoided
whenever possible. Vicentini [Vic21] outlined how to implement the upcoming safety stan-
dards in a HRC scenario.
While the above mentioned publications focus on certain aspects of robotic manipulation in
HRC environments, Billard and Kragic [BK19] give an overview of current trends and chal-
lenges in the broader field of robot manipulation reaching from environmental perception to
robot control.

Although having great potential, dynamic manipulation skills are not yet considered in such
dynamic environments. A combination of dynamic manipulation and its application in a
dynamic HRC environment, forms the realm towards which this work summarizes the author’s
scientific contributions.

1.1 Positioning of the Thesis Content in the Overall Context

Of course, by no means does this thesis describe a complete treatise of this highly complex
topic. Its content represents contributions to two distinct gaps in the literature. Figure 1.1
illustrates how this work relates to the outlined overall context of dynamic manipulation in
dynamic environments. The first part deals with robot motion generation tailored to HRC
scenarios and promotes the execution of manipulation skills designed in the end-effector task
space. The second part intends to apply leverage to exploiting large deformation dynamics in
dynamic robot manipulation.

Agile and Reactive Robot End-Effector Motions Seeking inspiration for manipula-
tion skills from humans suggests that the robot movements should be fundamentally planned
in the free end-effector task space. However, the end-effector trajectories eventually require a
mapping to robot joint trajectories and – depending on the robot configuration – these joint
trajectories may violate hardware constraints. The agility of the robot thus strongly depends
on adequate joint mapping to preserve its motion capabilities.
But planning in task space addresses two more issues. The legibility of the robot motions, i.e.
the observer’s inference of the correct intent from the ongoing motion [Dra15], is naturally
improved when planning in the end-effector space rather than joint space. The more funda-
mental challenge, though, is ensuring safety for the environment – foremost human co-workers
but also for the robot itself. It further demands reactiveness and adaptive behavior, given

3



1 Introduction

Part I: Agile and Reactive Robot Motions

Part II: Elastic Dynamics
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Figure 1.1: Thesis overview and positioning of the content in the overall context.

Figure 1.2: Comparison of the reachable 1D path (gray color) of a rigid object and the reachable 2D
target set (green color) under consideration of large elastic deformations

the dynamic nature of an HRC environment. Hence, online generation of all trajectories with
the capability of reactive motions in unforeseen directions is necessary – rather than possibly
pre-calculated trajectory executions. While this thesis does not focus on the development of
manipulation primitives per se, it provides fundamental algorithms that generate trajectories
directly in the end-effector task space and comply with safety regulations as formulated in
the emerging HRC standard [ISO16].

Elastic Dynamics Exploiting natural dynamics is key for agile and versatile robot manip-
ulation skills. However, we propose that the intrinsic potential of large deformation elasticity
has yet unexplored but interesting manipulation skills to offer. Especially for the case of
dynamic large deflections. This is motivated by the example of manipulating a planar elastic
beam, as illustrated in Figure 1.2. One end of the object is fixed in position and angle by
e.g. a robot end-effector, while the other end is free. In contrast to its rigid counterpart,
whose free end can only reach points on the 1D contour of the circle, consideration of the full
elastic potential of the deformable link extends the set of reachable points to the full 2D area.
Other ideas for exploiting intrinsic elasticity are the dynamic handling of wires and tubes, or
reaching higher kinetic end-effector energies by controlled release of previously built up elas-
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tic potential. Development of robot manipulation skills that truly exploit elastic dynamics,
however, requires appropriate dynamic models that allow for efficient evaluation of control
strategies along with stability analysis.

1.2 Fundamental Themes and Challenges

The distinct chapters in this thesis all have their unique set of challenges. However, there
are some common themes among all chapters that can be characterized with the following
notions:

End-Effector Movement in Task Space Exploiting natural dynamics for dynamic ma-
nipulations skills requires generating end-effector trajectories directly in the kinematic-agnostic
Cartesian task space. Yet also static manipulation benefits from generation in task space. It
is a more natural approach than planning directly in joint space, and is thus more intuitive
and legible for a human to understand and anticipate. However, the rigorous treatment of
planning 3D rotations is mathematically more complex, due to their nonlinear and highly
interconnected nature.

Agility Eventually, the end-effector movement has to be generated by a robot kinematics.
While pre-planned trajectories may be properly positioned in the robot task space in order
to not violate hardware constraints, providing reactive behavior is only possible if the robot
stays agile at all times. Redundancy of a robot kinematics can be exploited to further preserve
maneuverability in terms of a metric, however, these metrics result in complex expressions
and are thus difficult to optimize.

Reactive Behavior Reactive behavior requires the online capability of algorithms. This
disqualifies a large body of optimization-based strategies that rely on iterative convergence of
the solution. Maximal reactiveness can only be achieved, if all results are available within a
single control cycle of the robot hardware i.e. typically 1 ms.

Analytical Formulations To achieve the best quality for solutions and allow for rigorous
analysis, it is further preferential to not rely on numeric approximations but exact solutions.
This is especially challenging for the nonlinearly coupled expressions of 3D rotations, as well
as the description of large continuous elastic deformations.

1.3 Scientific Contributions

The contributions of this thesis to the scientific body were all previously published in inter-
national journals and conference proceedings. The following paragraphs summarize the main
contributions of each chapter.
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Online Trajectory Generation (Chapter 2) The first main contribution treats the prob-
lem of online trajectory generator (OTG) in the special context of HRC and was previously
published in [HGW17] and [HW20]. The chapter introduces the Magnus expansion to OTG
problems, for rigorous treatment of time evolution in 3D orientations. It further proposes the
first real-time capable OTG that constraints translational and rotational magnitude values of
3D pose dynamics in a singularity-free formulation. This is fundamental to comply with the
emerging HRC safety standard ISO/TS 15066 [ISO16].

Manipulability (Chapter 3) As a second main contribution, we propose an efficient
closed-form manipulability treatment directly from task space description, for the popular
serial 7-DOF robot kinematics [HW19]. The very high computational efficiency, achieved
through closed-form expressions that allow for vectorized evaluation, enables extensive analy-
sis of the task space manipulability mapping, as well as its application in global optimization
scenarios.

Redundancy Resolution (Chapter 4) Third, we present the first online-capable glob-
ally optimal redundancy resolution of a robot kinematics along an end-effector task space
trajectory [HW21]. It is capable of traversing between local optima in the null-space and
avoid singular configurations. This is achieved by exploiting our methods on the OTG in task
space from Chapter 2 as well as the effective manipulability evaluation from Chapter 3, and
combining it with graph search techniques.

Beam Modelling (Chapter 5) As a fourth main contribution, we lay the foundation
for future dynamic manipulation skill development by proposing a concise and geometrically
exact planar beam model for arbitrarily large elastic deformation dynamics in [HWB21]. The
model is stated in its weak form as a single partial differential equation (PDE), as well as its
strong form for finite element method (FEM) simulations.

1.4 Thesis Outline

The remainder of the thesis is organized by grouping the chapters into two distinct parts, as
discussed in Section 1.1 and illustrated in Figure 1.1.

Part I contains the chapters regarding agile and reactive robot end-effector motions. Therein,
Chapter 2 discusses an OTG algorithm directly in end-effector task space. Use-cases tailored
to HRC-specific scenarios are highlighted to demonstrate maximally reactive trajectory gener-
ation while ensuring human safety. While the treatment in this chapter is mostly considering
motions in the end-effector task space thus being independent of a specific robot kinematics,
Chapter 3 focuses on preserving maximal maneuverability of the manipulator for the specific
case of a 7-DOF serial robot kinematics. It further outlines applications in global optimality
treatments, considering fundamental robot application questions e.g. optimal mounting poses
of the manipulator, as well as optimal exploitation of the kinematic redundancy. Chapter 4
demonstrates how the developed methods of the previous two chapters can be combined,

6



1.4 Thesis Outline

to achieve an online-capable global redundancy resolution framework based on graph search
techniques.

Part II of this thesis, deals with the mathematical modelling of intrinsic elastic dynamics,
with a focus on providing analytic models for dynamic manipulation. It consists of Chap-
ter 5, where a geometrically exact model for arbitrarily large deflections of an elastic beam is
proposed.

Both thesis parts contain their respective discussion of nomenclature and list of symbols in
their preamble. Further, all chapters contain their corresponding state of the art along with
chapter-specific contributions and conclusions. Chapter 6 gives an overall conclusion about
the potential of the work developed in this thesis, as well as an outlook for future research
opportunities.
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Part I

Agile and Reactive Robot
End-Effector Motions
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Nomenclature of Part I

Scalars are written in plain lower case, vectors in bold-face lower case. Matrices are bold-face
upper case, while plain upper case symbols refer to coordinate frames, mathematical spaces
and sets. Subscript annotations are reserved for index notation of multi-dimensional variables,
whereas superscript annotations are part of the variable specification.

Coordinate transformation matrices are written as Rkj with 2 indices and are read from right
to left, e.g. R43 transforms the coordinate system from body-fixed frame of joint q3 to joint
q4. Whereas vector indices are read from left to right, and their reference frame is written
as left-hand side subscript. The notation BrSW , thus describes a vector r pointing from
shoulder S to wrist W , expressed in base frame B. If a vector does not have a lower left
index, it always refers to the base B.

Also note that we omit explicit listing of function parameters whenever it is clear from the
context, to not unnecessarily clutter the notation. A list of the most frequently used variables
in this work is given.

Scalars and Vectors

a translational acceleration vector

α rotational acceleration vector

Λ total acceleration vector consisting of a,α

e error vector

I identity matrix

J manipulator Jacobian

k discrete time variable

λ null-space arm angle of 7-DOF kinematics

µ manipulability metric

ω rotational velocity vector

p parameter vector

q robot joint angle vector

qqq 3D orientation as a unit quaternion

r translation position vector

R 3D rotation matrix

σ saturation factor

t continues time variable

∆t sampling time

T time span
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v translational velocity vector

x̂, ŷ, ẑ Cartesian base vectors of a coordinate system

x state vector

z 3D pose

Indices

(̄·) temporary variable

CrAB vector from point A to B, expressed in the reference coordinate system C

RDC Rotation from reference coordinate system C to D

des desired

goal goal

max maxima

min minima

pred prediction

rot rotation

sat saturation

tot total

tra translation

Descriptors of 7-DOF Serial Robot Kinematics (cf. Figure 3.3)

1 - 7 joint locations 1 to 7

I world-fixed inertial frame

B base/origin of the robot kinematics

S shoulder of robot kinematics, i.e. joint 2

E elbow of robot kinematics, i.e. joint 4

W wrist of robot kinematics, i.e. joint 6

T tool of robot kinematics, i.e. end-effector

Spaces and Sets

A set of admissible parameters

C space of complex numbers

C set of OTG constraints

G graph of manipulability measures of null-space along a trajectory

H algebra of Hamilton’s quaternions

I set of axes intersecting points on the kinematics {S,E,W ,T}
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Nomenclature of Part I

M discrete grid of manipulability measures in null-space along a trajectory

N+ space of positive natural numbers i.e. without 0

P space of new task and null-space parameterization

Q space of admissible joint configurations

Rn n-dimensional space of real numbers

R+ space of positive real numbers

S set of saturation factors

SO(3) special orthogonal group (3D rotations)

SE(3) special Euclidean group (3D rigid motions)

Operators

(·) × (·) vector cross product

(f ◦ g)(a, b) function composition f(g(a, b))

[A,B] commutator [A,B] := AB −BA

det(·) determinant of a matrix

d · e ceiling operator that maps to the least integer greater than or equal to

‖ · ‖2 2-norm of a vector

[ · ]× skew operator [ · ]× : R3 → so(3)

[ · ]∨ inverse skew operator [ · ]∨ : so(3)→ R3
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“Even a boxer on awakening from a knockout punch
knows that the impulse vector applied to his chin has
a physical significance independent of any coordinate
system used to describe it.”

— Stuart S. Antman, in ‘Nonlinear Problems in
Elasticity’ (2005)

2
Online Trajectory Generation for Safe HRC

This chapter was previously published in [HW19].

With the increasing demand for humans and robots to collaborate in a joint workspace, it is
essential that robots react and adapt instantaneously to unforeseen events to ensure safety.
Constraining robot dynamics directly on SE(3), i.e. the group of 3D translation and rota-
tion, is essential to comply with the emerging human–robot collaboration safety standard
ISO/TS 15066. We argue that limiting coordinate-independent magnitudes of physical dy-
namic quantities at the same time allows more intuitive constraint definitions. We present
the first real-time capable OTG that constrains translational and rotational magnitude values
of 3D translation and 3D rotation dynamics in a singularity-free formulation. Simulations as
well as experiments on a hardware platform show the utility in human–robot collaboration
contexts.
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2 Online Trajectory Generation for Safe HRC

2.1 Introduction

Enabling humans and robots to physically work together on cooperative tasks in close distance
is a very active area of current robotic research. In such HRC scenarios, a trajectory generator
must not only assure human safety but at the same time respect human comfort, in order to
increase acceptance of the robot by human co-workers. The former – safety – asks for a real-
time capable trajectory generator that reacts instantaneously to sensor inputs or a change in
constraints. This requires evaluation of new set-points in every embedded low-level iteration
cycle at high frequencies. While literature offers various solutions for OTGs with axis-specific
constraints on different derivative orders, the latter – comfort – favors constraining velocities
and accelerations directly in the most intuitive context for the human. Namely 3D translation
as well as 3D rotation in their geometric sense, i.e. vectors with an orthonormal bases. Rather
than limiting dynamics of the coordinate-wise components independently, human presence
further suggests restricting end-effector movement dynamics in their absolute values.

Restricting the magnitude of translational velocity is in particular essential for incorporating
safety standards in HRC according to ISO/TS 15066 [ISO16]. Although this international
standard is still under development, it serves as a guideline on how safety during collabora-
tive operations must be provided. Possible methods listed in this standard are safety-rated
monitored stop, hand guiding, speed and separation monitoring as well as power and force
limited collaborative operation. Especially for collaboration in close distance only the latter
is an appropriate option. Within this method of operation, contact events are categorized in
quasi-static and transient contact. The former includes clamping or crushing situations and
mainly addresses the robot controller. The latter treats dynamic impact hazards, which can
be actively considered in OTGs. Safety is provided by limiting the transferred energy during
impact, according to different human body regions. Given the effective mass of the two-body
system, one can derive the maximal allowed relative speed between the robot and the human
body region. Detailed calculation guidelines are outlined in [ISO16].

Considering these facts we propose the following requirements for an OTG in HRC contexts:

R1 : Translation and rotation dynamic quantities are constrained in their magnitudes.

R2 : Rotation dynamics refer to geometric angular quantities.

R3 : All degrees of freedom are synchronized in their motions.

R4 : Constraint-conform trajectories are directly forwarded without delay.

R5 : Iteration cycle times below 1 ms must be guaranteed.

Fulfilling these requirements is not addressed in current state-of-the-art OTGs.

2.1.1 Related Work

Current OTGs [CFK16] are able to make robotic systems robust against infeasible trajectory
inputs due to e.g. step inputs, improper path transitions caused by a potential higher-level
path planner, or possible communication delay fluctuations. Online capability also enables
instantaneous reaction to sudden unforeseen events [KW10]. However, authors usually either
consider trajectory generation in joint space while moving close to hardware limits to achieve
time optimal solutions, or extend these approaches to end-effector movements by treating the
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Requirement R1 R2 R3 R4 R5

Direct approaches
[KW10, BSHA08, HWR08, KKAK13, ETS14]

[LAS16b, LAS16a, Krö11, RIS13, Llo98]
7 (3)a 3 7 3

Indirect
approaches

FIR Filter based
[BM12, BMM16, BBG16]

7 7 3 7 3

Sliding Mode based
[GB10, BG14, Bia17]

7 7 (3)b 3 3

Optimization based
[AORJ15, DWLW17, KMP18]
[GLS17, LLM08, WSK16]

7 3 3 3 7

Our approach 3 3 3 3 3

a only true for [Llo98] b only true for [Bia17]

Table 2.1: Comparison to the state-of-the-art w.r.t. the defined requirements

translational and rotational DOFs as independent axes in Rn. Due to the demand for instan-
taneous reaction to unforeseen events (R5 ), pure path planners without temporal information
as well as pure path parametrization methods are not considered in this short review. We
classify the relevant OTGs approaches into three major groups:

Direct approaches define a trajectory profile and pre-compute the whole trajectory to the
target state. Most trajectory generators are based on piecewise polynomials as they can be
easily designed for arbitrarily often differentiable trajectories. Many approaches, however,
are restricted to zero dynamic start and/or end conditions, e.g. [BSHA08, HWR08], which
entails a constant time delay when feeding the algorithm with already feasible trajectories.
Kröger et al. [KW10] provided a basic concept for OTGs and also introduced a classification
scheme. Katzschmann et al. [KKAK13] extended the approach to regard the entire robot
dynamics. Ezair et al. [ETS14] proposed an iterative approach, that uses recursive S-curve
polynomials to generate trajectories of arbitrary order with general initial and final conditions.
Another iterative algorithm that considers a sampled input trajectory was proposed by Lange
et al. [LAS16b] and later improved for fast trajectories in [LAS16a]. Their work focuses on
path-accurate OTG. These approaches are designed for application in joint space. Although
the joint trajectories could be derived from an analogous Cartesian trajectory, only constraints
in joint space are considered. Kröger expanded the ideas from [KW10] to straight motions
in 3D Euclidean space in [Krö11] by considering orientation in the minimal representation
by Euler angles. However, the derivations of these values do not lead to geometric angular
velocities, but are merely of analytic nature as they represent concatenated velocities. This
important difference will be further discussed in Section 2.5.2.

Rymansaib et al. [RIS13] propose the usage of exponential functions rather than polynomi-
als for trajectory generation. This allows consideration of hardware constraints as well as
generation of trajectories with continuous jerk. They show that the exponential trajectory
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generation results in higher tracking accuracy than common S-curve velocity methods. Nev-
ertheless, their approach is also designed for pre-planned point-to-point (PTP) motions with
zero target velocities/acceleration and therefore suffers from time delays as well, which con-
flicts with R4 . Moreover, none of the above mentioned direct methods can fulfill R2 . The
only to the authors known OTG that does formulate geometric angular velocity constraints
on SO(3), i.e. the group of 3D rotations, is an unpublished work by Lloyd [Llo98]. He reduces
the 3D problem to two 1D sub-problems by transformation to a locally radial and thus eas-
ily solvable coordinate system. Due to that decomposition, however, the approach does not
comply with R1 and further does not allow desired velocity set-points, necessary for R4 .

Indirect approaches consider the trajectory generation as dynamic control system problem,
i.e. a chain of integrators. Filter-based techniques were adopted by Biagiotti et al. [BM12,
BMM16] and Besset et al. [BBG16]. The trajectory generators proposed by Besset et al. use
finite impulse response (FIR) filters to generate jerk-limited profiles out of initially acceleration-
limited trajectories. While a pre-generated trajectory is given in advance, it delivers a solution
in less than 1 µs and thus is the fastest time-optimal jerk-limited trajectory generator at this
time, even for the multi-dimensional case. Biagiotti et al. [BM12] use a chain of FIR fil-
ters to smoothen trajectories to have continuous derivatives of arbitrary order. In [BMM16]
the strategy is generalized to produce piecewise exponential jerk profiles, to further reduce
machine vibrations. Due to their filtering nature, these approaches again result in time de-
lays and thus neither satisfy R4 . Gerelli et al. [GB10] and Bianco et al. [BG14] proposed
a discrete-time filter that incorporates constraints as sliding surfaces. These inspiring works
generate time optimal trajectories under consideration of bounded velocity, acceleration and
jerk for single-DOF applications. In [Bia17], Bianco proposes a strategy to synchronize multi-
ple DOFs. Besides fulfilling R4 , the latter extends the approach to further comply with R3 .

Optimization based approaches rely on numerical solvers. Ardakani et al. [AORJ15] suggest
a real-time joint trajectory generator based on model predictive control. Their formulation
on Rn achieves an impressive 200 Hz sampling rate for a 6DOF robot kinematics despite the
optimization procedure in every iteration. Dinh et al. [DWLW17] combine sequential action
control (SAC) [AM16] with indirect optimization. In numerical optimization frameworks, it is
also possible to generate trajectories for hybrid dynamic systems such as the table tennis robot
in Koç et al. [KMP18]. While solving the individual optimization problems with sequential
quadratic programming (SQP) requires over 1 s computation time, they pre-compute a lookup
table from a fixed initial posture that can be used online. However, for a more general trajec-
tory generation problem this approach is infeasible. Gao et al. [GLS17] use a rapidly-exploring
random graph (RRG) method, for finding a collision-free trajectory for a quadrotor in com-
plex environments. Note that formulating the kinematics in Rn, which holds e.g. for joint
trajectories as well as 3D translation, results in a linear chain of integrators. Optimization
of 3D rotation trajectories on the other hand result in highly R5 and coupled dynamics. Le
et al. [LLM08] study the time optimal control problem for SO(3) in a general setting, but
only include acceleration constraints. Another algorithm for trajectory generation directly
on SE(3) is proposed by Watterson et al. [WSK16]. They use semi-definite programming
techniques and also consider obstacles in the environment. Using numerical optimization
techniques is usually a limiting factor when hard real-time capabilities as the one in R5 are
required, especially when R5 constraints and SO(3) dynamics (R1 )are introduced. None of
the above mentioned works was designed for scenarios that impose requirements R1 and R2
while being real-time capable as required by R5 .
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2.2 Problem Formulation

Table 2.1 gives a concise summary of the referenced approaches w.r.t. the posed require-
ments.

2.1.2 Contribution

In this chapter, we develop a task space OTG algorithm that directly applies the special
orthogonal rotation matrices for a rigorous treatment of 3D orientations. It is further adapted
to unit quaternion representation. Special case singularity treatment as well as consideration
of multiple goal states are hence not necessary, in contrast to the often used Euler angle
representations.
The main contributions of this chapter are:

1. This is the first OTG algorithm that allows constraining the norm of translational
and rotational dynamic quantities, essential to comply with safety standards defined in
ISO/TS 15066 [ISO16].

2. We introduce the Magnus Expansion to OTG treatment. This allows calculating solution
to the differential equations on SO(3) with high accuracy.

2.1.3 Outline

The remainder of the chapter is organized as follows. The problem of a modular online
trajectory generator under requirements R1-R5 is formally formulated in Section 2.2. In
Section 2.3, the approach is first introduced for the translational case and then adapted to
the rotational DOFs. Finally, it is shown how the two portions can be synchronized w.r.t.
time. For a distinct highlighting of the potential of our algorithm in robotic applications, we
outline constraint extensions for HRC scenarios in Section 2.4 and discuss its performance
with a comparison w.r.t. to the state-of-the-art OTG algorithms in Section 2.5. We conclude
the chapter and outline future directions of development in Section 2.6.

2.2 Problem Formulation

Regarding a modular robot architecture of a complex system, a clear distinction between
trajectory generation and robot control is of advantage. Therefore, an interface is needed,
that guarantees desired trajectories sent to an arbitrary robot platform stay within defined
dynamic constraints. Especially in close distance HRC scenarios it is essential for these
constraints to be defined in an intuitive metric, i.e. coordinate-independent magnitudes of
translational and rotational speed and acceleration.

Let the end-effector pose of a robot be given in SE(3) := R3 × SO(3), that consists of a 3D
translational position r ∈ R3 and a 3D orientation R ∈ SO(3). The special orthogonal group
SO(3) is defined as SO(3) := {R ∈ R3×3|R>R = I3×3, det(R) = 1}, with I3×3 referring
to the identity matrix in R3×3. The system state vector x at time tk ∈ R consists of the
full 6D pose, together with translational velocity v ∈ R3 and angular velocity ω ∈ R3. It is
denoted as the 4-tuple x(tk) = xk := (rk,Rk, vk,ωk). Applying a constant acceleration tuple
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Λk := (ak,αk) consisting of translational and rotational acceleration ak ∈ R3 and αk ∈ R3

resp. for a given time span T ∈ R, the system state advances according to

x(tk + T ) := f(xk,Λk,T ), (2.1)

where f denotes the OTG dependent state propagation function. Assuming a discrete imple-
mentation of the OTG running at a sample time ∆t ∈ R, we refer to the state at time tk+ i∆t
with i ∈ N+ as xk+i.

Given a desired state xdes and the current system state xk, the OTG must solve the problem

minimize
Λk,...,Λk+(N−1)

N (2.2)

subject to the state progression

xi+1 = f (xi,Λi,∆t) (2.3a)
xk+N = xdes (2.3b)

and the user-defined dynamic magnitude constraints R1

‖vi‖2 ≤ vmax (2.4a)
‖ai‖2 ≤ amax (2.4b)
‖ωi‖2 ≤ ωmax (2.4c)
‖αi‖2 ≤ αmax (2.4d)

for all i ∈ [k,N−1] time steps. The operator ‖ · ‖2 denotes the 2-norm and thus the magnitude
of the vectors.

Note that Le et al. [LLM08] solve a similar problem on SE(3) for a reduced set of dynamic
constraints. Their numerical examples show computation times of over 90 s for a single trajec-
tory solution, and thus demonstrate the complexity of the problem at hand. Considering the
core requirement of every OTG being fast computation, in order to guarantee safety at typi-
cal robot sampling frequencies of 1 kHz, the use of iterative numeric optimization algorithms
is not appropriate. Accordingly, we relax the requirement of absolute time optimality and
accept close-to-optimal solutions under real-time capable iteration cycles ≤ 1 ms instead.

2.3 Approach

Considering that the dynamic constraints (2.4) are related to translational and rotational
quantities separately, we partition the state dynamics (2.1) into the individual mappings

f(xk,Λk,T ) :=


r(tk + T ) ← f r(rk, vk, ak,T )
v(tk + T ) ← fv(vk, ak,T )
R(tk + T ) ← fR(Rk,ωk,αk,T )
ω(tk + T ) ← fω(ωk,αk,T )

(2.5)

according to the state tuple xk = (rk, vk,Rk,ω). The translation dynamics are thus given
with f r and fv, whereas the rotation dynamics consist of fR and fω.
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Figure 2.1: Progression of the OTG with initial state r(0) = 0, v(0) = 0 and final state rdes =
0.2, vdes = 0 at ∆t = 0.05. The progress is given for 6 time instances tk = {0, 0.2, 0.3, 0.5, 0.6, 0.8}.
Algorithm: (1) find Tmin, the time needed to reach final velocity vdes (dashed red line in velocity
plot) (2) fit position profile that reaches final position rdes in Tmin (dashed green line in position plot)
(3) find vgoal

k+1 of corresponding position profile (green mark in velocity plot) (4) after incorporating
constraints, apply corresponding acceleration for ∆t (not shown)

Starting from the basic translational problem in Section 2.3.1, the approach is adapted for
the rotational group SO(3) in Section 2.3.2. Based on these formulations, the synchronization
over all 6 DOFs w.r.t. time is outlined in 2.3.3. The set of conditions listed in (2.4) from the
problem formulation, is extended to additional HRC motivated use-cases in Section 2.4

2.3.1 Translation

For 3D translation, the 3 components can be treated independently if they are defined w.r.t.
an orthonormal basis. The desired behavior for the algorithm is a continuously differentiable
position trajectory. This is achieved by calculating the next state via integration of the limited
acceleration. The discrete system dynamics (2.3a) for the translational case are 3 decoupled
double integrators, i.e. for a given position r and velocity v at time tk, applying a constant
acceleration vector ak for the time T advances according to the mappings

v(tk + T ) = fv(vk, ak,T ) := vk + akT (2.6a)

r(tk + T ) = f r(rk, vk, ak,T ) := rk + vkT + 1
2akT

2. (2.6b)

The aim of the algorithm is to compute the acceleration such that the position error epk :=
rdes
k −rk as well as the velocity error evk := vdes

k −vk both converge to zero. The minimum time
needed to reach vdes

k is achieved, if the acceleration vector ak in (2.6a) exploits the acceleration
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constraint (2.4b) and points in the same direction as the velocity error evk. Respectively,

vdes
k = fv

(
vk, amax

evk∥∥evk∥∥2
, T̄ tra

min

)
is solved for

T̄ tra
min :=

‖evk‖2
amax

. (2.7)

As the discrete algorithm will run on a fixed sample time ∆t, and acceleration is constant
in-between iterations, the minimal time needed is in fact the next multiple of ∆t, denoted by

T tra
min = max

{⌈
T̄ tra

min
∆t

⌉
, 1
}
∆t (2.8)

with operator d · e being the ceiling function that rounds up to the next full integer. The
maximization operator in (2.8) ensures T tra

min ≥ ∆t. Requiring to reach the desired velocity
vdes
k = fv(vk, āk, T tra

min) in the time span T tra
min is directly used to define the acceleration vector

āk = evk
T tra

min
, (2.9)

that would result in a synchronous convergence of ev(tk + T tra
min) = 0 while respecting the

acceleration constraint (2.4b).

Applying āk to the position integration mapping f r and imposing to reach the desired velocity
rdes
k = f r(rk, vgoal

k , āk, T tra
min) in T tra

min, defines the goal velocity

vgoal
k := epk

T tra
min
− āk

T tra
min
2 . (2.10)

If this velocity is matched, the position error ep converges to zero together with the velocity
error ev for T → T tra

min. Advancing v
goal
k for a single iteration leads to

vgoal
k+1 := fv(vgoal

k , āk,∆t)

= epk
T tra

min
+ āk

(
∆t− T tra

min
2

)
(2.11)

and is used as the goal velocity at time tk+1.

The second phase of the algorithm handles given constraints by defining two sets of saturation
factors Sv ⊂ R+ and Sa ⊂ R+ for velocity and acceleration respectively.

Constraints on the trajectory generator output are incorporated by multiplication with the
most restrictive element of the corresponding saturation factor set. The translational speed
constraint (2.4a),e.g. is met by the set definition

Sv := {1, σv} with σv := vmax∥∥∥vgoal
k+1

∥∥∥
2

. (2.12)

Note that all factors in the set are normalized and saturation requires the factor 1 to be part
of the set.1 For the goal velocity vgoal

k+1 this factorization is applied with

vsat
k+1 := vgoal

k+1 min{Sv}, (2.13)
1a discussion on how to derive saturation factors is given in Section 2.4
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where superscript (·)sat denotes a saturated value.

The necessary acceleration vector to reach velocity constraint conform vsat
k+1 is found by solving

vsat
k+1 = fv(vk, agoal

k ,∆t) for the goal acceleration

agoal
k :=

vsat
k+1 − vk
∆t

. (2.14)

Eventually, a constraint-conform acceleration vector satisfying ‖ak‖2 ≤ amax is found with

asat
k := agoal

k min{Sa} (2.15)

using the set definition

Sa := {1, σa} with σa := amax∥∥∥agoal
k

∥∥∥
2

(2.16)

analogously to the velocity saturation (2.12).

The output of the trajectory generator at hand is ultimately found by advancing the current
state xk for a sample period

vk+1 = fv(vk, asat
k ,∆t)

rk+1 = f r(rk, vk, asat
k ,∆t).

(2.17)

Note that the saturation steps for constraint handling do not conflict with the desired contin-
uous differentiability of the pose trajectories, as velocity and position values are obtained by
integration of (2.6) under constant acceleration asat

k until the next iteration cycle. Figure 2.1
illustrates the mechanism of the approach for a PTP motion. A concise implementation
including all necessary steps is outlined in Algorithm 2.1.

In Section 2.4 additional saturation factors relevant in HRC scenarios are developed. They
are integrated by adding elements to the sets defined in (2.12) and (2.16).

2.3.2 Rotation

In the rotational treatment of the OTG lies the main contribution of this chapter. Many
different representation forms are known to represent 3D rotations on the special orthogonal
group SO(3). In a preliminary work [HGW17] we used Euler angles as they form a minimal
description unlike axis-angle, quaternions or rotation matrix representation. This allowed a
straight forward analogy between the translational and the rotational treatment. However,
the well-known gimbal-lock singularities of this representation form require special treatment.
Furthermore, there always exist two sets of angles to describe the same orientation. Exploiting
this dual representation allows finding shorter paths in case of point-to-point motions.

Because angular velocity ω and acceleration α are both defined in R3 and thus are geomet-
rically decoupled, the algorithm of the translational case can to the most extend directly be
adapted for the rotational case. With the exception of f r defined in (2.10) that incorpo-
rates the temporal evolution of the position vector. While position r ∈ R3 allows elementary
integration of the individual components, the same does not hold for the orientation.
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Algorithm 2.1: OTG on R3 with magnitude constraints
1 Function OTGtranslation

Data : current state (rk, vk), desired state (rdes
k , vdes

k ),
constraints (vmax, amax), sampling time ∆t

Result : next state (rk+1, vk+1)
/* ===== find new goal velocity ===== */

2 T tra
min ← max

{⌈
‖vdes
k
−vk‖2

amax

⌉
, 1
}
∆t ; // discretized minimum Time (2.7)

3 vgoal
k+1 ←

rdes
k
−rk

T tra
min

+ vdes
k
−vk

T tra
min

(
∆t− T tra

min
2

)
; // goal velocity (2.11)

4 Sv ← collectVelocitySaturationFactors(vgoal
k+1,vmax) ;

5 vsat
k+1 ← vgoal

k+1 min{Sv} ; // saturated goal velocity (2.13)

/* ===== find goal acceleration ===== */

6 agoal
k ←

vsat
k+1−vk

∆t
; // goal acceleration (2.14)

7 Sa ← collectAccelerationSaturationFactors(agoal
k+1,amax) ;

8 asat
k ← agoal

k+1 min{Sa} ; // saturated goal acceleration (2.15)

/* ===== advance current state (2.6) ===== */
9 vk+1 ← fv(vk, asat

k ,∆t);
10 rk+1 ← fr(rk, vk, asat

k ,∆t);

Let R ∈ SO(3) be a rotation matrix that describes the rotation of an orthonormal basis from
a fixed inertial frame to the body fixed frame. The angular velocity ω ∈ R3 describes the
angular velocity between the inertial frame and the body fixed frame w.r.t. the inertial frame.
To constrain the angular speed ‖ω‖2 in the same fashion as the translational case, we start
from the relation between the rotation matrix R and angular velocity ω. It is given by the
vector cross product

Ṙ = ω × R (2.18)

and can be expressed in matrix form

Ṙ =

 0 −ωz ωy
ωz 0 −ωx
−ωy ωx 0


︸ ︷︷ ︸

=:[ω]×

R (2.19)

where [ · ]× : R3 → so(3) denotes the skew operator. Note that [ω]× is also called the SO(3)
associated Lie algebra so3. We also use the inverse operator [ · ]∨ : so(3) → R3 that recovers
the vector components of a skew symmetric matrix and define it as[

[ω]×
]
∨

:= ω where ω ∈ R3, [ω]× ∈ so3. (2.20)

While (2.19) suggests an exponential integration of the form

R(t+ T ) = exp

 t+T∫
t

[ω(τ)]× dτ

R(t), (2.21)

this is only leads to correct orientations in the case of a fixed rotation axis ω/‖ω‖2, due
to the definition of the matrix exponential as a power series and the non-commutativity of
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the elements in SO(3). This leads to various iterative integration schemes, where the axis is
assumed to be fixed only for a single small time step ∆t. See [Boy17] for a detailed derivation
and comparison of different schemes.

If (2.21) is solved for small time steps T , the error that comes from non-commutativity of
SO(3) is negligible and thus often used for iterative schemes with small sampling times ∆t.
However, the crucial step of finding the new goal velocity vgoal

k+1 from (2.11) is accomplished by
solving the time integration over a time span of T tra

min, which cannot be assumed to be small.

The chosen approach in this chapter is the use of the Magnus expansion as originally proposed
in [Mag54]. This method provides an analytical framework for finding the solution of linear,
time-variant matrix differential equations such as (2.19).

2.3.2.1 Magnus Expansion

Opposed to the iterative integration methods mentioned above, the Magnus expansion gives
an exact solution, important for longer time ranges. The reason that (2.21) is not correct for
the general rotational case lies in the non-commutativity of matrices [ω]×. The non-vanishing
portion of the commutation is denoted as the commutator

[A,B] := AB −BA, A ∈ g,B ∈ g (2.22)

and naturally arises in Lie structures such as the Lie algebra g. Magnus’ treatment is given in
a more general problem, however our explanation refers to a real-valued time-variant matrix
differential equation of the form (2.19).

Magnus’ proposal is to find a solution for (2.19) in the form of a true matrix exponential

R(t+ T ) = exp
(
[Ω(t,T )]×

)
R(t) (2.23)

with a series expansion

[Ω(t,T )]× :=
∞∑
i=1

[Ωi(t,T )]× (2.24)

that is referred to as Magnus expansion. It is an infinite power series, however as pointed out
in [BCOR09] it is usually sufficiently accurate for applications to truncate the series after the
first three terms which are given as

[Ω1(t,T )]× :=
t+T∫
t

[ω(t1)]× dt1 (2.25)

[Ω2(t,T )]× := 1
2

t+T∫
t

[ω(t1)]× ,
t1∫
t

[ω(t2)]× dt2

dt1 (2.26)

[Ω3(t,T )]× := 1
6

t+T∫
t

[ω(t1)]× ,
t1∫
t

[ω(t2)]× ,
t2∫
t

[ω(t3)]× dt3

dt2
dt1 (2.27)

+ 1
6

t+T∫
t

[ω(t1)]× ,
t1∫
t

[ω(t2)]× dt2

 ,
t2∫
t

[ω(t3)]× dt3

dt1. (2.28)
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Note that all brackets used refer to the commutator defined in (2.22). For an explicit solution
of the fourth order term as well as a recursive scheme to calculate Magnus expansion terms
of arbitrary order we refer to [BCOR09].

The first three terms of the Magnus expansion (2.24) can be calculated explicitly for our
system (2.19), and read

Ω1(tk + T ) := ωkT + αk
T 2

2 (2.29)

Ω2(tk + T ) := [αk]× ωk
T 3

12 (2.30)

Ω3(tk + T ) := [αk]× [αk]× ωk
T 5

240. (2.31)

The operator [·]× again denotes the skew symmetric matrix operator defined in (2.19). The
Magnus expansion can thus be calculated as

Ω(tk + T ) := Ω1(tk + T ) + Ω2(tk + T ) + Ω3(tk + T ) (2.32a)

= M(αk,T )ωk + αk
T 2

2 (2.32b)

with

M(αk,T ) := I3×3T + [αk]×
T 3

12 + [αk]× [αk]×
T 5

240 (2.33)

where I3×3 is the identity matrix.

2.3.2.2 OTG for SO(3) using Rotation Matrices

The system dynamics of the rotational portion can now be stated as

ω(tk + T ) = fω(ωk,αk,T ) := ωk + αkT (2.34a)

R(tk + T ) = fR(Rk,ωk,αk,T ) := exp
([
M(αk,T )ωk + αk

T 2

2

]
×

)
Rk (2.34b)

where we see that unlike in the translation mapping f r, the orientation mapping fR is R5
and strongly coupled.

Analog to the algorithm for translation, the minimum time needed to drive the rotational
velocity error eωk := ωdes

k − ωk to zero is

T̄ rot
min :=

‖eωk ‖2
αmax

. (2.35)

Discretizing the value w.r.t. the given sampling time ∆t reads

T rot
min := max

{⌈
T̄ rot

min
∆t

⌉
, 1
}
∆t. (2.36)
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The corresponding angular acceleration is

ᾱk := eωk
T rot

min
(2.37)

and is analog to vgoal
k from (2.10). It is used to find the new goal velocity ωgoal

k by solving
rdes
k = fR(Rk,ωk, ᾱk, T rot

min) for

ωgoal
k := M(ᾱk, T rot

min)−1
([

log(RdesRk
>)
]
∨
− ᾱk

(
T rot

min
)2

2

)
, (2.38)

which in comparison to our treatment with Euler angle representation in [HGW17] is com-
pletely singularity-free and unambiguous. The proof that M is invertible for any t 6= 0, is
provided in the appendix.

The goal velocity for the next time step is again found by advancing the previous equation
for a single iteration

ωgoal
k+1 := fω(ωgoal

k , ᾱk,∆t) (2.39)

= M(ᾱk, T rot
min)−1

([
log(RdesRk

>)
]
∨
− ᾱk

(
T rot

min
)2

2

)
+ ᾱk∆t. (2.40)

The constraints (2.4c) and (2.4d) are again incorporated by defining saturation factor sets
Sω ⊂ R+ and Sα ⊂ R+ for the angular velocity and acceleration respectively. The saturated
rotation velocity is thus found by

ωsat
k+1 := ωgoal

k+1 min{Sω}, (2.41)

using the factorization set definition

Sω := {1, σω} with σω := ωmax∥∥∥ωgoal
k+1

∥∥∥
2

. (2.42)

This again leads to the find goal acceleration

αgoal
k :=

ωsat
k+1 − ωk
∆t

. (2.43)

Similarly, defining the acceleration saturation set

Sα := {1, σα} with σα := αmax∥∥∥αgoal
k

∥∥∥
2

(2.44)

and applying it to the goal acceleration

αsat
k := αgoal

k min{Sα} (2.45)

results in the saturated angular acceleration αsat
k . This acceleration vector is eventually

applied to the SO(3) system dynamics (2.34), to advance the current orientation states

ωk+1 = fω(ωk,αsat
k ,∆t)

Rk+1 = fR(Rk,ωk,αsat
k ,∆t)

(2.46)

which concludes the algorithm using rotation matrices.
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2.3.2.3 OTG for SO(3) using Unit Quaternions

The above algorithm can be straight forward translated to unit quaternion representation of
SO(3). This reduces computation time, as discussed in Section 2.5. Let qqq ∈ H describe the
3D orientation as a unit quaternion, i.e. ‖qqq‖2 = 1. If we consider a quaternion qqq := (qqqw, qqqv)
consisting of a scalar part qqqw and a vector part qqqv, the angular velocity ω can be expressed
as a pure quaternion (0,ω), i.e. with zero scalar part. We introduce the mappings

[ω]qqq := (0,ω) R3 → H (2.47)
[(0,ω)]qqq−1 := ω H → R3 (2.48)

to specify notation. With this notation, the differential equation relating time derivatives of
qqq with the angular velocity ω reads

q̇qq(t) = 1
2 [ω(t)]qqq qqq(t). (2.49)

Magnus’ idea to solve the differential equation results in solving (2.49) in the form

qqq(t+ T ) = exp
(1

2 [Ω(t,T )]qqq

)
qqq(t). (2.50)

Note that unlike in the Matrix version of Magnus’ proposal from (2.23), Ω does not occur with
the skew symmetric matrix operator [ · ]×. The Magnus expansion of Ω and its approximation
(2.32) however, remain the same.

The mapping that advance the current quaternion in time, hence is

qqq(t+ T ) = f qqq(qqqk,ωk,αk,T ) := exp

1
2

[
M(αk,T )ωk + αk

T 2

2

]
qqq

 qqq(t). (2.51)

The definition ofM in (2.33) as well as velocity progression (2.34a) are unchanged. Therefore,
the the only adjusted equations for the algorithm outlined in Section 2.3.2 are the definition
of ωgoal

k (2.38) w.r.t. quaternions

ωgoal
k = 2M(ᾱk, T rot

min)−1
([

log(qqqdesqqqk
−1)
]

qqq−1
− αk

(
T rot

min
)2

2

)
(2.52)

and consequently

ωgoal
k+1 = 2M(ᾱk, T rot

min)−1
([

log(qqqdesqqqk
−1)
]

qqq−1
− ᾱk

(
T rot

min
)2

2

)
+ ᾱk∆t. (2.53)

The algorithm for OTG on rotations using Quaternions is listed in Algorithm 2.2.

2.3.3 Synchronization of Translation and Rotation

While T tra
min and T rot

min from (2.7) and (2.36) assure time synchronization within the translational
and rotational DOFs resp., the two groups are not yet synchronized with each other. Complete
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Algorithm 2.2: OTG on SO(3) with magnitude constraints using Quaternions
1 Function OTGquaternions

Data : current state (qqqk, ωk), desired state (qqqkdes, ωdes
k ),

constraints (ωmax,αmax), sampling time ∆t
Result : qqqk+1, ωk+1

/* ===== find new goal velocity ===== */

2 T rot
min ← max

{⌈
‖ωdes

k
−ωk‖2

αmax

⌉
, 1
}
∆t ; // discretized minimum Time (2.36)

3 ᾱk ←
ωdes
k
−ωk

T rot
min

; // corresponding acceleration (2.37)

4 M ← I3×3T
rot
min + [ᾱk]×

(T rot
min)3

12 + [ᾱk]× [ᾱk]×
(T rot

min)5

240 ; // Magnus Series (2.33)

5 ωgoal
k+1 ← 2M−1

([
log(qqqdesqqqk−1)

]
qqq−1 − ᾱk

(T rot
min)2

2

)
+ ᾱk∆t ; // goal velocity (2.53)

6 Sω ← collectVelocitySaturationFactors(ωgoal
k+1,ωmax) ;

7 ωsat
k+1 ← ωgoal

k+1 min{Sω} ; // saturate goal velocity

/* ===== find goal acceleration ===== */

8 αgoal
k ←

ωsat
k+1−ωk

∆t
; // goal acceleration (2.43)

9 Sα ← collectVelocitySaturationFactors(αgoal
k ,αmax) ;

10 αsat
k ← αgoal

k min{Sα} ; // saturate goal acceleration (2.45)
/* ===== advance current state (2.34a) and (2.51) ===== */

11 ωk+1 ← fω(ωk,αsat
k ,∆t);

12 qqqk+1 ← fα(qqqk, ωk,αsat
k ,∆t);

synchronization of the whole 6D movement can be achieved by coupling the translation and
rotation at two distinct places in the algorithm. First, the more restrictive minimum time

Tmin := max
(
T tra

min, T rot
min

)
(2.54)

is used for finding both acceleration vectors ak and αk in (2.9) and (2.37). Second, the
saturation of the goal velocities are matched by combining their saturation factor sets (2.12)
and (2.42) as

Sv ← Sv ∪ Sω (2.55a)
Sω ← Sv ∪ Sω (2.55b)

An example of this synchronization is shown in Figure 2.2.

2.4 Extensions for HRC Scenarios

While the presented algorithm considers a free 6D motion of e.g. the tool center point (TCP)
of a robot, it does not depend on any specific robot kinematics In the following Section, we
present some interesting constraint extensions particularly relevant in HRC context. The
examples highlight the flexibility of our approach and demonstrate the straight forward in-
tegration for additional requirements by adding appropriate factors to the saturation sets S.
The factors are found via a 3-step process:

Step 1 formulate a scalar inequality condition e.g.

‖v‖2 ≤ vmax
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Figure 2.2: Time synchronization of translation and rotation. Dashed lines are set-points and solid
lines are the actual values. At t =6 s the jump in desired rotation causes an adjustment of the
deceleration phase of the translation trajectories in order to synchronize the movements. Note that
absolute speed and acceleration are plotted as magnitude values.

Step 2 derive the normalization factor σ that yields equality to 1 e.g.

‖v‖2 σ = 1 where σ = vmax
‖v‖2

Step 3 add the factor to the corresponding saturation factor set e.g.

Sv ← Sv ∪ {σ}

Note, that in the following all constraints refer to the variables at the next discrete time
instance k + 1. Therefore we suppress the discrete time index k + 1 in the remainder of this
section for better readability. Further, Sections 2.4.2 to 2.4.4 require that translation and
rotation are synchronized as outlined in Section 2.3.3.

2.4.1 Direction-specific constraints

In robot applications it is often very useful to constrain different directions of movement
independently. While the OTGs mentioned in the related work of Section 2.1.1 offer the
possibility to constrain certain axes of the underlying inertial coordinate system directly, our
framework can be easily extended to the more general case of incorporating constraints in
arbitrary directions. Possible scenarios in HRC that require these type of constraints, are e.g.
the dynamic limitation of robot movements towards the human or obstacles. The requirement
of constraining the velocity vtra along a given direction vector rdir ∈ R3 is formulated as

(vtra)> rdir

‖rdir‖2
≤ vmax, (2.56)
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where the vtra is projected onto the direction vector rdir. The necessary saturation factor
that complies with this constraint is given as

σdir :=
vmax

∥∥∥rdir
∥∥∥

2
(vtra)>rdir (2.57)

and adding it to the velocity saturation set

Sv ← Sv ∪ {σdir} (2.58)

incorporates this constraint in (2.13) of the algorithm. Note that this strategy does not only
allow constraining orthogonal axes, but several arbitrary directions.

2.4.2 Combining Translation and Rotation Constraints

Whenever humans work in close proximity with robots, robot constraints should be defined
as intuitive as possible. Besides constraining linear and angular velocity separately as done
in Section 2.3, we outline a strategy to combine the two into a single intuitive constraint.

Constraining Total Velocity of Specific Points Instead of constraining the angular
speed ‖ω‖2 ≤ ωmax of the TCP directly, it is sometimes more intuitive to constrain the total
linear velocity ∥∥∥vtot(r)

∥∥∥
2

:=
∥∥∥vtra + vrot(r)

∥∥∥
2
≤ vmax (2.59)

of a given vector r∈R3, relative to the TCP. The translational and rotational velocity at the
TCP is denoted as vtra := v and vrot := ω × r resp. This can be a specific point on the
geometric robot-object compound that is fixed to the TCP, e.g. the robots wrist as illustrated
in Figure 2.3. Note that all variables in (2.59) are given in a world-fixed inertial frame I. In
case a specific point is given w.r.t. the end-effector coordinate system E, it needs to be
transformed i.e.

Ir = RIE Er, (2.60)

where RIE rotates the vector from E to the inertial frame I. Let θ denote the angle between
ω and r. The fact that the magnitude∥∥∥vrot(r)

∥∥∥
2

= ‖ω × r‖2 = ‖ω‖2 ‖r‖2 sin(θ) (2.61)

is linear in ω, allows us to saturate
∥∥vtot∥∥

2 ≤ vmax by calculating a common factor

σtot(r) := vmax
‖vtot(r)‖2

(2.62)

and adding it to the factorization set

Sv ← Sv ∪ {σtot} (2.63)

If n multiple points are to be considered e.g. to outline a convex polytope around the TCP,
multiple factors σ,i

tot for i = [1,n] can be calculated and added to the factorization sets in the
same fashion. Note that for the TCP itself, r is zero by definition and thus vtot = vtra, which
is already considered in the basic algorithm (2.13).
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(a) Specific point (b) Safety sphere

Figure 2.3: Illustration of (a) total velocity of e.g. the robot wrist at a fixed vector r and (b)
projection of the angular velocity for identifying the fastest point rfast within a user-defined safety
sphere of radius r

Constraining Total Velocity within Safety Sphere Instead of defining specific points
around the TCP, it also possible to define a safety sphere S := {x ∈ R3 : ‖x‖2 ≤ r} with
radius r around the TCP. It is then desired that no point within the sphere is allowed to
exceed the speed limit vmax. This extends the before mentioned strategy to first identifying
the fastest point rfast within the sphere.

To maximize (2.61), r must a) lie on the sphere surface i.e. have length r and b) be perpen-
dicular to the rotation vector ω. Further, to maximize vtot, the vector r has to be chosen
such that c) the cross product ω × r lies in the plane spanned by ω and vtra, and d) the
angle between vtra and vrot is below 90deg. See Figure 2.3 for an illustration.

Thus, the fastest point rfast ∈ S is given as

rfast :=


− ω × vtra

‖ω × vtra‖2
r for ω × vtra 6= 0

ω × r⊥

‖ω × r⊥‖2
r else

(2.64)

where r⊥ ∈ {x ∈ R3\{0} | 〈ω, x〉 = 0} is an arbitrary vector perpendicular to ω. Its total
speed is ∥∥∥vtot(rfast)

∥∥∥
2

=
∥∥∥vtra + ω × rfast

∥∥∥
2

(2.65)

which leads to the saturation factor

σsphere := vmax
‖vtot(rfast)‖2

. (2.66)

Figure 2.4 shows the effect of this safety sphere constraint, if added to the set

Sv ← Sv ∪ {σsphere} (2.67)

and applied in the algorithm.
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Figure 2.4: Combination of translational an angular velocity constraints, by defining a safety sphere
of radius r = 1 m around the TCP. For demonstration purposes the PTP set-points are chosen in
single axes directions x and rotation around y by an angle β for translation and rotation respectively.
Three different modes are shown, applying norm constraints vmax = ωmax = 1. The first motion 1 s
to 5 s is without synchronization. The second motion 5 s to 10 s is time synchronized according to
Section 2.3.3, and the third motion 11 s to 15 s is time synchronized while additionally applying the
safety sphere constraint from Section 2.4.2. Note that the change in the slope of ‖vtot‖2 at 10.3 s
stems from the deceleration of vtra to cruising speed. Both phases of the movement last 0.7 s and
are dictated by amax during deceleration.
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2.4.3 Robot Joint Constraints

While the presented OTG algorithm can be directly used to generate 6D trajectories of e.g.
the robot end-effector, joint velocity limits were not yet considered, as they depend on the
robot-specific kinematic structure as well as the inverse kinematics solver in use. Because
kinematic relations are usually highly R5 due to rotary joints, the inverse kinematic solvers
often make use of the linear relation

ż = J(q)q̇ (2.68)

between task space velocities e.g. ż =
[
v̇>, ω̇>

]>
∈ R6 and joint velocities q̇ ∈ Rn, via

the Jacobian J = ∂ ż
∂ q̇ . If the expression q̇ = IK(ż) of the inverse kinematics solver in use is

known, the joint velocity limits can directly be considered in the algorithm. For demonstration
purposes we assume that a damped pseudo-inverse solver of the form

q̇ = IK(ż) := J>
(
JJ> + α2In×n

)−1

︸ ︷︷ ︸
=:J†

ż (2.69)

is used. The identity matrix In×n together with the parameter α introduces a damping effect
on the inverse kinematics solution. This avoids singularity issues and is discussed in detail in
[Bus04]. The individual constraints on the n joint velocities

−q̇max
i ≤ q̇i ≤ q̇max

i with i = [1,n], (2.70)

can concisely be written as

‖Lq̇‖∞ ≤ 1, (2.71)

with the diagonal limit matrix L = diag (q̇max
1 , . . . , q̇max

n )−1. It contains reciprocal values of
the joint-specific velocity limits of all n joints in the serial robot kinematics. The linearity of
the velocity mapping (2.68) again admits a scaling factor

σq̇ := ‖Lq̇‖−1
∞ (2.72a)

=
∥∥L J† ż︸︷︷︸

IK(ż)

∥∥−1
∞ , (2.72b)

such that factorizing the joint velocities q̇ is equivalent to factorizing the task space velocities

σq̇ ż = σq̇J(q)q̇ (2.73)

directly. Thus, adding σq̇ to the saturation factor set

Sv ← Sv ∪ {σq̇} (2.74)

constrains the joint velocities accordingly.

Note, that constraining the joint acceleration q̈ in the same manner is not possible, because
the kinematic relation for accelerations

z̈ = J̇ q̇ + Jq̈ (2.75a)
= J̇J† ż + Jq̈ (2.75b)

couples task space velocity ż and acceleration z̈. Thus, a linear relation such as (2.73), that
elevates the joint constraint factor to task space, is not given.
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2.4.4 Constraining Movement of the Whole Robot Kinematic

In a serial kinematic robot as usually used in a HRC context, the most important movements
to constrain is the movement of the end-effector or TCP. However, there might be other
points on the robot structure that reach even higher velocities. Thus, it is necessary to not
only constrain the TCP movement itself, but extend the given speed constrain to every point
in the robot kinematics structure in task space. Only then can official safety standards e.g.
ISO/TS 15066 [ISO16] be satisfied. Given a conventional rigid link structure consisting of
joint axes only orthogonal or parallel to the links, such as illustrated in Figure 2.3a, it is
sufficient to check the set of axes intersecting points I of the kinematic for

‖vi‖2≤vmax ∀i ∈ I. (2.76)

The velocities vi are calculated by

‖vi‖2 := ‖Ji(qi)q̇i‖2 (2.77)

using the corresponding Jacobian matrices Ji with the reduced joint velocity vectors q̇. In the
illustrated 7DOF kinematic these are I = {shoulder, elbow, wrist, TCP}. Every constraint
leads to a saturation factor

σkin
i := vmax

‖vi‖2
∀i ∈ I (2.78)

that as part of the sets

Sv ← Sv ∪ {σkin
i } (2.79)

slows down the end-effector velocity in the OTG whenever necessary.

Note that in the discussed conventional serial 7 DOF, this method is only relevant for con-
straining the elbow movement. The translational shoulder velocity is always zero and can
thus be omitted. Further the TCP being the general point of interest, is by definition al-
ready constrained in the basic algorithm. The wrist can be considered independently of the
kinematic structure in use, following the method in Section 2.4.2.

2.4.5 OTG Independent Constraints

Considering time variant velocity constraints opens up interesting application scenarios too.
It allows for integrating OTG independent metrics to be considered in the OTG algorithm.
An exemplary use-case in HRC, is a distance-sensitive velocity limitation. In terms of safety
issues in HRC, the maximal allowed robot velocity in the proposed OTG is made dependent
on the Euclidean distance dHR between human and robot by using e.g. a Gaussian shaped
weighting term

vmax(dHR) :=

exp
(
−(dHR − dmin)2

2ν2

)
v̄max , for dHR ≤ dmin

v̄max , else
(2.80)

with the shaping factor ν. A shaping factor of dmin
3 e.g. scales the velocity to < 1% for

dHR → 0. Figure 2.5 shows the comparison between a fixed vmax and the distance sensitive
implementation (2.80) for the case when the robot crosses 10 cm above the human hand. In
this example it is further demonstrated how the OTG copes with measurement noise of the
human position.
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Figure 2.5: Hardware Experiment: distance sensitive vmax(dHR) with ν = dmin
3 . Dashed lines are

set-points, dash-dotted lines are fixed vmax and solid lines are vmax(dHR). The OTG clearly slows
down whenever the distance becomes smaller dmin = 20cm and uses the user-defined constraint vmax
otherwise.

2.5 Discussion

In this Section we will discuss the performance of the proposed algorithm in terms of transient
behavior. We further give a runtime comparison to the state-of-the-art.

2.5.1 Transient behavior

Figure 2.6 shows the response of the approach to several step inputs and time-invariant con-
straints. Note, that for such inputs the algorithm results in a time-optimal bang-bang be-
havior in acceleration. The user constraints (2.4a) and (2.4b) are fulfilled at all times, while
(2.7)-(2.9) assures time synchronization.

In case of trajectory following where the input trajectory fulfills the inequality constraints (2.4),
the algorithm degenerates to

rk+1 = rdes
k (2.81a)

qqqk+1 = qqqdes
k . (2.81b)

once the desired state is reached.

Thus, in our algorithm no explicit switching between different strategies is necessary. This
means that the algorithm uses axes-synchronized acceleration bang-bang control in cases of
constraint violating goal trajectories, no matter if they result from discontinuous set-point
trajectories or merely from e.g. infeasible velocities. This reduces the error in position and
velocity offset and eventually feeds through the target points whenever possible. An example
of this behavior is shown in Figure 2.7.
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Figure 2.6: Trajectory generation for translation with hanging transition. Dashed lines are set-
points/constraints and solid lines are the actual time synchronized values. The spikes in acceleration
result from the transition phase due to time discretization. The change in set-point at t = 5 s causes
an adjustment in the direction of the acceleration vector, while its full magnitude amax = 1.5 m/s2

is still exploited.

Figure 2.7: Time synchronous transition between acceleration bounded input trajectories and step
inputs for a sample rate of 0.1 s. The discontinuous desired profile consists of three distinct segments.
An initial ramp with offset (0 s to 3 s), followed by a constant (3 s to 6 s) and a sine with distinct
frequencies (6 s to 10 s). State discrepancies at time t = 0 s that usually result in an error state of
the robot can be avoided. After the transition phase, the error for translation and rotation (bottom
plot) converge to direct feedthrough of the desired trajectory as discussed in (2.81).
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Figure 2.8: Comparison of our algorithm on SO(3) to the Reflexxes Motion Library, parametrizing
Euler angles, in terms of magnitude velocity and acceleration. Note that in the given Euler angle
sequence X(α) → Y (β) → Z(γ), the gimbal block singularity is reached at β = π/2 ≈ 1.57 rad.
Dashed lines are desired values/constraints, solid lines reflect our approach and dash-dotted lines
result from the Reflexxes Motion Library. While α and γ accelerate in the same direction at t = 4 s
reaching almost double the constrained acceleration limit, constraining the Euler angle derivatives
is over-restrictive at t = 7 s due to the opposite movement directions.

2.5.2 Analytic vs. Geometric Angular Velocity Constraints

Current OTG algorithms mentioned in literature do either not provide synchronization treat-
ment of the multi-dimensional case, or treat all DOFs as independent axes for trajectory
generation. Directly applying joint related approaches to Euler angles for representing SO(3),
typically are prone to so-called gimbal-lock-singularities. As analyzed in Section 2.3.2, instead
of directly regarding constraints for the time derivatives of the Euler angles, we transfer the
problem from this analytical subsequent velocity vector to the geometric angular velocities
ω. Note that these two velocity vectors differ clearly in their physical interpretation. The
time derivative of Euler angles describe consecutive angular velocities according to the given
Euler sequence, whereas ω contains simultaneous angular velocity around the base vectors at
a given time instance. Constraining these two vectors directly, results obviously in different
trajectories for a general case. In Figure 2.8 we demonstrate the divergence of the generated
trajectories for some extreme cases. The closer the configuration gets to the singularity, the
larger the discrepancy between Euler angle velocities and actual geometric angular velocities.
The differences can be seen in velocity as well as acceleration level. We argue that constrain-
ing the angular velocity ω in its magnitude gives raise to more intuitive trajectories than
constraining the successive Euler angle velocities.

2.5.3 Runtime Analysis

As mentioned in the introduction, optimization based approaches especially when consider-
ing the required R5 magnitude constraints as well as dynamics on SO(3) typically fail to
deliver results within common 1 ms iteration cycles. Therefore, they cannot be considered
for the problem at hand. Representing approaches that adapt methods in R6 using Euler
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Algorithm Reflexxes Our approach
Representation Euler ang. [Krö11] Euler ang. [HGW17] Rot. Matrix Quat.
Iteration time 13.3 µs 8.3 µs 7.6 µs 5.1 µs

Table 2.2: Runtime Comparison for full 6D OTG

angle parametrization, we compare our algorithm with the available Reflexxes Motion Li-
brary [Ref13] that is based on the work of Kröger [Krö11]. For a fair comparison the freely
available Type II version (unbound jerk) is used. The algorithm was compared in terms of
runtime with the OTG of the available Reflexxes Motion Library. Both algorithms were ana-
lyzed using the Simulink 8.9 Profiler evaluating 106 iterations on a single 3.7 GHz CPU. The
resulting computation are listed in Table 2.2. Although the implementation and compilation
of our algorithm is not explicitly optimized for runtime, the computation time spent per it-
eration is below the Reflexxes Motion library for all three representations of 3D orientation
in SO(3). This makes the proposed algorithm suitable as an OTG or an intermediate layer
between an optional higher-level trajectory planner, that may run on a slower sample rate,
and the robot controller. This increases robustness without large additional computational
load.

2.6 Chapter Conclusion

In this chapter a new approach for an OTG was introduced. According to the classification
by Kröger et al. [Krö10], our method describes an OTG of type II (i.e. bounded velocity
and acceleration, unbounded jerk; allowing position and velocity targets) in variant B (i.e.
time-variant constraints). It is directed – but not limited – to be used in HRC scenarios,
where assuring human comfort and guaranteeing safety is prioritized over time optimality.
While offering the typical advantages of OTG, such as increasing robustness against infeasible
input trajectories (e.g. PTP step trajectories) and instantaneous reaction capabilities to
unknown events, it offers intuitive definition of dynamic constraints. That is, constraining
the magnitude of velocity and acceleration vectors of 3D translation as well as 3D rotation.
This way the coordinate system independent dynamics of the end-effector, which can also be
interpreted as kinetic energies on velocity level, are directly constrained. Further, rotations are
constrained in their true geometric angular velocity, rather than purely analytical values such
as direct derivation of Euler angles. Accurate time integration of the orientation differential
equations is achieved by the means of the Magnus expansion.

This is the first real-time capable OTG algorithm to allow such constraints, while directly
generating 3D translation and rotation trajectories on SE(3) in a singularity-free formulation.
It was also outlined how the set of constraints can be extended to limit the velocity of the
full robot structure in joint as well as 3D Euclidean space. Considering time-variance of
these constraints opens up many possibilities to connect other metrics such as human-robot
distance. Our work introduces an algorithm that provides the advantages of an indirect
approach i.e. fast computation cycles and instantaneous reaction to unforeseen inputs. At
the same time it also allows seamless transitions to directly forwarding of trajectories that
already satisfy dynamic constraints. These transitions do not require an explicit switching or
blending between different strategies, but directly result from the algorithm itself. measures
to the OTG, as shown in experimental evaluation. The beauty of our algorithm lies clearly
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in its simplicity and its reduced and intuitive definition of the constraints, especially in terms
of orientation. The verification of increasing acceptance by constraining magnitudes is still to
be validated in user-case studies. Suggestions for future development are the extension jerk-
limitation, which is of importance especially in industrial contexts. This requires a new step
in the algorithm in which the correct acceleration profile has to be found before calculating
the minimum time left.

40



“Stone, wood and iron are wrought and put together
by mechanical methods, but the greatest work is to
keep right the animal part of the machinery.”

— John Smeaton (1724–1792)

3
Efficient Closed-Form Task Space

Manipulability for a 7-DOF Serial Robot
This chapter was previously published in [HW20].

With the increasing demand for robots to react and adapt to unforeseen events, it is essen-
tial that a robot preserves agility at all times. While manipulability is a common measure
to quantify agility at a given joint configuration, an efficient direct evaluation in task space
is usually not possible with conventional methods, especially for redundant robots with an
infinite number of inverse kinematics solutions. Yet, this is essential for global online optimiza-
tion of a robot posture. In this chapter, we derive analytical expressions for a conventional
7-DOF serial robot structure, that enable direct evaluation of manipulability from a reduced
task space parametrization. The resulting expressions allow array operation and thus achieve
very high computational efficiency with vector-optimized programming languages. This di-
rect and simultaneous calculation of the task space manipulability for large numbers of poses
benefits many optimization problems in robotic applications. We show applications in global
optimization of robot mounting poses, as well as redundancy resolution with global online
optimization w.r.t. manipulability.

3.1 Introduction

It is a common requirement in robotic manipulation tasks to quantify the capabilities of a
robot at a given pose. Having such a scalar measure allows comparison of different kinematic
configurations in terms of the chosen metric, and can be considered at a path planning as
well as at a control level. While these measures are usually defined in terms of a given joint
configuration [Yos85b, Yos85a, CCSS92, Chi00, VAM+12], the task of the robot is typically
not given in this joint space. For a general robot the task space is usually defined in SE(3),
i.e. the space of 3D poses consisting of translation and rotation. For many practical problems
it is thus relevant to directly evaluate this measure w.r.t. a parametrization of SE(3) rather
than the joints. This requires combining the evaluation of the inverse kinematics (IK) with
the selected capability metric. But direct calculation of the IK is always robot dependent
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and general analytic solutions are not possible. This is especially true for redundant robots
that have more DOFs in joint space than in task space and thus admit an infinite number
of IK solutions for a given end-effector pose. While analytic IK solutions are well known for
conventional 6-DOF kinematics [WS16], for general robotic structures numeric IK solvers are
applied. However, they require several iterations to find an approximated joint configuration
for a given end-effector pose. This is sufficient for calculating single poses, but it is in-
efficient for optimization problem solvers that require evaluation of large numbers of poses.
This especially prevents time-critical computation of global optima. Expressions that can be
evaluated directly, are thus superior for fast computation. While an analytical IK for a general
robot structure does not exist, our work focuses on the most commonly used articulated 6-
and 7-DOF robot serial kinematics. Yet, the 6 axis version can be viewed as a finite set of
particular null-space solutions of the 7-DOF.

3.1.1 Contribution

In this chapter, we develop a set of computationally efficient closed-form expressions to eval-
uate the task space manipulability of a 7-DOF serial robot structure. The main contributions
of this chapter consist of:

1. a new parametrization of the state- and null-space, that results in concise IK expressions
with symmetric structure in the individual components

2. analytical closed-form expressions from task space to manipulability measure w.r.t. joint
limits, that allow array operation in vector-optimized programming languages1

3. sensitivity analysis of manipulability in task space

4. real-time capable application for evaluating task space manipulability of the entire null-
space, for globally optimal redundancy resolution w.r.t. manipulability of single poses
and full trajectories on SE(3)

3.1.2 Related Work

For this concise review, we group previous work on the topic into the three areas: 1) perfor-
mance measures in robotics, 2) direct methods for IK evaluation and algorithmic strategies
on velocity level, and 3) approaches for optimizing manipulability.

3.1.2.1 Performance Measures

The arguably most common performance measure for robot structures is the manipulabil-
ity measure defined by Yoshikawa [Yos85b]. It is proportional to the volume of an ellipsoid,
spanned by directional capabilities of a kinematic structure to generate velocities in task space
at a given joint configuration. It is purely kinematic and does not consider any dynamic com-
ponents. Yoshikawa also proposed a dynamic manipulability ellipsoid [Yos85a] on acceleration

1Array operation is also called Vectorization in e.g. Matlab It refers to the exploitation of single instruction
multiple data (SIMD) instructions of modern central processing units (CPUs) and allows to operate on
multiple data points simultaneously.
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level, for cases where dynamic effects cannot be neglected. This formulation was improved by
Chiacchio et al. [CCSS92] to correctly account for gravity. A new formulation of a dynamic
manipulability ellipsoid that better depicts the real manipulator capabilities in terms of task
space accelerations was proposed by Chiacchio [Chi00].

Besides manipulability on velocity and acceleration level due to mere kinematic relations,
it is essential for practical applications to also consider joint limits as constraints directly
on position level. Vahrenkamp et al. [VAM+12] extended Yoshkawa’s basic manipulability,
by directly integrating joint limit penalization into the definition of the kinematic velocity
Jacobian. This is achieved via a joint limit potential function.

Bong-Huan Jun et al. [JLK08] introduce a task-oriented manipulability measure. While
Yoshikawa’s original measure [Yos85b] denotes the manipulability of the whole manipula-
tor system, [JLK08] considers manipulability w.r.t. sub-tasks that only affect parts of the
task space, e.g. axis-specific tasks. Karim Abdel-Malek and Wei Yu [AYY04] proposed an
alternative dexterity measure for robot placement, that does not depend on explicit IK solu-
tions. They analyze an augmented Jacobian matrix that does not only hold information about
position and orientation, but also joint limits of the end-effector. It represents the reachable
workspace with surface patches and is computationally very demanding.

Our work has the aim of developing closed-form solutions that allow efficient array operation.
For this reason, the task space manipulability formulation developed in this chapter applies
Yoshikawa’s original measure from [Yos85b]. Because its definition uses a determinant to map
the joints to a scalar metric, and thus allows expansion to a continuous polynomial expression
for efficient evaluation.

3.1.2.2 Inverse Kinematics

The IK problem of serial robot structures can be solved very elegantly on velocity level, due
to the linear relation of joint and task space velocities. However, numeric integration of
the resulting joint velocities to joint angles needs stabilization against numerical drift and
thus results in an iterative scheme. Originally proposed by Wolovich and Elliot [WE84],
this group of IK solvers is nowadays typically referred to as closed-loop inverse kinematics
(CLIK) solvers. Colomé and Torras [CT14] give an overview of the most common CLIK
solvers, with an additional experimental comparison in terms of convergence, numerical error,
singularity handling, joint limit avoidance, and the capability of reaching secondary goals.
Antonelli [Ant09] conducted a stability analysis of priority-based kinematic CLIK algorithms
for redundant kinematics. He provides sufficient conditions for the control gains. While
different stabilization schemes for CLIK solvers are proposed, the choice of gain parameters
used in the control structure is rarely addressed. In practice these parameters are often
empirically tuned. Bjoerlykhaug [Bjo18] proposes the use of a genetic algorithm for optimizing
the feedback gain used in CLIK solvers, in order to minimize iteration cycles and maximize
accuracy. In an experimental evaluation, he achieved a 50 % decrease in computation time
through his feedback gain tuning. Reiter et al. [RMG18] propose a strategy for finding
higher-order time-optimal IK solutions for redundant robots. They lay out solutions for
fourth-order time derivatives of joint trajectories, applying a multiple shooting optimization
method. This higher-order continuous differentiability is especially important for application
on elastic mechanisms.
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Siciliano [Sic90] gives a tutorial on early common online IK algorithms. He states the im-
portant features of a direct inverse kinematics function, i.e. repeatability, cyclicity or cyclic
behavior, and online applicability. Shimizu et al. [SKY+08] outline an analytical IK com-
putation for a 7-DOF serial robot. The approach directly parametrizes the end-effector pose
with Cartesian coordinates for translation and a rotation matrix for orientation. However,
the use of the 2-quadrant atan function as opposed to the 4-quadrant atan2 function results
in two problems. For one, not the entire task space is covered, and two, it results in dis-
continuous joint functions w.r.t. the null-space parameter and thus leads to discontinuous
IK solutions and corresponding null-space limitations. A similar strategy, but extended to
the entire domain, is proposed by Faria et al. [FFE+18]. They propose a position-based IK
solution for a 7-DOF serial manipulator with joint limit and singularity avoidance.

Besides approaches that use kinematic insight of a structure, also several machine learning
algorithms are considered in literature. A detailed review is beyond the scope of this chapter,
but we want to give a concise overview of research activities. D’Souza et al. [DVS01] apply a
locally weighted projection regression to learn the IK of a 30-DOF humanoid robot. This maps
the non-convex problem onto a locally convex problem that is suitable for direct learning.
Tejomurtula and Kak [TK99], as well as Köker et al. [KÖÇE04], applied artificial neural
networks for finding an IK mapping for 3-DOF robots and showed the feasibility of the problem
using conventional error-backpropagation and Kohonen networks. Sariyildiz et al. [SUO+12]
compare support vector regression and artificial neural networks for learning IK mappings of a
7-DOF serial robot. They find that support vector regression is less prone to local minima and
requires very few training data. Genetic algorithms were already early applied by Parker et
al. [PKG89]. They pointed out low positioning accuracy, but emphasize its simplicity in
application. Köker [Kök13] proposes a hybrid approach combining Elman neural networks
with genetic algorithms. He was able to significantly improve accuracy for IK solutions of a
6-DOF mechanism in comparison to pure neural networks. Very recently, Dereli et al. [DK19]
proposed a strategy to apply quantum behaved particle swarm optimization for finding IK
solutions of a 7-DOF serial robot.

The IK expressions developed in this chapter are similar to the analytical approaches in
[SKY+08] and [FFE+18] in terms of parametrizing the null-space as arm angle. However,
the new task space parametrization that we introduce results in more concise and, more
importantly, fully vectorizable expressions that allow efficient array operations. In contrast to
existing approaches in literature, this computational advantage makes our approach suitable
for simultaneous evaluation of a large number of poses.

3.1.2.3 Optimizing Manipulability

In conventional industrial contexts, optimizing cycling time is always of interest. Several pub-
lications deal with this problem, e.g. Kamrani et al. [KBW+10] use the Response Surface
Method [MMAC16] to optimize robot placement w.r.t. cycling time. Chan and Dubey [CD95],
as well as Dariush et al. [DHO10], use a projection method of the joint limit gradient po-
tential function. This is used for local manipulability optimization on velocity level. Dufour
and Suleiman [DS17] present an approach of integrating the manipulability index into an
optimization-based IK solver, by using linear approximations of the nonlinear manipulability
measure with numeric gradient calculations at every time step. Jin et al. [JLLL17] mention
the difficulty of real-time manipulability optimization that is related to a high computational
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burden since the manipulability is a non-convex function to the joint angles of a robotic
arm. Due to the capability of high-speed parallel distributed processing, they propose an ap-
proach using dynamic neural networks in order to implement manipulability optimization in
real-time. Conducting computer simulations, they show that the proposed method raises the
manipulability by almost 40 % on average compared to existing methods.

Besides local optimization of a given joint configuration, for many robotic tasks it is required
to include manipulability as criteria for optimization of the whole trajectory. Lee [Lee89]
shows that a required motion can be approximated by a series of manipulability ellipsoids.
Guilamo et al. [GKNK06] present an algorithm for trajectory generation that maximizes the
volume of the manipulability ellipsoid. Yoshikawa [Yos85b] already observed that the optimal
postures of various manipulators form the viewpoint of manipulability, often show resemblance
of those naturally taken by human arms. This motivates the idea of manipulability transfer
using a learning by demonstration strategy that is introduced by Rozo et al. [RJCC17]. Their
approach allows robots to learn and reproduce a continuous set of manipulability ellipsoids
by an expert’s demonstration. In order to encode and retrieve those ellipsoids, they apply
Gaussian Mixture Models and Gaussian Mixture Regression. In Jaquier et al. [JRCC18] the
same authors exploit tensor-based representation, to consider that manipulability ellipsoids lie
on the manifold of symmetric positive definite matrices. Faroni et al. [FBVT16] present an
approach that maximizes the average manipulability of the overall task. Their method is based
on the optimization of a cost function that depends on various points along a predetermined
path. In particular, if the task of the manipulator is known a priori, this approach provides
global manipulability optimization.

An approach for directly quantifying manipulability of a redundant robot in task space is
proposed by Zacharias et al. [ZBWH13]. They introduce a capability map, to guide the
decision on how to place a mobile robot relative to an object. It is a sampling-based approach,
based on the manipulability index. While the approach reveals in which regions the robot
is capable of grasping objects from different angles, the information of optimal approaching
directions is lost.

The task space manipulability approach in this chapter enables for the first time global ma-
nipulability optimization with real-time capabilities, due to its efficient formulation.

3.1.3 Outline

The remainder of the chapter is organized as follows. The problem of a closed-loop task
space manipulation framework is outlined in Section 3.2. In Section 3.3, the derivation of
all analytical mappings is explained. Evaluation and analysis of the resulting task space
manipulability is discussed in Section 3.4 and applied in global optimization formulations
in Section 3.5. We conclude the chapter and outline future directions of development in
Section 3.6.
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Figure 3.1: Illustration of the task space manipulability at a given end-effector pose. The null-space
of this 7-DOF spherical-revolute-spherical (S-R-S) kinematic consists of the free elbow position
(joint 4) along a circle. This position defines the direction of the forearm, i.e. the vector from the
shoulder to the wrist. The coloured fan shows all possible forearm poses with the corresponding
manipulability colour-coded from dark red (very bad) to light green (optimal). Colourless areas of
the fan mark areas that violate joint constraints.

3.2 Problem Formulation

Given a n-DOF serial robot, its forward kinematics

FK : Rn → SE(3)× Rn−6, q 7→ (z, λ) (3.1)

maps the joints q onto the 3D end-effector pose z at a particular null-space solution parametrized
by λ. To quantify the capability of moving in the SE(3) task space at a given joint configu-
ration q, a manipulability metric function

M : Rn → R1, q 7→ µ (3.2)

is applied. A proper choice of parametrization for z and λ assures the existence of the inverse
function

IK : SE(3)× Rn−6 → Rn, (z,λ) 7→ FK−1(z,λ) =: q. (3.3)

We define task space manipulability as the direct mapping

M ◦ IK : SE(3)× Rn−6 → R1, (z, λ) 7→ µ (3.4)

of a desired pose z in task space onto the manipulability measure µ, considering all null-space
solutions parametrized by λ. (M ◦ IK)(z, λ) denotes the function composition M(IK(z, λ)).
Figure 3.1 illustrates the task space manipulability for a certain end-effector pose z. Consid-
ering real-time critical online applications and feasibility of global optimization formulations,
the development of the task space manipulability mapping can be broken down into three
problems:

Problem 1: Find a parametrization of the task- and null-space, that exploit the kinematic
structure for concise expressions.
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Task Space
z ∈ SE(3)

Parameter Space
(p,λ) ∈ R6 × R1

Joint Space
q ∈ R7

Manipulability
µ ∈ R1

TSP

TSS

IK

FK

M

Figure 3.2: Relation of task space z, parameter space p, joint space q and manipulability metric
µ. The mappings are referred to as task space projection (TSP) and task space surjection (TSS),
forward kinematics (FK) and inverse kinematics (IK), and manipulability (M).

Problem 2: Find closed-form expressions for all mappings from task space to manipulability
that allow efficient array operation in vector-optimized programming languages.

Problem 3: Let Q ⊂ R7 be the space of admissible joint configurations. Find an analytical
expression of the range of the null-space solutions Λ(z) := {λ ∈ Rn−6 | IK(z, λ) ∈
Q}, for which the inverse kinematics function IK(·, λ) results in an admissible joint
configuration q ∈ Q.

In this chapter, we investigate in detail the case of a 7-DOF serial robot kinematics in con-
ventional S-R-S structure,2 such as the KUKA LBR series. This kinematic structure leads to
a 1-dimensional null-space of solutions and thus λ ∈ R1.

3.3 Approach

This section outlines the derivation of the closed-form task space manipulability for the con-
sidered special case of a 7-DOF serial robot kinematics. We first discuss the chosen manip-
ulability mapping and possible reductions in joint space. Motivated by these reductions, we
propose a task space projection onto a parameter space, which yields concise expressions for
the IK. Figure 3.2 summarizes all developed mappings that are developed in this section. The
section concludes with an analytic definition of the admissible null-space at a given parameter
end-effector pose.

3.3.1 Manipulability Measure

The central equation in robot kinematics is the linear forward velocity kinematic map

ż(q, q̇) := J(q)q̇ (3.5)

that relates general joint space velocities q̇ ∈ Rn to task space velocities ż ∈ R6. Where
the linear map J(q) ∈ R6×n describes the velocity propagation from joint to task space at

2S-R-S refers to a kinematic 7-DOF structure with alternating revolute joints of which the rotation axes of the
first and last 3 joints intersect. These two groups of intersecting axes behave kinematically like a spherical
joint and are often referred to as shoulder and wrist.
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a given joint configuration q ∈ Rn. It is defined by the kinematic chain and represents the
derivative

J(q) = ∂ ż(q, q̇)
∂ q̇

, (3.6)

hence it is often referred to as Robot Jacobian.

Yoshikawa’s manipulability measure [Yos85b], that we use in this work, is defined as

M : Rn → R, q 7→
√

det
(
J(q)J(q)>

)
=: µ (3.7)

and is a measure, proportional to the volume of the velocity manipulability ellipsoid

q̇> q̇ = 1 (3.8a)
ż>(JJ>)−1 ż = 1. (3.8b)

Note that (3.7) does not consider hardware-related joint limits. However, joint configurations
that violate these constraints must not be considered.

Zlatanov et al. [ZFB94] explain that the forward velocity kinematic map (3.5) is not sufficient
for exhaustive characterization of the singularities of a manipulator. Further, Staffetti et
al. [SBDS02] show that many of these often-used manipulability indices are not invariant to
change of reference frames, scale or physical units. However, the big advantage of Yoshikawa’s
original manipulability metric is the fact that it can be expanded to a polynomial expression
and thus qualifies for computationally efficient array operation. Further, derivatives can be
calculated analytically. As outlined by Staffetti et al. [SBDS02], it is not a true metric for
distance to a singularity but nonetheless serves as a relative comparison of manipulability
qualities between joint configurations [GT04].

For a n-DOF serial robot kinematics, we refer to the i = [1,n] absolute angular and trans-
lational velocities of the individual links, i.e. the velocity between the robot base B and the
body-fixed frame of link i, as ωBi and vBi. Expressed w.r.t. the link frame i, the velocities
of the kinematic chain are calculated with

iωBi = Rip pωBp + iωpi (3.9a)

ivBi = Rip

(
pvBp + pωBp × prpi

)
, (3.9b)

where p = i− 1 is the predecessor link of i and (×) denotes the cross product R3 × R3 → R3.
In the following, manipulability refers to Yoshikawa’s manipulability measure [Yos85b].

3.3.1.1 Reduction of First Joint

While Yoshikawa’s manipulability measure is not invariant w.r.t. scale or physical units, it is
in fact invariant to change of reference frames.
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Proof. Given a vector of joint velocities q̇ and task space velocities ż w.r.t. a reference
frame X, the Jacobian matrix

JX(q) = ∂ X ż(q, q̇)
∂ q̇

(3.10)

is used to define the manipulability index

Xµ(q) =
√

det
(
JX(q)JX(q)>

)
. (3.11)

If this manipulability index is expressed in terms of a new reference frame Y via the block
transformation matrix

Rblock
YX (q) =

[
RYX(q) 0

0 RYX(q)

]
, (3.12)

consisting of rotation matrices RYX , the manipulability index reads

Yµ(q) =
√

det
(
Rblock
YX (q)JX(q)

(
Rblock
YX (q)JX(q)

)> ). (3.13)

Considering the fact that Euclidean transformation matrices have det (R) = 1, we find

Yµ(q) =
√

det
(
JX(q)JX(q)>

)
= Xµ(q) (3.14)

i.e. the manipulability measure µ is invariant to change of reference frames.

If the reference frame is chosen to be fixed to any link after the first joint, it results in an
expression for the manipulability measure that is independent of the first joint. This results
from the fact that the first joint rotates the whole kinematic structure including the reference
frame, but does not alter any geometric relations.

We consequently choose to formulate the Jacobian matrix w.r.t. the end-effector frame, as this
does not only lead to the independence of q1, but also results in the most concise expression.

3.3.1.2 Reduction of Last Joint

For a special case of a 7-DOF serial kinematic, the parameter space of the manipulability can
be further reduced. This special case consists of kinematic structures, whose origin of the
end-effector frame lies on the rotation axis of the last joint qn. The purely angular contribu-
tion of qn does not alter the kinematic configuration but only rotates the reference frame and
with it the manipulability ellipsoid. The shape of the ellipsoid is not affected and so qn can
also not influence the manipulability measure.
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3.3.1.3 Closed-Form Expression

Exploiting these two reductions by formulating the JT w.r.t. the end-effector frame T and
assuming the TCP along the last joint axis, it is possible to expand the entire determinant
expression of the matrix JT JT> ∈ R6×6 from (3.7) to a symbolic polynomial expression using
e.g. MATLAB Symbolic Math Toolbox™. The advantage being, that unlike the original matrix
expression, the polynomial form allows array operation in vector-optimized programming
languages. This enables simultaneous evaluation of an entire set of joint configurations. The
full manipulability function is listed in Appendix B.1.

3.3.2 Task Space Parametrization

The decision of choosing a parametrization for the SE(3) pose as well as the 1D null-space,
is essential for the derivation of concise analytical formulations. We propose the following
parameter requirements (PR) for a suitable parametrization in regard to the IK functions.
The parameter set must

PR1 : uniquely define the null-space parameter for the entire space of SE(3).

PR2 : result in a minimal number of parameters for the components of the IK vector map
p 7→ q.

PR3 : allow direct application of the above-mentioned reductions.

Different approaches for null-space parametrization were proposed in literature. The redun-
dancy is either directly parametrized by a redundant joint [LB91, Ton06], or more commonly
by a joint independent arm angle [KDLS92, SKY+08]. Shimizu et al. [SKY+08] argued, that
joint-based parametrization is not suitable for the discussed 7-DOF S-R-S mechanism due to
possible ambiguous results. Kreutz-Delgado et al. [KDLS92] define the arm angle as the angle
between an arm and a reference plane. The arm plane is spanned by shoulder, elbow and
wrist locations. The reference plane is defined by a fixed vector and the vector from shoulder
to wrist. Shimizu et al. [SKY+08] point out arithmetic singularities in the original defini-
tion whenever the two vectors are collinear. They enhance the robustness of the definition
by defining the reference plane in terms of a particular solution q3

!= 0, that resembles the
solution of conventional non-redundant 6-DOF mechanisms. While this definition is unique
w.r.t. the conservative joint limits of their analyzed robot structure, it is ambiguous whenever
the reduced non-redundant 6-DOF mechanism admits multiple configurations that result in
the same end-effector pose.

In this chapter, we introduce a parametrization that fulfills all the above-discussed parameter
requirements. Figure 3.3 illustrates the following discussion. Independent of a desired end-
effector pose, positions of the base B and shoulder S are always stationary, where

BrBS := (lB + l1)ẑ (3.15)

with link lengths of the base link lB and the first link l1. Additionally defining a desired
end-effector pose relative to the robot base in SE(3), consisting of BrBT for translation and
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Figure 3.3: Parametrization of the Task Space. Positions of Base B and Shoulder S are fixed.
Translation reference parameters (rref , γref , βref) define the position of the Wrist W . The end-
effector parameters (γee, βee, ψee) describe the rotation from reference frame R to tool frame T
as consecutive Z → Y

′ → Z
′′ Euler angles. The null-space is parametrized with λ. It defines the

position of the elbow E via relative rotation between the elbow oriented frame L and frame R.

RTB for orientation, determines not only the location of the tool-center-point T but also the
wrist position

BrBW := BrBT − RB6(l6 + l7 + lT )ẑ, (3.16)

with link lengths l6 and l7, and a potential tool length lT . This wrist position is used for define
the translational component of the end-effector pose z. The position BrSW is parametrized
by spherical coordinates (rref , γref , βref) with coordinate plane Bx̂ ẑ, origin S and Bẑ as polar
axis. The parameters are radius rref , longitudinal angle γref , and azimuthal angle βref . Note
that γref and βref directly align with the rotation axis of q1 and q2. These two angles also
define the reference frame R with

RRB(γref , βref) := Ry(βref)Rz(γref). (3.17)

The orientation is parametrized along a consecutive Euler angle sequence Z → Y
′ → Z

′′ ,
which again corresponds to the sequence of the joint structure. However, instead of directly
parametrizing RTB, we parametrize the end-effector orientation with respect to the reference
frame, i.e.

RTR(γee, βee, ψee) := Rz(ψee)Ry(βee)Rz(γee). (3.18)

Regarding the stated parameter requirement PR2 , this makes the IK functions of the wrist
angles (q5, q6, q7) as independent of the shoulder parameters (rref , γref , βref) as possible, as
will be seen in the IK Section 3.3.3.

The 1D null-space is parametrized by the arm angle λ. In contrast to Shimizu et al. [SKY+08]
we do not define the arm angle w.r.t. the non-redundant solution q3

!= 0, but w.r.t. to the
introduced reference frame R. Let λ be the arm angle, that defines a new frame L with

RLB(γref , βref ,λ) := Rz(λ)RRB(γref , βref), (3.19)
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such that the negative frame base vector (− Lx̂) points in direction of the elbow E. This
uniquely defines the null-space parameter as required in PR1 . The full set of parameters is
thus given with tuple (p,λ) ∈ R6 × R, consisting of the parameter vector

p :=
[
rref , γref , βref , γee, βee, ψee

]>
(3.20)

and arm angle λ. The individual parameter range definitions are

rref ∈
[

rref
min, rref

max
]

γref ∈
[
−π, +π

]
βref ∈

[
0, +π

]
γee ∈

[
−π, +π

]
βee ∈

[
0, +π

]
ψee ∈

[
−π, +π

]
λ ∈

[
−π, +π

]
(3.21)

and form the parameter space P ⊂ R7. Note that the two parameters γref and ψee solely
affect joints q1 and q7, which do not influence manipulability. The task space manipulability
developed in this chapter can thus without loss of information be represented by the reduced
parameter vector pred ∈ Pred ⊂ R4 consisting of

pred :=
[
rref , βref , γee, βee

]>
. (3.22)

This complies with the stated requirement PR3 . The presented parametrization is the fun-
damental core for the concise mappings developed in the remaining section.

3.3.2.1 Task Space Projection

We refer to the extraction of the parameter vector p =
[
rref , γref , βref , γee, βee, ψee

]>
from

a given end-effector pose z ∈ SE(3) as task space projection. Without loss of generality, we
assume the pose z ∈ SE(3) is described with Cartesian Coordinates (x, y, z) for translation
BrBT together with a Rotation matrix RTB for orientation. As a reference matrix for ex-
tracting the parameter space angles (γee, βee, ψee) we state the rotation matrix for a general
ZYZ Euler sequence3

Rzyz(γ,β,ψ) := Rz(ψ)Ry(β)Rz(γ) = c (β) c (γ) c (ψ)− s (γ) s (ψ) c (γ) s (ψ) + c (β) c (ψ) s (γ) − c (ψ) s (β)
− c (ψ) s (γ)− c (β) c (γ) s (ψ) c (γ) c (ψ)− c (β) s (γ) s (ψ) s (β) s (ψ)

c (γ) s (β) s (β) s (γ) c (β)

 (3.23)

that shows that we can define a mapping eulZYZ as

eulZYZ : SE(3)→ R3, Rzyz 7→


atan2

(
[Rzyz(z)](3,2) , [Rzyz(z)](3,1)

)
arccos

(
[Rzyz(z)](3,3)

)
atan2

(
[Rzyz(z)](2,3) , − [Rzyz(z)](1,3)

)
 =:

γβ
ψ

 (3.24)

3we use s(·) and c(·) to shorten the notation of the sin (·) and cos (·) functions resp.
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that extracts the Euler angles from a rotation matrix in SE(3). The operator [ · ](i,j) returns
the element at row i and column j of a matrix.

The task space projection

TSP : SE(3)→ R6, z 7→ p (3.25a)

consists of the mappings

rref(z) := ‖BrSW ‖2 (3.25b)

βref(z) := π

2 − arctan
[BrSW ](3)
[BrSW ](1)

(3.25c)

γref(z) := atan2
([

BrSW

]
(2)

,
[
BrSW

]
(1)

)
(3.25d)γee

βee

ψee

 (z) := eulZYZ(R7R(z, γref , βref)). (3.25e)

With the shoulder-wrist vector

BrSW := BrBR − BrBS

= BrBT − RB6 6ẑ(l6 + l7 + lT )− Bẑ(lB + l1).
(3.26)

and the rotation matrix

R7R(z, γref , βref) := R7TRTB(z)RBR(γref , βref), (3.27)

derived from the desired task space pose. Rotation R7T is the constant rotation matrix from
body fixed frame of link 7 to the TCP frame.

3.3.2.2 Task Space Surjection

We refer to the inverse mapping, i.e. from the parameter vector p to the task space pose z,
as task space surjection (TSS)

TSS : R6 → SE(3), p 7→ z. (3.28a)

The relations are given with

BrBT := (lB + l1)Bẑ + RBR(γref , βref)
(
Rẑr

ref + RR7(γee, βee, ψee)(l6 + l7 + R7T lT )
)

(3.28b)
RTB := R7TR7R(γee, βee, ψee)RRB(γref , βref) (3.28c)

using the established definitions in the previous sections.

3.3.3 Inverse Kinematics

In this section we derive closed-form expressions for the IK map. After discussing the
choice of the default manipulator configuration, we derive the individual IK mappings of
the robot joints. Corresponding to the S-R-S structure, we group the joints into shoulder
angles {q1, q2, q3}, the elbow angle {q4}, and wrist angles {q5, q6, q7}.
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3.3.3.1 Manipulator Configuration

Due to the possible reconfiguration of the robot kinematics, i.e. whenever 3 revolute joint
axes intersect in one point, with 2 being coaxial and the third being perpendicular to the
links, there exists an alternative configuration

FK(coaxial1, perpendicular, coaxial2) = FK(coaxial1 +π,−perpendicular2, coaxial2 +π)
(3.29)

that results in the same FK. In the 7-DOF S-R-S structure considered in this work, this
is the case for the tuples (q1, q2, q3), (q3, q4, q5) and (q5, q6, q7). Therefore, defining only the
end-effector pose as well as the elbow position results in 8 possible configurations. Of course
it is important to derive an IK map, that results in one specific configuration for the entire
parameter space. The following derivation is designed to yield in a configuration as depicted
in Figure 3.3 for the default case q1 = q3 = q5 = 0. This is achieved by choosing the joint
angle ranges

q1 ∈
[
−π, +π

]
q2 ∈

[
0, +π

]
q3 ∈

[
−π, +π

]
q4 ∈

[
0, +π

]
q5 ∈

[
−π, +π

]
q6 ∈

[
0, +π

]
q7 ∈

[
−π, +π

]
.

(3.30)

We refer to this definition as Qsc ⊂ R7, i.e. the space of joints in standard configuration.

3.3.3.2 Elbow Angles

The central geometric shape to express the arm portion of joints is the triangle SEW as
depicted in Figure 3.3. It is fully defined by the parameter rref , as well as the robot related
constant link lengths

rSE := l3 + l4 (3.31)
rEW := l5 + l6. (3.32)

The law of cosines in this triangle allows direct calculation of joint 4(
rref

)2
= (rSE)2 + (rEW )2 − rSErEW cos (π − q4) (3.33)

q4(rref) := π − arccos

(rSE)2 + (rEW )2 −
(
rref

)2

2rSErEW

 (3.34)

as well as the adjoint angles

rSE =
(
rref

)2
+ (rEW )2 − rrefrEW cos (θS) (3.35)

θS(rref) := arccos


(
rref

)2
+ (rEW )2 − rSE
2rrefrEW

 (3.36)
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B 1 2 3 4 5 6 7 T

L

R

Shoulder Angles Elbow Angle Wrist Angles

Rz(q1) Ry(q2) Rz(q3) Ry(q4)
Rz(q5) Ry(q6) Rz(q7) RT7

Ryz(γref , βref)
Rz(λ)

Rzyz(γee, βee, ψee)

Ry(θW )Ry(−θS)

Figure 3.4: Reference frames and their relations. The blue frames B to T are fixed to the corre-
sponding body-fixed coordinate systems of the robot links. Orange frames R and L are additional
reference frames for the introduced parameter space. The arrows mark the rotations between the
frames of reference.

and

rEW =
(
rref

)2
+ (rSE)2 − rrefrSE cos (θW ) (3.37)

θW (rref) := arccos


(
rref

)2
+ (rSE)2 − rEW
2rrefrSE

 . (3.38)

The latter are used to define alternative rotation frame compositions for the derivation of
the remaining joints. See Figure 3.4 for an overview of the relations between all introduced
coordinate frames.

3.3.3.3 Shoulder Angles

Reusing the ZYZ Euler sequence extraction function (3.24), makes it possible to directly
define the IK function of the shoulder angles {q1, q2, q3}. The parameter related frames R and
L (cf. Figure 3.4) are used to compose the transformation matrix

R3B(p,λ) := Ry (−θW )Rz (λ)RRB

(
βref , γref

)
(3.39)

and extract q1
q2
q3

 (p,λ) := eulZYZ (R3B(p,λ)) . (3.40)

3.3.3.4 Wrist Angles

Analog to the shoulder angles, the wrist angles {q5, q6, q7} can be calculated by composing
the transformation matrix

R74(p,λ) := R7R (γee, βee, ψee)Rz(−λ)Ry (−θS) (3.41)
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and extracting the wrist angles withq5
q6
q7

 (p,λ) := eulZYZ (R74(p)) . (3.42)

3.3.3.5 Overview

All closed-form expressions resulting from the IK mapping are fully listed in Section B.2. The
parameter dependencies of the individual function components are

IK1 : R4 → R1, (θS(rref), γref , βref ,λ) 7→ q1 (3.43a)
IK2 : R3 → R1, (θS(rref), βref ,λ) 7→ q2 (3.43b)
IK3 : R3 → R1, (θS(rref), βref ,λ) 7→ q3 (3.43c)
IK4 : R1 → R1, (rref) 7→ q4 (3.43d)
IK5 : R3 → R1, (θW(rref), γee, βee − λ) 7→ q5 (3.43e)
IK6 : R3 → R1, (θW(rref), γee, βee − λ) 7→ q6 (3.43f)
IK7 : R4 → R1, (θW(rref), γee, βee, ψee − λ) 7→ q7 (3.43g)

and show the low dimensional dependency as required by PR2 . Note that parameters γref and
ψee do solely influence q1 and q7 resp., and thus do not influence manipulability. Further, in
this formulation the shoulder and wrist joints result in equivalent mappings, with symmetrical
assignments. Their relations are given as

IK5 = IK3(θW(rref), βee, γee − λ) (3.44a)
IK6 = IK2(θW(rref), βee, γee − λ) (3.44b)
IK7 = IK1(θW(rref), ψee, βee, γee − λ). (3.44c)

This is an interesting geometrical insight that results from the chosen parameter set.

3.3.4 Forward Kinematics

Although not used in the task space manipulability mapping, we state – for the sake of
completeness – the forward mapping

FK : R7 → R6 × R, q 7→ (p,λ) (3.45)

using the developed relations from the previous section on the IK problem. From the elbow
angle q4 and the relation (3.33), rref is mapped by

rref(q4) :=
√

(rSE)2 + (rEW )2 − rSErEW cos (π − q4). (3.46)

The Euler angle extraction function (3.24) allows again a concise definition of the remaining
mappings. The shoulder joints {q1, q2, q3} with the adjoint shoulder angle θS(rref) from (3.35)
parametrize γref

βref

λ

 := eulZYZ
(
RLB(q, rref)

)
(3.47a)
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where

RLB(q, rref) := Ry(θS(rref))Rz(q3)Ry(q2)Rz(q1). (3.47b)

Analogously, the wrist joints {q5, q6, q7} and the adjoint wrist angle θW(rref) from (3.37) define
the end-effector parameters λ+ γee

βee

ψee

 := eulZYZ
(
R7L(q, rref

)
(3.48a)

where

R7L(q, rref) := Rz(q7)Ry(q6)Rz(q5)Ry(−θW(rref)). (3.48b)

The composition of rotations is in accordance with the structural relation depicted in Fig-
ure 3.4. This concludes the FK problem.

3.3.5 Admissible Parameter Space

The compact analytical expressions also allow solving analytically for an upper and lower
bound of λ, given maximal joint angles qmax

i . Let Q := {q | q ∈ Qsc , |qi| ≤ qmax
i } be the

space of admissible joint configurations. In this section, we determine the space of admissible
parameters

A := {(p,λ) | IK(p,λ) ∈ Q} . (3.49)

Recall the definition of the parameter vector p :=
[
rref , γref , βref , γee, βee, ψee

]>
from (3.20).

Only rref is of linear nature and thus has a limited range. The remaining parameters describe
angles and hence need not be limited. While IK4 directly relates joint limits of the elbow joint
with the admissible range of rref , the null-space parameter λ is related to all remaining joints.
Each of which can potentially exclude partitions of the full range of λ. The set of admissible
parameters A must consider all joint limits and results from the intersection

A =
n⋂
i=1
Ai , (3.50)

of the n individual joint-related portions.

3.3.5.1 Shoulder-Wrist Distance rref

Elbow joint 4 directly limits the parameter rref . Solving (3.43d) for rref gives

rref(q4) :=
√

(rSE)2 + (rEW )2 − 2rSErEW cos (π − q4) (3.51)

and defines the lower and upper bounds

rref(qmax
4 ) ≤ rref ≤ rref(0) (3.52)
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with the upper boundary rref(0) being the stretched out configuration of the robot. This
defines

A4 :=
{

(p,λ) ∈ P
∣∣∣∣ √

(rSE)2 + (rEW )2 − 2rSErEW cos (π − qmax
4 ) ≤ rref ≤ rSE + rEW

}
(3.53)

as the admissible parameter space w.r.t. joint 4.

3.3.5.2 Null-Space Parameter λ

All remaining joints, i.e. shoulder joints {q1, q2, q3} and wrist joints {q5, q6, q7}, limit parts
of the null-space parameter λ. The 4-quadrant atan2 (·) functions from (3.43), however, are
difficult to symbolically rewrite in terms of λ due to there piecewise definition. To circumvent
this, we further introduce IK mappings that calculate the absolute joint angles. We define
the extraction map of absolute values of the Euler sequence | eulZYZ | : SE(3)→ R3

+ as

| eulZYZ | : SE(3)→ R3
+, Rzyz 7→



arccos

 [Rzyz(z)](3,1)

sin
(
arccos

(
[Rzyz(z)](3,3)

))


arccos
(
[Rzyz(z)](3,3)

)
arccos

 − [Rzyz(z)](1,3)

sin
(
arccos

(
[Rzyz(z)](3,3)

))



=:

|γ||β|
|ψ|



(3.54)

which is used to find the absolute angles of the shoulder and wrist joints|q1 + γref |
|q2|
|q3|

 (p,λ) := | eulZYZ |(R3B(p,λ)) (3.55a)

 |q5|
|q6|

|q7 + ψee|

 (p,λ) := | eulZYZ |(R74(p,λ)) (3.55b)

analogously to the mapping eulZYZ from the previous Section 3.3.3. See Section B.3 for the
full definition of the absolute valued IK functions. Note that the mappings admit the same
symmetrical assignments between the shoulder and wrist portion as the actual IK mapping
discussed in Section 3.3.3.5.

Due to the concise formulations of the IK (3.55a), all functions can be solved for the null-space
parameter λ. By substituting the joint parameters with their respective limit, closed-form
expressions are formed that deliver si candidates for lambda ranges

λmax
i : R7 × R → Csi , (p, qmax

i ) 7→ λmax
i (p, qmax

i ) ∀i ∈ [1, 7] \ 4 (3.56)

according to the i = [1, 7] joints. For q2 and q6, the respective middle joints of the shoulder
and wrist angle tuples (q1, q2, q3) and (q5, q6, q7), we directly find s2 = s6 = 2 symmetric so-
lutions for a positive and negative null-space limit. However, solving the remaining mappings
from IK (3.55a) for λ, results in more solution candidates. This results from the fact that,
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depending on the parameter configuration, these joints have the potential for cyclic behavior
for a linear increase in λ at a fixed pose (discussed in [SKY+08]). Joints q3 and q5 can thus
reach up to s3 = s5 = 4 null-space angles marking a joint limit. The first joint q1 and last
joint q7 do also offer up to 4 critical values for λ, however, due to additional additive param-
eters γref and ψee resp., it is necessary to additionally consider solutions for | − q1 + γref | and
|−q7+γref |. These solutions are evaluated with λmax

1 (p|−γref , qmax
1 ) and λmax

7 (p|−ψee, qmax
7 ).

Consequently, s1 = s7 = 8 solution candidates for the first and last joint of the kinematic
have to be considered.

Besides knowing the value of a critical limit, it is further essential for many applications to
know if it expresses an upper or a lower limit. Similar to the approach in [FFE+18], the
partial derivatives of the null-space range mappings λmax

i w.r.t. the corresponding joint angle
limit are used to characterize each limit candidate. For every ` ∈ λmax

i , the corresponding
partial derivative is evaluated to decide

` ∈


is upper limit if sign (`) ∂λ

max
i

∂qmax
i

> 0
is lower limit if sign (`) ∂λ

max
i

∂qmax
i

< 0
is no limit otherwise.

(3.57)

In a second step, all solution candidates in λmax
i are tested for validity, to define the sets of

actual upper and lower null-space limit angles

Lup
i (p) :=

{
λ ∈ λmax

i

∣∣∣∣ λ ∈ R ∧ | IKi(p,λ)| = qmax
i ∧ sign (λ) ∂λ

∂qmax
i

> 0
}
∀i ∈ [1, 7] \ 4

(3.58a)

Llow
i (p) :=

{
λ ∈ λmax

i

∣∣∣∣ λ ∈ R ∧ | IKi(p,λ)| = qmax
i ∧ sign (λ) ∂λ

∂qmax
i

< 0
}
∀i ∈ [1, 7] \ 4.

(3.58b)

These upper and lower limits form j pairwise ranges Λi,j and define the remaining admissible
parameter sets

Ai :=

(p,λ) ∈ P
∣∣∣∣ λ ∈

⋃
j

Λi,j

 ∀i ∈ [1, 7] \ 4 , (3.59)

related to shoulder and wrist joints.

The full intersection set A, as defined in (3.50), may consist of several separate regions. Di-
rectly evaluating all critical values of λ is especially interesting whenever planning a continuous
path in task space. We apply the admissible parameter space in application sections 3.5.1.3
and 3.5.2.2. All full function definitions of the limit candidates λmax

i are summarized in
Appendix B.4.

3.4 Results

This section contains an evaluation of the task space manipulability framework developed
in this chapter. We first give a run-time comparison to show the computational advantage
of our closed-form expression in comparison to general numerical solutions. We show that
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Figure 3.5: Run-time comparison of processing N poses w.r.t. their task space manipulability. Con-
sidered are the Matlab robotics IK solver based on nonlinear optimization, the analytical IK solver
by Shimizu et al. [SKY+08], and the presented approach in three versions: a conventional sequential
loop structure as well as vectorized evaluation on the CPU and GPU.

uniform sampling in the new parameter space results in a superior probability distribution of
the manipulability in comparison with direct sampling in joint space. Further, the sensitivity
of the manipulability measure w.r.t. the parameters is analyzed.

3.4.1 Accuracy

Unlike numerical IK solvers that approximate the inverse mapping iteratively [GBF85], or
CLIK solvers [CT14, Ant09, Bjo18] that converge to the solution from a control point of view,
the analytical nature of our closed-form task space manipulability expression delivers exact
results in a single iteration.

3.4.2 Run-time Comparison

Complete evaluation of the closed-form IK and M mapping as single expressions allows auto-
matic code generation of the symbolic expressions with e.g. the MATLAB Coder™ toolbox.
These expressions allow array operations, or vectorization in Matlab such that a large number
of solutions can be evaluated simultaneously. This leads to a significant computational boost,
compared to algorithms that rely on matrix arithmetic and consequently have to sequentially
evaluate multiple evaluations in programmatic loops. This property makes it further straight-
forward to calculate the task space manipulability of multiple samples on a powerful graphics
processing unit (GPU). Besides different versions of our presented algorithm, we also tested
the run-time of [SKY+08], representing typical analytical IK approaches in literature, and the
R5 optimization-based IK algorithm from the Robotics System Toolbox™ for Matlab repre-
senting iterative solver approaches. Figure 3.5 shows a run-time comparison4 of calculating

4The run-time comparison was conducted on with Intel(R) Core(TM) i9-9900X CPU @ 3.50 GHz, 128 GB
memory, and a NVIDIA TITAN V graphics card.
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the manipulability measures

µn := (M ◦ IK)(pn), for n = [1,N ] (3.60)

of N random samples pn.

As expected, the iterative optimization algorithm is the computationally most expensive so-
lution method. It required an average of 37 iterations per pose5 and did not allow for direct
selection of the arm angle. Two orders of magnitude faster and in addition producing exact
inverse solutions are the analytical IK solvers found in literature. They rely on matrix calculus
and thus a for-loop structure for evaluation of multiple poses.

Our approach, which is entirely reduced to direct individual expressions, is over 10 times faster
when implemented with the same conventional for-loop structure. Already for 200 evaluated
samples, a simultaneous vectorized evaluation achieves another performance increase of factor
10. At the maximal evaluated amount of 107 samples, vectorization enables an even 50
times faster computation, compared to the implementation using for-loops. The advantage of
calculating the task space manipulability on a GPU starts at an amount of 105 sample points.
For a smaller number of samples, the overhead of initializing the data on the GPU does not
pay off. Processing 107 samples, calculations on the GPU are 10 times faster then vectorized
treatment on the CPU, and even 700 times faster than for conventional loop structures. Note
that all time measurements include the generation of random samples on the CPU and GPU
respectively.

Considering real-time application for a robot with a typical 1 kHz sampling rate, our approach
allows evaluation of 1000 end-effector poses for their task space manipulability.

3.4.3 Sampling in Task Space

Not having to calculate the IK in an iterative fashion as done by CLIK solvers, evaluating
manipulability directly in task space is computationally not much more expensive than directly
calculating manipulability in joint space. However, choosing a different space for sampling
random poses do have an influence on the probability distribution of resulting manipulability
measures.

Before analyzing this difference, we first discuss the used sampling strategies. For a fair
comparison, we cover the entire space without consideration of possible limits on the individual
joints or parameters.

Let u ∈ R be a random number drawn from a uniform distribution in the range of [0, 1].
Uniform sampling in joint space is straightforward with

quniform
i : R → R, u 7→ −π + 2πu ∀i ∈ [1, 7] (3.61)

due to the independence of its joints q ∈ R7.
5Optimization Algorithm: BFGS Gradient Projection; solution tolerance: 0.01;
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Figure 3.6: Uniform distributed sampling of the task space (2000 samples).

For a random end-effector pose sample (pred,λ) = [rref , βref , γee, βee,λ]> from the parameter
space, one can choose the same strategy

pnaive
1 : R → R, u 7→ rref

min + (rref
max − rref

min)u (3.62a)
pnaive
i : R → R, u 7→ −π + 2πu ∀i ∈ [2, 5] (3.62b)

with respective scaling for the linear parameter rref . However, this naive form of sampling
does not lead to a uniform distribution of samples in the task space SE(3), due to the inter-
dependence of the coordinate components.

Recall that the first two parameters rref and βref describe translation in polar coordinates.
Unlike in Cartesian coordinates, the base vectors are not constant. Consequently, direct
uniform sampling of the radial coordinate rref , leads to sparser sampling further from the
origin, due to the increasing circumference proportionally to rref . Proper uniform sampling
of the translational part can be achieved by

puniform
1 : R → R, u 7→

√(
rref

min
)2 +

(
(rref

max)2 −
(
rref

min
)2)

u (3.63a)

puniform
2 : R → R, u 7→ −π + 2πu. (3.63b)

An efficient method of uniform sampling on SO(3), i.e. 3D orientations, is proposed by
Kuffner [Kuf04]. Uniform sampling of the individual angles of the Euler sequence results in a
bias towards the polar regions of the unit sphere. He proposes to use an arctan function on the
second angle to compensate for this bias. Uniform sampling of the end-effector orientation,
parametrized by γee and βee, is thus achieved with

puniform
3 : R → R, u 7→ −π + 2πu (3.63c)
puniform

4 : R → R, u 7→ arccos (1− 2u) . (3.63d)

The last portion in our parameter tuple (p,λ) is the null-space parameter λ that is independent
and thus remains

puniform
5 : R → R, u 7→ −π + 2πu. (3.63e)

Figure 3.6 illustrates the uniform sampling of the task space applying the uniform sampling
strategy (3.63).

62



3.4 Results

Figure 3.7: Approximated cumulative distribution function (CDF) from a histogram of manipulability
w.r.t. different sampling strategies (107 samples).

The above-discussed sampling strategies are now analyzed in conjunction with their respective
mapping to the manipulability measure. Figure 3.7 shows the approximated CDF of manip-
ulability resulting from 107 random samples. It shows that random sampling in joint space
according to (3.61) is more likely to result in a joint configuration with poor manipulability
of the robot. Uniform sampling in parameter space (3.63) produces much fewer joint con-
figurations with poor manipulability, while at the same time more configurations with high
manipulability. Naive sampling in parameter space (3.61) performs similarly good in the low
manipulability section. However, it produces also fewer configurations with high manipulabil-
ity. Considering a conventional 6-DOF robot, i.e. fixing the null-space parameter λ to 0 or π,
results in a slightly better probability density function (PDF) than for the discussed 7-DOF
mechanism. This is a surprising result, as it is always argued that the redundancy improves
manipulability. While it is true that the additional DOF has the potential to improve perfor-
mance measures, poor exploitation might achieve the opposite. Kuhlemann et al. [KJES16]
showed in different use-cases, that the seventh DOF of the KUKA LBR iiwa increased the
average dexterity by 16 % in comparison to a conventional 6 DOF KUKA KR 10. Both, the
shortcomings of the naive parameter sampling strategy, and the apparent advantage of the
6-DOF mechanism are discussed in Section 3.4.4.4.

The average normalized manipulabilities achieved, are 37 % for uniform joint space sampling,
43 % for naive parameter space sampling, and 50 % for uniform sampling in parameter space.
All numbers are w.r.t. the maximal encountered manipulability.

3.4.4 Parameter Sensitivity Analysis of Manipulability in Parameter Space

The sensitivity of the task space manipulability w.r.t. its parameters are analyzed by generat-
ing 107 random samples according to (3.63). These samples represent a uniform distribution
of task space configurations. Figure 3.8 shows the bi-variate histograms of manipulability
µ(pred,λ) w.r.t. to the individual parameters.

Colors approximate the PDF of µ(rref , βref , γee, βee,λ) at fixed values of the respective pa-
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Figure 3.8: Bi-variate histograms of µ(rref , βref , γee, βee,λ) w.r.t. to the individual parameters, based
on 107 uniformly distributed parameter space samples. Colors are normalized along with the par-
ticular value of the parameter on the x-axis.

rameter. For all parameter values, we find unimodal6 distributions.

3.4.4.1 Translation Parameters rref and βref

The PDF of µ along the shoulder-wrist distance rref shows a preferred value of 0.57 m. Al-
though a manipulability optimizing configuration cannot be found at this given value, the
mode7 of the corresponding PDF has the highest value of manipulability. Further, the prob-
ability of good manipulation is decreasing with rref towards the workspace singularity, i.e. a
fully stretched arm of robot configuration.

The polar angle βref between the vertical and the shoulder-wrist reference vector has the
highest manipulability mode at π

2 rad, although manipulability maximizing configurations
are not found. For values approaching 0 and π rad, i.e. placing the wrist in line with the
axis of base joint q1, typically cause so-called shoulder singularities on conventional 6-DOF
robots. While the 7-DOF kinematics does not necessarily result in a kinematic singularity,
high manipulability is neither possible.

3.4.4.2 Orientation Parameters γee and βee

The third parameter γee, which describes a rotation around the shoulder-wrist vector, is the
only one that seems to cause little variation in the manipulability PDF and does not allow a
conclusion over a preferred configuration.

The consecutive rotation angle βee shows a similar influence as the reference angle βref .
However, the mode of these PDFs is less prominent and tendentiously marks a lower manip-
ulability.

6unimodal: single maxima in PDF
7mode: local maxima in PDF

64



3.4 Results

3.4.4.3 Null-Space Parameter λ

The null-space parameter λ reveals that the highest manipulabilities can be found at λ =
{0,±π}rad, i.e. the conventional upper and lower elbow configuration of 6-DOF kinemat-
ics. Although missing the absolute top manipulability poses, only small deviations of about
±0.1 rad from these configurations result in a decrease of the manipulability mode of 25 %,
i.e. from 0.08 to 0.06. Better modes are found at λ = {±π

2 }rad. Not only is their peak at a
slightly higher manipulability of 0.85, but they are also less sensitive to a parameter change
in λ. The latter is especially valuable for staying agile during unforeseen events.

3.4.4.4 Discussion of Manipulability in Different Sampling Strategies

The different sampling strategies discussed in Section 3.4.3 result in differences in the approx-
imated CDFs, cf. Figure 3.7.

Naive vs uniformly distributed sampling The difference between naive and uniform
sampling solely affects parameters rref and βee. That is, the corresponding uniform sampling
functions (3.63a) and (3.63d) correct the biases of the radial coordinate rref towards the origin,
and the orientation towards the pole regions with azimuthal angle βee = {0,π}rad, respec-
tively. Consequently, these regions are sparser sampled in the uniformly distributed strategy.
While this correction is negligible for the range of rref in this particular robot example, the
improvement of the CDF towards better manipulability stems from a sparser sampling of the
boundary regions of βee. Because exactly these boundaries lack high manipulability poses, as
visible in the according bi-variate histogram in Figure 3.8.

6-DOF vs 7-DOF kinematics According to Section 3.4.4.3, the apparent slight advantage
of uniform distributed sampling of a conventional 6-DOF robot only holds for the over-all
manipulability distribution illustrated in Figure 3.7. The parameter-specific histogram w.r.t.
the arm angle λ in Figure 3.8, on the other hand, reveals that the conventional 6-DOF
configurations λ = {0,±π}rad do have a good manipulability distribution, but λ = {±π

2 }rad
are preferable. A 7-DOF kinematics hence not only enables agile adaptation of the kinematic
structure, but also contains arm angles that have a better PDFs of manipulability than its 6-
DOF counterpart. At the same time, other arm angles show higher variability in the histogram
and are more prone to decrease performance. An increase in manipulability by the additional
DOF thus relies on a well-conceived utilization of such.

3.4.5 Number of Local Optima

While the analysis shown in the previous section gives insight in the probability distribution
of the manipulability measure, it does not allow conclusions on how manipulability changes
along the null-space. Table 3.1 lists the number of local optima for a given end-effector pose. It
shows that 80 % of the robot poses do not have a unique manipulability maximizing null-space
solution, but up to 4 distinct optima.
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number of optima 1 2 3 4
percentage 20% 41% 27% 12%

Table 3.1: Distribution of local optima among 107 samples.

3.5 Applications

Two application directions that benefit from the closed-form expressions of the task space
manipulability are outlined in this section. First, we demonstrate how global optimization
problems can be formulated, that profit from massive multi-start point pre-evaluation. Second,
we propose a novel way of real-time redundancy resolution on position level, that enables global
manipulability optimization of single poses as well as for provided end-effector trajectories in
SE(3).

3.5.1 Optimal Robot Placement

The analytic results from the previous Section 3.3, allow formulating interesting questions
in terms of optimization problems. We consider the problem of optimal placement of the
robot.

3.5.1.1 Best Overall Robot Configuration

The most basic optimization problem we considered is the question of finding the best overall
robot configuration w.r.t. manipulability. Mathematically, this problem can be stated as an
unconstrained optimization problem

maximize
q

µ(q) (3.64)

directly finding the optimal joint configuration w.r.t. the manipulability measure. The global
optima is found with a multi-start strategy [Dix78], where random samples are drawn from
the admissible parameter space P and used as starting points for local optimizations. Fig-
ure 3.9, left side, shows the results of such a global optimization process with 1000 starting
points. Note that the same problem can be formulated in parameter space and does yield
the same result. All optimization iterations result in one of 8 equally good global optima,
which can be reduced to 4 solutions due to symmetry of the shoulder joint. They further
describe configurations in the pure xz-plane with λ ∈ {0,±180}°. This is equivalent to the
configurations achievable by a conventional 6-DOF robot.

3.5.1.2 Best Robot Configuration for Multiple Task Poses

In industrial settings, robots are often required to work at a certain number i ∈ N+ of different
task poses zi. While the relative distances ∆zi = zi − z1 between this poses is defined, the
optimal placement of the robot can be found by solving the optimization problem

maximize
z,λ

∑
i

(M ◦ IK ◦TSP)(z +∆zi,λ) (3.65)
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Figure 3.9: Results of the task space manipulability optimization of a robot mounting pose.

to find the relative pose z that maximizes the average manipulability of all i poses. Solving this
problem directly, results in an infinite number of global poses. These solutions are rotationally
symmetric around the base joint q1 as well as the last joint q7, as both these joints do not have
an influence on the manipulability of the 7-DOF robot structure at consideration (discussed
in Section 3.3.1).

The complexity of the optimization problem, as well as the number of global optima, can
be drastically reduced by formulating the same problem in the lower dimensional parameter
space

maximize
p,λ

∑
i

(M ◦ IK)(p +∆pi,λ) (3.66)

where pi = TSP(zi). The resulting optimal p can eventually be mapped to the corresponding
task space parameter z = TSS(p). This result is useful for deciding on how to mount a robot
relative to a given set of task poses zi, or recalculating it online if task poses are time-variant
and the robot structure is e.g. mounted on a mobile platform.

3.5.1.3 Optimizing Robot Mounting Positions Regarding a Workspace Envelope

In a modern scenario where robots are not only expected to repetitively execute the same
tasks, a set of pre-defined task poses cannot always be formulated. But it is rather necessary
for the robot to perform well in a defined workspace volume, e.g. given as a cubical volume
V = [−∆x

2 , +∆x
2 ]× [−∆y

2 , +∆y
2 ]× [0, +∆z]. Due to all mappings involved in the task space

manipulability being continuous, formulating a cost function for such a volume can be done
using Fubini’s theorem [Fub07]. It allows calculation of the volume integral as triple integral.
The objective for this optimization problem in task space reads

maximize
z0,λ

∫∫∫
V

(M ◦ IK ◦TSP)(z0 + z(x, y, z),λ) dx dy dz

subject to TSP (z0, +z(x, y, z),λ) ∈ A,
(3.67)
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Figure 3.10: Multiple local optima of manipulability µ in the null-space of pred = [0.6, 0.7, 1.4, 0.7]>.

where the optimal task space volume origin z0 needs to be found. This optimization can
again be transformed to the lower dimensional parameter space

maximize
p0,λ

∫∫∫
V

(M ◦ IK ◦TSP)(TSS(p0) + z(x, y, z),λ) dx dy dz

subject to TSP (TSS(p0,λ) + z(x, y, z),λ) ∈ A
(3.68)

with the condition that the whole Volume projected to parameter space must be within
the set of admissible parameters. Figure 3.9, right side, shows the result of such a global
optimization.

3.5.2 Redundancy Resolution

Solving for optimal robot poses online is essential for a robot to stay agile at all times. We
demonstrate how the task space manipulability expressions developed in this chapter can
be applied for real-time global manipulability optimization of single poses as well as full
trajectories.8 Note that the trajectory optimization in this chapter only gives a first outlook.
An in-depth discussion follows in Chapter 4.

3.5.2.1 Redundancy Resolution for Global Manipulability Optima

Approaches typically found in the literature, focus on local optimization of manipulability
based on local gradient information. Analysis of the number of existing local optima from
Section 3.4.5, however, revealed that only 20 % of end-effector poses have a unique global op-
timum. The computational advantage of our approach permits evaluating the manipulability
of many poses simultaneously. Given a current robot pose z, our framework makes it possible
to not only locally improve manipulability, but solve

arg max
λ

(M ◦ IK ◦TSP)(z,λ) (3.69)

8Run-time evaluation conducted in Matlab 2019a, on a computer with Intel(R) Core(TM) i3-7100 CPU @
3.9 GHz and 32 GB memory.
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with a representative number of null-space solution at a high resolution in real-time. Given
the information of this greedy optimization strategy, the close-to global optimum configuration
can simply be picked. Solving for global optima in 0.25 ms at a resolution of 1° for λ, enables
application at typical robot sampling rates of 1 kHz.

Figure 3.10 shows manipulability of the full null-space at a particular configuration. This is
an example of a pose with 4 local optima. If the current configuration of the robot is the
solution for the given pose with the null-space parameter λ ∈ [0, 85]°, a local optimization
will only drive the redundancy resolution into a sub-optimal minima. Whereas our approach
allows finding the globally best configuration w.r.t. the admissible parameter space.

3.5.2.2 Optimizing Null-Space Solution of Given End-Effector Trajectory

Several approaches can be found in literature, that maximize either the volume of a ma-
nipulability ellipsoid [Chi90, Chi87, GKNK06, SRG+16] or a predefined shape of the ellip-
soid [JRCC18]. Yet all these approaches consider only local optimization. Finding the best
joint configuration for a given pose in task space simplifies to a 1D line search. However, given
a full path in SE(3) it is also possible to find an optimal elbow trajectory that maximizes e.g.
the average manipulability while avoiding getting trapped in regions of poor manipulability.
Note that a real manipulation task relies on a sophisticated path planner, capable of gen-
erating task-related paths that avoid obstacles while potentially fulfilling additional criteria.
Knowledge about the task space manipulability, e.g. provided by our approach, may even be
exploited by such a planner. This is, however, not the direct scope of this thesis. Instead, for
a minimal working example in this chapter, we use direct interpolation

p(s) = spstart + (s− 1)pend with s = [0, 1] (3.70)

between two poses as a simple path planner. Given are two random poses as depicted in
Figure 3.11 to the left. On the right side of Figure 3.11, a contour plot of the manipulability
of the full null-space along the trajectory is shown. Red lines indicate not passable values in
the null-space due to joint limits, cf. Section 3.3.5. The blue line marks the trajectory that
results from local optimization of manipulability. Note that at s = 0.4 the local optimization
hits a joint limit of q2. We stopped the line here, because it depends on a potential strategy for
joint limit avoidance, which is not the scope of this chapter. A global optimization strategy
that has predictive knowledge of the full null-space development, can exploit an initially sub-
optimal path toward negative values of λ, to circumvent the region of poor manipulability
between s = [0.6, 1]. But this is usually not feasible in an online scenario with conventional
global optimization strategies.

The computational advantage of our strategy, as seen in Figure 3.5, allows the computation
of such a map with e.g. a resolution of 100 steps in both parameters, s and λ, in under 5 ms.
In combination with an online trajectory generator directly on SE(3) e.g. Chapter 2, this
qualifies our task space manipulability approach to be used for predictive online manipulability
optimization e.g. with a receding horizon.
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Figure 3.11: Null-space manipulability over a parameter trajectory. The left image shows an exem-
plary start p(s = 0) and end configuration p(s = 1). The right contour plot shows the manip-
ulability µ(p,λ) of the full null-space. Red lines mark the limits λmax

i (p, qmax) of the admissible
null-space region. The numbers refer to the invoking joint i. Blue circles mark desired λdes(s = 0)
and λdes(s = 1), and the blue line marks the trajectory that locally optimizes µ.

3.6 Chapter Conclusion

Today’s demand for adaptive and reactive robot behavior requires to sustain agility of a kine-
matic structure at all times. While manipulability is a common metric in robot research to
quantify the capabilities of a robot at a given joint configuration, the robot task is directly
defined in end-effector poses, that allow for multiple possible solutions. Unlike common met-
rics, which do not include the robot IK, a task space manipulability formulation is required to
directly map an end-effector pose together with its null-space solution onto the manipulability
metric.

To achieve reactive robot behavior, optimization of the null-space at given poses must be
performed online. In general, this requires efficient evaluation of a large number of config-
urations, especially in the case of redundant robots. In this chapter we developed a new
closed-form approach for calculating manipulability directly from task space poses, for a re-
dundant 7-DOF S-R-S serial robot kinematics. A novel parametrization of the task- and
null-space leads to concise IK as well as admissible parameter mappings, which show sym-
metry in the structures of their individual expressions. Analysis of the resulting task space
manipulability further revealed that the majority of end-effector poses do not have a unique,
manipulability maximizing null-space solution. We thus argue that local optimization of the
manipulability measure is not sufficient. A global optimization at high sampling frequencies,
however, is not feasible with current approaches in literature. The entire composition of the
task space manipulability map proposed in this chapter allows for efficient array operations
that can be exploited in vector-optimized programming languages as well as GPU comput-
ing. Consequently, the simultaneous computation of a large number of poses in real-time is
made possible. Our method, therefore, enables global online optimization of manipulability
for single poses and even full SE(3) trajectories.

Combining our task space manipulability approach with online planners opens an interesting
field of predictive redundancy resolution for global manipulability optimization. This idea
is further elaborated in the next chapter. Future work will focus on further application
development of our framework.
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“Science can amuse and fascinate us all, but it is
engineering that changes the world.”

— Isaac Asimov (1920–1992)

4
Globally Optimal Online Redundancy

Resolution for Serial 7-DOF Kinematics
Along End-Effector Trajectories

This chapter was previously published in [HW21].

Redundant robots offer the possibility of improving agility, compared to their non-redundant
counterparts, by exploiting the additional kinematic DOFs to increase a measure called ma-
nipulability. While it is common to maximize the manipulability measure during redundancy
resolution locally, global optimization of a full trajectory is usually computationally too ex-
pensive and thus only considered for offline procedures in current literature. However, local
maximization is prone to be sub-optimal and at times even fails at preserving agility of a robot
that ought to be reactive. In this chapter we build upon our previous contributions on online
trajectory generation on SE(3) and closed-form task space manipulability of a 7-DOF serial
robot, and combine it with graph search techniques for global optimization. This enables,
for the first time, online trajectory generation with globally optimal redundancy resolution
regarding manipulability, to maintain agility in reactive robot behavior.

4.1 Introduction

We argued in Chapter 2 that for safety- and human comfort aspects in HRC scenarios, it
is necessary to generate trajectories online and directly for the end-effector movement in the
SE(3) rather than in joint space. While the proposed OTG on SE(3) is independent of a
potential robot kinematics guiding the end-effector, a mapping onto joint trajectories that are
eventually executed is inevitable. Continuing our focus on the reaction capacity of the robot,
we developed analytic closed-form expressions for the most commonly used articulated 6- and
7-DOF serial robot kinematics in Chapter 3. Although redundant kinematics have the poten-
tial of improving the movement capability of a robot, an effective exploitation of this potential
relies on a proper redundancy resolution strategy. It is common practice to therefore solve
the redundancy by maximizing metrics such as Yoshikawa’s manipulability measure [Yos85b].

71



4 Globally Optimal Online Redundancy Resolution

Figure 4.1: Straight line end-effector movement with change in orientation from start (red) to goal
configuration (green), with equitemporal in-between configurations of the globally optimal null-space
solution trajectory indicated by the color gradient.

Based on our previous work on an OTG on SE(3) and closed-form expressions for Yoshikawa’s
manipulability measure directly in the same SE(3) task space, cf. chapters 2 and 3, this chap-
ter exploits the computational efficiency of these methods to enable – for the first time in
literature – an online capable redundancy resolution method for globally optimal solutions
w.r.t. manipulability along an end-effector trajectory, cf. Figure 4.1 for an illustration.

4.1.1 Related Work

In this brief literature review, we highlight common strategies for local as well as global opti-
mization of different criteria. While the initial research interest from the late 80s till mid 90s
yielded in various analytic-centered methods, the last 10 years show a revival with a focus on
computationally demanding optimization-based strategies.

Local Pose Optimization Redundancy resolution in general is traditionally treated as a
control problem on either velocity or acceleration level, with the correct forward kinematics
being the main objective and different performance measures as sub-goals. Khatib [Kha87]
proposed a prominent framework for torque-based redundancy resolution. He uses an inertia-
weighted pseudoinverse of the Jacobian matrix, which dynamically decouples the task space
from the null-space motions. A torque optimizing redundancy resolution strategy was pre-
sented by Hollerbach and Suh [HS87]. They compare the unweighted as well as torque-range-
weighted null-space acceleration vector algorithms with an inertia-weighted pseudoinverse
algorithm, and point out that these null-space based kinetic algorithms yield smaller torques
locally, but tend to be unstable for longer trajectories. However, they also mention that
even the kinematics pseudoinverse-based method shows instabilities on rare occasions. Sci-
avicco and Siciliano [SS88] proposed a task space augmentation approach instead. However,
this strategy introduces algorithmic singularities in addition to the always present kinematic
singularities. They occur whenever an augmented constraint task conflicts with the main
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end-effector task. An extensive review of early works on local redundancy resolution through
local optimization before 1989, was published by Nenchev [Nen89]. Chiaverini [Chi97] pro-
posed a singularity-robust task-priority redundancy resolution technique, that can also handle
the above mentioned algorithmic singularities. A comparison of different task space control
strategies with redundancy resolution in an experimental setup, was conducted by Nakan-
ishi et al. [NCM+05].

Because manipulability measures itself are highly nonlinear functions, locally optimizing such
criterion results often in merely local optima. In Chapter 3 we showed that in the case of a
serial 7-DOF kinematics, up to 4 local optima are possible and only 20 % of all possible joint
configurations admit a unique optimum.

Global Pose Optimization Hauser and Emmons [HE18] developed an algorithm that ap-
plies a sampling-based approximation technique using probabilistic roadmaps, to approximate
a pseudo-inverse map for global redundancy resolution. The resulting inverse map assigns a
unique joint configuration to every end-effector pose in task space, and thus leads to cyclic
solutions, which are of special interest in industrial contexts. This term refers to solutions that
guarantee the same joint configurations for repeated cyclic motions, sometimes also referred
to as conservative motion. Jin et al. [JLLL17] reformulated the nonlinear local manipulabil-
ity optimization problem as a convex quadratic program, and apply a dual neural network
framework to solve it online.

But only globally optimizing the current pose w.r.t. the manipulability measure may be not
sufficient, e.g. for cases where null-space configurations along an end-effector trajectory vio-
late given constraints. In such cases, if the global optima jumps into a region without valid
transition or in the worst case inevitably leads to a kinematic singularity, it is necessary to
utilize a prediction of the emerging situation in the null-space and consider the full trajectory
for optimization. Only then is it possible to initiate a necessary transition with foresight.

Global Trajectory Optimization Nakamura and Hanafusa [NH87] applied Pontryagin’s
maximum principle to solve redundancy w.r.t. a general performance index of the integral
type, and reduce the computation to a minimal value search problem in a space of as many
dimensions as the degrees of redundancy for kinematics, and twice the dimension if dynamics
are considered. Kazerounian and Wang [KW88] formally showed by using calculus of varia-
tions, that a local minimization of the joint accelerations causes a global minimization of joint
velocities. Consequently, this results in the same joint trajectories as the approach [NH87],
but admits simpler expressions and is more suitable for physical interpretations as well as nu-
merical and symbolic manipulations. An approach tailored to cyclic solutions, was proposed
by Choi et al. [CWC92]. None of these global optimization approaches, however, considers
manipulability in the optimization criteria for retaining the capability of the robot kinematics
to react to unforeseen events.

More recently in literature, some authors also suggested to tackle the global trajectory op-
timization problem by discretized approximations, to overcome the limitations of analytic
formulations. Because the latter typically result in two-point boundary value problems that
are complex to solve. While some early works already considered dynamic programming
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for trajectory generation [SM86, SL87], more recent literature showed increasing interest in
this technique again. Guigue et al. [GALH10] demonstrated that dynamic programming
inspired approaches bring more flexibility and easily allow for multiple objective functions,
guaranteeing Pareto-optimality. Dolgui and Pashkevich [DP09] use graph search for off-line
programming of laser cutting robotic systems. They also explicitly incorporate verification
of velocity and acceleration constraints. Another graph search approach was proposed by
Gao et al. [GPC17]. They apply spline-based post-processing to generate motions of a redun-
dant system for fiber placement in automated manufacturing of composite-based components.
Ferrentino and Chiacchio [FC20] give a topological analysis of the problem and formulate a
multi-grid search algorithm that even allows for kinematics reconfiguration of the manipulator
in the solution trajectories. Unfortunately, this kind of discretized global optimizations are
usually computationally very demanding and are thus not suitable for an OTG scenario where
response time is safety-critical.

The current literature does not offer an online-capable approach for exploiting kinematic
redundancy for global optimization of a manipulability measure along a trajectory.

4.1.2 Contribution

In this chapter we propose a framework that provides globally optimal redundancy resolution
trajectories for a 7-DOF robot, based on full trajectories of the end-effector provided in the
SE(3) task space. For the first time, this all is achieved at 50 Hz under practically realistic
parameters, including the end-effector trajectory generation, and thus qualifies our approach
for online application. We further outline how the strategy can be incorporated in an overall
SE(3) OTG architecture for reactive robot behavior.

4.2 Problem Description

Given are a current end-effector state xcur and a desired goal state xdes, both consisting of
state tuples

x := (z, ż) (4.1)

containing the end-effector pose z ∈ SE(3) and velocities ż ∈ R6, together with a prediction
time horizon T pred ∈ R+. An OTG is applied to generate a time trajectory of the end-effector
pose z(t), that drives the end-effector from xcur to xdes. Consider a serial 7-DOF robot
kinematics (as illustrated in Figure 4.1) is used to drive the end-effector toward the goal
state. It is parametrized in the joint angles q ∈ R7. The remaining 1D null-space of the
redundant robot kinematics is parametrized via the arm angle λ ∈ [−π, +π], i.e. the rotation
angle of the elbow (joint 4) from an upright position in the xz-plane for λ = 0, around the
axis pointing from the shoulder (joint 2) to the wrist (joint 6). See Section 3.3.2 for a detailed
explanation of this parametrization.

To retain maximal agility for reactive robot behavior along z(t), a solution for the arm
angle trajectory λ(t) has to be found, that globally optimizes the manipulability measure µ
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from [Yos85b] in terms of the cost function

min
λ(t)

∫ Tpred

0
µ
(
z(t),λ(t)

)
dt, (4.2)

subject to the set of constraints

C := {COTG, qmax, ωmax
λ } (4.3)

containing OTG-specific limits as well as limits for robot joint values qmax and the maximal
angular velocity of the arm angle ωmax

λ :=
(

dλ
dt

)max
. For reactive robot behavior it is further

required, that the algorithm shows online capability.

4.3 Approach

The approach is split up into three distinct parts, as listed in Algorithm 4.1:

1. Given a current and desired state in task space, together with the prediction horizon
T pred, an end-effector state trajectory x(t) is predicted for 0 ≤ t ≤ T pred.

2. At Nt ∈ N+ equi-temporal discrete poses z, the manipulability index µ(z,λ) is eval-
uated for Nλ ∈ N+ equi-distant solutions of the null-space. A resulting null-space
manipulability grid of size Nt ×Nλ is depicted in Figure 4.2.

3. This discrete grid is eventually translated to a graph structure, which forms the basis
for the globally optimal redundancy resolution.

While for the first two steps we build on the results of chapters 2 and 3 on the OTG and the
efficient manipulability map respectively, the third part applies globally optimal graph search
techniques. In the following, first all three steps are discussed in detail and eventually we
present a framework to integrate the approach in an overall SE(3) OTG architecture.

Algorithm 4.1: Resolve redundancy along a SE(3) end-effector trajectory
1 Function resolveRedundancy

Data : xcur, λcur, xdes, T pred, ∆t, Nλ, C
Result : λpred(t)

2 xpred (t) ← predictTrajectory (xcur, xdes, T pred, ∆t, C) ; // cf. Algorithm 4.2
3 M ← createManipulapilityMap (xpred(t), Nλ) ; // cf. Algorithm 4.3
4 λpred(t) ← findGlobalOptimum (M, λcur, Nλ, ∆t, C) ; // cf. Algorithm 4.4

4.3.1 SE(3) Trajectory Generation

A fast OTG is key to enable reactive robot behavior that is capable of adapting to unforeseen
events e.g. detected by its sensors. Especially for safety-related aspects, this requires reactions
within a single control cycle at typically 1 kHz. While any fast OTG can be used in this
first module, we employ our OTG from Chapter 2 that delivers a reactive increment of the
end-effector state within 20 µs. To generate full end-effector trajectories, the OTG is applied
iteratively with constant step size ∆t, until the trajectory reaches the given prediction horizon
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T pred. Both of these temporal parameters are user-defined and determine the maximal number
of discrete time steps

Nt := T pred

∆t
+ 1. (4.4)

A listing of the approach is given in Algorithm 4.2. Note that while the OTG is expected to
react within 1 ms, the manipulability map is guaranteed to be smooth along any singularity-
free trajectory x(t). This allows for the redundancy resolution to run on a slower sampling
rate than the OTG in an online application.

Algorithm 4.2: Predict end-effector trajectory on SE(3) with magnitude constraints
1 Function predictTrajectory

Data : xcur, xdes, T pred, ∆t, C
Result : xpred(t)

2 t ← 0;
3 xpred(t) ← xcur;
4 repeat
5 t ← t+∆t;
6 xpred(t) ← OTG (xpred(t), xdes, ∆t, C) ; // cf. Chapter 2
7 until t ≥ T pred;

4.3.2 Manipulability Map

Given a full SE(3) state trajectory x(t) = (z(t), ż(t)) of the end-effector, the efficient closed-
form task space manipulability formulations from Chapter 3 are applied to evaluate the ma-
nipulability measure

(z,λ)→ µ, SE(3)× R 7→ R+ (4.5)

at Nλ equidistant arm angles λ, to form the discrete manipulability map M of grid size
Nt ×Nλ.

Taking advantage of the analytic FK and IK formulations of the mappings

FK : q → (z,λ), R7 7→ SE(3)× R (4.6a)
IK : (z,λ)→ q, SE(3)× R 7→ R7 (4.6b)

from Section 3.3 additionally enables efficient adjustment of the discrete M to account for
joint limits in the robot configurations.

This is achieved by modifying the manipulability values inM according to

µ̄(z,λ) :=
(
1− p(z,λ)

)
µ(z,λ) (4.7)

with the penalty function

p(z,λ) :=
{
∞ for dmax(z,λ) ≤ 0
e−d

max(z,λ)σ else ,
(4.8a)
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Figure 4.2: Null-space manipulability map before (left) and after (right) incorporating joint limits and
applying penalization (4.8). White areas mark invalid configurations, and the red lines correspond
to joint limits w.r.t. the noted joint number.

accounting for the joint limit distance function

dmax(z,λ) := min
(
qmax − |IK(z,λ)|

)
. (4.8b)

A shaping factor of σ = 30, as used in our implementation, leads to a negligible influence for
dmax > 10°. This modification invalidates joint limit violating configurations as well penalizes
the ones close to such a limit. Figure 4.2 illustrates a penalization of the manipulability map
and Algorithm 4.3 lists the essential steps.

Note that the exact analytical definitions of the applied functions µ and IK are fully derived
in Section 3.3 and allow for simultaneous vectorized evaluation of the entire grid, which in
comparison to iterative evaluation showed a computational performance boost by a factor of
25 and is thus essential for online capable performance.

Algorithm 4.3: Create manipulability map from SE(3) trajectory
1 Function createManipulapilityMap

Data : xpred(t), Nλ
Result : M

2 M ← µ(xpred(t), Nλ) ; // cf. Chapter 3
3 P ← calculatePenalty(M, C) ; // cf. (4.8)
4 M ← applyPenalty(M, P) ; // cf. (4.7)

4.3.3 Global Optimization

This third module of the approach builds the core part for solving the stated problem of
Section 4.2. The fact that we steadily advance in time along the manipulability map natu-
rally results in a directed acyclic graph (DAG) with weighted edges deduced from the given
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manipulability map. From a practical point of view, the start configuration and thus the
end-effector pose and null-space arm angle of the robot are assumed to be known. The exact
arm angle at the end of the prediction horizon, on the contrary, is an open degree of freedom
for the problem at hand. Treating the manipulability measures at the grid points as distances,
interprets the problem at hand as a search for the shortest path with single source and mul-
tiple destinations in the classical sense of path planning. This allows to apply graph search
techniques for solving the redundancy resolution problem, which guarantee a global optimum
of the solution. We first outline the translation from a manipulability grid to a graph object,
followed by a discussion of applying the actual shortest-path strategy.

4.3.3.1 Create Graph from Map

Given is a discrete grid M, that holds the manipulability measures µ of a set of null-space
arm angle parameters λ over a discrete trajectory in time t. In order to apply graph search
algorithms,M is converted to a weighted graph G := (V ,E), defined by the set of vertices V
and the set of edges E := (u, v) ∈ V 2 with an assigned positive weight w(e) : E 7→ R.

The set of points on the discrete Nt×Nλ gridM is interpreted as the set of vertices V , while
the edges e ∈ E reflect possible trajectory segments of the arm angle. Therefore, the resulting
in- and out-degree of the graph, i.e. the maximal number of in- and outgoing edges of each
vertex, are

degin(G) := 1 (4.9)
degout(G) := 2∆λ+ 1, (4.10)

where degout(G) directly reflects the maximal angular velocity of the robot elbow ωmax
λ through

∆λ := floor
(
ωmax
λ

Nλ

2π ∆t
)

(4.11)

and consequently defines the set of edges as

E := {(u, v)|v = u(t+ 1,λ±∆λ), (u, v) ∈ V 2,∆λ ∈ N+}. (4.12)

In case of ∆λ = 0, the ratio of time and null-space discretizations is not compatible and
needs adjustment of the user-parameters in algorithms 4.2 and 4.3, to either slow down the
trajectory or allow a higher resolution of the arm angles inM.

With the focus of the presented approach being the computation performance, the according
weights of the edges w(e) are chosen to directly correspond to the manipulability at the out-
going vertices u. Because graph search algorithms are traditionally designed to find shortest
paths, , we define the weights as however

w(e) := max(M)−M(u) + ε (4.13)

with max(M) being the maximal manipulability value in the grid M. An arbitrary offset
ε ∈ R+ assures w > 0, as some graph search algorithms reserve w = 0 to indicate invalid
edges.

Figure 4.3 illustrates the translation from manipulation map to manipulation graph for a low
resolution example.
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4.3 Approach

Figure 4.3: Illustration of the graph G (right) built from the gridM (left). Note that for demonstra-
tion purposes a low temporal as well as spatial resolution with ∆t = 1 s and Nλ = 7 is chosen. The
resulting number of outgoing edges of each vertex is 3 for the case ωmax

λ = 1.

4.3.3.2 Find Shortest Path

Once a graph is created, we can draw on a large body of readily available standard graph
search algorithms to solve a classical path planning problem.

For offline trajectory generation, the starting as well as end vertices of the path search might
be only limited to the corresponding time horizon, resulting in multiple source and multi-
ple destination problems. To find the generally best trajectory for both these cases, all-pair
algorithms such as Floyd-Warshall [Flo62] or Johnson’s [Joh77] can be employed. These algo-
rithms deliver shortest paths for every start-end pair, and thus allow to simply select the best
solution among the valid candidates. As a special case of these problems, the initially men-
tioned cyclic solutions, are often of interest especially in industrial contexts. Cyclic solutions
can be found by directly selecting the best solution that also fulfills λ(t = 0) = λ(t = T pred).

In online scenarios, on the other hand, the starting vertex of the path search is determined
as the one nearest to the current arm angle λ(t = 0). The arm angle at the end of the path
prediction λ(t = T pred) in general stays arbitrary. This results in a single source and multiple
destination problem with Nλ possible end vertices for the graph search, i.e. all vertices of
the last time layer. Prominent algorithms to solve this category of problems are Dijkstra’s
algorithm [Dij59], with time complexity O(|V | log(|V |) + |E|) in modern implementations,
or the slower but more general Bellman-Ford algorithm [Bel58] that also allows for negative
edge weights at O(|V | |E|), which are not present in our graph setup though. The operator
|·| in this notation, refers to the number of elements in a set. Popular extensions of Dijk-
stra’s original algorithm with heuristic-guided search, e.g. A∗ [HNR68], do often improve
performance of the graph search, see [NKH12] for an algorithm comparison. However, the
main heuristic for a search direction in 2D-path planning is in our case clearly given – by the
physical requirement of forwarding in time – and already encoded in the directed edges E
of the graph. Note that Dijkstra’s algorithm is strongly inspired by Bellman’s Principle of
Optimality, which is the foundation for Dynamic Programming [Bel52]. Both, conceptually
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OTG
cf. Chapter 2

Redundancy
Resolution Scheduler

IK
cf. Chapter 3 Robot

FK
cf. Chapter 3
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Figure 4.4: Block diagram of an online trajectory generation architecture incorporating the presented
redundancy resolution method. The set C contains all algorithm-specific constraints and p represents
the set of algorithm parameters {Nλ,∆t, T pred}. All blue elements refer to a typical robot control
loop sampling time of e.g.1 kHz, while the presented redundancy resolution runs at slower sampling
rate of e.g. 50 Hz, forwarding predicted trajectories to a scheduler.

and technically, it constitutes a dynamic programming successive approximation procedure
par excellence, as discussed in [Sni06]. Modern implementations of Dijkstra’s algorithm usu-
ally allow direct definition of such multiple end points and are thus ideal candidates for our
framework. There is, however, another approach that is especially tailored to DAGs, which
employs topological sorting before searching the graph and can be implemented in linear time
complexity O(|V |+ |E|) [CLRS09].

Algorithm 4.4 summarizes the discussed strategy for finding the globally optimal trajectory
w.r.t. manipulability.

Algorithm 4.4: Find global optimum for redundancy resolution
1 Function findGlobalOptimum

Data : M, λcur, Nλ, ∆t, C
Result : λpred(t)

2 G ← createManipulapilityGraph (M, Nλ, ∆t, C) ;
3 λpred(t) ← findShortestPath (G, λcur) ; // from [Gle20] using ’DAG’ algorithm

4 Function createManipulapilityGraph
Data : M, Nλ, ∆t, C
Result : G

5 ∆λ ← floor
(
ωmax
λ

Nλ
2π ∆t

)
; // cf. (4.11)

6 G ← pairVertices(M, ∆λ) ; // cf. (4.12)
7 G ← assignWeights(M) ; // cf. (4.13)

4.3.4 Overall OTG Architecture

In this last part of the section, we outline how the presented redundancy resolution strategy is
embedded in an overall online trajectory generation architecture. A block diagram is depicted
in Figure 4.4, consisting of the OTG directly in SE(3) task space Chapter 2, FK and IK
mappings from Chapter 3, and the presented redundancy resolution approach applying the
same OTG for its prediction. The redundancy resolution block completes the task space
parametrization z with an arm angle λ, to select a specific solution in the null-space of the
redundant 7-DOF robot.
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4.4 Results

Figure 4.5: Local vs global optimization. The left plot shows the manipulability map. While the
locally optimizing strategy (blue) follows the optima at λ(t) < 0 right towards a wrist singularity at
t = 2.8 s, the globally optimal solution (pink) avoids this predicted issue by tolerating sub-optimal
configurations in the first 1.5 s. Note that the active ωmax

λ prevents reaching the local optima along
the optimum at λ(t) > 0. The corresponding manipulability metrics of both trajectories are shown
on the right.

While the OTG ensures reactive behavior of the robot within a single iteration cycle of typi-
cally 1 ms, the presented redundancy resolution approach is computationally more demanding
and thus runs at a slower sampling frequency of e.g. 20 ms. To handle this discrepancy, a
scheduler is used, which receives the predicted discrete trajectory λpred(t) from the redun-
dancy resolution. It then interpolates the trajectory at the sampling frequency of the robot
control loop and rolls out the scheduled trajectory until the new prediction is available.

Note that potential joint velocity limit violations that might occur from the commanding joint
trajectory after mapping (zk+1,λk+1) 7→ qk+1, can be handled within the OTG by linear time
scaling of the end-effector pose trajectory z(t) as described in Section 2.4.3. Using the IK
expressions developed in Section 3.3, the time scaling factor in the OTG can be evaluated
analytically, without jeopardizing its hard real-time quality.

4.4 Results

To evaluate the performance of our approach, we first compare it to common local optimization
of the manipulability measure, followed by a test for online capability and a time complexity
analysis to highlight the influence of the algorithm parameters.

4.4.1 Local vs. Globally Optimal Redundancy Resolution

Unlike conventional local optimizations of the manipulability measure, our approach is capa-
ble of transitioning between local optima in the manipulability map, or in critical cases can
predict and avoid locally optimal trajectories that inevitably result in singularities. Figure 4.5
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4 Globally Optimal Online Redundancy Resolution

illustrates how in such a scenario, global optimization with trajectory prediction outperforms
optimization techniques that solely use local information. Start and end poses together with
the globally optimal trajectory of this example correspond to the 3D visualization in Fig-
ure 4.1, the used parameters are given in Table 4.1.

4.4.2 Time Complexity Analysis

The time complexity of the proposed algorithm parts can be stated in terms of the number of
times steps Nt for the trajectory generation algorithm (Algorithm 4.2), and the total number
of Vertices and Edges in case of the actual redundancy resolution (Algorithm 4.3 and 4.4).
While the number of vertices

|V | = NtNλ (4.14)

is given by the grid size of M, the total amount of edges depends on the number of out-
going edges degout(G) per vertex. Considering the definitions (4.9) and (4.11) to compute
degout(G), reveals that the number of edges does not depend on the resulting resolution of
the time discretization, but solely on its prediction horizon

|E| = N2
λω

max
λ T pred. (4.15)

An overview of the time complexity analysis w.r.t. to user-defined algorithm parameters
is given in Table 4.1. It shows that the redundancy resolution, apart from the trajectory
prediction, is dominated by the number of evaluated arm angles Nλ.

4.4.3 Run-time Example

Besides the efficient iterative trajectory generation in Algorithm 4.2, all steps are available
in analytical closed-form expressions, and thus allow for array operation in vector-optimized
programming languages. Note that array operation is also called vectorization in e.g. Mat-
lab. It refers to the exploitation of SIMD instructions of modern CPUs and allows to operate
on multiple data points simultaneously. We exploit this technique in the current Matlab
implementation for the creation and operation on the manipulability gridM (Algorithm 4.3),
via serialization of all evaluation points into matrix form[

z0 · · · zNt z0 · · · zNt · · ·
λ1 · · · λ1 λ2 · · · λ2 · · ·

]
, (4.16)

as well as for the creation of the graph G in Algorithm 4.4, represented in adjacency matrix
form. For finding the shortest path in the graph, we apply the Matlab package Matlab-
BGL [Gle20], which essentially is a Matlab wrapper for the very efficient C++ Boost Graph
Library (BGL). Additionally, the presented algorithms are auto-compiled to C++ code with
Matlab Coder™. The numbers listed in Table 4.1 were evaluated in Matlab R2020a on
an AMD Ryzen 5 PRO 3500U CPU @2.1 GHz and 14 GB RAM, using the Matlab utility
function timeit. While a single OTG iteration is calculated in under 20 µs, generating a
full prediction as discussed in Section 4.3.1 takes 2 ms. EvaluatingM from Section 4.3.2 for
the full trajectory prediction and discarding invalid configurations, takes 7 ms for |V | = 9000
evaluation points. See Section 3.4.2 for a detailed run-time analysis of this particular step.
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4.4 Results

Redundancy Resolution Parameters p
Sampling time ∆t 0.1 s

Prediction horizon T pred 5 s
Null-space discretization Nλ 180(

Resulting time discretization Nt = Tpred

∆t 50
)

Redundancy Resolution Constraints C
Arm angle velocity limit ωmax

λ 1 rad
s

Joint angle limits qmax
i [170, 120, · · · , 170]> deg

s
End-Effector Trajectory Constraints (cf. Chapter 2)

Translational velocity vmax 0.5 m
s

Translational acceleration amax 1 m
s2

Angular velocity ωmax 0.5 rad
s

Angular acceleration αmax 1 rad
s2

Algorithm Analysis w.r.t. parameters
Function Complexity Runtime

predictTrajectory O(Nt) 2 ms
createManipulapilityMap O(NtNλ) 7 ms

createManipulapilityGraph O(N2
λω

max
λ T pred) 6 ms

findShortestPath O(NtNλ +N2
λω

max
λ T pred) 1 ms

Table 4.1: Run-time analysis of the redundancy resolution algorithm

Finding the globally optimal trajectory along the |E| = 112 500 edges of G takes about the
same amount of computation time for this particular set of parameters. However, the short-
est path itself is found in only 1 ms. Due to the simple structure of the graph, the choice
of algorithm i.e. Dijkstra or the topological sorting for DAGs, does not show a significant
difference in run-time.

4.4.4 Comparison to Offline Approaches

The online capability of our approach allows application in a closed-loop architecture (cf.
Figure 4.4). The advantage over existing offline approaches for global trajectory optimization
is analog to that of model predictive control (MPC) over open-loop optimal control. In
particular it is the capability to adapt to deviations from the prediction due to unmodeled
behavior or unforeseen events.
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4 Globally Optimal Online Redundancy Resolution

4.5 Chapter Conclusion

A method for globally optimal redundancy resolution of the null-space along an end-effector
pose trajectory on SE(3) was presented. This was achieved by exploiting the results of our
previous publications on a robot platform agnostic online trajectory generation and the effi-
cient evaluations of a task space manipulability map with all associated kinematics mappings
for a serial 7-DOF robot. Although approaches to find globally optimal trajectories in this
context are usually computationally very expensive, our approach possesses online capabili-
ties. This allows to escape null-space solutions of merely local manipulability optima as well
as avoiding kinematic singularities by searching the entire null-space along a full trajectory
prediction. The result is an online capable framework, that generates intuitive end-effector
trajectories directly on SE(3) and resolves the redundancy in a globally optimal fashion w.r.t.
manipulability, to ensure safety-critical reactive robot behavior.
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Part II

Elastic Dynamics
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Nomenclature of Part II

This chapter follows the convention of using lowercase bold variables for vectors and uppercase
bold variables for matrices. All non-bold variables are scalars. Further, subscript annotations
are reserved for index notation of multi-dimensional variables as well as expressing partial
derivatives, whereas superscript annotations are part of the variable specification. Also note
that we omit explicit listing of function parameters whenever it is clear from the context, to
not unnecessarily clutter the notation. A list of the most frequently used variables in this
work is given.

Beam Parameters

A area of cross section surface

E Young’s modulus

G shear modulus

L total length

ρ density

c constant scaling factor of the PDE c := EI
ρA

Vectors

êi base vector of the inertial coordinate system with i ∈ [1, 3]

ĝi base vector of the coordinate system along the deformed beam i ∈ [1, 3]

f force vector

κ curvature with respect to ĝi
m moment vector

r vector from the origin to a point on the deformed beam

Superscripts

‖(·) parallel component

⊥(·) perpendicular component

(·)ext external quantity

(·)inertia quantity due to inertia

(·)internal internal quantity

Modelling Variables

ϕ curve tangent angle between deformed ĝ1 and undeformed beam axis ê1

l beam parameter along beam axis with range [0,L]

t time

x first component of location vector along ê1
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Nomenclature of Part II

y second component of location vector along ê2

ε axial tension parameter ε := ‖(r)l‖2 − 1

Edef potential/kinetic/external/total Energy with def ∈ {pot, kin, ext, total} resp.

Finite Element Description

λ local length parameter with range [0, 1]

ψi global orthogonal basis functions in FEM description

ξi Hermite local basis functions in FEM description

N number of elements

Ne Node with range e ∈ [0,N ]

e element number with range [1,N ]

Operators

(·)x partial differentiation of function w.r.t. beam parameter x, i.e. ∂(·)
∂x

(·)ijkl partial differentiation of function w.r.t. parameters i, j, k, l, i.e. ∂4(·)
∂i∂j∂k∂l

δ(·) variation of function, e.g. δϕ

‖(·)‖2 Euclidean norm
√∑

i
(·)2

i

(·) ◦ (·) Hadamard or element-wise product
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“Natura non facit saltum or, Nature does not make
leaps. . . If you assume continuity, you can open
the well-stocked mathematical toolkit of continuous
functions and differential equations, the saws and
hammers of engineering and physics for the past two
centuries (and the foreseeable future).”
— Benoit B. Mandelbrot, in ‘The (Mis)behavior of

Markets’ (2004)

5
A Concise and Geometrically Exact Planar
Beam Model for Arbitrarily Large Elastic

Deformation Dynamics
This chapter was previously published in [HWB21]

The potential of large elastic deformations in control applications, e.g. robotic manipulation, is
not yet fully exploited, especially in dynamic contexts. Mainly because essential geometrically
exact continuum models that are necessary to express these arbitrarily large deformation
dynamics, typically result in a set of nonlinear, coupled, partial differential equations that are
unsuited for control applications. Due to this lack of appropriate models, current approaches
that try to exploit elastic properties are limited to either small deflection assumptions or
quasi-static considerations only. To promote further exploration of this exciting research field
of large elastic deflection control, we propose a geometrically exact, but yet concise beam
model for a planar, shear- and torsion-free case without elongation. The model is derived
by reducing the general geometrically exact 3D Simo-Reissner beam model to this special
case, where the assumption of inextensibility allows expressing the couple of planar Cartesian
parameters in terms of the curve tangent angle of the beam center line alone. We further
elaborate on how the necessary coupling between position-related boundary conditions (i.e.
clamped and hinged ends) and the tangent angle parametrization of the beam model can be
incorporated in a finite element method formulation, and verify all derived expressions by
comparison to analytic initial value solutions and an energy analysis of a dynamic simulation
result. The presented beam model opens the possibility of designing online feedback control
structures for accessing the full potential, that elasticity in planar beam dynamics has to
offer.
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5 A Concise and Geometrically Exact Planar Beam Model for Arbitrarily Large Elastic
Deformation Dynamics

5.1 Introduction

Dynamic robotic manipulation of highly deformable objects is still a rarely considered field
in literature, due to a lack of appropriate dynamic models. Elastic objects in robotic ma-
nipulation are usually either considered only quasi-statically [BM14], or dynamically under
the assumption of small deflections which in return results in applications where elasticity
is often treated as undesired property that needs to be avoided or compensated [Tav15].
There are some approaches that suggest exploiting elasticity instead, e.g. in terms of safety
[BT04, HLF+09], payload estimation [MSB15], or energy storage [TK07, HKAS11]. Some
authors exploit elasticity also for quasi-static manipulation [McC00], or even to design new
strategies for dynamic manipulation, e.g. [PSSB14] or [PP18]. Nonetheless, we propose that
elastic dynamics have even more potential that can be exploited when large deflections are
considered.

Models that allow taking advantage of such arbitrarily large deformations, need to fulfill two
main criteria. They have to

1. describe the dynamics geometrically exact, i.e. independently of the magnitude of de-
formation

2. be concise and simple enough to allow the design of online feedback control

However, such models are not yet available in literature. In this chapter, we start filling this
gap for the case of a planar elastic beam undergoing pure bending, by proposing a single-
dimensional dynamic continuum model.

5.1.1 Related Work

Large deflection dynamics are typically treated with one of two approaches – discretized
approximations using a FEM, or continuum models expressed as PDEs. The FEM-based
descriptions, for which recent literature such as [Dur13] reaches real-time capable control, are
limited to quasi-static deformable structures, as the computational cost of FEM descriptions
for true dynamic large deformation online feedback control is still out of reach. Whereas the
geometrically exact continuum models result in multi-variate and highly coupled nonlinear
PDE systems and control approaches are thus limited to oscillation damping [Ito01, HT12].
Unlike existing control methods for linear beam models [KSS06, KSSB06], the literature
body on theory of nonlinear PDE systems is still too limited in its applicability for the
complex expressions arising in these mechanical system models [PA09]. From a control point
of view, however, it is well known that continuum models, unlike discretized approximations,
do not face so-called spillover phenomena that can lead to instabilities due to unmodeled
high frequency dynamics [MB83]. For these reasons, as a first contribution towards filling
the discussed gap in literature, this chapter proposes a geometrically exact model of planar
Euler-Bernoulli beam dynamics for arbitrarily large deflections, that admits a surprisingly
concise PDE formulation.

Although there are special purpose models for large deflection models, such as bullwhip dy-
namics [BHT58, MG03], or dynamics of a fly fishing line [Spo86], we are interested in more
general beam dynamics, that admit rope and cable dynamics as a special case of very low
elastic stiffness. A vast literature body exists on 1D analytic beam theories alone. Therefore,
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5.1 Introduction

Beam Model PDEs Lateral
Bending

Rotary
Inertia

Shear
Deformation

Axial
Torsion

Axial
Tension

geometrically
exact

Simo-Reissner six spatial 3 3 (3) 3

Kirchhoff-Love four spatial 7 7 (3) 3

Kirchhoff four spatial 7 7 (3) 7

this work one planar 7 7 7 7

linearized
Timoshenko two planar 3 3 7 7

Rayleigh one planar 3 7 7 7

Euler-Bernoulli one planar 7 7 7 7

Table 5.1: Comparison of this work to the most commonly used beam theories. While the proposed
model is limited to planar bending, it offers a geometrically exact description in a single-dimensional
equation.

because of the considerable computational advantage of 1D beam theories over 3D-continuum
mechanics theories, the latter will not be considered in this concise literature review. Starting
with the first mathematical treatment of static elasticity by Galileo already in 1638, Hooke’s
treatise of linear elasticity followed in 1678. The first precise definition of the elastica (a thin
strip of elastic material) problem was carried out by Jakob Bernoulli in 1691 [Ber91] and
he published its first solution in 1694 [Ber94]. His nephew Daniel Bernoulli [Ber42] did not
himself solve the problem, but he suggested Euler the use of variational analysis, who delivers
a closed-form solution of the elastica in 1744 [Eul44]. A more detailed and insightful mathe-
matical historical overview of the elastica can be found in [Lev08]. While Euler’s early work
already predicts slender beam deformations with astounding precision, many authors built on
this work to include further effects to account for more general conditions as well as geometries.
It is said that Rayleigh [Ray77] added rotary inertia effects in 1877, and Timoshenko [Tim21]
further enhanced the theory to account for shear effects. However, Elishakoff [Eli20] discusses
original authors and naming of linear beam theories. He e.g. mentions that Bresse [Bre59] al-
ready included rotary inertia effects in 1859 and thus before Rayleigh, though the works were
developed independently. Further, a beam theory including shear effects was originally pub-
lished in [Tim16], an earlier book in Russian language, where Timoshenko mentions to have
developed the theory together with P. Ehrenfest. Elishakoff therefore suggests the historically
justifiable name Bresse–Rayleigh–Timoshenko–Ehrenfest beam theory.

For large deflections, also referred to as finite strain, geometrically nonlinear models are
necessary. Kirchhoff’s work from 1859 [Kir59] is a spatial generalization of the Euler-Bernoulli
beam, and allows modelling of 3D deformations through bending and torsion. The theory was
later extended by Love [Lov92] to further account for axial tensions and is referred to as
Kirchhoff-Love beam theory. Reissner [Rei72] added further measures to Kirchhoffs theory,
accounting for shear deformations in planar curves and later for space curves in [Rei81].
Simo [Sim85] enhanced Reissner’s work in terms of approximations to what is nowadays
known as Simo-Reissner beam theory or geometrically exact beam theory. To complete the
overview it is also worth mentioning that reduced versions of these two well known theories
have been proposed, that neglect torsion modes, e.g. [MPW15] for the Kirchhoff-Love and
[RUC14] for the Simo-Reissner case. Meier et al. [MPW19] give a more in-depth overview
and analysis of these nonlinear beam theories. Table 5.1 shows how our proposed model fills
the current literature gap of a concise model for geometrically exact descriptions.
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5.1.2 Contribution

The main contribution of this chapter is twofold. We provide

- the first single-dimensional, geometrically exact, dynamic beam model

- a method for incorporating boundary conditions in a FEM formulation, for cases where
the FEMmodel has only descriptive variables of higher order derivatives than the bound-
ary condition itself

5.1.3 Outline

In Section 5.2 we derive the model via step-by-step reduction, starting from the general Simo-
Reissner beam theory, extracting first the Kirchhoff-Love beam theory, followed by special
case assumptions – isotropic, torsion-free, inextensible and planar bending. The translation
into a FEM description is explained in Section 5.3, including our proposal for incorporating
position-level boundary conditions into the tangent angle PDE system. This FEM description
is applied for the simulation verification in Section 5.4. The chapter is concluded in the final
Section 5.5.

5.2 Modelling

This section outlines the model derivation, starting from a general 3D theory. After reducing
the model by gradually introducing assumptions, we couple the Cartesian coordinates to
achieve an expression in a single PDE.

5.2.1 Model Reduction

The presented geometrically exact model for a planar Euler-Bernoulli beam, is found via
reduction of the general 3D Simo-Reissner beam theory. We gradually introduce further
assumptions to simplify the dynamic governing equations of the beam. Please note, that we
only define the individual components of the equations once necessary, to keep the derivation
clear and easy to follow. They are marked in color, to enhance readability. The resulting model
forms a special case of a planar Kirchhoff-Love Beam Theory parametrized solely in the curve
tangent angle, in analog to Euler’s elastica [Eul44]. A more in-detail analysis and discussion
of the general Simo-Reissner and Kirchhoff-Love beam theories, including the special cases of
isotropic cross-sections and torsion-free formulations can be found in [MPW19].

General Simo-Reissner Beam Theory The first theory that accounts for very general
3D beam deformations including spatial bending, torsion, axial tension and shear deforma-
tion, was published by [Sim85]. The consideration of shear effects make it an adequate theory
for thick rod dynamics. It is also been denoted geometrically exact beam theory, because
the description is consistent at the deformed state regardless of the magnitude of displace-
ments, rotations and strains, cf. [CJ99]. Simo himself also used the term finite strain beam
formulation.
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5.2 Modelling

Figure 5.1: Illustration of the used variables to describe beam deformation.

The strong form of the Simo-Reissner beam theory, cf. [Sim85], is a system of 6 coupled PDEs
and can be stated with the equilibrium equations(

f internal
)
l
+ f ext + f inertia = 0 (5.1a)(

minternal
)
l
+ (r)l × f

internal + mext + minertia = 0 (5.1b)

where the internal force f internal and moment vector minternal result form internal stresses
acting on the beam cross-section area at point r of the beam center line. The quantities f ext

and mext account for externally imposed forces, and f inertia and minertia are the components
due to inertia effects. The detailed constitutive equations that relate f internal and minternal to
the first Piola-Kirchhoff stress tensor, requires an introduction into 3D continuum mechanics
and is omitted in this work. Instead we point the interested reader to related text books such
as [Gur82], and define the expressions only after reduction to the specified special cases.

In the following, all objective deformation measures are chosen to be work-conjugated to the
material stress resultants in (5.1). We further assume a hyperelastic constitutive relation
between these kinetic and kinematic quantities.

Assumption: Vanishing Shear Strains (Kirchhoff-Love Beam Theory) Neglecting
shear deformations, and thus assuming that the cross-section is always perpendicular to the
center-line of the beam, the change in internal forces

(
f internal

)
l
can be split up into a parallel

component ‖
(
f internal

)
l
and ⊥

(
f internal

)
l
, a component perpendicular to the center-line.

Further, the moment balance (5.1b) reduces to the projection onto the center-line tangential
base vector ĝ1, cf. Figure 5.1 for an illustration. The Kirchhoff-Love beam equations are thus
given with

‖
(
f internal

)
l
+
(

(r)l
‖(r)l‖

2
2
×
((
minternal

)
l
+ mext + minertia

))
l︸ ︷︷ ︸

⊥(f internal)l

+f ext + f inertia = 0 (5.2a)

ĝ1
>
((
minternal

)
l
+ mext + minertia

)
= 0 (5.2b)

where (5.2b) is now a scalar expression and the beam model is thus reduced to 4 PDEs.

Assumption: Initially Straight and Isotropic If now an initially straight beam with
an isotropic cross-section is assumed for the hyperelastic beam, the components of (5.2) are
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given with

‖
(
f internal

)
l
+

 (r)l
‖(r)l‖

2
2
×
(
EI (κ)l︸ ︷︷ ︸

(minternal)l

+mext+minertia
)

l

+ f ext−ρA (r)tt︸ ︷︷ ︸
f inertia

= 0 (5.3a)

2GI (κ1)l +mext
1 − 2ρI (ω1)t = 0, (5.3b)

with the Young modulus E, inertia I, density ρ, cross section area A and the curvature
vector

κ := (r)l × (r)ll
‖(r)l‖

2
2

. (5.4)

The components κ1, mext
1 and ω1 in (5.3b) relate to the curvature, externally imposed moment

and angular velocity along the tangential direction of the beam.

Assumption: Torsion-Free Assuming pure bending and no torsional effects, the inertia
moment and thus the moment balance equation (5.3b) vanishes completely. Moreover only
the perpendicular component of the external moment affects the force balance equation

(EAεĝ1)l︸ ︷︷ ︸
‖(f internal)l

+
(

(r)l
‖(r)l‖

2
2
×
(
EI (κ)l + ⊥m

ext
))

l

+ f ext − ρA (r)tt = 0, (5.5)

with the axial tension parameter ε := ‖(r)l‖2 − 1, which considers that the relation∥∥∥∥∥∂rundef

∂l

∥∥∥∥∥
2

= 1 (5.6)

of the undeformed beam, does not in general hold for the deformed case∥∥∥∥∂r∂l
∥∥∥∥

2
6= 1 (5.7)

due to possible elongations in the beam structure.

Assumption: Inextensible Beam If it is assumed that the beam does not undergo axial
elongations, the gradient (5.7) does always equal 1. Hence, the axial tension parameter ε
evaluates to

ε(l) ≡
∥∥∥∥∂r∂l

∥∥∥∥
2
− 1 ≡ 0 (5.8a)

and thus ‖
(
f internal

)
l
vanishes. The beam model (5.5) consequently further simplifies to

(
(r)l ×

(
EI

(
(r)l × (r)ll

)
l
+ ⊥m

ext
))

l

+ f ext − ρA (r)tt = 0. (5.8b)
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However, unlike the previous assumptions that can be incorporated implicitly with an ade-
quate choice of parametrization variables, it is in general difficult to find such a set of variables
that fulfill the inextensibility constraint (5.8a) by construction. A common practice to enforce
the equality constraint (5.8a) on the simulation result in a weak sense, i.e. in an integral form
instead of point-wise, is by means of extending the weak form of the model equations (5.8b)
with a Lagrange multiplier potential, cf. [MPW19].

The following assumption of pure planar bending, however, does again permit a parametriza-
tion that fulfills this constraint directly in the strong sense, i.e. for every point along the
beam.

Assumption: Pure Planar Bending The last step in the model reduction, is the restric-
tion to pure planar bending. For the remainder of this section, we will switch to a component
wise notation in Cartesian coordinates. The beam model from (5.8b) reduces to two coupled
PDEs and is fully described by

− (x)l
(
EI

(
(x)l (y)ll − (y)l (x)ll

)
l
+ ⊥m

ext
z

)(y)l
(
EI

(
(x)l (y)ll − (y)l (x)ll

)
l
+ ⊥m

ext
z

) 
l

+
[
f ext
y

f ext
x

]
− ρA

[
y

x
]
tt

= 0, (5.9a)

and the additional inextensibility constraint∥∥∥∥∥
[
(y)l
(x)l

]∥∥∥∥∥
2
− 1 ≡ 0 (5.9b)

because the third row of the vector equation (5.8b) vanishes for the purely planar problem.
Thus the remaining external inputs are forces f ext in the xy-plane as well as the external
moment ⊥mext

z perpendicular to this plane.

With the curve tangent angle ϕ, defined as the angle between the tangent vector of the
deformed beam center-line ĝ1 and its undeformed counterpart ê1, the beam curvature (5.4)
can be expressed as

κplanar :=


(ϕ)l

0
0
 (5.10)

for the shear-free, planar, inextensible case. Further, it allows to state the geometric identities

(x)l ≡ cos (ϕ) (5.11a)
(y)l ≡ sin (ϕ) . (5.11b)

The planar beam model (5.9) can thus be stated as[
−cos (ϕ)

(
EI(ϕ)ll + ⊥m

ext
z

)sin (ϕ)
(
EI(ϕ)ll + ⊥m

ext
z

)]
l

+
[
f ext
y

f ext
x

]
− ρA

[
y
x
]
tt

= 0, (5.12)

a beam model in mixed form containing Cartesian coordinates as well as the curve tangent
angle as describing variables. In the remainder of this Section, (5.12) is the starting point to
first develop the static case followed by the general dynamic case, both entirely expressed in
the curve tangent angle.
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5.2.1.1 Static Beam Model Expressed in the Curve Tangent Angle

Only considering solutions in a static equilibrium, the Cartesian acceleration terms in (5.12)
vanish and [

− cos (ϕ)
(
EI (ϕ)ll + ⊥m

ext
z

)sin (ϕ)
(
EI (ϕ)ll + ⊥m

ext
z

)]
l

+
[
f ext
y

f ext
x

]
= 0 (5.13)

remains. By computing all derivatives,
sin (ϕ) (ϕ)l

(
EI (ϕ)ll + ⊥m

ext
z

)
− cos (ϕ)

(
EI (ϕ)lll +

(
⊥m

ext
z

)
l

)cos (ϕ) (ϕ)l
(
EI (ϕ)ll + ⊥m

ext
z

)
+ sin (ϕ)

(
EI (ϕ)lll +

(
⊥m

ext
z

)
l

) +


f ext
y

f ext
x

 = 0 (5.14)

and rotating the equations from their Cartesian xy coordinate system by ϕ around the z-axis,
by pre-multiplying (5.14) with the rotation matrix

Rz(ϕ) :=
[
− sin (ϕ) cos (ϕ)

cos (ϕ) sin (ϕ)
]

, (5.15)

allows extracting the components perpendicular ⊥ and parallel ‖ to the beam center line
− (ϕ)l

(
EI (ϕ)lll +

(
⊥m

ext
z

)
l

)(ϕ)l
(
EI (ϕ)ll + ⊥m

ext
z

)  +


⊥f

ext

‖f
ext = 0. (5.16)

The fact that no Cartesian xy parameter of the beam description remains but it is rather
described in the curve tangent angle cta alone, means that the geometric identities (5.11) and
hence the planar inextensibility constraint (5.9b) are now implicitly fulfilled by construction.
No further treatment such as Lagrangian multipliers are thus necessary, in contrast to the
above beam models (5.8b) and (5.9).
In case of an absent external force f ext, the static beam model (5.16) even admits a simple
analytic solution. If a non-trivial curvature (ϕ)l 6= 0 is assumed, (5.16) reduces to

(ϕ)ll = − 1
EI

⊥m
ext
z (5.17)

which can be integrated twice and yields a unique solution if boundary conditions are ap-
plied.

5.2.1.2 Dynamic Beam Model Expressed in the Curve Tangent Angle

To also fully state the dynamic planar beam model in terms of the curve tangent angle, the
Cartesian xy acceleration terms in (5.12) remain to be expressed in terms of the curve tangent
angle ϕ. This is achieved by differentiating the system of equations (5.12) w.r.t. the beam
parameter l. Assuming no buckling of the object, x and y have continuous derivatives and
thus Schwarz’s theorem allows changing the order of the derivations. Applying the geometric
identities (5.11) now also to the acceleration terms, leads to[

− cos (ϕ) (φ)ll
sin (ϕ) (φ)ll

]
ll

+
[
f ext
y

f ext
x

]
l

− ρA
[

sin (ϕ)
cos (ϕ)

]
tt

= 0 (5.18a)
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with the auxiliary variable

(φ)ll := EI (ϕ)ll + ⊥m
ext
z , (5.18b)

a PDE system entirely expressed in terms of the curve tangent angle ϕ. As for the static
case (5.16), the geometric identities fulfill the inextensibility constraint (5.9b) by construction,
thus no special consideration is necessary.
Expanding all partial derivatives and grouping the trigonometric terms, (5.18a) yields

sin (ϕ)
(
2 (ϕ)l (φ)lll + ρA (ϕ)2

t

)
+ cos (ϕ)

(
(ϕ)2

l (φ)ll − (φ)llll − ρA (ϕ)tt
)

+
(
f ext
y

)
l

cos (ϕ)
(
2 (ϕ)l (φ)lll + ρA (ϕ)2

t

)
− sin (ϕ)

(
(ϕ)2

l (φ)ll − (φ)llll − ρA (ϕ)tt
)

+
(
f ext
x

)
l

 = 0.

(5.19)

Similar to the static case, pre-multiplying the entire system with the rotation matrix Rz(ϕ)
from (5.15) again extracts the components parallel and perpendicular to the beam center line.
The only acceleration term (ϕ)tt, however, appears solely in the perpendicular direction

EI
(

(ϕ)2
l (ϕ)ll − (ϕ)llll

)
+
(

(ϕ)2
l ⊥m

ext
z −

(
⊥m

ext
z

)
ll

)
+
(
⊥f

ext
)
l
− ρA (ϕ)tt = 0 (5.20)

which in the case of no external inputs admits the very concise strong form

(ϕ)tt = c
(
(ϕ)2

l (ϕ)ll − (ϕ)llll
)

with c := EI

ρA
, (5.21)

as a single PDE governing the beam dynamics in a single parameter ϕ.

While this reduced model is relevant for PDE controller development, it is not directly ap-
plicable for use in simulations. We therefore present in the following section a respective
approximation with a system of ordinary differential equations (ODEs), in terms of a FEM
formulation.

5.3 FEM Formulation

In this section we outline the development of a FEM simulation procedure, starting from
the development of the weak form of the beam model (5.21), without considering external
forces. After transforming the integro-differential weak form into a system of nonlinear ODEs
of second order in time via a Bubnov-Galerkin approximation, a finite element discretization
leads to a simulation procedure.

5.3.1 Weak Form of Large Deformation in Curve Tangent Angle

The weak form of (5.21) is found by multiplying the equation with the test function δϕ, and
integrating over the beam length l = [0,L]

1
c

L∫
0

(ϕ)tt δϕdl =
L∫

0

(ϕ)2
l (ϕ)ll δϕdl −

L∫
0

(ϕ)llll δϕdl. (5.22)
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The use of colors is intended to help following the derivation. A sequence of integrations by
parts will lead to the final weak form. In a first intermediate step

L∫
0

(ϕ)2
l (ϕ)ll dl = (ϕ)3

l

∣∣∣∣L
0
−

L∫
0

2 (ϕ)2
l (ϕ)ll dl

allows to solve the integral

L∫
0

(ϕ)2
l (ϕ)ll dl = 1

3 (ϕ)3
l

∣∣∣∣L
0

.

Using this result, both colored terms in (5.22) result in

L∫
0

(
(ϕ)2

l (ϕ)ll
)
δϕdl = 1

3 (ϕ)3
l δϕ

∣∣∣∣L
0
− 1

3

L∫
0

(ϕ)3
l (δϕ)l dl (5.23a)

and
L∫

0

(ϕ)llll δϕdl = (ϕ)lll δϕ
∣∣∣∣L
0
−

L∫
0

(ϕ)lll (δϕ)l dl (5.23b)

= (ϕ)lll δϕ
∣∣∣∣L
0
− (ϕ)ll (δϕ)l

∣∣∣∣L
0

+
L∫

0

(ϕ)ll (δϕ)ll dl (5.23c)

which leads to the final dynamic equations in weak form

1
c

L∫
0

(ϕ)tt δϕdl =
[
− (ϕ)lllδϕ + (ϕ)ll(δϕ)l +1

3(ϕ)3
l δϕ

]L
0
−

L∫
0

(ϕ)ll (δϕ)ll+
1
3 (ϕ)3

l (δϕ)l dl

(5.24)

that builds the basis for the following FEM formulation. The function ϕ as well as the
variation δϕ have to be members of the Sobolev space H2, where

Hk :=
{
w | w ∈ L2, ∂w

∂x
∈ L2, . . . , ∂

kw

∂xk
∈ L2

}

with the function space of square integrable functions

L2 :=

w |
1∫

0

w2 dx <∞

 ,

such that they are twice continuously differentiable in l, cf. [Red13]. A common method to
choose candidates for ϕ and its variation δϕ is given by the Bubnov-Galerkin Approximation
and eventually leads to a system of ODEs.
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5.3.2 Bubnov-Galerkin Approximation

In the sense of the Bubnov-Galerkin method, the function ϕ as well as the test function δϕ
will be approximated by

ϕ(l, t) ≈ ϕh(l, t) =
n∑
i=1

aϕi (t)ψi(l) (5.25a)

δϕ(l, t) ≈ δϕh(l, t) =
n∑
j=1

bϕj (t)ψj(l) (5.25b)

using the same set of n weighted orthogonal spatial basis functions ψ1..n ∈ H2, together with
n time-dependent scaling coefficients aϕi for the approximation of the curve tangent angle,
and bϕj for the test function. The weak formulation (5.24) thus reads

1
c

∑
j

bϕj
∑
i

(aϕi )tt

L∫
0

ψiψjdl=
∑
j

bϕj

−∑
i

aϕi

 L∫
0

(ψi)ll(ψj)lldl+(ψi)lllψj
∣∣∣∣L
0
−(ψi)ll(ψj)l

∣∣∣∣L
0


−1

3

L∫
0

(∑
i

aϕi (ψi)l

)3

(ψj)ldl−
1
3

(∑
i

aϕi (ψi)l

)3

ψj

∣∣∣∣∣∣
L

0

. (5.26)

As the coefficients bϕj from the variation (5.25b) are arbitrary, the weak formulation results
in the system of n equations

∑
i

(aϕi )tt

L∫
0

ψiψj dl = c

−∑
i

aϕi

 L∫
0

(ψi)ll (ψj)ll dl + (ψi)lll ψj
∣∣∣∣L
0
− (ψi)ll (ψj)l

∣∣∣∣L
0


−1

3

 L∫
0

(∑
i

aϕi (ψi)l

)3

(ψj)l dl −
(∑

i

aϕi (ψi)l

)3

ψj

∣∣∣∣∣∣
L

0


 (5.27)

for j = [1,n]. Reorganizing the terms and using a matrix representation finally leads to

M (aϕ)tt = −c
(
Faϕ+1

3f
3(aϕ)

)
, (5.28a)

with the components wise definitions

Mji :=
L∫

0

ψiψj dl (5.28b)

Fji :=
L∫

0

(ψi)ll (ψj)ll dl + (ψi)lll ψj
∣∣∣∣L
0
− (ψi)ll (ψj)l

∣∣∣∣L
0

(5.28c)

f3
j (aϕ) :=

L∫
0

(∑
i

aϕi (ψi)l

)3

(ψj)l dl −
(∑

i

aϕi (ψi)l

)3

ψj

∣∣∣∣∣∣
L

0

. (5.28d)

Note the index order of the matrix component definitions Mji and Fji, that is important for
the vector notation in (5.28a). In the context of FEM formulations, a particular choice of
piecewise orthogonal basis functions ψ is used.

99



5 A Concise and Geometrically Exact Planar Beam Model for Arbitrarily Large Elastic
Deformation Dynamics

Figure 5.2: FEM nodes and elements. The local basis functions (5.29) of a unit element are shown
on the left. The right plot shows the assembly of N = 6 elements to an approximate curve tangent
profile ϕh. It further illustrates the role of the local element basis functions ξe1..4 scaled by function
values ϕ and (ϕ)l at the node locations N0..6.

5.3.3 Finite Element Discretization

The core idea of the FEM is to discretize the continuous body into a finite number of N
elements e ∈ [1,N ], connected at the N + 1 node locations N0..N , and choose a special set of
piecewise function elements ψ1..N that form the global spline approximation ϕh(l) of (5.25a).
For the weak formulation (5.24), the orthogonal basis functions need to be at least of class
H2, such that the integral containing second derivatives can be evaluated. In this work we
use, for demonstration purposes, the prominent choice of a Hermite cubic splines with cubic
elements ψ1..n, constructed by the Hermite local cubic polynomial basis functions


ξ4(λ)
ξ3(λ)
ξ2(λ)
ξ1(λ)

 :=


2 −3 0 1
1 −2 1 0
−2 3 0 0

1 −1 0 0



λ0
λ1
λ2
λ3 , λ ∈ [0, 1]. (5.29)

They have the special property, that those coefficients that build the spline element

ψe(λ) :=
[
ξe1(λ) ξe2(λ) ξe3(λ) ξe4(λ)

]
︸ ︷︷ ︸

=:ξ>e (λ)


(ϕ)l (Ne)
ϕ(Ne)

(ϕ)l (Ne−1)
ϕ(Ne−1)


︸ ︷︷ ︸

=:aϕe

(5.30)

directly correspond to the function value ϕ and its derivative (ϕ)l at the node locations Ne−1
and Ne. Figure 5.2 illustrates the interplay of the local element basis functions and the
function values at the node locations, to approximate the full curve tangent angle function.
Although the full dynamics are encoded in the resulting system of ODEs, what is missing for
a well-posed problem are the boundary conditions of a particular simulation case.
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5.3.4 Boundary Conditions Expressed in the Curve Tangent Angle

Incorporating the boundary conditions on the curve tangent angle ϕ and its derivatives follows
standard procedures, see e.g. [Hug12]. Because treating position-based boundary conditions
is not directly possible in the curve tangent angle beam model (5.21), this chapter focuses
on the development of a strategy to express boundary conditions in terms of higher order
derivatives only. Without loss of generality, we consider for our beam model a fixed end

x(l = 0, t) = 0 (5.31a)
y(l = 0, t) = 0 (5.31b)

and respectively its dynamic counterpart

(x)tt (l = 0, t) = 0 (5.32a)
(y)tt (l = 0, t) = 0. (5.32b)

Fixing an elastic beam in its position at one end, introduces point-wise reaction forces from
the mounting onto the beam in x and/or y direction. While these boundary conditions are
straight forward to be incorporated in a FEM formulation for a model in the parameters x and
y, e.g. (5.9a), the FEM description of the reduced model (5.28) directly acts on the tangent
angle function ϕ and its derivatives, thus not offering any parameter to incorporate position
boundary conditions. However, except for the a-priori known position at the boundary con-
dition itself, the curve tangent angle dynamics (5.21) do not require any position parameters
to govern the beam profile.
We thus propose to transform the position boundary condition at node N0, which cannot be
incorporated directly, into a dynamic boundary condition for the neighboring node N1 entirely
expressed in curve tangent coefficients aϕ. To define this substitutional boundary condition,
we first derive another FEM formulation for the beam model parametrized in Cartesian co-
ordinates (5.9a). Not considering external forces for simplicity, and recalling the geometric
identities (5.11), the beam equations (5.9a) reduce to[

(y)tt
(x)tt

]
= c

[
− cos (ϕ) (ϕ)ll

sin (ϕ) (ϕ)ll
]
l

. (5.33)

Formulating the weak forms and applying another integration by parts reads

1
c

L∫
0

(x)tt δxdl = −
L∫

0

sin (ϕ) (ϕ)ll (δx)l dl + sin (ϕ) (ϕ)ll δx
∣∣∣∣L
0

(5.34a)

1
c

L∫
0

(y)tt δy dl =
L∫

0

cos (ϕ) (ϕ)ll (δy)l dl − cos (ϕ) (ϕ)ll δy
∣∣∣∣L
0

(5.34b)

and the Bubnov-Galerkin approximation

x(t, l) ≈ x(t, l)h =
n∑
i=1

axi (t)ψi(l) δx(t, l) ≈ δx(t, l)h =
n∑
i=1

bxi (t)δψi(l) (5.35a)

y(t, l) ≈ y(t, l)h =
n∑
i=1

ayi (t)ψi(l) δy(t, l) ≈ δy(t, l)h =
n∑
i=1

byi (t)δψi(l) (5.35b)
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with the same set of orthogonal functions ψ, leads to the systems of equations

1
c
M (ax)tt = fx(ax) (5.36a)

1
c
M (ay)tt = fy(ay) (5.36b)

with the components

Mji =
L∫

0

ψjψi dl (5.37a)

fxj = −
L∫

0

sin (ϕ) (ϕ)ll (δψj)l dl (5.37b)

fyj =
L∫

0

cos (ϕ) (ϕ)ll (δψj)l dl. (5.37c)

Note that for both systems of equations in (5.36), the matrices M are the same as for the
FEM in the curve tangent angle ϕ from (5.28).
Again using Hermite cubic spline basis functions (5.30), the equations of interest in the two
systems of N equations (5.36) are the ones relating to the position basis function of N1, i.e.
j = 3:

1
c

∑
i

N2∫
N0

ψ3ψi dl (axi )tt = −
N2∫
N0

sin (ϕ) (ϕ)ll (ψ3)l dl (5.38a)

1
c

∑
i

N2∫
N0

ψ3ψi dl (ayi )tt =
N2∫
N0

cos (ϕ) (ϕ)ll (ψ3)l dl (5.38b)

As illustrated in Figure 5.2, this requires and integration from N0 until N2, to fully account
for all associated local basis functions and thus only involves the first six coefficients of the
acceleration vectors

(ax1..6)tt :=


(x)ltt (N2)
(x)tt (N2)
(x)ltt (N1)
(x)tt (N1)
(x)ltt (N0)
(x)tt (N0)

and (ay1..6)tt :=


(y)ltt (N2)
(y)tt (N2)
(y)ltt (N1)
(y)tt (N1)
(y)ltt (N0)
(y)tt (N0)

(5.39)

relating to the function values and first derivatives at the first three nodes. While the right
hand side of the FEM formulations (5.36) is already defined in the curve tangent angle ϕ,
what remains is to also rewrite coefficient vectors (ax1..6)tt and (ay1..6)tt in terms of ϕ instead
of x and y. Starting again from the geometric identities (x)l ≡ cos (ϕ) and (y)l ≡ sin (ϕ), the
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coefficients in (5.39) can be expressed as

(x)ltt (l, t) := − sin (ϕ(l, t)) (ϕ(l, t))tt − cos (ϕ(l, t)) (ϕ(l, t))2
t (5.40a)

(x)tt (l, t) := (x)tt (0, t)−
l∫

0

sin (ϕ(s, t)) (ϕ(s, t))tt ds−
l∫

0

cos (ϕ(s, t)) (ϕ(s, t))2
t ds (5.40b)

(y)ltt (l, t) := cos (ϕ(l, t)) (ϕ(l, t))tt ds − sin (ϕ(l, t)) (ϕ(l, t))2
t (5.40c)

(y)tt (l, t) := (y)tt (0, t)+
l∫

0

cos (ϕ(s, t)) (ϕ(s, t))tt ds−
l∫

0

sin (ϕ(s, t)) (ϕ(s, t))2
t ds (5.40d)

containing Volterra integrals with an upper limit l. Recalling the spline approximation ϕh

from (5.30) and using it for the acceleration terms

(ϕ)tt =
∑
e

(ψe)tt =
∑
e

ξ>e (aϕe )tt (5.41)

allows to express the entire FEM balance equations (5.38) in terms of ϕh with the additional
boundary values (x)tt (0, t) and (y)tt (0, t) which are, however, known a-priori from the position
boundary condition we are incorporating. Colors in (5.40a) group the acceleration-related
terms, that are used to assemble the left hand side of (5.38), and the components that form
the load vector i.e. the corresponding right hand side. Eventually, (5.38) can be evaluated
entirely in ϕ with the left-hand sides

M3,1..6
(
ax3,1..6

)
tt

=M3,1..6◦


−sin(ϕ(N2,t))(ξ2)>tt(λ=0,t)

−
N1∫
0

sin(ϕ(l,t))(ξ1)>tt(l,t)dl−
N2∫
N1

sin(ϕ(l,t))(ξ2)>tt(l−N1,t)dl

−sin(ϕ(N1,t))(ξ1)>tt(λ=0,t)

−
N1∫
0

sin(ϕ(l,t))(ξ0)>tt(l,t)ds

−sin(ϕ(N0,t))(ξ0)>tt(λ=0,t)

0


>

︸ ︷︷ ︸
=:Mx

3,1..6

(aϕ1..6)tt

(5.42a)

and

M3,1..6
(
ay3,1..6

)
tt

=M3,1..6◦


cos(ϕ(N2,t))(ξ2)>tt(λ=0,t)

N1∫
0

cos(ϕ(l,t))(ξ1)>tt(l,t)dl
N2∫
N1

cos(ϕ(l,t))(ξ2)>tt(l−N1,t)dl

cos(ϕ(N1,t))(ξ1)>tt(λ=0,t)

N1∫
0

cos(ϕ(l,t))(ξ0)>tt(l,t)dl

cos(ϕ(N0,t))(ξ0)>tt(λ=0,t)

0


>

︸ ︷︷ ︸
=:My

3,1..6

(aϕ1..6)tt

(5.42b)
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where ◦ denotes an element-wise product, considering the piecewise function element defini-
tions (ψe)tt from (5.30) and the local Hermite cubic base functions ξe(λ, t) expressed in the
global arc length coordinate ξe(l, t) := ξe(λ = l/N , t). Note that only the first six columns of
M affect the position value at N1, all remaining entries of the third row of M are thus zero.
The right hand side load value in x direction of N1 expressed in ϕ reads

fx3 (ϕ) := −
N2∫
N0

sin (ϕ) + M3,1..6


cos (ϕ(N2, t)) (ϕ)t (N2, t)2

N2∫
0

cos (ϕ(s, t)) (ϕ(s, t))2
t ds

cos (ϕ(N1, t)) (ϕ)t (N1, t)2

N1∫
0

cos (ϕ(s, t)) (ϕ(s, t))2
t ds

cos (ϕ(N0, t)) (ϕ)t (N0, t)2

− (x)tt (0, t)


(5.42c)

and the load value in y direction reads

fy3 (ϕ) :=
N2∫
N0

cos (ϕ) + M3,1..6


sin (ϕ(N2, t)) (ϕ)t (N2, t)2

N2∫
0

sin (ϕ(s, t)) (ϕ(s, t))2
t ds

sin (ϕ(N1, t)) (ϕ)t (N1, t)2

N1∫
0

sin (ϕ(s, t)) (ϕ(s, t))2
t ds

sin (ϕ(N0, t)) (ϕ)t (N0, t)2

− (y)tt (0, t)


. (5.42d)

These expressions are used to incorporate the position boundary conditions into the FEM
formulation of the curve tangent angle beam equation.

The resulting system of nonlinear ODEs is used to verify the proposed beam model as well
as the presented strategy for incorporating position boundary conditions.

5.4 Simulation Verification

The proposed beam model of Section 5.2 together with the method for incorporating boundary
conditions on lower-level derivatives than the descriptive variables of the FEM formulation
from Section 5.3.4, are verified in simulation. First, the developed FEM strategy is tested in
two different an initial value problems and demonstrated for different magnitudes of external
forces and momenta. The second part verifies a dynamic simulation in terms of energy con-
sistency of the beam profile. For both cases, we consider the case of a clamped end at l = 0
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and a free end at l = L. This is expressed in the boundary conditions

x(l = 0, t) = 0 (5.43a)
y(l = 0, t) = 0 (5.43b)
ϕ(l = 0, t) = 0 (5.43c)

(ϕ)λ (l = L, t) = 0 (5.43d)
(ϕ)λλ (l = L, t) = 0. (5.43e)

While the essential boundary condition (5.43c) and natural boundary conditions (5.43d)
and (5.43e) are directly considered in the FEM formulation with conventional techniques,
the conditions (5.43a) and (5.43b) are incorporated with the expressions developed in Sec-
tion 5.3.4. All simulations have been conducted in Matlab R2020a.

5.4.1 Initial Value Problem

The static solutions of the FEM formulation (5.28a) with external nodal forces fext

0 = −c
(
Faϕ+1

3f
3(aϕ) + fext

)
, (5.44)

are verified in two scenarios. First, the analytic solution of (5.17) is replicated with an external
moment at the free end, and in the second example an external nodal force f ext is applied
to the middle of the beam. The initial value problem for both cases is formulated as the
nonlinear least-squares problem

minaϕ

∥∥∥∥∥∥∥


fy3

fx3

−c
(
Faϕ+1

3f
3(aϕ) + fext

)
∥∥∥∥∥∥∥

2

2

, (5.45)

where the last two rows impose the boundary conditions (5.43a) and (5.43b) using the ex-
pressions from (5.42c) and (5.42d). The results shown, stem from Matlab’s nonlinear least-
squares solver lsqnonlin() for a nominal beam of L = 1 m and material parameter c = 1,
with a FEM discretization into 10 beam elements.

5.4.1.1 External Moment

Applying an external nodal moment at the free end of the beam, results in

(ϕ)ll = 0 (5.46)

and thus a constant curvature (ϕ)l along the entire beam, according to the analytic solu-
tion (5.17). This is also consistent with analytical solutions known in literature [Ant05].
To verify the proposed formulation with this test case, various external momenta propor-
tional to the material parameters ⊥mext

z (l = L) ∈ {0.5, 1, 2, 4}π/EI in N m are applied to
the free end of the nominal beam. They are incorporated directly as boundary condition
(ϕ)l (l = L) = ⊥m

ext
z , substituting (5.43d). The results are shown in Figure 5.3 and depict

segments of a perfect circle, due to the constant curvature (ϕ)l. While the (x)l and (y)l
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Figure 5.3: Results of the initial value problem, simulated in the beam tangent angle ϕ for different
external momenta at the free end l = L. The results of the actual initial value calculation of ϕ
profiles is shown on the left. Additionally, the middle and right columns show the resulting x and
y profiles (dashed lines). The large red dots, mark the imposed boundary conditions on the curve
tangent angle profile and their respective impact in x and y direction. Note that the x and y
profiles, as well as the 2D visualization on the top left, are evaluated during post-processing of the
actual simulation results in the curve tangent angle ϕ, applying the geometric identities (5.11) and
respective derivatives.

Figure 5.4: Results of the initial value problem, simulated in the beam tangent angle ϕ for different
external nodal forces at l = 0.5. The results of the actual initial value calculation of ϕ profiles is
shown on the left. A detailed explanation of the illustration is given in the caption of Figure 5.3.
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components show a FEM approximation of the cos (·) and sin (·) functions respectively, the
according angle ϕ is a purely linear function in this special case and thus can be approxi-
mated with arbitrary accuracy, even for a low number of elements. Note that the analytical
trigonometric solution is not visually distinguishable from the simulation result and thus not
shown in Figure 5.3.

5.4.1.2 External Force

This second example shows the beam deflection under different external nodal forces applied
to the middle node of the nominal beam f ext(l = L

2 ) ∈ {1, 10, 50, 100}N. Physically, this
expresses an external force perpendicular to the beam center line, cf. (5.20). Results are
depicted in Figure 5.4. While for the two smaller deflections the beam profiles in y direction
correspond to results of a common linearized Euler-Bernoulli Beam model, the geometrical
nonlinearities show full effect for the two larger deflection cases. Note that the initial curvature
at the clamped end l = 0, which is proportional to (ϕ)l, is the result of the imposed position
boundary condition discussed in Section 5.3.4. This verifies the effect of the proposed strategy
on the equilibrium configuration.

5.4.2 Dynamic Simulation

For the dynamic case, the FEM formulation (5.28a) is again extended by external nodal forces

M (aϕ)tt = −c
(
Faϕ + 1

3f
3(aϕ) + f ext

)
, (5.47)

which allows external perturbation of the system. Assuming that the initial beam configura-
tion ϕ(l, t = 0) complies with the boundary conditions (5.43), the expressions for (x)tt (l = 0, t)
and (y)tt (l = 0, t) as developed in Section 5.3.4 are imposed on the beam, using a Lagrangian
multipliers technique. The full system reads M (

BBC
)>

BBC 0


︸ ︷︷ ︸

MLag

[
λ

(aϕ)tt
]

= −c
[

gBC
Faϕ + 1

3f
3(aϕ) + f ext

]
, (5.48)

where the position boundary conditions from (5.42) are encoded in

BBC :=
[
Mx

3,1..6 0>
My

3,1..6 0>

]
and gBC :=

[
fy3

fx3
]

(5.49)

with the first 6 columns of BBC containing the components from (5.42a) and (5.42b). The
matrix MLag is invertible, and thus allows to solve for[

λ
(aϕ)tt

]
= −cM−1

Lag

[
gBC

Faϕ + 1
3f

3(aϕ) + f ext
]

. (5.50)

The resulting acceleration vector of curve tangent angle coefficients (aϕ)tt is then integrated to
simulate the time-varying trajectories. The results of Figure 5.4 are computed using Matlab’s
ode45 solver. In a post-processing step, the energy distribution in the beam is evaluated w.r.t.
time t.
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5.4.2.1 Energy Analysis

The dynamic simulation result is verified, by confirming energy consistency of the simulation
result. This is achieved by calculating the total energy

Etotal(t) = Epot(t) + Ekin(t) + Eext(t) (5.51)

consisting of the potential energy Epot, the kinetic energy Ekin and the externally injected
energy Eext. While the potential energy is directly proportional to the curvature of the beam
center line

Epot = 1
2

L∫
0

EI (ϕ)2
l dl, (5.52)

it can be directly evaluated from the simulation results. The kinetic energy

Ekin = 1
2

L∫
0

ρA
(
(x)2

t + (y)2
t

)
dl (5.53)

however, needs to be rewritten in terms of ϕ first. The geometric identities (x)l ≡ cos (ϕ) and
(y)l ≡ sin (ϕ) together with Schwarz’s theorem on changing the order of derivatives, again
allow to rewrite the Cartesian components at an arc length l of the beam center line, with
the Volterra integrals

(x)t = −
l∫

0

sin
(
ϕ(s, t)

)
(ϕ(s, t))t ds (5.54a)

(y)t =
l∫

0

cos
(
ϕ(s, t)

)
(ϕ(s, t))t ds (5.54b)

and thus the kinetic energy of the entire beam can be evaluated with

Ekin = 1
2

L∫
0

ρA


 l∫

0

sin
(
ϕ(s, t)

)
(ϕ(s, t))t ds

2

+

 l∫
0

cos
(
ϕ(s, t)

)
(ϕ(s, t))t ds

2 dl.

(5.55)

Note that the rotational component of the kinetic energy are not considered, due to the
Euler-Bernoulli assumption of slender beams.

5.4.2.2 Simulation Results

For the dynamic case, an initially unloaded beam with a normalized beam material parameter
c = 1 and unit length L = 1 m is perturbed by an external nodal force

f ext
(
l = L

2 , t
)

:=

fextmax sin
(

t
tmax

π
)2

for t < tmax

0 else
(5.56)
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Figure 5.5: Energy conservation during an FEM-simulation of the dynamic curve tangent angle model
in a clamped–free scenario, where an external torque applied to the center of an initially straight
beam for 0.5 s. The left plot shows the energy distribution. The right plot shows the energy along
the beam at a snapshot taken at t=1 s

again at the beam center, with a maximal unit force fextmax = 1 over a perturbation time of
tmax = 0.5 s. The result of the dynamic simulation with 10 beam elements is shown in Fig-
ure 5.5. While in the first 0.5 s energy is injected in the system via the external perturbation,
the resulting beam movement results in an energy exchange between kinetic and potential
along the beam, while conserving the total amount of energy in the system. Note that no
dissipative terms such as damping are considered in the simulated beam equations (5.21).
The right plot of Figure 5.5 shows the energy distribution within the entire beam at t = 1 s.
The accumulation of potential energy at the clamped site of the beam, again demonstrate the
effectiveness of the position boundary condition expressions Section 5.3.4.

5.5 Chapter Conclusion

A model for large planar deformation dynamics of Euler-Bernoulli beams was presented and
put into context with well known more general beam models. Literature does already offer
various models that account for arbitrarily large deformations, however, they typically result
in a system of coupled nonlinear PDEs expressions. Whereas the presented approach admits
a single-dimensional PDE in one variable, i.e. the curve tangent angle of the beam center
line, to describe planar beam dynamics under the common Euler-Bernoulli assumptions of
shear-free constant cross-sections.

While boundary conditions on the beam profile derivatives – which is sufficient for sliding
and/or free ends – can be directly encoded in a simulation algorithm of the curve tangent
angle beam model, there is no descriptive variable available to directly incorporate boundary
conditions on the beam position – needed for clamped and/or hinged ends. These cases are,
however, of course of highly practical relevance. To also address these cases, we additionally
outlined a novel method that allows incorporating boundary conditions in FEM formulations,
using solely descriptive variables of higher order derivatives. We apply this method to impose
position-based boundary conditions in the FEM formulation of the presented beam model,
but it is not limited to solely this use case. The strategy is verified in initial value problems,
where it replicates analytical solutions, and a time-variant FEM simulation, by evaluating
energy conservation. The presented beam model does not only reduce computational effort
due to the dimensional reduction to a single parameter, but the beam profiles are at the same
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time less complex in this curve tangent angle parametrization and thus require fewer elements
in the FEM description.

Although being nonlinear, the derived beam model provides a concise continuum model for
future control theory applications of large deformations, where other more complex model
descriptions are not appropriate for current model-based PDE controller development. The
model reduction process in this chapter, however, also outlines more general beam models
considering e.g. shearing, axial torsion, elongation and/or 3D spatial deformations. This
chapter is thus also a good source for extended beam models including these additional effects,
which might be relevant with the advancement of PDE controller development.
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“A common mistake that people make when trying to
design something completely foolproof is to underesti-
mate the ingenuity of complete fools.”
— Douglas Noel Adams, in ’Mostly Harmless’ (1992)

6
Conclusion and Outlook

Dynamic robot manipulation is the supreme discipline in robot manipulation research. It
has the capability of achieving additional levels of versatility in a robot manipulation skill
set. While this thesis does not contribute to the literature body of robot manipulation skills
directly, it addresses two distinct gaps in the literature. The first part comprises algorithms
for the generation of agile and reactive robot behavior in human–robot collaboration (HRC)
contexts. We addressed central components in this practically relevant problem and proposed
an approach to maximize agility of the robot kinematics, while generating end-effector tra-
jectories with proper consideration of human safety aspects w.r.t. the arising HRC standard
ISO/TS 15066. Apart from the actual execution of manipulation skills, the second part of
this thesis intends to break new ground for the research body on robot manipulation skills,
by proposing a new dynamic model of an elastic beam, that can reflect arbitrary large defor-
mation dynamics for the planar case.

6.1 Agile and Reactive Robot End-Effector Motions

The common approach for achieving a versatile set of robot behavior is to develop a library
of certain dynamic motion primitives that are then composed and scheduled by a higher-
level manipulation planner. One persistent problem, however, is the capability of the robot to
execute the necessary joint trajectories. In contrast to purely kinematic or static manipulation
skills, movements cannot simply be slowed down as needed, because the manipulation skills
typically exploit natural phenomena from environmental contact, friction, gravity, or elasticity.
Yet independent of the type of natural dynamics involved in a particular manipulation skill,
proposed approaches usually lack applicability in generic contexts. This especially holds true
for uncertain dynamic environments such as HRC scenarios where the safety of the human is
crucial. In this type of environment it is not predefined when and where in the robot workspace
a certain manipulation skill – and consequently a specific end-effector trajectory – is triggered.
While manipulation tasks are usually defined as the task space movements of the end-effector,
the actual execution of these trajectories with a robotic mechanism eventually requires a
mapping into joint space. Present kinematic and dynamic constraints may be further defined
in different contexts and need to be addressed simultaneously during online execution. This
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includes e.g. joint-specific constraints as well as user-defined dynamic constraints that are
ultimately dictated by HRC safety standards.

The online trajectory generator (OTG) treatment in Chapter 2 was conducted in a general
framework directly acting in the end-effector task space and is therefore to the greatest extend
independent of the particular robot kinematics at hand. Only the portion of the developed
algorithm that specifically incorporates constraints defined in joint space, considers the actual
robot kinematics in use. While there are plenty of approaches available for the translational
part of such an OTG, the main contribution stems from the treatment of the complementary
general 3D orientation and their mathematical peculiarities. After illustrating the trajectory
generation idea for the 3D translational case, we extended the strategy to 3D rotations and
derived expressions for the singularity-free unit quaternion as well as rotation matrix represen-
tations. Applying the Magnus expansion enables rigorous treatment of trajectory predictions
over arbitrary time horizons and results in real-time capable trajectory generation at under
10 µs, hence providing instantaneous reactions to unexpected events.
Furthermore, the nature of our approach naturally allows incorporating constraints directly on
the magnitude of physical quantities, thus independent of any coordinate systems. This makes
it especially interesting in HRC contexts. We showed how the algorithm can be extended with
new constraint definitions in a straight-forward manner, e.g. constraining direction-specific
velocities, the total velocity of specific points relative to the tool center point (TCP), total
velocity within a safety sphere at the TCP, robot joint velocity constraints, etc. Thus, our ap-
proach allows not only for very intuitive definitions of dynamic parameters for the OTG, but
directly allows to comply with the emerging HRC safety standards. Note that the strategy is
not limited to generate point-to-point (PTP)-movements but is capable of directly forwarding
trajectories whenever they comply with the postulated constraints. The approach is there-
fore directly compatible with higher-level manipulation planners that provide legible paths or
manipulation trajectories for the end-effector.

While the proposed OTG per se is robot-agnostic, a practical application in a HRC context
eventually introduces specific kinematics to execute the desired end-effector motions. How-
ever, the agility of a robot highly depends on the joint configuration of the kinematics and
can even result in total loss of maneuverability in the case of kinematic singularities. In
Chapter 3 we derived closed-form expressions to evaluate the classical manipulability metric
and corresponding joint limits directly from given task space parameters, for the two most
common 6-degrees of freedom (DOF) and 7-DOF serial kinematics. This is achieved by in-
troducing a new parameterization of the state- and null-space, that results in concise inverse
kinematics (IK) expressions. The closed-form expressions allow for array operation in vector-
optimized programming languages, which showed a performance increase of more than an
order of magnitude. For large numbers of configurations, i.e. more than 105 samples, utilizing
graphics processing unit (GPU) computing for massive vectorized evaluations pays off with
another order of magnitude increase in performance. An in-depth sensitivity analysis of the
manipulability metric w.r.t. task space configurations showed that as serial 7-DOF kinemat-
ics has the potential to outperform its 6-DOF counterpart, yet at the same time also admits
more joint configurations that result in poor manipulability. The benefit gained from the
extra DOF thus relies on a well-conceived utilization of the extra degree of freedom. Further,
it was shown that 80 % of the robot poses do not have a unique manipulability maximizing
null-space solution, but have up to 4 local optima. This highlights the importance of global
over merely local pose optimization. We demonstrated the utility of the developed efficient
closed-form expressions in this chapter, by applying it to static global optimization of robot
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placement w.r.t. a workspace envelope, as well as globally optimal redundancy resolution of
a given end-effector pose. The latter shows real-time capabilities at 0.25 ms for an angular
resolution of 1°.

The idea of extending the redundancy resolution strategy to entire task space trajectories, as
opposed to single independent poses, was further elaborated in Chapter 4. A discrete ma-
nipulability grid of null-space solutions over time steps can be evaluated in only a few ms of
computation time. It is thus not only useful for offline trajectory planning, but qualifies for
online capable redundancy resolution along full task space trajectories, to globally optimize
robot joint configurations w.r.t. the manipulability metric. The globally optimal trajectory is
found by translating the manipulability grid to a graph structure and applying conventional
graph search techniques. In combination with our task space OTG approach from Chap-
ter 2, we proposed a joint trajectory generation framework that does not only provide instant
reactions to unforeseen events, but predicts trajectories ahead of time to choose a globally op-
timal null-space solution that is capable of traversing between local optima and even avoiding
potential singularities. Practical parameters for the globally optimal redundancy resolution
strategy performs at 20 Hz and can be mixed with the task space OTG to generate IK joint
trajectories for typical 1 kHz control loops.

The developed framework can serve as an adaptive low-level joint resolution controller in
combination with a potential higher-level manipulation planner in task space. Consequently,
it allows the robot to stay maximally agile at all times, not only to preserve the capability of
executing manipulation skills, but also to provide safety-critical reaction abilities towards a
human co-worker.

6.2 Elastic Dynamics

Various approaches for exploiting natural dynamics from e.g. environmental contact, friction,
or gravity were proposed in the literature, but ideas for taking advantage of elasticity are still
limited to small deflections or quasi-static cases. One major reason being the complexity of
large deflection beam models, which is usually infeasible to handle for the still underdeveloped
field of partial differential equation (PDE) control.

We thus proposed a geometrically exact yet concise planar beam model for arbitrarily large
elastic deformation dynamics. The model was deduced by gradual reduction of the general
Simo-Reissner beam theory, for the special case of a planar, shear- and torsion-free beam
without axial elongation. Parametrizing the resulting system of PDEs in the curve tangent
angle, instead of Cartesian coordinates, led to a single-dimensional PDE that admits a very
concise form. This parametrization, however, comes at the cost of losing the ability to directly
incorporate position-related boundary conditions. Yet this severely limits the model to be
used in practical use cases. Therefore, the second contribution of this chapter proposes a
novel method to address the problem of incorporating boundary conditions in the weak sense,
e.g. in finite element method (FEM) formulations, whenever only descriptive variables of
higher order derivatives are available.

The proposed PDE model is not restricted to an application in dynamic manipulation, how-
ever, it offers a starting point for PDE controller development, due to its concise form and
energy-conserving nature without discrete approximations. This lays the foundation for the
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future development of dynamic manipulation skills that fully exploit internal elastic dynam-
ics.

6.3 Limitations and Future Directions

This last section of the thesis summarizes the current limitations of the presented approaches
and points out possible directions for future investigations.

The developed OTG from Chapter 2 inherently constrains velocity and acceleration-related
quantities as well as offers an interface to extend the set of constraints that requires consider-
ation. We layed out several ideas tailored for application in an HRC, and also demonstrated
how to incorporate joint velocity constraints in the algorithm. Especially for industrial ap-
plications, however, an extension to limit jerk in the task space trajectories, or perhaps even
a general solution for constraining the trajectory profiles up to an arbitrary order of deriva-
tives, is desirable. Furthermore, the demonstrated strategy for incorporating joint velocity
constraints cannot directly be extended to accelerations, due to occurring nonlinearities, and
needs further investigation.

The mappings involved in the task space manipulability developed in Chapter 3 result in very
well-performing expressions but are all carefully hand-crafted for the specific case of serial
7-DOF robot kinematics. It is not clear how the approach could be generalized to arbitrary
– or at least a larger group of – structures. Nonetheless, the discussed 7-DOF kinematic
structure, which includes the conventional 6-DOF as a special case, forms a substantial group
of robots in use. Besides the elaborated idea of using the task space manipulability expressions
for globally optimizing null-space trajectories, we also presented some examples for using the
result in static global pose optimization. Due to being of closed-form, the expressions allow to
analytically state their derivatives. Future research can take advantage of that, to elaborate
on further interesting optimization problems e.g. answering questions regarding robot design,
robot placement or end-effector attachment, and more.

The performance of the redundancy resolution approach from Chapter 4 primarily depends
on the prediction time horizon, as well as the resolution in time and null-space. Although a
practically relevant set of parameters showed already useful performance, there is potential
for improvement in terms of explicit incorporation of kinematic constraints. The number of
outgoing edges at each point, hence also the size of the graph, is only determined by the
maximal angular velocity in the null-space. This, however, does not directly consider possible
joint velocity violating trajectories. Although these kinds of violations are indirectly encoded
in the manipulability metric, the mentioned closed-form expressions for IK derivatives can
be used to prune respective edges in the graph. This directly incorporates joint velocity
constraints in the graph and is further expected to improve run-time due to the reduction of
the graph size.

The proposed model for elastic beam dynamics in Chapter 5 is a promising candidate for
exploration with PDE control theory. Once a control strategy for the presented beam model
is elaborated, the task model can be gradually refined by relaxing the introduced assumptions
accordingly. Yet there is a lot of work left until a practically relevant use case for a robot
manipulation setting is established.
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While this thesis contributes two particular aspects towards agile and reactive robot manipu-
lation in HRC, the objective in its entirety continuous to offer an abundance of exciting open
research challenges, reaching from perception to low-level control strategies.
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“A mathematician is a machine for turning coffee
into theorems.”

— Paul Erdős (1913–1996)

A
Remarks on the Online Trajectory

Generation Algorithm

A.1 Implementation Remarks

A.1.1 Matrix Logarithm

Although the exponential map, and thus the logarithmic map, are defined as an infinite
series

exp(R) :=
∞∑
n=0

Rn

n! (A.1)

in the case of R ∈ so3 such as [ω ]× there is a closed form solution

exp([ω ]×) := I + sin (‖ω‖2)
[ω ]×
‖ω‖2

+ (1− cos (‖ω‖2))
(

[ω ]×
‖ω‖2

)2

(A.2)

known as Rodrigues’ rotation formula [MLS94].

A.1.2 Quaternion Logarithm

The following used quaternion functions simplify for the use case in the presented Algorithm.
Using quaternions for describing rotations in SO(3), always results in unit quaternions i.e.
‖Q‖2 = 1. If a unit quaternion Q ∈ H is considered to have a scalar and a vector part
Q = (Qw,Qv) Similar to the closed form matrix expression above, the logarithm for a pure
quaternion, i.e. with zero scalar part, admits the concise closed form solution

exp(Q) :=
(

cos (‖Qv‖2) ,Qv sin
(
‖Qv‖2
‖Qv‖2

))
(A.3)

and the logarithm of a unit quaternion, i.e. ‖Q‖2 = 1, the logarithm simplifies to

log(Q) :=
(

0, φ

sin (φ)Qv

)
with φ = arctan 2(‖Qv‖2 ,Qw) (A.4)
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A Remarks on the Online Trajectory Generation Algorithm

A.2 Proof that M(α, t) in (2.33) has full rank

Proof. The symbolic calculation of the eigenvalues of M(α, t) leads to

eig(M(α, t)) =

 t

t− ‖α‖22
t5

240 + j ‖α‖2
t3

12
t− ‖α‖22

t5

240 − j ‖α‖2
t3

12

 (A.5)

which is guaranteed to be of full rank, as long as t 6= 0. The two contradicting conditions α
for rank deficiency are

‖α‖22
t5

240 = t (A.6)

‖α‖2
t3

12 = 0. (A.7)
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“If God had consulted me when He was creating the
world, I would have recommended a simpler system.”

— King Alfonso X of Castile (1221–1284)

B
Explicit Task Space Manipulability

Mappings

All developed algebraic relations are formulated in a concise enough manner to fully list them
in this appendix. Note that s(·) and c(·) refer to the sin (·) and cos (·) functions resp., to
enhance readability.

B.1 Manipulability

The full manipulability mapping M from Section 3.3.1 is given with µ(q) =
√

det
(
JT JT

>
)
.

Note that the Jacobian matrices are formulated w.r.t. the tool frame T at the end-effector.
The full symbolic expression for the determinant of the R6×6 matrix results in the trigono-
metric polynomial

µ(q)2 := 2rSE2 rEW
2
(
c (q4)2 − 1

) (

+ rSE
2 c (q5)2 c (q6)2

(
c (q2)2 + c (q4)2 − c (q2)2 c (q4)2 − 1

)
+ rEW

2 c (q2)2 c (q3)2
(
c (q4)2 + c (q6)2 − c (q4)2 c (q6)2 − 1

)
+
(
rSE

2 + 2 rSE rEW c (q4)
) (

c (q2)2 + c (q6)2 − c (q2)2c (q6)2 − 1
)

+
(
rSE

2 s (q4) s (q6) c (q4) c (q5) c (q6) + rSE rEW s (q4) s (q6) c (q5) c (q6)
) (

1− c (q2)2
)

+
( (

rSE rEW + rEW
2 c (q4)

)
s (q2) s (q4) c (q2) c (q3) +rEW 2 c (q2)2 −rEW 2

)(
1− c (q6)2

)
)

. (B.1)

Note that the manipulability measure µ does not depend on joints q1 nor q7. Further, the
link lengths rBS and rWT do not affect manipulability.
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B Explicit Task Space Manipulability Mappings

B.2 Inverse Kinematic Functions from (3.43)

q1(p,λ) := γref + atan2
(
− s (λ) s (θS) , s

(
βref

)
c (θS)− c

(
βref

)
c (λ) s (θS)

)
(B.2)

q2(p,λ) := acos
(

c
(
βref

)
c (θS) + c (λ) s

(
βref

)
s (θS)

)
(B.3)

q3(p,λ) := atan2
(

s
(
βref

)
s (λ) , c (λ) s

(
βref

)
c (θS)− c

(
βref

)
s (θS)

)
(B.4)

q4(p,λ) := π − acos
(
rEW

2

2 + rSE
2

2 − rref
2

2
rEW rSE

)
(B.5)

q5(p,λ) := atan2
(

s (γee − λ) s (βee) , s (βee) c (θW) c (γee − λ)− c (βee) s (θW)
)

(B.6)

q6(p,λ) := acos
(

c (βee) c (θW) + s (βee) s (θW) c (γee − λ)
)

(B.7)

q7(p,λ) := ψee + atan2
(
− s (γee − λ) s (θW) , s (βee) c (θW)− c (βee) s (θW) c (γee − λ)

)
(B.8)

B.3 Absolute Valued Inverse Kinematics Functions from
(3.55a)

|q1(p,λ)| := γref + acos

 s (βref) c (θS)− c (βref) c (λ) s (θS)√
1− (c (βref) c (θS) + c (λ) s (βref) s (θS))2

 (B.9)

|q2(p,λ)| := acos
(

c
(
βref

)
c (θS) + c (λ) s

(
βref

)
s (θS)

)
(B.10)

|q3(p,λ)| := π − acos

 c (βref) s (θS)− c (λ) s (βref) c (θS)√
1− (c (βref) c (θS) + c (λ) s (βref) s (θS))2

 (B.11)

|q4(p,λ)| := π − acos
(
rEW

2

2 + rSE
2

2 − rref
2

2
rEW rSE

)
(B.12)

|q5(p,λ)| := π − acos

 c (βee) s (θW)− s (βee) c (θW) c (γee − λ)√
1− (c (βee) c (θW) + s (βee) s (θW) c (γee − λ))2

 (B.13)

|q6(p,λ)| := acos
(

c (βee) c (θW) + s (βee) s (θW) c (γee − λ)
)

(B.14)

|q7(p,λ)| := ψee + acos

 s (βee) c (θW)− c (βee) s (θW) c (γee − la)√
1− (c (βee) c (θW) + s (βee) s (θW) c (γee − la))2

 (B.15)
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B.4 Admissible Null-Space Parameter Functions from (3.56)

B.4 Admissible Null-Space Parameter Functions from (3.56)

λmax
1 (θS, γref , βref , qmax) :=

±
(
π − acos

(√
s(θS)2−s(γref−qmax)2 s(βref)2+c(βref) s(βref) c(θS) s(θS)(1−c(γref−qmax)2)

|s(θS)| |c(γref−qmax)| s(θS)2 (s(γref−qmax)2 s(βref)2−1)

))
±
(

acos
(√

s(θS)2−s(γref−qmax)2 s(βref)2+c(βref) s(βref) c(θS) s(θS)(c(γref−qmax)2−1)
|s(θS)| |c(γref−qmax)| s(θS)2 (s(γref−qmax)2 s(βref)2−1)

))


(B.16)

λmax
2 (θS, βref , qmax) :=

{
± acos

(
c(qmax)−c(βref) c(θS)

s(βref) s(θS)

) }
(B.17)

λmax
3 (θS, βref , qmax) :=
±
(
π − acos

(√
−c(βref)2−c(qmax)2 c(θS)2+c(qmax)2+c(θS)2+c(βref) c(θS) s(θS)(1−c(qmax)2)

|c(qmax)| s(βref) (s(qmax)2 s(θS)2−1)

))
±
(

acos
(√

−c(βref)2−c(qmax)2 c(θS)2+c(qmax)2+c(θS)2+c(βref) c(θS) s(θS)(c(qmax)2−1)
|c(qmax)| s(βref) (s(qmax)2 s(θS)2−1)

))


(B.18)

λmax
5 (θW, βee, qmax) := γee − λmax

3 (θW, βee, qmax) (B.19)
λmax

6 (θW, βee, qmax) := γee − λmax
2 (θW, βee, qmax) (B.20)

λmax
7 (θW, γee, βee, qmax) := γee − λmax

1 (θW, γee, βee, qmax). (B.21)
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