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Abstract—In order to deliver the high data rates promised for 5G networks, mobile base stations need to be deployed in dense layouts. This results in increased inter-cell interference, which can be mitigated by leveraging centralized architectures in radio access networks. Nonetheless, centralizing all the processing requires prohibitively high link capacities for the fronthaul network connecting centralized and distributed units. In contrast, a static, partially-centralized architecture yields poor performance as it fails to adapt to instantaneous interference situations. In this work, we show that a dynamically centralized architecture enables drastic interference reductions even when using a very limited fronthaul network. We propose multiple algorithms to find the optimal centralized option and evaluate their performance on operator-grade hardware. In addition, owing to the dynamicity of the problem being solved, we provide a framework to decide on the best algorithm based on the trade-off between performance, cost, and adaptation time.

Index Terms—Dynamic, functional split, 5G, flexible, wireless networks and cellular networks, mathematical optimization, interference, centralization.

I. INTRODUCTION

Every new generation of mobile networks introduces novel technologies with the intention of providing services to new markets. For example, in 2G, the possibility to extend mobile communications beyond voice calls is introduced. In 3G, the focus is to provide high-speed mobile broadband access. The 4G architecture supports all-IP networking, point-to-multipoint connections and the broadcast of alarms [1], [2]. In 5G, a substantial share of the research attention goes towards low-latency and machine-type communications [3]. Nonetheless, a common objective for all mobile generations is to provide faster connectivity than that of the previous generation. Indeed, being able to provide high data rates (up to 1 Gb/s) is still the main selling feature of 5G [4].

There are three strategies to increase user data rates over the air interface: improving spectral efficiency, allocating new spectrum, or increasing cell density. The first method is the goal in the development of improved modulations, but physical limits hinder the achievement of drastic improvements [5]. The second method is exploited in the research towards enabling millimeter communication in 5G, but spectrum scarcity and bad propagation properties also pose important challenges [6]. Finally, the third method can be straightforwardly applied by mobile operators so as to increase received signal power and thus data rates. However, increasing cell density also increases interference, which may counter the benefits of higher signal power. As a consequence, interference-mitigation techniques and efficient network management are required to take advantage of dense deployments.

Numerous interference-mitigation techniques have been proposed over the years, such as interference coordination [7], successive interference-cancellation [8], or coordinated multi-point [9]. In addition, the emergence of network function virtualization (NFV) along with the development of faster optical networks and more affordable data centers has led to more efficient architectures for the 5G radio access network (RAN). One example is Cloud-RAN [10], in which all the processing of the base stations (also referred to as gNodeBs, or gNBs, in 5G) is centralized into a data center. This enables fast inter-gNB coordination to easily implement the aforementioned interference-mitigation techniques.

Nonetheless, it was soon noticed that a fully centralized architecture requires a high-capacity fronthaul network connecting the central data center with the remote antennas, which renders this architecture infeasible in many cases [10]. To overcome this issue, the concept of functional split is proposed [11]: instead of centralizing all the processing of a gNB, we select a subset of its functions to be deployed in a central unit (CU), whereas the remaining functions run at the distributed unit (DU). There are multiple functional splits options that feature different interference-mitigation capabilities and require different fronthaul capacities [12], [13]. Namely, the larger the number of centralized functions, the higher the required fronthaul capacity, but also the higher the effectiveness of interference-mitigation techniques, owing to the faster coordination between centralized gNB functions. Therefore, the functional split of each gNB can be tailored to the specific requirements of the network.

Previous work tackles the problem of statically selecting the optimal functional split of each gNB based on its average traffic patterns and resource usage. This provides better average performance than a uniform selection of the functional split, but it still results in poor performance when the experienced traffic deviates from its average value. In this work, we go one step beyond and propose to adapt the functional split dynamically, during runtime, in accordance with the interference experienced by the user equipments (UEs). We model the dynamic problem, propose multiple algorithms to address it, and show that a dynamic adaptation of the functional split is feasible, cost-efficient, and leads to substantial data rate enhancements. We also provide a simple strategy to trigger the change in the functional split.

The rest of this paper is structured as follows. In Sec-
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tation II we briefly present the related work on this topic. Section III describes the system model. In Section IV, we formulate the main problem and derive several approaches to solve it. Section V describes the experimental equipment and setup. In Section VI we present the experimental results. We evaluate the cost of a dynamic RAN in Section VII. Finally, Section VIII concludes the paper.

II. RELATED WORK

Previous research works about flexible functional splits can be divided into two categories: those dealing mainly with theoretical aspects and those focusing on the implementation. In the former category, [11] is one of the first works to propose that the functional split could be selected differently, yet statically, for each gNB based on the fronthaul limitations. The authors argue that function centralization is desirable to reduce interference and cost, but limited by the fronthaul capacity. A similar idea is explained further in [14], where a more complete framework is presented.

Building upon the same idea, in [15] the authors formulate the problem of selecting the optimal functional split for the deployment phase. Their objective is to minimize network and computing costs while centralizing as many functions as possible. In order to do estimate the required fronthaul capacity, the expected average traffic of each gNB is used. The authors of [16] face a similar problem with a different objective: minimizing traffic delay. In [17] the idea of dynamically changing the functional split is introduced with the intention of allocating new slices within a virtual RAN framework. Inter-cell interference reduction and fronthaul bandwidth minimization are the main objectives when selecting the functional split, although this selection is not updated once the slice is implemented. Finally, the authors of [18] present for the first time the idea of dynamically changing the functional split without stopping its operation or the network as a whole.

Regarding the implementation aspects, there are two main works that focus on realizing a flexible functional split. In [19], a comprehensive description of a platform supporting multiple functional splits is presented, although the capability of changing during runtime is not included. Conversely, in [20] the authors present a pioneer framework that enables changing the functional split of a gNB without stopping its operation or dropping packets. However, the motivation to trigger such a change is not studied. To the best of our knowledge, this is the first work addressing in detail the problem of reconfiguring the functional splits of all gNBs at runtime based on its experienced interference.

III. SYSTEM MODEL

In this section, we introduce the concepts required to formulate the dynamic functional split selection problem. We describe the network components, explain the considered functional split, and explain the adaptation framework.
functions, since the latency due to propagation, switching, and processing on the different units may prevent fast communication between coordinated functions. For example, in order to employ interference cancellation, gNBs need to generate, communicate, and apply the interference cancellation algorithm to their transmission slots in less than the duration of a 5G time slot [22], which can be as short as 62.5 µs when using high numerologies [23]. As result, each interference-mitigation technique requires a minimum centralization level to be applied, depending on which functions need to be centralized for the technique to operate properly. For instance, coordinated scheduling requires the centralization of the MAC layer [24], whereas joint transmission also requires the centralization of the physical layer [25].

Based on the analysis shown in [26], we model the effectiveness of an interference-mitigation technique between two gNBs as a constant factor multiplying their average received interference power. We relate each centralization level \( x \) with the interference-cancellation factor of the most effective interference-mitigation technique that is supported by means of function \( c(x) \). The codomain of function \( c(x) \) is \([0,1]\), that is, it ranges from 0 (full interference cancellation) to 1 (no interference cancellation).

Since centralization levels are defined incrementally along the function chain, the higher the centralization level \( x \), the lower its related interference-cancellation factor \( c(x) \). Moreover, an interference-mitigation technique can only be used by two gNBs if both of them are operating at the required centralization level or higher. As a consequence, the resulting interference-cancellation factor between gNBs \( g \) and \( g' \) is \( c(\min(x_g,x_{g'})) \), that is, the gNB with the lowest centralization level is the bottleneck to interference mitigation. Knowing this fact, we can compute the expected total interference power \( I_u \) experienced by UE \( u \) from all gNBs as:

\[
I_u(x) = \sum_{g=1}^{G} i_{u,g} \cdot c(\min(x_{h_u,g},x_g)),
\]

where \( i_{u,g} \) is the interference power received by UE \( u \) from gNB \( g \) and \( i_{u,h_u} = 0 \), as the UE is not interfered by its serving gNB. Note that \( I_u \) is the right value of the centralization vector \( x \), hence selecting the right values of \( x \) can be used to reduce overall interference.

2) Fronthaul network: The capacity required for a fronthaul link connecting the DU and CU of a gNB depends on its centralization level, that is, on its functional split. Namely, previous research has shown that high centralization levels, such as the Intra-PHY split or full centralization, require large link capacities (in the order of hundreds of Gb/s), whereas low centralization levels (such as the PDCP-RLC split) require capacities barely larger than the user data rate (in the order of a few Gb/s) [12], [13], [21].

Formally, we model the capacity required by gNB \( g \) with centralization level \( x_g \) as the function \( r(x_g) \). For the sake of simplicity, we assume that all gNBs offer the same maximum user data rate, hence \( r(x_g) \) does not depend explicitly on \( g \). If required, extending \( r(x_g) \) to include this dependency is straightforward.
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\caption{Scheme of the considered network, gNB functions, and functional splits.}
\end{figure}
Finally, we define $\Phi_e$ as the capacity of each fronthaul link $e \in E$. For each gNB $g$ producing a downlink flow between its DU and the CU, we denote by $f_g^e$ the fraction of this flow that is carried over link $e$. For notation convenience, we also define $F^e = [f_1^e, ..., f_G^e]$ $\forall g \in \{1, ..., G\}$ and $f = [f_1^1, ..., f_C^C]$ as the vectors of the flow generated by gNB $g$ and all flows, respectively.

C. Adaptation framework

We have shown in (1) that the centralization vector $x$ affects the interference experienced by all UEs in the network, thus being able to change it dynamically is desirable to adapt to varying UE traffic and mobility. Two components are required to implement a dynamically-adapting functional split on a real 5G implementation. First, we need a decision-making entity that continuously monitors the state of the network and selects the optimal functional split. Second, a migration platform is also required to realize changes in the functional split without stopping the operation of the network.

There are multiple strategies to construct the decision-making entity. For example, we could use reinforcement learning to derive a set of automatic action rules from the observed context to trigger a change in the functional split. In fact, related problems in the field of mobile networks have been tackled successfully with reinforcement learning [27]. Another option would be to employ dynamic evolutionary algorithms to continuously update a previously-selected centralization vector under a changing environment [28]. These methods are, nonetheless, metaheuristic approaches, whose effectiveness is not always close to optimal. Albeit these methods will be considered in future work, an optimal reference is needed in order to assess how effective any technique is. In this paper, we formulate the selection of the centralization vector as a non-linear optimization problem and propose efficient strategies to find near-optimal solutions. As a result, we assume that the decision-making entity works as follows. First, it receives periodic information regarding either the position of all active UEs, from which their received interference can be estimated, or a full report of this interference directly from the active UEs. Note that the former is already possible in 4G and 5G networks [29], whereas the latter can be extracted from CSI reports. Then, the decision-making entity periodically runs an adaptation algorithm and forward the potential decision to the migration platform. Note that, although not included in the theoretical approach, we can use stored solutions from the past as the starting point for computing the current solutions. This is allowed by modern MIP solvers in order to reduce the solving time.

Regarding the migration platform, we assume that there is an underlying technology that is able to change the functional split without stopping the network operation. Previous research has addressed the design of such platform. Indeed, the authors of [20] developed a dedicated framework that can change the functional split in less than 20 ms without packet losses. Alternatively, gNB functions can be implemented as virtual machines or containers, and off-the-shelf frameworks can be used to lively migrate them [30].

IV. Problem formulation

In this section, we present the problem of dynamically selecting the functional split and derive approximative reformulations and heuristics.

A. Proportionally-fair formulation

The objective of dynamically selecting the optimal functional split is to maximize the data rate of all users by minimizing interference. The data rate $\rho_u$ achieved by UE $u$ can be calculated as $\rho_u = B_u \eta_u$, where $B_u$ is the bandwidth allocated to UE $u$ and $\eta_u$ denotes its downlink spectral efficiency. We can use Shannon’s formula to estimate the latter as follows:

$$\eta_u(x) = \log_2 \left(1 + \frac{s_u}{\varsigma + I_u(x)}\right),$$

where $s_u$ is the signal power received by UE $u$ from its serving gNB $B_u$, $I_u(x)$ is the experienced interference as defined in (1), and $\varsigma$ is thermal noise power (assumed constant over all UEs). Using (2), we could formulate an optimization problem to find the centralization vector $x^*$ that maximizes the sum of user data rates:

$$x^* = \arg \max_{x \in X} \sum_u \rho_u,$$  \hspace{1cm} (3)

where $X$ is the set of vectors $x$ whose required link capacities are supported by the fronthaul network. However, problem (3) may lead to unfair situations, since data rates of users with good signal-to-interference-and-noise ratio (SINR) may be prioritized over those with poor SINRs. In order to prevent that, it is a better practice to maximize the sum of the logarithm of the data rates, which, as shown in [31], provides a proportionally-fair prioritization. Thus, we define the optimal centralization vector $x^*$ as:

$$x^* = \arg \max_{x \in X} \sum_{u=1}^{U} \log(\rho_u) = \arg \max_{x \in X} \sum_{u=1}^{U} \log(B_u \eta_u(x)) \hspace{1cm} (4)$$

$$= \arg \max_{x \in X} \sum_{u=1}^{U} \log(\eta_u(x)).$$ \hspace{1cm} (5)

Note that we can remove $B_u$ from the formulation since it does not depend on $x$. We refer to the problem of finding the centralization vector $x^*$ as defined in (5) as the Functional Split Selection Problem (FSSP).

This objective function in (5) is directly related to the geometric mean of the spectral efficiency over all UEs, which is defined as:

$$\overline{\eta}(x) \triangleq \left(\prod_{u=1}^{U} \eta_u\right)^{\frac{1}{U}} = \exp \left(\frac{1}{U} \sum_{u=1}^{U} \log(\eta_u(x))\right).$$ \hspace{1cm} (6)

Therefore, an equivalent definition of the optimal, proportionally-fair centralization vector is:

$$x^* = \arg \max_{x \in X} \overline{\eta}(x).$$ \hspace{1cm} (7)

This formulation allows us to use $\overline{\eta}(x)$ as performance indicator when comparing alternative solutions, as it is done in Sec. VI, where experimental results are shown.
From (2) and the definition of \( x' \) in (5), we can obtain an expression for the objective function of the FSSP. Regarding the constraints of the FSSP, it is clear that the validity of a solution \( x' \) is limited by the topology and capacity of the fronthaul network. In other words, a solution \( x' \) is valid if and only if there exists a vector of flows \( f' \) that satisfies the flow requirements for every gNB, as mentioned in Sec. III-B2, and can be implemented on the fronthaul network without exceeding the capacity of any link. As a result, we can formulate the FSSP as follows:

\[
\max_{x'f'} \sum_{u=1}^{U} \log \left( \frac{s_u}{\zeta + \sum_{g=1}^{G} i_{u,g} \cdot c(\min(x_{hu}, x_g))} \right), \tag{P0a}
\]

subject to

\[
\begin{align*}
\sum_{e \in \mathbb{E}^+(n)} f'_{ge} - \sum_{e \in \mathbb{E}^-(n)} f'_{ge} &= \begin{cases} 
0 & \forall n \in \mathbb{N} \setminus \{n_0, n_g\} \\
 r'(x_e) & \text{for } n = n_0 \\
 -r'(x_e) & \text{for } n = n_g
\end{cases} \quad \forall g \in \mathbb{G}, \tag{P0b} \\
\sum_{g=1}^{G} f'_{ge} &\leq \Phi_e \quad \forall e \in \mathbb{E}, \tag{P0c} \\
x' &\in \{1, \ldots, Q\}^G, \tag{P0e}
\end{align*}
\]

where \( G \triangleq \{1, \ldots, G\} \), \( \mathbb{E}^+(n) \) is the set of edges leaving node \( n \), \( \mathbb{E}^-(n) \) is the set of edges entering node \( n \), and

\[
\log(\xi) = \log(\log_2(1 + \xi)), \tag{8}
\]

is a shorthand function used for notational convenience. Constraint (P0b) is the flow conservation constraint, which ensures that the flow leaving the CU and entering the DU is \( r'(x_e) \) for each gNB \( g \). In addition, (P0c) enforces the link capacity constraint for each link \( e \).

The FSSP as formulated in (P0) is a mixed integer nonlinear problem (MINLP), which are, in general, NP-Hard. Moreover, the non-standard expression of the objective function (P0a) prevents the direct utilization of state-of-the-art techniques. In order to make it more tractable, we present two reformulations that simplify the problem structure at the expense of introducing additional variables.

We start with the following variable change, which allows us to replace the discrete functions \( r(\cdot) \) and \( c(\cdot) \) by polynomial expressions:

\[
x_g = \sum_{q=1}^{Q-1} y'^q_g, \tag{9}
\]

such that \( y'^q_g \in \{0, 1\} \) and \( y'^q_g \geq y'^q_q \) if and only if \( q \leq q' \). For compactness, we define \( y_g \triangleq [y'^1_g, \ldots, y'^{Q-1}_g] \) \( \forall g \in \mathbb{G} \) and \( y \triangleq [y_1, \ldots, y_G] \). The purpose of this variable change is to convert the integer variables \( x_g \) into binary variables in a particularly useful fashion. For instance, given \( x_g = 2 \) and \( Q = 4 \), then \( y_g = [1, 1, 0] \). Note that this is not the conventional manner of performing an integer-to-binary conversion in integer programming, which usually consists in the binary representation of the numbers from 0 to \( Q \) and thus requires \( \lfloor \log_2(Q) \rfloor \) new variables per original variable. Instead, conversion (9) requires \( Q-1 \) new variables, but this increment in the number of additional variables is very small (since \( Q \leq 8 \) in real deployments [12]), and it is compensated by its useful implications. Indeed, by using the variable change in (9), we can rewrite function \( c(\min(x_g, x'_k)) \) as:

\[
c(\min(x_g, x'_k)) = c(1) - \sum_{q=1}^{Q-1} \delta(q) y'^q_g y'^q_k, \tag{10}
\]

where \( \delta(q) = c(q-1) - c(q) \). As a result, we can reformulate the FSSP as:

\[
\max_{y'f'} \sum_{u=1}^{U} \log \left( \frac{s_u}{\zeta + \sum_{g=1}^{G} i_{u,g} \cdot \sum_{q=1}^{Q-1} \delta(q) y'^q_g y'^q_k} \right), \tag{P1a}
\]

subject to

\[
\begin{align*}
\sum_{e \in \mathbb{E}^+(n)} f'_{ge} - \sum_{e \in \mathbb{E}^-(n)} f'_{ge} &= \begin{cases} 
0 & \forall n \in \mathbb{N} \setminus \{n_0, n_g\} \\
r_y(y_g) & \text{for } n = n_0 \\
-r_y(y_g) & \text{for } n = n_g
\end{cases} \quad \forall g \in \mathbb{G}, \tag{P1b} \\
\sum_{g=1}^{G} f'_{ge} &\leq \Phi_e \quad \forall e \in \mathbb{E}, \tag{P1c} \\
y' &\in \{0, 1\}^G, \tag{P1d}
\end{align*}
\]

where \( I_u = \sum_{g=1}^{G} c(1)i_{u,g} \) is the interference power received by UE \( u \) when the lowest centralization level is in operation on its serving gNodeB, and function \( r_y(\cdot) \) is defined as follows:

\[
r_y(y_g) = r(1) - \sum_{q=1}^{Q-1} r(q - 1) - r(q) \quad \forall g \in \mathbb{G}, \tag{11}
\]

such that \( r_y(y_g) = r(x_g) \).

Formulation (P1) replaces the integer variables and discrete functions \( r(\cdot) \) and \( c(\cdot) \) of (P0) by binary variables and polynomial functions. As a result, linearization techniques can be now applied to improve the tractability of the FSSP. Namely, the product of two \( y'^q_g \) variables can be linearized via the variable change \( z'^q_{g,k} = y'^q_g y'^q_k \), which can be enforced with additional linear inequalities [32]. This leads to the following reformulation:

\[
\max_{y'f'} \sum_{u=1}^{U} \log \left( \frac{s_u}{\zeta + I_u - \sum_{g=1}^{G} i_{u,g} \cdot (\sum_{q=1}^{Q-1} \delta(q) z'^q_{g,h_u})} \right), \tag{P2a}
\]

subject to

\[
\begin{align*}
2 z'^q_{g,k} &\leq y'^q_g + y'^q_k & \forall q \in \mathbb{Q}, \forall g, k \in \mathbb{G}, g < k, \tag{P2b} \\
1 + z'^q_{g,k} &\geq y'^q_g + y'^q_k & \forall q \in \mathbb{Q}, \forall g, k \in \mathbb{G}, g < k, \tag{P2c} \\
z &\in \{0, 1\}^{(Q-1)(\lfloor \log_2(Q) \rfloor)}, \tag{P2d}
\end{align*}
\]

where \( Q \triangleq \{1, \ldots, Q\} \) and \( z \triangleq [z'^q_{g,k}] \) \( \forall q \in \mathbb{Q}, \forall g, k \in \mathbb{G} \) such that \( g < k \). The number of additional \( z \) variables is \( (Q-1)(\lfloor \log_2(Q) \rfloor) = O(G^2) \), as one additional variable is required for each pair of gNBs and consecutive splits. In Section IV-B3, we exploit the characteristics of the network to reduce the number of these additional variables.
Formulation (P2) is still a MINLP, but its simpler objective function admits further analysis. Indeed, we observe that the continuous relaxation of the objective function is convex on \( z \), but since the FSSP is a maximization problem, this implies that we are in the realm of concave optimization. Thus, there may be multiple local maxima, making the problem hard to tackle. It is still possible to use exact global optimization techniques for concave MINLPs, such as those presented in [33], but these mainly consist on applying branch-and-bound or branch-and-cut algorithms, whose convergence time may be high. Since the FSSP is a real-time problem, we opt instead for deriving increasingly simpler approximations to the original FSSP, until a suitable approach within the speed-quality trade-off is found.

B. Fractional approximations

The main obstacle when tackling formulations (P0)–(P2) is the \( \log(\cdot) \) function, which prevents the application of simplifying reformulations. Fortunately, we can exploit the slow growth rate of this function, as it can be very well approximated by a rational function:

\[
\log (\xi) \approx \frac{\alpha}{\beta + \xi} + \gamma. \tag{12}
\]

Coefficients \( \alpha, \beta \) and \( \gamma \) can be obtained from rational fitting within the desired interval. In our case, we choose the interval \( 0.1 \leq \xi \leq 100 \), that is, an SINR ranging from \(-10 \) \( \text{dB} \) to \( 20 \) \( \text{dB} \). After applying (12) to (P2) and some straightforward algebra, we obtain the following reformulation:

\[
\min_{y,z,w,f} \sum_{u=1}^{U} s_u \beta (\xi + I_u) + s_u - \beta \sum_{g=1}^{G} \sum_{q=1}^{Q-1} \delta(q) z_{g,h_u}^q \tag{P3a}
\]

subject to (P0c)–(P0d), (P1b)–(P1d), and (P2b)–(P2d).

Problem (P3) is now a multiple-ratio fractional mixed-integer optimization problem, which can be tackled with state-of-the-art techniques. Indeed, since the continuous variables \( f \) do not appear on the objective function, we can directly apply existing techniques to reformulate it into an MILP. We present two such techniques: the Li-Wu-Tawarmalani transformation and the Borroto-Gillen-Prokopcyev transformation.

1) Li-Wu-Tawarmalani transformation: The Li-Wu-Tawarmalani transformation (LWT transformation) reformulates a 0-1 multiple-ratio fractional program into an MILP by introducing continuous variables \( w \) and \( v \) via the following variable changes [34], [35], [36]:

\[
w_u = \frac{1}{\pi_u w_u - \beta \sum_{g=1}^{G} \sum_{q=1}^{Q-1} \delta(q) z_{g,h_u}^q} \quad \forall u \in U, \tag{13}
\]

\[
v_{u,g}^q = w_u z_{g,h_u}^q \quad \forall q \in Q, \forall u \in U, \forall g \in G, \tag{14}
\]

where \( \pi_u = \beta (\xi + I_u) + s_u \). These identities can be enforced by additional constraints, resulting in the following equivalent formulation:

\[
\min_{y,z,w,v,f} \sum_{u=1}^{U} s_u w_u \tag{P4a}
\]

subject to

\[
\pi_u w_u - \beta \sum_{g=1}^{G} i_{u,g} \left( \sum_{q=1}^{Q-1} \delta(q) v_{g,h_u}^q \right) = 1 \quad \forall u \in U, \tag{P4b}
\]

\[
W_u - W_u^{-}\delta(g,h_u) \leq v_{u,g}^q \leq W_u^{+}\delta(g,h_u) \quad \forall q \in Q, \forall g \in G, \forall u \in U, \tag{P4c}
\]

\[
v_{u,g}^q \leq w_u + W_u^{-}\delta(g,h_u) - 1 \quad \forall q \in Q, \forall g \in G, \forall u \in U, \tag{P4d}
\]

where \( U \subseteq \{1,...,U\} \), and \( W_u^{-} \) and \( W_u^{+} \) are lower and upper bounds for \( w_u \), respectively, which can be obtained trivially by setting the \( z \) variables in (13) to 0 and 1.

Formulation (P4) is an MILP that requires \( U + 4(Q - 1)GU \) new constraints, \( U \) additional \( w \) variables and \( (Q-1)(G-1)U \) additional \( v \) variables with respect to (P3). Note that, in the general case, the number of required \( v \) variables would be \( (Q - 1)U \) as these variables originate from the product of \( z \) and \( w \) variables. However, in our case it is clear that the interference coefficient corresponding to a triple \((u,g,k)\), \( u \in U, g \in G, k \in \mathbb{Z} \) is zero unless \( g = h_u \) or \( k = h_u \) and \( g \neq k \), hence we can remove the variables indexed by those triples. As a result, the number of variables of this reformulation grows with \( O(G^2) \), assuming that \( U \) scales linearly with \( G \) [37], instead of \( O(G^3) \).

2) Borroto-Gillen-Prokopcyev transformation: The Borroto-Gillen-Prokopcyev transformation (BGP transformation) is a recent improvement on the LWT transformation, which aims at reducing the number of required variables and constraints by approximating all coefficients in the objective function with integers [38]. This is accomplished by introducing the new variables \( a = [a_u] \) defined as:

\[
a_u = \frac{\sigma}{\lambda_{u,0} + \sum_{g=1}^{G} \sum_{q=1}^{Q} \lambda_{u,g}^{q} z_{g,h_u}^q} \quad \forall u \in U, \tag{15}
\]

where

\[
\lambda_{u,0} = \left[ \frac{\beta \sigma (n_u + I_u)}{s_u} \right] + \sigma, \quad \lambda_{u,g}^{q} = -\left[ \frac{\beta \sigma i_{u,g} \delta(q)}{s_u} \right],
\]

\( \sigma \) is a constant factor used to scale the integer coefficients into the desired range, and \( \lfloor \cdot \rfloor \) represents the rounding operation to the nearest integer. In addition, new binary variables \( b = [b_{u,p}] \), \( b_{u,p} \in \{0,1\} \) are defined as:

\[
\sum_{j=1}^{P_u} 2^{j-1} b_{u,p} = \Lambda_u + \sum_{g=1}^{G} \sum_{q=1}^{Q} \lambda_{u,g}^{q} z_{g,h_u}^q \quad \forall u \in U, \forall p \in \{1,...,P_u\}, \tag{16}
\]

where

\[
\Lambda_u = -\sum_{g=1}^{G} \sum_{q=1}^{Q} \lambda_{u,g}^{q} \quad \text{and} \quad P_u = \left\lfloor \log_2 (\Lambda_u) \right\rfloor + 1.
\]

Finally, new variables \( d = [d_{u,j}] \) are defined as

\[
d_{u,p} = b_{u,p} a_u \quad \forall u \in U, \forall p \in \{1,...,P_u\}. \tag{17}
\]

The resulting reformulation, including additional constraints to enforce (15)–(17), is

\[
\min_{y,z,w,v,f,b,d} \sum_{u=1}^{U} a_u \tag{P5a}
\]
subject to
\[(\lambda_{u_0} - \Lambda_u) a_u + \sum_{p=1}^{P_u} 2^{p-1} b_{u,p} = -\sigma \quad \forall u \in U, \] (P5b)
\[\sum_{g=1}^{G} \sum_{q=1}^{Q} \lambda_{u,g} e_{g,h_u}^q - \sum_{p=1}^{P_u} 2^{p-1} b_{u,p} = -\Lambda_u \quad \forall u \in U, \] (P5c)
\[a_u^L b_{u,p} \leq d_{u,p} \leq a_u^U b_{u,p} \quad \forall u \in U, p \in \mathbb{P}_u, \] (P5d)
\[d_{u,p} - a_u \leq a_{u,g}^L b_{u,p} - a_{u,g}^L \quad \forall u \in U, p \in \mathbb{P}_u, \] (P5e)
\[d_{u,p} - a_u \geq a_{u,g}^U b_{u,p} - a_{u,g}^U \quad \forall u \in U, p \in \mathbb{P}_u, \] (P5f)
(P0c)–(P0d), (P1b)–(P1d), and (P2b)–(P2d),

where \(\mathbb{P}_u = \{1, \ldots, P_u\}\), \(a_u^L = \frac{\alpha}{\sum_{u_0} a_{u_0}}\) and \(a_u^U = \frac{\alpha}{\sum_{u_0} a_{u_0} - a_u}\).

Formulation (P5) is an MILP that requires \(2U + 4\sum_{u \in U} P_u\) new constraints, \(U + \sum_{u \in U} P_u\) additional continuous variables \((a \text{ and } d)\) and \(\sum_{u \in U} P_u\) additional binary variables \((b)\) with respect to (P3). Since \(\sum_{u \in U} P_u = O(U \log(G))\) [38] and assuming again \(U = O(G)\), this implies that the number of additional variables and constraints compared to (P3) grows with \(O(G \log(G))\), at the expense of losing accuracy in the problem coefficients. Nonetheless, the overall size of the problem instances still grows with \(O(G^2)\), due to the presence of variables \(z\).

3) Punctured transformations: The fractional reformulation (P3) relies on the addition of \(z\) variables to be tractable by the LWT and the BGP transformations. These variables replace the product of \(z\) variables by single binary variables, which eventually enables these MILP reformulations. As there must be a \(z_{g,k}\) variable for each pair of gNBs \([g,k]\), their number grows quadratically with the number of gNBs \(G\).

However, in our problem not every pair of gNBs is worth considering. The interference between two gNBs that are far apart is negligible, so any variable modeling it contributes little to the overall solution. Knowing this fact, we can remove unnecessary variables so that the problem size is reduced without noticeably affecting the optimal solution. To do so, we define \(j_{g,k}\) as the combined interference caused by gNBs \(g\) and \(k\):
\[j_{g,k} = \sum_{u \in \mathbb{H}_g} i_{u,k} + \sum_{u \in \mathbb{H}_k} i_{u,g}\] (18)
where \(\mathbb{H}_g = \{u \mid h_u = g\}\) is the set of the UE indices served by gNB \(g\). Now we sort coefficients \(j_{g,k}\) and remove those gNB pairs \([g,k]\) whose combined interference is below a configurable threshold. For instance, in our experiments, we remove those gNB pairs \([g,k]\) whose combined interference is less than 5% to the total interference. This removes the related \(z_{g,k}\) variables and all additional variables and constraints that are defined from them, hence simplifying the problem. Since removing these variables may impact the performance of the obtained solutions, we evaluate them separately for the LWT and BGP transformations, and refer to them as punctured LWT and BGP transformations, respectively.

C. Quadratic formulation

Instead of the approximation shown in (12), we can consider a simpler fractional approximation of the \(l\log(\cdot)\) function:
\[l\log(\xi) = a - \frac{b}{\xi}.\] (19)
This approximation is less tight than (12), but in return it produces a much simpler problem formulation. Indeed, after combining (19) with (P1), we arrive at the following equivalent problem:
\[\max y_{1:T} \sum_{u=1}^{U} \sum_{g=1}^{G} i_{u,g} \left( Q^{-1} \sum_{q=1}^{Q-1} \delta(q) y_{g,k}^q y_{g,k}^{q'} \right),\] (P6a)
subject to (P0c)–(P0d) and (P1b)–(P1d),

As this reformulation is a quadratic integer problem (QIP), we refer to it as the quadratic formulation. Its standard form enables the use of off-the-shelf solvers to tackle it. Nonetheless, its structure can be further exploited to reformulate it into a simple MILP. For this, we first introduce these new coefficients:
\[\epsilon_{g,k}^q = \begin{cases} \delta(q) \left( \sum_{u \in \mathbb{H}_g} i_{u,k} + \sum_{u \in \mathbb{H}_k} i_{u,g} \right) & \text{if } g \neq k, \\ 0 & \text{if } g = k, \end{cases}\] (20)

Finally, we introduce variables \(t_{g,k}^q\) via the following variable change:
\[t_{g,k}^q = \sum_{k=1}^{G} e_{g,k}^q y_{g,k}^q \quad \forall q \in Q, g \in G,\] (21)
which can be enforced into our optimization problem by adding new constraints, as follows [39]:
\[\max y \sum_{u=1}^{U} \sum_{g=1}^{G} i_{u,g} \left( Q^{-1} \sum_{q=1}^{Q-1} \delta(q) y_{g,k}^q y_{g,k}^{q'} \right),\] (P7a)
subject to
\[0 \leq t_{g,k}^q \leq T_{g,k}^q y_{g,k}^q \quad \forall q \in Q, g \in G,\] (P7b)
\[t_{g,k}^q \geq \sum_{k=1}^{G} e_{g,k}^q y_{g,k}^q - (1-y_{g,k}^q) T_{g,k}^q \quad \forall q \in Q, g \in G,\] (P7c)
\[t_{g,k}^q \leq \sum_{k=1}^{G} e_{g,k}^q y_{g,k}^q \quad \forall q \in Q, g \in G,\] (P7d)
(P0c)–(P0d) and (P1b)–(P1d),

where \(T_{g,k}^q = \sum_{k=1}^{G} e_{g,k}^q y_{g,k}^q\).

Formulation (P7) requires \((Q-1)G\) additional variables and 4GQ additional constraints with respect to formulation (P1).

As a result, problem instances grow with \(O(G)\), leading to substantially smaller problems when compared to the previous MILP formulations, which grow with \(O(G^2)\). The drawback of this approach is the approximation (19) is less tight than (12), which may impact the quality of the solutions.
\[ D. \text{Heuristic approaches} \]

The previous reformulations approximate the original problem into MILPs, which can be tackled by dedicated off-the-shelf software. Nonetheless MILPs are still NP-Hard, thus exact techniques to solve them may be slow, exhibiting exponential worst-case performance. Since we are interested in promptly solving the problem so as to lively adapt to changes in the interference situation, we propose two heuristics with the intention of finding good-quality solutions with low convergence time. The first technique exploits the correlation between the interference caused by a gNB and its centralization level. The second technique is a local-search approach to improve the solutions of the quadratic reformulation.

1) Heuristic 1: As the objective of centralizing gNBs is to mitigate interference, it intuitively holds that, given an optimal solution \( x^* \), the gNBs with the highest centralization levels may tend to be those causing the most interference. From this, we can derive a heuristic rule that assigns the centralization level \( \hat{u} \) of a gNB \( g \) based on the total interference \( \hat{I}_g \) that it causes to all UEs in the absence of interference-mitigation:

\[ \hat{I}_g \leq \sum_{u=1}^{U} \hat{u}_{u,g}. \]  

Such a heuristic must not only produce a solution that is proportional to \( \hat{I}_g \) \( \forall g \in \mathbb{G} \), but it must also satisfy constraints (P0b)–(P0d) and be as centralized as possible.

We propose the following method to accomplish these objectives. First, we define the accumulated centralization level \( X \) given a (possibly infeasible) solution \( x \) as:

\[ X \leq \sum_{g=1}^{G} x_g. \]  

An upper bound \( X^+ \geq X \) for all feasible \( x \) can be obtained by solving the following MILP:

\[ X^+ = \max_{x} \sum_{g=1}^{G} x_g \]  

subject to (P0b)–(P0d). Note that (24) only depends on the fronthaul network configuration, therefore it can be solved offline before the network is put into operation. In addition, a lower bound \( X^- \leq X \) for all feasible \( x \) can be also easily found, for example as:

\[ X^- = \left\lfloor \frac{\min_{c \in \mathbb{Q}} \Phi_c}{c(Q)} \right\rfloor, \]  

which is the maximum number of fully-centralized gNBs that can be supported by the weakest link.

Now, given an initial guess of \( X \) within these bounds, we need a method to assign a value to each \( x_g \) \( \forall g \in \mathbb{G} \) in accordance to the values of \( \hat{I}_g \). We use the Webster/Sainte-Laguë method (W/S-L method) to do this, an algorithm originally designed to proportionally allocate seats in party-list voting systems [40]. This method is selected since it preserves the proportionality of the original interference levels better than alternative approaches [41], yet it is simple to implement. In a nutshell, the W/S-L method starts from \( x = 0 \), finds the index \( g \) of the maximum interference \( \hat{I}_g \), increments \( x_g \) by 1, updates \( I_g \) to \( \frac{I_g}{2x_g + 1} \) (or to \(-\infty\) if \( x_g = Q \)) and repeats the process until the desired value of \( X \) is achieved. A more detailed algorithmic description of this method is included in Appendix A.

After running the W/S-L method, we have a candidate centralization vector \( x \) for the desired \( X \). At this point, we can solve the following minimization problem to find the corresponding flow vector \( f \):

\[ \min_{f} \sum_{e=1}^{E} f_e \]  

subject to (P0b)–(P0d). Note that vector \( x \) is not present in the objective function, but in constraint (P0b). This problem is a linear program (LP) with \( E \) variables, and thus it can be tackled very efficiently by modern solvers. However, it may happen that our initial guess of \( X \) yields a vector \( x \) such that (26) is infeasible. In that case, we need to find a different value of \( X \) and try again until a feasible value of \( X \) is found. This process can be performed efficiently by exploiting the properties of our objective function and the W/S-L method via a binary search of the largest feasible \( X \). This is explained in Appendix B.

2) Heuristic 2: This heuristic exploits the properties of the FSSP by using local search so as to improve solutions provided by a previous algorithm. We start with an initial solution \( [x, f] \) provided by the quadratic approach and we compute the following parameters from it:

\[ J_g = \frac{1}{|\mathbb{G}_q|} \sum_{g \in \mathbb{G}_q} \hat{I}_g \]  

where \( \mathbb{G}_q = \{ g \in \mathbb{G} \mid x_g = q \} \) \( \forall q \in \mathbb{Q} \). The value of \( J_g \) is the average interference power caused by those gNBs whose centralization level is \( q \). We then calculate deviations \( \Delta \hat{I}_g = \hat{I}_g - J_g \) \( \forall g \in \mathbb{G} \), which represent how far the total interference caused by gNB \( g \) is from the average value among those with the same centralization level. Based on these deviations, we can identify two types of gNBs: those producing relatively high interference (which may benefit from a higher centralization level) and those producing relatively low interference (which might accept a lower centralization). Consequently, we select pairs of gNBs \( (k, k') \in \{1, \ldots, Q - 1\} \times \{2, \ldots, Q\} \) such that \( k \) belongs to the former type and \( k' \) belongs to the latter, and generate a new candidate solution \( x' \) whose elements are as follows:

\[ x'_g = \begin{cases} x_g + 1 & \text{if } g = k, \\ x_g - 1 & \text{if } g = k', \\ x_g & \text{otherwise}. \end{cases} \]  

Then, the mean spectral efficiency \( \overline{\eta}(x') \) of the solution is evaluated. If \( \overline{\eta}(x') > \overline{\eta}(x) \), the feasibility of \( x' \) is evaluated with (26). If \( x' \) is both feasible and better than \( x \), it is taken as new initial solution and the procedure repeats until no better solution is found.

V. Experimental setup

In this section, we present the setup used to evaluate the performance of the adaptation algorithms described in the last
an inter-site distance of specification, gNBs are divided into two layers: macro and micro as described in 3GPP TS38.193 [37]. According to this recommendation, we follow the recommendations for simulating dense urban scenarios.

### A. Simulated mobile coverage

In order to produce realistic instances of the FSSP, we follow the recommendations for simulating dense urban scenarios as described in 3GPP TS38.193 [37]. According to this specification, gNBs are divided into two layers: macro and micro layer. The macro layer follows an hexagonal layout with an inter-site distance of 200 m. In addition, the number of micro gNBs should be three times that of the macro gNBs. As a result, the average cell density is roughly 115 gNBs/km².

Regarding the UEs, its recommended number is 10 UEs per gNB on average, which results in 1150 UEs/km². Since the UE distribution may impact the performance of the algorithms, we derive a dedicate metric to model it. We divide the considered network area into square bins of side 50 m. Then, we count the number of UEs in each bin to compute its 2-dimensional empirical distribution. From this distribution, we compute its Gini coefficient and use it as the UE concentration index \( \theta \). It is observed that \( \theta = 0.5 \) corresponds to a uniformly-distributed random distribution of UEs, as it can be seen in Fig. 3a. Higher values correspond to higher UE clustering, (Fig. 3b and Fig. 3c), with a maximum value of \( \theta = 1 \) when all UEs are within the same bin. Once the position of the gNBs and the UEs is generated, we compute the received signal and interference power by using the log-distance path model for urban scenarios [42].

### B. Fronthaul network

For our performance evaluation, we set the number of functional split options to \( Q = 4 \) (such as C-RAN, Intra-PHY, MAC-PHY, PDCP-RLC). Based on the analytical and experimental results shown in [26], we use the following interference-cancellation vector: \( \mathbf{c} = [1, 0.6, 0.2, 0.01] \), such that there is no interference mitigation when using the lowest centralization level (as with PDCP-RLC) and a cancellation factor of 20 dB when using the highest centralization level.

Note, however, that other values or split options are also possible, since they do not affect the problem formulation. Regarding the fronthaul capacity vector, we use the values \( \mathbf{r} = [4, 8, 80, 160] \) Gb/s, as provided in [21]. In order to simulate realistic fronthaul network layouts, we follow the descriptions provided in [15], which are based on real mobile networks on Italy, Romania, and Switzerland. Accordingly, we set the maximum link capacities to 0.5, 1 or 2 Tb/s (the higher value that makes full centralization infeasible, to prevent trivial

![Figure 4: Visualization of the average fronthaul network degree and gNB clustering parameters for the same gNB distribution. Black lines represent links, red stars represent macro DUs, red triangles are micro DUs, blue square are fronthaul switches, and green diamonds are CUs.](image-url)
results). Furthermore, we simulate several types of fronthaul networks by controlling two parameters: the average fronthaul network degree $\psi$, defined as the ratio of links to fronthaul switches, and the gNB clustering parameter $\nu$, defined as the average number of gNBs connected to the same switch. According to [15], the average degree of a typical fronthaul network ranges from $\psi = 2$ (a tree graph) to $\psi = 5$, and the gNB cluster ranges from $\nu = 5$ to $\nu = 20$. In Fig. 4 we show the some exemplary layouts resulting from varying these parameters.

C. Computing platform

After creating the interference coefficients and the fronthaul network with the MATLAB simulator, we have all the required components to run our adaptation algorithms. Since the convergence time of these algorithms is very relevant to decide on their viability, we use an operator-grade hardware platform consisting of 48 Intel Xeon E5 cores distributed over six computing servers [43]. As optimization solver, we use the commercial Gurobi software [44]. This software is able to divide large MILP instances and efficiently process them in parallel.

VI. PERFORMANCE EVALUATION

In this section, a collection of comprehensive experimental results is shown. We first look into the convergence time of the proposed approaches, as this is a major factor limiting its applicability. We then evaluate and compare their performance, which, in combination with their convergence time, allow us to select the most appropriate approaches for each case. Finally, based on the observed results, we provide a strategy to implement a dynamic adaptation of the functional split.

We depict observed values of convergence time and spectral efficiency by means of boxplots, with the intention of representing their distribution. In order to provide as much information as possible in little space, we use a compact version of standard boxplots, whose interpretation is as follows: the central dot represents the median, the box contains the data between the first and third quartiles, and the whiskers extend to the lowest and highest values contained in 1.5 times the inter-quartile range. Occasionally, we show the (arithmetic) mean of the distribution as a horizontal bar. For the sake of clarity, outliers are not shown.

A. Convergence time

The applicability of the seven approaches presented in this work is heavily influenced by their convergence times, that is, the time required for the approaches to reach a (sub)optimal solution. This is due to the fact that the position and activity of the UEs are used as inputs of the optimization algorithms and not updated during the solving process. Consequently, it is possible that the solutions yielded by the algorithms are outdated if their convergence time is too long. Previous work has shown that mobile traffic is highly variable, and may often sharply deviate from average patterns [45]. In addition, in certain region types (such as entertainment or transport areas), even the average patterns may be fast-changing [46]. In fact, the analysis of recent mobile traffic traces show that the user traffic experienced by a 5G RAN may abruptly change in few minutes [47], [48]. As a result, approaches with long convergence times will not be useful for dynamic adaptation.

In this work, we allow a maximum of 15 minutes for an algorithm converge to a solution, since solutions taking longer times are unlikely to be usable.

In Fig. 5 we show the distributions of the convergence time of the five MILP reformulations (quadratic, LWT, BGP, and punctured LWT and BGP formulations) as a function of the number of gNBs. The solver is configured for a maximum running time of 15 minutes with a relative gap tolerance of 0.01% and each boxplot represents at least 100 runs. We observe that the convergence times of unpunctured LWT and BGP formulations reach the 15-minutes limit with only 40 gNBs, and with 50 gNBs all instances take longer or equal than this limit. Assuming a cell density of 115 gNBs/km², this implies that they may be suitable only for areas smaller than 0.4 km². The running time of the punctured LWT and BGP formulations is noticeably smaller, although the limit is once again reached with only 60 or 70 gNBs, corresponding to an area of ca. 0.6 km².

In contrast, the convergence time of the quadratic approach remains below 1 s for areas with less than 80 gNBs. In Fig. 6 we show an expanded range of gNBs and include Heuristics 1 and 2 in the comparison. We can see that the instances of the quadratic approach do not reach the 15-minutes limit until $G = 350$, and by $G = 400$ almost all instances hit this limit. This translates into an area of 3 to 3.5 km² and 3500 to 4000 simultaneously active UEs, which is enough to cover the densely populated centers of most cities. We can also observe that the convergence time of Heuristic 2 is approximately twice that of the quadratic approach, which is also expected. Finally, all instances of Heuristic 1 converge in less than 1 s for the whole shown range.

B. Performance evaluation

After evaluating the running time of the approaches, we measure their performance in terms of the achieved geometric mean of the spectral efficiency $\tilde{\eta}(x)$, as it is defined in (6). We first evaluate $\tilde{\eta}(x)$ for all considered approaches over a set of extreme cases so as to compare them. Then, we analyze the
Apart from the proposed approaches, we also include in the comparison the spectral efficiencies of a fully distributed solution, with scenarios (i)–(iv) being used in Fig. 7a–7d, respectively. As a result, when the fronthaul is dense and the population is concentrated, our approaches achieve similar spectral efficiencies to that achieved by full centralization.

From these results we can observe two general trends. First, the denser the fronthaul network, the higher the spectral efficiency of all solutions, but also the better the performance of our proposed solutions with respect to the static solutions. This trend is discussed in more detail in Section VI-B2. Second, the more concentrated the population, the higher the variance and the mean spectral efficiency achieved by our solutions with respect to the static solutions. This phenomenon is explored in more detail in Section VI-B3. As a result, when the fronthaul is dense and the population is concentrated, our approaches achieve similar spectral efficiencies to that achieved by full centralization.

Apart from these general trends, we can compare the performance of our proposed approaches. We can conclude that, with the exception of Heuristic 1, all these approaches perform very similarly in all cases. Under close examination, we can see that the best performance is achieved by LWT and BGP transformations and Heuristic 2, followed closely by the quadratic approach and the punctured LWT and BGP transformations. Nonetheless, the maximum difference in their average spectral efficiency is less than 2% in all scenarios.

Given their good-quality solutions and their fast convergence time, we conclude that the quadratic approach and Heuristic 2 are the most efficient approaches, and hence the most suitable for actual deployments. Heuristic 1 may be still adequate for large networks or medium-sized networks in which convergence time needs to be very short. Similarly, the punctured and unpunctured LWT and BGP transformations may be applicable to small networks in which maximizing the spectral efficiency is of utmost importance, such as industrial or ultra-reliable networks, or for medium-size networks with slow adaptation rates.

2) Impact of the fronthaul network: In Fig. 7 we can see how the density of the fronthaul network affects the quality of the configuration of the fronthaul network and the user concentration.

1) Approach comparison: In order to compare the performance of all proposed approaches, we evaluate their spectral efficiency $\tilde{\eta}(x)$ on the same scenario. Since the LWT and BGP formulations are only applicable to small networks, we choose $G = 50$ gNBs for this comparison, corresponding to $U = 500$ UEs and an area of approximately 0.4 km$^2$. We now generate four types of scenarios to cover a wide range of interference cases: (i) a sparse fronthaul ($\psi = 2$) with uniform population ($\theta = 0.5$); (ii) a dense fronthaul ($\psi = 5$), with uniform population ($\theta = 0.5$); (iii) a sparse fronthaul ($\psi = 2$), with concentrated population ($\theta = 0.95$); and (iv) a dense fronthaul ($\psi = 5$), with concentrated population ($\theta = 0.95$).

The simulation results after 200 runs are shown in Fig. 7, with scenarios (i)–(iv) being used in Fig. 7a–7d, respectively. Apart from the proposed approaches, we also include in the comparison the spectral efficiencies of a fully distributed solution ($x_g = 0 \forall g \in G$), a static solution (in which the optimal $x$ is precomputed for a uniform population), and a fully centralized solution ($x_g = Q \forall g \in G$). The fully distributed solution represents a network in which all processing is distributed, thus providing a lower bound to all solutions. The static solution is the one proposed in works such as [15], [17], in which the functional split of every gNB is calculated for the average traffic and not adapted to the instantaneous interference situation. The fully centralized solution, in which all gNBs are centralized, is infeasible in all cases, but it serves as a upper bound for the other approaches.
of the solutions achieved by all approaches for a deployment with $G = 50$ gNBs. When using a sparse fronthaul network of $\psi = 2$, few centralization vectors are feasible because of the limited number of paths, which leads to mean optimal spectral efficiencies of around 1.57 b/s/Hz for dispersed UEs and 2.14 b/s/Hz for concentrated UEs. With a denser fronthaul network of $\psi = 5$, the average spectral efficiency grows up to around 2.7 b/s/Hz for dispersed UEs and 3.31 b/s/Hz for concentrated UEs.

With the intention of observing this trend more clearly, we perform another experiment on a larger network ($G = 300$, 2.6 km$^2$), with partially concentrated UEs ($\theta = 0.75$) and let the density of the fronthaul vary from $\psi = 2$ to $\psi = 5$. The results are shown in Fig. 8. We conclude that with sparse, tree networks ($\psi = 2$) the benefits of implementing an adaptive solution are marginal, improving only from 1.07 b/s/Hz (static solution) to 1.18 b/s/Hz (Heuristic 2), a 10% improvement. With an average degree of $\psi = 3$ this improvement increases up to 28% (Heuristic 2), and with $\psi = 5$ it reaches 36% (Heuristic 2).

3) Impact of UE concentration: Implementing an adaptive functional split is specially beneficial when the UEs tend to be clustered in time-varying clusters. This can be observed once again in the experiment shown in Fig. 7: as the UE concentration index changes from $\theta = 0.5$ to $\theta = 0.95$, the average spectral efficiency increases from 1.57 b/s/Hz to 2.7 b/s/Hz for $\psi = 2$, and from 2.14 b/s/Hz to 3.31 b/s/Hz for $\psi = 5$. Conversely, the average spectral efficiency of the static solution barely changes. This is due to the fact that, when UEs are concentrated around the same spots, an adaptive network can mitigate their interference more efficiently than when they are spread apart.

In order to evaluate the effect of UE concentration in more detail, we perform another experiment on a larger network ($G = 300$, 2.6 km$^2$) with a constant fronthaul average degree of $\psi = 3.5$ and let the UE concentration index vary from $\theta = 0.5$ to $\theta = 0.95$. The results are shown in Fig. 9. We conclude that an adaptive approach may achieve substantially better spectral efficiency when UEs are concentrated with respect to a static solution. Indeed, when $\theta = 0.8$, the mean spectral efficiency can be improved from 1.18 b/s/Hz to 1.75 b/s/Hz, a 48% improvement. For $\theta = 0.95$, this improvement reaches almost 90%. Interestingly, the mean spectral efficiency of a static solution is barely affected by the UE concentration, although its variance does increase. This is because clusters form at any point of the covered area with equal probability, combined with the fact that the static solution explicitly optimizes for the average UE position, regardless of the instantaneous UE concentration. Finally, note also that even if Heuristic 1 is used, a precomputed static solution can be always available and used instead if its performance is better. Thus no performance degradation should be expected from implementing an adaptive approach.

C. Dynamic adaptation strategy

Thus far we have presented and evaluated the performance of multiple approaches to select the optimal functional split of a RAN, emphasizing on the adaptive nature of the problem being solved. However, it is not stated how frequently the adaptation algorithm should run so as to adapt to a changing interference situation. There are two naive approaches to decide on this update frequency. One possibility is to run the adaptation algorithm continuously, that is, restart it with updated information immediately after convergence. This would guarantee that the network always operates with the best known centralization vector, but it may be costly for the operator, as the CPU utilization of the optimization servers would always be close to 100%. Another option is to run the adaptation algorithm periodically, based on known traffic patterns, as those shown in [45], [46]. This is a more resource-efficient approach, but it partially defeats the purpose of implementing an adaptive system. That is, unpredicted UE
We observe that, although there is always a performance gap between the quadratic formulation and Heuristic 1, their solutions corresponding evolve similarly. In the single-cluster experiment (Fig. 11a), current solutions tend to yield better performance in a similar fashion, whereas obsolete solutions remain almost constant for both approaches. The latter behavior is consistent with the performance of a static solution shown in Fig. 9, as the formation of a cluster of UEs brings an opportunity for enhanced interference mitigation, which a static approach misses. In the double-cluster experiment (Fig. 11b), obsolete solutions optimize for a disappearing cluster while ignoring the one appearing, leading to a steep performance degradation. Also in this case current and obsolete solutions behave similarly for both approaches. As a consequence, we can exploit the low running time of Heuristic 1 and run it frequently to serve as a predictor of a network change by comparing it with the performance of previous solutions. Once a solution change has been detected, a better adaptive algorithm, such as the quadratic approach, can be used to decide on the optimal functional split.

Figure 11: Average spectral efficiency achieved by current and obsolete (initial) solutions of the quadratic approach and Heuristic 1 for the single- and double-cluster scenarios with $G = 300$ and average fronthaul degree 3.5

concentrations or unusual patterns would be ignored, even though the network has the ability to adapt.

We propose a better alternative to both methods that exploits the similarities between Heuristic 1 and the quadratic approach. It is observed that, although Heuristic 1 often yields poor-quality solutions with respect to the other algorithms, its behavior (regarding when and how solutions change) remains similar to any of the other algorithms. In order to show this, we present two additional experiments representing two extreme scenarios. In the first, single-cluster experiment, we vary the UE concentration between uniform and clustered as (normalized) time passes from $t = 0$ to $t = 1$, as shown in Fig. 10a and 10b. In the second, double-cluster experiment, we use vary the UE population between an initial cluster and a final cluster, as shown in Fig. 10c and 10d. For both experiments, the performance of the optimal solutions provided by the quadratic formulation and Heuristic 1 is recorded for each time increment. Since these are the best solutions that each approach can provide for the current scenario, we refer to them as current solutions. In addition, we store the solutions provided by both approaches when $t = 0$ and record their performance for every new UE position between $t = 0$ and $t = 1$, as if the network did not adapt during the experiments. We refer to these initial, outdated solutions as obsolete solutions.

In Fig. 11, we show the geometric mean of the spectral efficiencies achieved by the current and obsolete solutions, after 500 runs of the single-cluster and double-cluster experiments.

VII. Cost analysis

The main objective of this work is to find a fast and accurate optimization approach to select a throughput-maximizing functional split, so that it can be used in a dynamically-adapting RAN. Nonetheless, the viability of such a RAN is unclear unless the cost of finding, applying, and operating the selected functional splits is taken into account. In this section, we assess the deployment and operating costs of implementing a throughput-maximizing approach and compare it to alternative approaches, such as a fully distributed RAN, a fully centralized RAN or a static RAN in which the operating cost is minimized. Moreover, we briefly discuss the cost implications of a dynamic adaptation of the functional split.

A. Deployment cost

In order to be able to implement a dynamic functional split, both CU and DU need to have the capacity to host those functions whose placement can be configured. As a result, there is always redundant, unused processing capacity on either the CU or the DUs for every possible configuration. Compared to fully distributed or fully centralized static configurations, this may lead to higher operating costs, which are investigated in the next section, and also to higher deployment costs. Conversely, the main advantage of a dynamic functional split is the possibility to reuse the fronthaul (or backhaul) network while still allowing for partial centralization. Since deploying a new fronthaul network can be very expensive for operators [49], the cost of a well-planed dynamic RAN may still be substantially lower than that of a fully centralized RAN, while offering higher data rates than a fully distributed RAN.

According to [50], the cost of deploying a distributed gNB is $50,000 per macro cell and $20,000 per micro cell, whereas deploying a centralized gNB costs $25,000 for a macro cell and $10,000 per micro cell. Assuming that there are three times more micro cells than macro cells (as recommended in 3GPP TS38.193 [37]), this results in an average deployment...
cost of $27,500 for a distributed gNB and $13,750 for a centralized gNB. In addition, the estimated deployment cost of the data center to host the CU is $40,000. Finally, an operator implementing a fully centralized RAN would probably need to deploy a new optical fronthaul network in order to support the large capacity requirements of C-RAN [49]. In [50], the cost of deploying such a network is estimated as $100,000 per kilometer\(^2\). As a result, we can estimate the deployment cost \(K_{\text{D-RAN}}\) of a fully distributed RAN as:

\[
K_{\text{D-RAN}} = 27,500 \cdot G,
\]

and the deployment cost \(K_{\text{C-RAN}}\) of a fully centralized RAN as:

\[
K_{\text{C-RAN}} = 40,000 + 13,750 \cdot G + 100,000 \cdot \zeta,
\]

where \(\zeta\) is the total length (in km) of the fronthaul network.

A RAN implementing a dynamic functional split can be regarded as a hybrid between full centralization and full distribution, thus its deployment cost can be calculated as follows. Firstly, since the DUs need to have enough capacity to host all functions, their cost should also be $27,500 per gNB, as in a fully distributed RAN. Secondly, the data center hosting the CU is still needed, so that its cost has to be included. Finally, although the fronthaul network does not need to be replaced, some extensions and optimizations may be still required in order to leverage its full capacity. The estimated cost of these extensions is $5,000 per kilometer, according to [50]. As a consequence, we estimate the cost \(K_{\text{Dyn-RAN}}\) of deploying a dynamic RAN as:

\[
K_{\text{Dyn-RAN}} = 40,000 + 27,500 \cdot G + 5,000 \cdot \zeta.
\]

We conclude from this expression that the deployment cost of a dynamic RAN is always higher than that of a fully distributed RAN, although the superior performance of the former may render it more profitable. Furthermore, since the fronthaul network can be reused, the cost of a dynamic RAN can be substantially lower than that of a centralized RAN.

In order to illustrate this, we consider three different RAN sizes, \(G = \{150, 300, 450\}\), that use a fronthaul network of average degree of \(\psi = 3.5\) and \(\nu = 10\), that is, a medium-density fronthaul network. After simulating this scenario in the same conditions as described in Sec. V, we observe that the average taxicab lengths of the resulting fronthaul networks are \(\zeta = \{31.6, 60.4, 88.9\}\) km. If we feed these input parameters into (29), (30) and (31), we obtain the values shown in Table I. We conclude that for this example scenario, the deployment cost of a dynamic RAN is around 4.5% higher than that of a distributed RAN, whereas the cost of a centralized RAN is around 25% higher. This suggests that a dynamic RAN can indeed compete with distributed and centralized options in terms of deployment cost.

### B. Operating cost

We use the model provided in [51] for the operating cost of a RAN implementing a configurable functional split, which consists of three components: (i) the cost of instantiating mobile functions at the CU or DU, (ii) the computational costs of running these functions, and (iii) the routing costs. We refer to the first component as \(\kappa_1\), which can be calculated as:

\[
\kappa_1 = (\nu_{\text{CU}} + \nu_{\text{DU}}) \cdot G,
\]

where \(\nu_{\text{CU}}\) and \(\nu_{\text{DU}}\) are the costs of providing resources for a single gNB at the CU and DU, respectively. Based on the data presented at [51], we assume values of \(\nu_{\text{DU}} = 1\) ncu and \(\nu_{\text{CU}} = 0.5\) ncu, where ncu stands for “normalized cost units”.

The second component, denoted by \(\kappa_2(x)\), can be computed as:

\[
\kappa_2(x) = \sum_{g=1}^{G} (\tau_{\text{CU}}(x_g) \phi_{\text{CU}} + \tau_{\text{DU}}(x_g) \phi_{\text{DU}}) \mu_g,
\]

where \(\mu_g\) is the instantaneous user data rate experienced by gNB \(g\), \(\tau_{\text{CU}}(\tau_{\text{DU}})\) is the CPU cycles per Gb/s required to cope with user traffic at the CU (DU) when using split \(x_g\), and \(\phi_{\text{CU}}(\phi_{\text{DU}})\) is the relative cost per CPU cycle at the CU (DU). Values for \(\mu_g\) can be estimated directly from the number of active users, as shown in [52], and values for \(\tau_{\text{CU}}(\tau_{\text{DU}})\), \(\phi_{\text{CU}}\), and \(\phi_{\text{DU}}\) are taken directly from [51]. Function \(\tau_{\text{CU}}(x_g)\) is not linear in \(x\), but it can be redefined as a linear function of \(y_g\), with slight abuse of notation:

\[
\tau_{\text{CU}}(y_g) = \tau_{\text{CU}}(0) + \sum_{g=1}^{G-1} \epsilon_{\text{CU}}(x_g) y_g,
\]

where \(\epsilon_{\text{CU}}(x_g) = \tau_{\text{CU}}(x_g + 1) - \tau_{\text{CU}}(x_g)\). The same derivation applies to \(\tau_{\text{DU}}(x_g)\), so that we can redefine \(\kappa_2(x)\) as \(\kappa_2(y)\).

Finally, the routing costs can be calculated as:

\[
\kappa_3(f) = \sum_{g=1}^{G} \sum_{e \in E^r(n_g)} \omega f^g_e,
\]

where \(\omega\) is the average normalized cost per Gb/s over all links.

Cost components \(\kappa_1\), \(\kappa_2(y)\), and \(\kappa_3(f)\) can be used to calculate the total operating cost \(\kappa(y, f)\) of the solutions provided by our proposed approaches as follows:

\[
\kappa(y, f) = \kappa_1 + \kappa_2(y) + \kappa_3(f).
\]

Moreover, we can use this expression to figure out a cost-optimal solution, i.e., a solution that minimizes the operating cost, by using it as the objective function of a new optimization problem:

\[
\min_{y, f} \kappa(y, f)
\]

subject to (P0c)–(P0d) and (P1b)–(P1d).

Problem (P8) is equivalent to that presented in [51], using an edge formulation instead of a path formulation for flow

<table>
<thead>
<tr>
<th>(G)</th>
<th>(K_{\text{D-RAN}})</th>
<th>(K_{\text{C-RAN}})</th>
<th>(K_{\text{Dyn-RAN}})</th>
</tr>
</thead>
<tbody>
<tr>
<td>150</td>
<td>$4,125,000</td>
<td>$5,263,000</td>
<td>$4,323,000</td>
</tr>
<tr>
<td>300</td>
<td>$8,250,000</td>
<td>$10,205,000</td>
<td>$8,592,000</td>
</tr>
<tr>
<td>450</td>
<td>$12,375,000</td>
<td>$15,118,000</td>
<td>$12,860,000</td>
</tr>
</tbody>
</table>

Table 1: Estimated deployment cost of a fully distributed RAN, a fully centralized RAN, and a RAN implementing a dynamic functional split.
modeling. In addition, it is an MILP of the same form as (P7), our quadratic formulation, so that it can be solved using the same methods in comparable time.

Although the FSSP and problem (P8) have different objectives, their solutions may not be radically different. Indeed, there may be a possible correlation between cost minimization and throughput maximization as a result of the influence of computational costs \( k_3(y) \). Since the cost of running mobile functions at the CU is much smaller than at the DU \( (\phi_{CU} = 0.017 \text{ ncu/cycle vs. } \phi_{DU} = 1 \text{ ncu/cycle, according to [51])}, minimizing this cost component also entails centralizing as many functions as possible, which is also desired by the throughput-maximization approach. Nonetheless, the routing costs \( k_3(f) \) have the opposite effect, since function centralization increases network usage. As a result, the value of \( \omega \) greatly influences how exceedingly costly a throughput-maximizing solution is, and how much throughput is lost by a cost-optimal solution.

Fig. 12 shows the impact of \( \omega \) on the operating cost of solutions provided by the quadratic approach and heuristics 1 and 2, along with that of the cost-optimal solution from (P8). For reference, we also include the cost of fully distributed and fully centralized networks, although the latter is always infeasible. We observe that when \( \omega = 0 \), the cost of our proposed approaches is very similar to that of the cost-optimal approach. In fact, the average cost difference between the cost-optimal and quadratic approaches is less than 1%. As \( \omega \) grows, the cost-optimal solution converges to the distributed solution, since centralization incurs in high routing costs. Conversely, the cost of our proposed approaches increases linearly with \( \omega \), as this parameter is not taken into account for solution selection. As a consequence, at \( \omega = 0.5 \), the average cost difference between the cost-optimal and quadratic approaches is 22%, and if \( \omega = 1 \) this difference increases up to 45%.

In order to make a meaningful analysis, the cost difference between a cost-optimal and a throughput-maximizing approach must be evaluated against the possible additional revenue of the latter, resulting from being able to operate with higher spectral efficiency. In Fig. 13 we show the influence of the routing costs \( \omega \) on the spectral efficiencies achieved by the same approaches as in Fig. 12. We observe that the cost-optimal approach always achieves noticeably lower spectral efficiencies than throughput-maximizing approaches, as we might expect. At \( \omega = 0 \), our quadratic approach achieves a 15% higher spectral efficiency than the cost-optimal approach, this increases to 45% at \( \omega = 0.5 \), and finally to 86% for \( \omega \geq 0.75 \), as the cost-optimal approach converges to the distributed solution. We conclude that the additional cost of throughput-maximizing approaches translates into proportionally higher improvements in the spectral efficiency. If the operator is able to profit from these improvements, then throughput-maximizing approaches may lead to a higher revenue with respect to static or cost-optimal approaches.

With the intention of providing a detailed cost analysis, we also study how the fronthaul network density and the UE concentration influence the trade off between spectral efficiency and cost in two scenarios. First, we investigate the case where routing costs are negligible \( (\omega = 0) \), and thus the operator is motivated to centralize as many functions as possible, either pursuing minimal cost or maximum throughput. The results for this scenario are depicted in Fig. 14. We observe that, in this case, higher fronthaul densities lead to higher spectral efficiencies (Fig. 14a) and lower costs (Fig. 14c) for all approaches, since more functions can be maximized. Nevertheless, our proposed throughput-maximizing approaches take more advantage of dense fronthaul networks, achieving better spectral efficiency than the cost-optimal approach while having comparable cost. Indeed, when \( \psi = 5 \), the quadratic approach achieves a 16.5% higher spectral efficiency while being only 1.3% more costly than the cost-optimal approach. A similar trend can be observed as the UEs become more concentrated: if \( \theta = 0.95 \), the quadratic approach achieves a 15.1% higher spectral efficiency while being only 6.3% more costly.

Finally, we examine a scenario where routing costs are not negligible, but still low enough so that a fully distributed configuration is not the least costly option. We set the routing cost to \( \omega = 0.5 \text{ ncu-s/Gb} \) to illustrate this scenario, which is the midpoint between the value where the throughput-maximizing approach becomes more costly than the fully distributed configuration (\( \omega \approx 0.25 \text{ ncu-s/Gb} \)), and the
value where the cost optimal approach converges to the fully distributed configuration (ω ≈ 0.75 ncu-s/Gb). The results are depicted in Fig. 15. For this scenario, we observe that the cost and spectral efficiency gaps between the cost-optimal and throughput-maximizing approaches are noticeably larger than in the previous scenario, since the former is now very limited by the routing costs. When ψ = 5, the quadratic approach achieves a 54.4% higher spectral efficiency (Fig. 15a) while being 47.5% more costly than the cost-optimal approach (Fig. 15c). A similar trend can be observed as the UEs become more concentrated: if θ = 0.95, the quadratic approach achieves a 116.7% higher spectral efficiency (Fig. 15b) while being 90.7% more costly (Fig. 15d). These results suggest that, when the routing costs as high, throughput-maximizing approaches can only compete with the cost-optimal one as long as the higher spectral efficiency translates into higher profit.

C. Profitability in dynamic conditions

In the previous section, we show that throughput-maximizing approaches are able to deliver instantaneous network configurations that may be more profitable than other approaches, such as static or cost-optimal configurations. However, the changing nature of mobile networks still poses significant challenges at the task of evaluating the profitability of a dynamically-managed network. These challenges are discussed in [53], where the costs of operating such a flexible network are divided into two categories: readiness cost, which reflects the cost of operating in stable conditions, and action cost, which denotes the cost of sensing network changes and adapting the network configuration accordingly.

In order to carry out a meaningful cost analysis of a dynamic network, a large number of variables has to be taken into account. In this work we already consider some of them, such as network size, fronthaul density, UE distribution, and split-selection algorithm. Nonetheless, there are other aspects which still play a role, such as the type of covered area (residential, business, entertainment), UE mobility patterns, and a model of the performance degradation of the current configuration [54]. As a consequence, the complete analysis of the cost and potential profitability of a 5G network implementing a dynamic functional split is out of the scope of this paper and the matter of a separate future work.

VIII. Conclusion

The ambitious performance objectives of 5G regarding user data rates force operators to increase cell density. Nonetheless, increased cell density causes additional interference, which may be countered by means of centralized RAN architectures. The feasibility of these architectures is limited by the capacity of the fronthaul network, which frequently can only support partial function centralization, leading to the so-called functional split. The functional split affects the interference-mitigation capabilities of the network as well as the required fronthaul capacity, so that it has to be carefully chosen to ensure an efficient network utilization.

In this work, we tackle the problem of dynamically selecting the functional split of all gNBs in the network according to the instantaneous interference situation. We formulate it as a mixed-integer non-linear program and derive reformulations, approximations, and heuristics to enable solving it during runtime. We comprehensively evaluate each approach on operator-grade hardware using realistic network parameters obtained from 3GPP specifications and measurement traces. We also assess the impact of the fronthaul network topology and the UE concentration on the quality of the solutions. We observe that adaptive approaches perform best when the fronthaul network is dense and when the UEs are concentrated, although they outperform static alternatives in all scenarios. In conclusion, we show that adaptive architectures may yield average spectral
efficiencies up to 90% higher than those of static architectures while being comparable to static approaches in terms of cost.

APPENDIX A

ALGORITHMIC DESCRIPTION OF HEURISTIC 1
See Algorithm 1.

Algorithm 1: Heuristic 1 (Webster/Saint-Lagué method and binary search).

Input: $X^+,$ $X^-,$ $I_g \forall g \in G$
Output: $x, f$

1. $x_g \leftarrow 0 \quad \forall g \in G$
2. $X \leftarrow X^+$
3. repeat // Binary search
   4. repeat // W/S-L assignment
      5. $g^* \leftarrow \arg \max_g \{I_g \mid g \in G\}$
      6. $x_{g^*} \leftarrow x_{g^*} + 1$
      7. if $x_{g^*} < Q$ then
         8. $I_{g^*} \leftarrow I_{g^*} + 1$
      9. else
         10. $I_{g^*} \leftarrow -\infty$
   11. end
   12. until $\sum_{g=1}^{G} x_g = X$
   13. if (26) feasible then // Feasibility check
      14. $X^- \leftarrow X^-$
      15. $f \leftarrow f^*(x)$ as in (26).
   16. else
      17. $X^+ \leftarrow X^+ - 1$
   18. end
5. until $X^+ = X^-$

APPENDIX B

Binary search for Heuristic 1
As $c(\cdot)$ is a monotonically decreasing function, it can be trivially proven that $\hat{\eta}(x) \geq \hat{\eta}(x')$ whenever $x_g \geq x'_g \forall g \in G$, and vice-versa. In words, this means that increasing (decreasing) the centralization level of any gNB can only increase (decrease), on average, the mean spectral efficiency, as intuitively expected. Similarly, given constant $I_g \forall g \in G$ and two accumulated centralization levels $X$ and $X'$ such that $X > X'$, it can be easily shown that the resulting centralization vectors $x$ and $x'$ yielded by the W/S-L algorithm fulfill $x_g \geq x'_g \forall g \in G$. Finally, it is also clear that if $x$ is feasible, then $x'$ must be as well. We conclude that there is a single maximum value of $X$ such that for all $X' < X$ the W/S-L method returns feasible but lower-performance solutions, and for all $X'' > X$ the W/S-L method returns infeasible solutions. In the light of the above, we can implement a binary search of the highest feasible value of $X$ as shown in Algorithm 1.
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