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Large Electroweak Corrections to Heavy WIMP
Dark Matter Annihilation and Resummation

Große elektroschwache Korrekturen zu
schwerer WIMP Dunkelmaterieannihilation und -resummation

Kai Urban

Abstract

In this thesis, we investigate large electroweak corrections to heavy WIMP dark matter anni-
hilation. We calculate the one-loop potentials for arbitrary standard model representations in
order to evaluate the non-relativistic Sommerfeld effect at NLO. Furthermore, we consider the
resummation of electroweak Sudakov logarithms in the semi-inclusive χ0χ0 → γ+X annihilation
process for wino and Higgsino dark matter to the NLL’ order and combine both corrections to
provide the most precise cross-section predictions to date.

Zusammenfassung

In dieser Dissertation werden elektroschwache Korrekturen zu schwerer WIMP Dunkelmateriean-
nihilation betrachtet. Wir untersuchen die Ein-Schleifenpotentiale für allgemeine Modelle mit
beliebigen Standardmodelldarstellungen um den nicht-relativistischen Sommerfeldeffekt zu NLO
zu bestimmen. Desweiteren betrachten wir die Resummation elektroschwacher Sudakovlogarith-
men im semi-inklusiven χ0χ0 → γ+X Annihilationsprozess für wino und Higgsino Dunkelmaterie
zur NLL’ Ordnung und kombinieren beide Korrekturen zur präzisest bekannten Wirkungsquer-
schnittvorhersage.
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1

Introduction

1.1 Dark matter - Evidence and properties

The nature of dark matter (DM) is certainly among the greatest unknowns in modern-day
physics. The evidence for its existence ranges from the observation of velocity dispersions of
galaxies and the finding that the dispersion is far too large to be supported by luminous matter
only [1] in the 1930s, all the way to modern observations of the cosmic microwave background
(CMB) [2]. It was the former observation, for which as a hypothetical explanation, a new non-
luminous matter component was introduced, that was termed Dunkle Materie (dark matter) [1].
Today, the evidence for the existence of DM is overwhelming. The effect of DM can e.g., be
observed in rotation curves [3, 4], strong [5] and weak [6] gravitational lensing, baryonic acoustic
oscillations [7], the bullet cluster [8], to just list a few measurements.

It is surprising that despite the many observational hints, little is known about DM beyond
its gravitational interaction. Among the empirically constrained properties is its electric charge,
which has to vanish for the DM to be “dark”,1 the DM self-interactions [10], its lifetime being
on cosmological timescales [11], and some model-independent constraints on the dark matter
mass. However, without assuming a specific DM model, still a huge mass region is possible,
ranging from dark matter masses of mχ ∼ 10−22 eV [12] to up to solar masses [13, 14] (for a more
detailed discussion of model-independent constraints, we refer to the plethora of DM reviews in
the literature, e.g., [15] and references therein).

A further property to which dark matter is typically classified is its velocity at the time
of thermal decoupling. Simulations of large scale structure (LSS) formation can exclude hot
(relativistic) dark matter as the dominant DM component [16]. To match the observed structure,
cold dark matter (CDM), i.e., non-relativistic DM at the decoupling time or at most warm DM,
is needed [17]. The reason CDM is very successful in the description of structure formation lies
in the fact that after decoupling, density perturbations rise linearly, causing structures to grow
hierarchically from small to large scales, in agreement with observations [18]. However, it has
to be mentioned that there are some small-scale structure problems whose resolution is unclear
within the CDM paradigm [19, 20].

Nevertheless, the relic abundance of DM in the concordance model of cosmology ΛCDM [17],
is measured by the Planck satellite [2]

ΩDMh
2 = 0.120± 0.001 (1.1)

to an accuracy of better than a percent, where h is the Hubble constant in units of 100 km/s Mpc.
1In principle, there is also the possibility of “milli-charged dark matter”. However, rather stringent bounds on

the “milli-electric” charge exist [9].
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2 Chapter 1. Introduction

The value implies about five times more dark matter than ordinary baryonic matter, with the
rest of the energy budget of the universe essentially made up by dark energy.

1.2 The WIMP as a dark matter candidate

Despite the highly accurate knowledge of the DM density today, little is known of its particle
physics properties.2 Large mass ranges spanning over dozens of orders of magnitude are still
possible, and a plethora of models can reproduce the observed abundance [23, 24]. Therefore, it is
only natural to take some kind of guidance from other parts of physics to motivate possible dark
matter candidates that also address further problems existing in cosmology, astro- or particle
physics. On the particle physics side, two candidates have received particular attention over the
last decades, as they also address some unknowns in particle physics. One is the axion and its
connection to the strong CP problem [25, 26, 27], whilst the second being the weakly interacting
massive particle (WIMP) (for a review, see, e.g., [28]).

For WIMPs, as for many other DM candidates, the relic abundance is set by the “freeze-out”
mechanism [17, 29], assuming the standard cosmological evolution. In short, it is assumed that
the dark matter is in thermal equilibrium with the SM plasma at some point in the early universe.
As the expansion of the universe progresses, temperatures start to fall, and at some time, the
annihilation and creation rates of the DM are of the size of the expansion rate of the universe,
the Hubble rate. At this point, the DM annihilation ceases as the DM effectively does not
see each other anymore; the abundance “freezes-out”. Under usual assumptions for DM, the
observed abundance is reproduced if the following relation between relic density and annihilation
cross-section of the DM holds [17, 30]3

ΩDMh
2 ≈ 0.1 ·

(
3 · 10−26cm3s−1

〈σv〉

)
. (1.2)

Any weak scale particle is naturally in the right ballpark for the cross-section 〈σv〉. The numerical
coincidence of the equality of weak-scale and freeze-out cross-section is also known as “WIMP
miracle” [31], even though there is no connection between the abundance calculation and the
electroweak scale. However, in particle physics, there are unresolved issues that hint at new
physics around the weak or TeV-scale. This new physics typically also provides a dark matter
candidate with the right abundance.

One of these issues that have sparked interest in new physics around the weak scale for
decades is known as the electroweak hierarchy problem [32, 33]. In the standard model of
particle physics (SM), the Higgs mass is described by a relevant operator, meaning it receives
large quantum corrections under renormalization group evolution from large to small energies.
Therefore, considerable fine-tuning is needed to find the Higgs mass at its observed value and not
at the Planck scale (or any new physics scale above the electroweak scale), that one would naively
expect to dominate the loop corrections.4 Albeit a purely aesthetic criterion, the hierarchy
problem has served as a guiding principle for beyond standard model (BSM) research over the past
decades. Among the most popular resolutions of the hierarchy problem is certainly the concept

2This, of course, assumes dark matter to be some kind of particle. While also further possibilities exist that
aim to explain the same observations as dark matter, e.g., modifying gravity [21] or dark matter from primordial
black holes [22], at the present day, particle dark matter seems to be the most likely explanation for the observed
missing mass problem.

3Up to corrections and refinements discussed at later stages of this thesis.
4Note that strictly speaking the hierarchy problem cannot be formulated within the Standard Model, as the

Higgs mass is not calculable in the SM.



1.3. Detection methods for electroweak WIMP dark matter 3

of supersymmetry (SUSY), which solves the hierarchy problem by introducing superpartners to
the SM particles (for a review of SUSY, see, e.g., [34]). These superpartners are bosonic for the
SM fermions and fermionic for the SM bosons, which means that they provide a correction to
the Higgs mass of exactly opposite sign to the SM contribution. As long as the SUSY mass scale
is not too large, this keeps the corrections to the Higgs mass small.

Furthermore, SUSY, in particular the minimal supersymmetric standard model (MSSM),
provides WIMPs naturally as dark matter [31]. The usual candidates are the superpartners of
the SM gauge sector, namely the wino, bino as partners of the electroweak gauge bosons and the
Higgsinos as superpartners of the SM Higgs doublet. The four neutral Majorana fermions and
two charged Dirac fermions that arise after electroweak symmetry breaking (EWSB) are called
neutralinos and charginos. The lightest of the neutralinos represents a “textbook-like” WIMP
candidate that would be produced by a freeze-out mechanism and reproduces the observed relic
abundance for masses at the O(100 GeV) to a few TeV of DM mass mχ [35, 36].

Limits of pure wino, Higgsino, bino are interesting, as they require a minimal set of parameters.
If DM, for instance, would be a pure wino (with all other SUSY states decoupled), there is only
one free parameter, the DM mass mχ. Furthermore, if one assumes that the pure wino makes up
all DM, mχ is uniquely fixed.

Taking a more minimalistic perspective, the wino and Higgsino also appear in the context of
“minimal dark matter” [37, 38]. The notion of minimal dark matter adds an extra SU(2) multiplet
with minimal spin, isospin and hypercharge to the SM. The properties of these additions required
for “minimal” dark matter are that the lightest component of the new multiplet is electrically
neutral after EWSB and stable on cosmological scales. Furthermore, the interactions of the
multiplet are only with the SM gauge group, i.e., only the mass of the dark matter is a free
parameter. The multiplet size is constrained if a Landau pole in α2 is to be avoided below the
GUT/Planck scale [37]. The wino, as an SU(2)L triplet of Majorana fermions, and the Higgsino,
as a doublet with hypercharge Y = 1/2, fall naturally into this larger class of models.5

1.3 Detection methods for electroweak WIMP dark matter

Typically, the experiments searching for WIMPs can be associated with three kinds of detec-
tion mechanisms: First dark matter production, e.g. at a collider such as the Large Hadron
Collider (LHC), secondly direct detection, i.e. the scattering of dark matter at nuclear targets,
and lastly, so-called indirect detection that maps the products of dark matter annihilation in
astrophysical observations, e.g., photons or electrons. The typical thermal masses for the two
primary models discussed in this thesis, the pure wino and Higgsino, are in the TeV-range, at
around (2.8− 3) TeV or 1.1 TeV, respectively [36, 38, 39, 40].

For the electroweak WIMPs, the production and detection at a high-energy collider is a
difficult task. The LHC can, for example, currently give a lower bound on the pure wino mass
of about 500 GeV [41, 42]. The Higgsino is even harder to probe, and even constraining the
mass or possibly discovering the Higgsino is only possible up to mχ ≈ (300− 400) GeV given the
projected final LHC data set [43]. Even at possible future high-energy colliders, e.g. the often
discussed 100 TeV collider, a possible detection is also dependent on the precise specifications,
the information used, the amount of collected data, and many other aspects, and remains a
discussed subject in the literature [43, 44, 45, 46, 47]. A collider detection or final exclusion of

5In principle, all pure models with Y 6= 0 are already ruled out by direct detection constraints [37], however,
they can typically be resurrected by introducing some non-minimal additions, e.g., small admixtures of other
multiplets, that prevent DM/nucleon couplings via Z-exchange. For the case of the Higgsino, this is discussed in
more detail in Chapter 4.
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the thermal mass Higgsinos and winos at future colliders is therefore certainly not ensured.
Similarly, direct detection via DM-nucleon scattering proves challenging for both wino and

Higgsino. For example, for the pure wino as DM, there is no direct Z- or Higgs coupling, and loop
processes, therefore, determine the direct detection cross-section. The predicted spin-independent
WIMP-proton scattering cross-section is σSI ≈ 2 · 10−47 cm2 obtained within various effective
field theory (EFT) approaches [48, 49, 50, 51, 52, 53, 54]. The value is close to the so-called
“neutrino floor” for direct detection experiments if the wino is in the TeV-range [55]. Current
direct detection experiments cannot constrain such cross-sections, and it is also not entirely clear
if the next-generation direct detection experiments will be able to rule out or confirm the pure
wino. For a review of the various experiments and constraints, see, e.g. [56]. For the Higgsino,
the situation is even bleaker in direct detection. The cross-section is predicted well within the
coherent neutrino background [49, 51, 54], making direct detection essentially impossible for this
model.

Despite the grim prospects in direct detection and collider experiments for the thermal
electroweak WIMPs, there is still potential to discover them through indirect detection (for
a review, see e.g. [57]). The concept refers to the astronomical detection of DM annihilation
or decay products, i.e., χ0χ0 annihilating into a SM final state. Indirect detection prospects
profit from the large amount of DM in the universe, and telescopes, initially designed for
other astrophysics or astronomy questions, are also sensitive to the SM final states considered.
However, the typical challenges lie again in the weak DM coupling to the SM and the significant
astrophysical uncertainties, e.g., DM profiles [58] and cosmic ray modeling [59]. Among the most
popular final states to search for is a monoenergetic photon arriving in the detector, the so-called
“line signal”. The advantage of the photonic signal lies in the low astrophysical background
and the possibility to hunt for a bump in the spectrum that is hard to explain by astrophysics.
However, on the downside, as the dark matter does not directly couple to photons, the process
can only start at one-loop.

The typical indirect detection telescopes that can constrain heavy WIMPs fall into two
categories: Space-based and ground-based telescopes. The former can detect the high-energetic
photon directly, whilst the latter relies on the detection using Cherenkov radiation produced in
the atmosphere by the cosmic rays. The typical space-telescopes that constrain the electroweak
WIMPs are EGRES [60], and especially in the last years, FERMI-LAT [61]. However, as their
effective area and therefore their sensitivity drops sharply in the TeV-regime, most interesting
for thermal electroweak WIMPs, ground-based telescopes are typically more sensitive to these
models.

The ground-based telescopes that can detect the electroweak WIMPs in the TeV-range usually
are Imaging Atmospheric Cherenkov Telescopes (IACT). Experiments such as VERITAS [62],
MAGIC [63], HAWC [64] or H.E.S.S. [65] already cut into the relevant parameter space depending
on the astrophysical assumptions made. Especially, the upcoming CTA experiment [66, 67] which
is expected to improve the sensitivity to DM signals by at least an order of magnitude, will also
be able to confirm or rule out most of the TeV-WIMP region, even under rather conservative
assumptions on astrophysical uncertainties. Therefore, indirect detection provides the most
promising and powerful avenue to test the thermal TeV-WIMPs to date.

1.4 Large loop effects in dark matter annihilation

Although the one-loop prediction for the neutralino annihilation into two photons or a photon
and a Z-boson, i.e., the line signal, is known for more than 20 years [68, 69, 70], this result is
not sufficient to constrain the wino and Higgsino as there are large corrections that significantly



1.4. Large loop effects in dark matter annihilation 5

alter the forecast. The typical thermal masses of winos (mχ ∼ (2 − 3) TeV) and Higgsinos
(mχ ≈ 1 TeV), imply that there is a large scale ratio between DM mass and the electroweak (EW)
scale mχ/mW � 1. The largeness of this ratio causes several loop effects to produce large
corrections to naive tree-level predictions. On the non-relativistic side, the so-called “Sommerfeld
effect” [71], and in annihilation to exclusive or semi-inclusive final states, Sudakov logarithms [72],
significantly modify the predicted cross-sections. The former was first pointed out for electroweak
WIMPs in [73, 74], and arises as the massive electroweak gauge bosons W±, Z are from the
DM perspective, light and essentially stable (at least on typical time scales of the dark matter
annihilation). Ladder loop exchanges of these heavy gauge bosons are suppressed by factors of

α2
mχ

mW
or α2

v
(1.3)

in the non-relativistic regime, where v is the DM velocity. As for TeV DM, these ratios are of
O(1), a special treatment is necessary, introducing potentials due to electroweak gauge boson
exchange that after solving a Schrödinger equation resum these corrections. The resulting
enhancement is known as the “Sommerfeld effect” or “Sommerfeld enhancement” after the QED
calculation in [71]. After the initial calculation for winos and Higgsinos in indirect detection
[74], it was found that also the freeze-out of WIMPs receives significant corrections due to the
Sommerfeld effect [39]. In particular, many of the MSSM benchmark scenarios [36] and the
class of minimal DM models [38] are subject to Sommerfeld effect corrections. However, the
Sommerfeld enhancement is not restricted to electroweak WIMPs and has found applications in
a plethora of other DM models and cosmological contexts. It was the anomalous positron excess
in the PAMELA experiment [75] that initiated widespread interest in the Sommerfeld effect as a
way to boost DM annihilation rates [76, 77] and popularized the effect in the literature.

A similar situation, albeit with massless gauge bosons, is present, e.g., in threshold annihilation
at colliders or bound state physics for atomic systems. The modern tools to deal with potentials
and other non-relativistic states are NRQCD and PNRQCD [78, 79, 80, 81] for the annihilation
of quarkonia (and NRQED/PNRQED in the atomic physics setting [82, 83]). These effective
theories allow for a systematic counting of the non-relativistic effects and their relative importance
and have been worked out to high loop orders. The effective theories for the non-relativistic dark
matter case, which are constructed in close analogy with their QED/QCD analogues, were first
discussed in [84, 85, 86] and follow a similar logic. The phenomenology of the resulting potentials
and the solution of the Schrödinger equation is quite different from QCD. The massive nature
of the exchanged bosons leads to distinct enhancement with saturation, resonances, and other
interesting effects that we will elude to at later stages of this thesis.

In exclusive and semi-inclusive DM annihilation, the second class of large corrections consid-
ered in this thesis plays a role, Sudakov double logarithms of the electroweak to the DM mass
scale

α2
π

ln2 m
2
W

4m2
χ

(1.4)

that arise at every order in perturbation theory. Again, if the DM mass is in the TeV-regime,
these require resummation using renormalization group techniques. Similar to the non-relativistic
toolbox, which is inspired by NRQCD, Sudakov resummation is also addressed in the collider
context using soft-collinear effective theory (SCET) [87, 88, 89, 90]. SCET as an effective theory
provides a natural way to deal with infrared (IR) soft and collinear physics that gives rise
to the double logarithms. Whilst electroweak Sudakov logarithms in SCET were previously
investigated in the collider context [91, 92], the application to the indirect detection process
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that involves further scales and challenges has only started to gather interest in the past
years [93, 94, 95, 96, 97, 98, 99, 100, 101, 102]. In view, of the potentially large astrophysical
uncertainties that enter indirect detection analyses, it is mandatory, to provide accurate particle
physics predictions. The particle physics uncertainties are reducible by extending the calculations
and therefore, not restricted by any possible experimental uncertainties or effects. Secondly,
the particle physics differential cross-section enters the observed J-factors as a convolution with
several astrophysical factors. Hence, it is desirable to reduce the error bars on the particle physics
side as much as possible to not further bolster the, in any case, large uncertainties involved.

Outline. This thesis is organized as follows: We begin in Chapter 2, with a review of the
method of regions approach to the calculation of loop corrections. Furthermore, we identify the
necessary momentum modes needed to construct the corresponding effective theories in order to
tackle the Sommerfeld effect and Sudakov resummation calculations. In Chapter 3, we discuss
the construction of the non-relativistic effective theory for heavy electroweak WIMPs and discuss
the NLO correction to the wino DM potentials. Following the wino calculation, we generalize
the result for the NLO potential, in Chapter 4, to arbitrary SU(2)L multiplets and hypercharges.
Concluding the discussion of non-relativistic corrections to DM, in Chapter 5, we review the
WIMP freeze-out computation and apply the insights of the NLO potentials to the wino model.

In the second part of this thesis, we deal with the description of the indirect detection endpoint
spectrum and the resummation of electroweak Sudakov logarithms. We begin by examining
the endpoint spectrum factorization for the process χχ→ γ +X in Chapter 6. We discuss the
resummation of electroweak Sudakov logarithms and a selection of technical points for the wino
and Higgsino endpoint spectrum in the following Chapter 7. Finally, in Chapter 8, we present the
prediction for the endpoint spectrum for wino and Higgsino annihilation and combine the results
for the NLO potentials (Chapters 3 and 4) with the resummed annihilation rates (Chapters 6
and 7). In Chapter 9, we conclude. A series of Appendices provide further technical details on
the calculations discussed in the main text.

This thesis is mainly based on the following publications (and in some points extends upon
the discussion therein)

• M. Beneke, A. Broggio, C. Hasner, K. Urban, and M. Vollmann, Resummed photon spectrum
from dark matter annihilation for intermediate and narrow energy resolution, JHEP 08
(2019) 103, [arXiv:1903.0870]. [Erratum: JHEP 07, 145 (2020)]

• M. Beneke, R. Szafron, and K. Urban, Wino potential and Sommerfeld effect at NLO, Phys.
Lett. B800 (2020) 135112, [arXiv:1909.0458]

• M. Beneke, C. Hasner, K. Urban, and M. Vollmann, Precise yield of high-energy photons
from Higgsino dark matter annihilation, JHEP 03 (2020) 030, [arXiv:1912.0203]

• M. Beneke, R. Szafron, and K. Urban, Sommerfeld-corrected relic abundance of wino dark
matter with NLO electroweak potentials, JHEP 02 (2021) 020, [arXiv:2009.0064]

and work yet to appear

• M. Beneke and K. Urban, in preparation

• M. Beneke and K. Urban and M. Vollmann, in preparation

http://xxx.lanl.gov/abs/1903.0870
http://xxx.lanl.gov/abs/1909.0458
http://xxx.lanl.gov/abs/1912.0203
http://xxx.lanl.gov/abs/2009.0064


2

Radiative corrections to heavy WIMPs

For heavy WIMPs, the scale separation of electroweak and dark matter mass scale mZ � mχ

leads to several enhanced corrections. In this Chapter, we motivate the origin of these corrections
and identify the necessary ingredients for the EFT treatments detailed in the later parts of this
thesis. We begin by reviewing the “method of regions” approach and discuss two illustrative
examples of relevance in this thesis. Afterwards, we turn to identify the crucial momentum
modes for the EFT construction. Finally, we discuss the factorization of annihilation effects
and non-relativistic physics, that allows for the separate treatments of non-relativistic physics in
Chapters 3, 4, 5, annihilation effects in Chapters 6, 7, and finally the combination of both in
Chapter 8.

2.1 The method of regions

Evaluating loop integrals that involve many scales analytically, such as masses or kinematical
parameters, can be challenging to practically impossible. However, in many physics situations,
it is not necessary to know the full dependence on all parameters. Instead, one is interested in
the leading behaviour in these parameters, e.g. to resum certain logarithmic corrections. The
method of regions (sometimes also “strategy of regions”) [105], provides a way to solve such loop
integrals by expanding in the small parameters, simplifying intermediate loop integrals by the
introduction of regions, and finally recovering the behaviour that could have also been extracted
by expanding the full result. For a given loop integral, we can summarize the prescription in the
following steps [106, 107]:

1. Divide the full loop integral into regions and expand the integrand in each region with
respect to the small parameters in this region.

2. Perform the integration in each of the expanded regions over the entire integration domain
of the loop momenta.

3. Set any scaleless integral to zero and add all expanded contributions.

This procedure reproduces the full result expanded in the small parameter, order by order. There
are no counterexamples known to this method, and the corresponding asymptotic expansion is
even proven in some cases. For more rigorous treatments and the current status of the method,
see [106, 107, 108]. Below we provide two examples that exemplify the method and introduce
the types of loop integrals encountered at later stages of this thesis.

7
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p1

p2

p1 − l

l

p2 + l

p1

p2 p4

p3

l

l − p3

l − p3 + p1

Figure 2.1: Example diagrams corresponding to the loop integrals discussed in Sections 2.1.1 (left panel)
and 2.1.2 (right panel).

2.1.1 Example - massive gauge boson correction to threshold annihilation

As a first example, let us consider two heavy fermions of mass mχ annihilating at an effective
annihilation vertex, corrected by the exchange of a massive gauge boson of mass mW � mχ, as
depicted in Figure 2.1 (left panel). For simplicity, we drop any Dirac and momentum structure
in the numerator and focus on the explicit integral. For the external fermion momenta, the
threshold kinematics apply

pµ1 = pµ2 = mχv
µ vµ = (1, 0, 0, 0)T . (2.1)

In this case, we can analytically solve the full integral and afterwards expand in the small ratio
λ = mW /mχ

I1 =
∫

[dl] 1
l2 −m2

W + iε
· 1

(p1 − l)2 −m2
χ + iε

· 1
(p2 + l)2 −m2

χ + iε

= i

16π2m2
χ

[
ln mχ

mW
−
√

4m2
χ

m2
W

− 1 arctan
(√

4m2
χ

m2
W

− 1
)]

= i

16π2m2
χ

[
−π
λ
− lnλ+ 1 + π

8λ+O(λ2)
]

(2.2)

where [dl] is defined, in Eq. (A.1). We can also derive the result in the method of regions
approach. To that end, we note three regions, a potential, hard and soft region, that contribute to
this integral, following the above criteria. In the potential region, i.e., considering loop momenta
of the scaling (l0, l) ∼ mχ(λ2, λ), the result at O(λ−1) is given by

Ipotential
1 (λ−1) =

∫
[dl] −1

l2 +m2
W

· 1
−l2 − 2mχl0 + iε

· 1
−l2 + 2mχl0 + iε

= i

16π2m2
χ

(
−π
λ

)
(2.3)

which captures the full 1/λ enhanced correction. The first subleading correction O(λ0) originates
from the hard (l0, l) ∼ mχ(1, 1)

Ihard
1 (λ0) =

∫
[dl] 1

l2 + iε
· 1

(p1 − l)2 −m2
χ + iε

· 1
(p2 + l)2 −m2

χ + iε

= i

16π2m2
χ

(
− 1

2ε −
1
2 ln µ2

m2
χ

+ 1
)
, (2.4)
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and the soft region (l0, l) ∼ mχ(λ, λ)

Isoft
1 (λ0) =

∫
[dl] 1

l2 −m2
W + iε

· 1
−2mχl0 + iε

· 1
2mχl0 + iε

= i

16π2m2
χ

(
1
2ε + 1

2 ln µ2

m2
W

)
. (2.5)

Adding the two regions, the O(λ0) term of Eq. (2.2) is reproduced. Similarly, all subleading
orders can be calculated, with the odd powers of λ originating from the potential region, whilst
the even powers of λ are due to the hard and soft region. For example, the O(λ) term originates
from the first subleading order in the potential region

Ipotential
1 (λ) =

∫
[dl]

[
−(l0)2

(l2 +m2
W )2 ·

1
−l2 − 2mχl0 + iε

· 1
−l2 + 2mχl0 + iε

+ −1
l2 +m2

W

· −(l0)2

(−l2 − 2mχl0 + iε)2 ·
1

−l2 + 2mχl0 + iε

+ −1
l2 +m2

W

· 1
−l2 − 2mχl0 + iε

· −(l0)2

(−l2 + 2mχl0 + iε)2

]

= i

16π2m2
χ

·
(
πλ

8

)
(2.6)

and similar at higher orders. Note that the potential regions characteristically carry an additional
factor of π compared to the soft and hard regions. The above regions can be viewed as an
indicator of which modes to consider in the effective theory construction. For example, generically,
for the non-relativistic EFT of heavy WIMPs, the hard modes will constitute the annihilation
operators. The potential region, as the name suggests, gives rise to non-relativistic potentials.
Finally, the soft region will contribute to corrections of the potential and the annihilation process,
as discussed in later Chapters. However, it is important to remark that the regions only act
as an indicator for the EFT construction; the method of regions expansion is not necessarily
equivalent to the effective theory.

2.1.2 Example - exclusive annihilation of heavy DM

In the exclusive annihilation of two heavy DM particles into SM final states, additionally to the
example above, further regions and diagrams contribute. In this example, we consider one of the
contributing diagrams, depicted in Figure 2.1 (right panel). The following kinematics apply in
the exclusive annihilation into photons

pµ1 = pµ2 = mχv
µ , pµ3 = mχn

µ
+ , pµ4 = mχn

µ
− , (2.7)

where we used the light-cone coordinates for the two final state bosons

nµ+ = (1, 0, 0,−1) , nµ− = (1, 0, 0, 1) . (2.8)

Finally, to finish this short interlude, let us introduce the decomposition into light-cone components

pµ = (n− · p)
nµ+
2 + (n+ · p)

nµ−
2 + pµ⊥ = pµ+ + pµ− + pµ⊥ (2.9)
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to denote scaling of regions and to simplify integral notation. Dropping the numerator structure
of Figure 2.1 (right panel), we are left with the integral depending on the two scales mW ,mχ for
which we assume mW < mχ to simplify the result

I2 =
∫

[dl] 1
(l − p3 + p1)2 −m2

χ + iε
· 1
l2 −m2

W + iε
· 1

(l − p3)2 −m2
W + iε

λ<1= i

64π2m2
χ

+2Li2

 2
(
λ2 − 1

)
λ
(
λ+
√
λ2 − 4

)
− 2Li2

 2
(
λ2 − 1

)
λ
(
λ+
√
λ2 − 4

)
− 2


−2Li2

(
2
(
λ2 − 1

)
λ2 +

√
λ4 + 4− 2

)
− 2Li2

(
2
(
1− λ2)

−λ2 +
√
λ4 + 4 + 2

)

+ ln2
(
λ

2
(√

λ2 − 4− λ
)

+ 1
)
− ln2

 λ
(√

λ2 − 4− λ
)

λ
(√

λ2 − 4 + λ
)
− 2


− ln2

(√
λ4 + 4− λ2 + 2√
λ4 + 4 + λ2 − 2

)]

= − i

32π2m2
χ

ln2 λ

2 +O(λ) (2.10)

albeit the very complicate full result, as a function of dilogarithms Li2 and double logarithms, the
leading behaviour expanding in λ� 1, is a simple Sudakov double logarithm, which is common
for these diagrams given the above kinematics. In the later Chapters, we will be concerned
with the resummation of these logarithms, but for now, let us first investigate which regions
reproduce this result within the method of regions. To do so, we first expand in the hard region
(l+, l−, l⊥) ∼ mχ(1, 1, 1)

Ihard
2 =

∫
[dl] 1

(l − p3 + p1)2 −m2
χ + iε

· 1
l2 + iε

· 1
(l − p3)2 + iε

= i

64π2m2
χ

[
− 1
ε2
− 1
ε

ln µ2

4m2
χ

− 1
2 ln2 µ2

4m2
χ

+ π2

12

]
(2.11)

which, as expected, only depends on the high energy scale mχ. In this case, extending to
the low-energy regions is not straightforward, as the corresponding integrals suffer from a
rapidity divergence and are ill-defined in dimensional regularization alone. The phenomenon is
sometimes referred to as “Collinear Anomaly” [109], and essentially indicates the appearance of
the high-scale mχ in low-energy regions. To obtain a meaningful result that reproduces the full
theory, we need a further regulator on top of dimensional regularization. The formal discussion
of the rapidity divergence is postponed to the endpoint spectrum factorization, discussed in
Chapter 6. Which regions contribute to a given integral depends on the chosen rapidity regulator.
This thesis uses the rapidity regulator first introduced in [110, 111]. For further details on
the exact implementation, see Appendix E.1. In the final result summing all contributions,
the rapidity regulator dependence needs to cancel. When expanding results in the regulators,
one first needs to expand in the rapidity parameter η before expanding in the dimensional
regularization parameter ε. Using the rapidity regulator η, we are left with the soft region
(l+, l−, l⊥) ∼ mχ(λ, λ, λ)

Isoft
2 =

∫
[dl] 1

2mχv · l + iε
· 1
l2 −m2

W + iε
· 1
−2mχn+ · l + iε

· νη

|(n+ − n−) · l|η
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= i

64π2m2
χ

[
1
ε2
− 2
εη

(
1 + ln µ2

m2
W

)
+ 2
ε

ln µ
ν

+1
2 ln µ2

m2
W

(
ln µ2

m2
W

− 2 ln ν2

m2
W

)
− π2

12

]
, (2.12)

and the collinear region (l+, l−, l⊥) ∼ mχ(λ2, 1, λ)

Icollinear
2 =

∫
[dl] 1
−mχn+ · l + iε

· 1
l2 −m2

W + iε
· 1
l2 − 2mχn+ · l −m2

W + iε

νη

|n+ · l|η

= i

64π2m2
χ

[
2
εη

(
1 + ln µ2

m2
W

)
+ 1
ε

ln ν2

4m2
χ

+ ln µ2

m2
W

ln ν2

4m2
χ

]
(2.13)

with ν the rapidity analogue of the dimensional regularization scale µ. Adding the three
contributions considered above, we recover the leading behaviour of (2.10)

Ihard
2 + Isoft

2 + Icollinear
2 = − i

32π2m2
χ

ln2 mW

2mχ
= − i

32π2m2
χ

ln2 λ

2 (2.14)

which exemplifies the power of the method of regions expansion. Furthermore, it gives us an
insight into the origin of the Sudakov double logarithm, which ultimately will allow us to resum
to all orders in perturbation theory. The above integrals also appear in the later matching
calculations, as hard Wilson coefficients (hard region), soft function (soft region), and jet functions
(collinear regions).

2.2 Relevant momentum modes and kinematics

Using the method of regions, further information on the kinematics, and information on experi-
mental energy resolution, we can identify the modes expected to contribute to the respective
effective theories, thereby aiding the construction of said effective theories in later Chapters.

2.2.1 Relic density - fully inclusive process

The physical observables investigated in this thesis, namely the dark matter relic abundance and
the endpoint spectrum of photons in indirect detection, share that they involve the annihilation
of two heavy non-relativistic DM fermions. Therefore, some parts of the calculation, e.g., the
potentials, are universal and apply to both computations (as proven below). The relic abundance
calculation depends on the total annihilation cross-section of the DM, i.e., we are interested in
the inclusive DM annihilation cross-section. Requiring that the electroweak scale mW is much
below the dark matter mass scale mχ, we expect the following modes to contribute from the
method of regions analysis lµ = (l0, l):

hard (h) : lµ ∼ mχ(1, 1)
soft (s) : lµ ∼ mχ(λ, λ)

potential (p) : lµ ∼ mχ(λ2, λ)
ultrasoft (us) : lµ ∼ mχ(λ2, λ2) (2.15)
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Figure 2.2: Projected energy resolution of the CTA experiment (solid black line, from [112]), and
the power-law fit Eγres = 0.0915(Eγ/TeV)0.653 (dash-dotted) with Eγ ≈ mχ. The dark-
grey (red) and light-grey (blue) bands show where the intermediate and narrow resolution
regimes described in the text, apply, respectively. The boundaries are defined as mW [1/4, 4]
(intermediate resolution), and m2

W /mχ[1/4, 4] (narrow resolution)

2.2.2 Indirect detection χχ→ γ +X - semi-inclusive/exclusive annihilation

In indirect detection, we are concerned with exclusive χχ → γγ or, more realistically, semi-
inclusive χχ→ γ+X final states. The kinematics of this situation, i.e., two heavy non-relativistic
dark matter particles that annihilate into SM particles, force a high energy photon to be detected
at earth and a SM final state that recoils due to momentum conservation.

Which particles are possible inside the final state X depends on the resolution of the photon
detector at earth. One of the final state particles is fixed to be a photon (in our convention, the
anti-collinear direction c), the kinematics of the annihilation imply that the unobserved recoiling
final state X has invariant mass

p2
X = (p1 + p2 − pγ)2 = 4m2

χ − 2(p1 + p2) · pγ = 4mχ (mχ − Eγ) (2.16)

with p1, p2 the DM momenta at threshold, as defined in the preceding Section and pγ = Eγn+.
The energy resolution is defined as Eγres = mχ −Eγ , meaning that the unobserved final state has
invariant mass

p2
X = 4mχE

γ
res . (2.17)

As the detector is assumed to have an energy resolution Eγres � mχ, there are three parametric
possibilities for the invariant mass of the recoiling state X. A regime m2

χ � m2
W ∼ p2

X where
the invariant mass of the recoiling state is of the order of the electroweak scale,1 a second regime
where m2

χ � p2
X ∼ mχmW � m2

W , and a third regime with m2
χ � p2

X � mχmW � m2
W .

Translated into energy resolution of the detector, this leaves the three regimes:

narrow : Eγres ∼ m2
W /mχ

1This narrow regime (see below), extends also to p2
X � m2

W , if small tweaks are applied, e.g., decoupling
light-fermions if p2

X < m2
f , with mf a generic light-fermion mass. The corresponding modifications are discussed

in the following Chapters in more detail.
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intermediate : Eγres ∼ mW

wide : Eγres � mW (2.18)

For the upcoming CTA experiment [66, 67, 113], which has a projected sensitivity to TeV γ-rays
which is about an order of magnitude better than previous experiments, such as H.E.S.S. [65],
we show the projected energy resolution in Figure 2.2 [112], as a function DM mass mχ. We find
that the projected energy resolution is well approximated in the region up to mχ ≈ 10 TeV, by a
power-law fit (Eγ = mχ)

Eγres = 0.0915 (Eγ/TeV)0.653 . (2.19)

Assuming that the resolution regimes apply within [1/4, 4]m2
W /mχ for narrow resolution, and

[1/4, 4]mW for intermediate resolution, as indicated by the blue and red bands, respectively,
we find that these two energy resolution regimes cover DM masses from mχ ≈ 100 GeV up to
mχ ≈ 10 TeV.2

In the case of the H.E.S.S. experiment [65], which currently puts the strongest indirect bounds
on TeV dark matter, the typical energy resolution is Eγres/Eγ ≈ 10%. Therefore, meaning that
the intermediate resolution regime, assuming the above boundaries, applies up to ≈ 3.2 TeV
covering both the range of the thermal wino and Higgsino.

In this thesis, we are mainly interested in the narrow and intermediate regimes. These cover
the interesting mass region up to about 10 TeV, in which the wino and Higgsino have their
thermal masses. Complementary work on the wide regime (albeit in a different formulation of
the EFT) can be found in [98, 99].

Using the above insights on the scaling of the energy resolution, we find from a method of
regions analysis that the following modes contribute to χχ→ γ +X (lµ = (l+, l−, l⊥))

hard (h) : lµ ∼ mχ(1, 1, 1)
hard-collinear (hc) : lµ ∼ mχ(1, λ,

√
λ)

collinear (c) : lµ ∼ mχ(1, λ2, λ)
anti-collinear (c) : lµ ∼ mχ(λ2, 1, λ)

soft (s) : lµ ∼ mχ(λ, λ, λ)
potential (p) : l0 ∼ mχλ

2 , l ∼ mχλ

ultrasoft (us) : lµ ∼ mχ(λ2, λ2, λ2) (2.20)

where the hard-collinear mode only appears for intermediate resolution Eγres ∼ mW . These modes
are the central ingredients for the factorization of the energy spectrum in Chapter 6, but for
now, we will consider the factorization of potential modes from the annihilation process. This
factorization allows a joint investigation of the potential correction for both relic abundance and
indirect detection calculation.

2.3 Factorization of non-relativistic and annihilation dynamics
Let us consider a generic annihilation process for two heavy DM particles into arbitrary SM final
states. The goal is to prove the factorization of the non-relativistic and annihilation dynamics.
From the above mode discussion for relic abundance (2.15) and endpoint spectrum (2.20), we find
that the only modes that could facilitate a cross-talk between the potentials and the annihilation
process are either soft or ultrasoft.

2Note that the lower mass region mχ ≈ 100 GeV, even though possible by the detector, is not part of our EFT,
as we aspire to sum large logarithms and the Sommerfeld ladder, which both rely on mχ/mW � 1.
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Figure 2.3: Diagrammatic representation of the factorization argument presented in the text, Section 2.3.
The green, and blue soft gauge boson emissions are possible, as they are not connected to the
potential ladder (green) or connected to the ladder, but no momentum is routed through the
annihilation vertex (blue). They constitute corrections to the annihilation process, and the
potential, respectively. The red lines are not possible, at leading power in the effective theory,
as they break the potential ladder, by throwing the non-relativistic DM propagators (solid
double lines) off-shell.

Considering the soft modes, and for simplicity, we also assume that the hard modes are
integrated out, we are left with the possible situation schematically depicted in Figure 2.3. The
Figure shows three types of soft corrections. In blue soft virtual loop corrections that are not
routed through the annihilation vertex, these will constitute corrections to the potential. The
green lines show corrections at the annihilation vertex, i.e., no potential loops between soft
emission and the annihilation vertex. These virtual and real corrections constitute the soft
functions that correct the hard annihilation process. Finally, soft emissions from inside the
potential ladder are shown in red, either routed through the annihilation vertex (if virtual) or real
emissions. These are the problematic modes, as they facilitate a cross-talk between annihilation
and non-relativistic dynamics. However, as argued below, they do not contribute to leading
power, as these soft emissions throw the potential propagators off-shell and thereby kill the
Sommerfeld enhancement.

To see this more formally, let us consider, one of the ladder rungs in the potential region,
stripping all unnecessary factors

∫
[dl] −i

(l − p)2 −m2
W + iε

· −i
(l − p′)2 −m2

W + iε
· i

l0 + E
2 −

(l+p)2

2mχ + iε
· i

−l0 + E
2 −

(l+p)2

2mχ + iε

= µ̃2ε
∫

dd−1l
(2π)d−1

i

(l− p)2 +m2
W

−i
E − (l+p)2

mχ
+ iε

i

(l− p′) +m2
W

(2.21)

where we dropped in the transition from first to the second line, the energy in the gauge boson
propagator and systematically expanded to leading order in the NR expansion. The spatial
momenta ±p, and ±p′ belong to the non-relativistic particles, before and after the scattering,
respectively. We are essentially left with an insertion of the potential followed by a two-particle
state NR propagator, followed again by an insertion of the potential. Extending this to arbitrary
loops builds up the potential ladder. For a more detailed discussion on how the ladder is built up
and the corresponding Green’s function are constructed, see [86, 114]. If now, a soft correction is
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added to these ladder rungs, the non-relativistic fermion propagators are eikonalized, i.e.,

i

l0 + E
2 −

(l+p)2

2mχ + iε

(l0,l)∼mχ(λ,λ)−−−−−−−−−→ i

l0 + iε
. (2.22)

Therefore, the enhanced nature of the loops ceases after such a soft emission, and there are two
possibilities. First the soft loop can be closed inside the ladder (blue lines Figure 2.3). In this
case, the enhancement is killed for the loops in which the soft momentum flows. However, after
the loop is closed, the ladder enhancement continues as before (cf. Chapter 3). Therefore, these
corrections correct the leading order potential ladder exchanges.

The second possibility, namely the soft correction, either routed through the annihilation
vertex or as a real emission, kills the potential ladder to the right of the emission in Figure 2.3
(red lines). Hence, this is not possible at leading power unless the emission is to the right of the
potential ladder, in which case, however, they would belong to the green category and constitute
a correction to the annihilation process. Hence, there is no soft cross-talk between non-relativistic
and annihilation dynamics.

Secondly, there is in principle also the possibility of ultrasoft modes facilitating such in-
terdependence between the initial non-relativistic fermion state and the annihilation process.
Fortunately, this is also not possible at leading power. For indirect detection, the reason is
physically simple. The ultrasoft modes (in our case restricted to be photons) only couple to the
total charge of the heavy DM two-particle state, which by assumption χ0χ0 → γ + X is zero.
In the relic abundance calculation, there are also two-particle states with a non-vanishing net
charge. However, the ultrasoft modes still drop at leading power, as the annihilation process is
described by a local four-fermion operator, with overall charge zero (for more details, see explicit
discussion in Chapter 3).

The above findings have profound consequences for the logic of this thesis. They allow us to
consider corrections to the potential separate from annihilation corrections and apply the findings
to various observables, independent of their process-dependent annihilation structure. Therefore,
the next three Chapters 3, 4, 5 are devoted to the discussion of non-relativistic physics and its
effects. Following this, there are two Chapters 6,7, that consider corrections to the annihilation
process, however, independently from the non-relativistic dynamics, before finally we provide the
combined effects in Chapter 8 for the endpoint spectrum in DM indirect detection.





3

NLO potentials for wino dark matter

In this Chapter, we discuss the calculation of the NLO potential. We start out with a detailed
description of the non-relativistic effective theories that arise in the calculation. Afterwards,
we choose the pure wino model, to illustrate the calculation, and to discuss the subtleties on
renormalization schemes and other aspects. The next Chapter will generalize these results to
arbitrary minimal models and discuss the generalization to non-zero hypercharge and arbitrary
fermion representations. Furthermore, the non-relativistic EFT setup is a crucial ingredient in
the factorization discussion in Chapter 6.

After setting up the EFT for generic heavy WIMPs, we discuss the calculation of the NLO
potential by describing the χ+χ− → χ+χ− channel, that will include all possible diagram
topologies, and effects of EWSB, such as γ-Z-mixing. In doing so, we introduce the on-shell
renormalization scheme and discuss the gauge invariance of the result. Afterwards, we discuss the
other possible co-annihilation channels and highlight the respective differences. Finally, we discuss
the channels’ asymptotic and full behaviours, provide fitting functions for easy implementation
of the result, discuss the MS scheme and the top mass dependence of the result.

Finally, as a first illustration of the effects, we discuss the indirect detection mass spectrum
without including Sudakov resummation effects, which are addressed in later Chapters. Most
results presented in this Chapter were first given in [103, 104] in collaboration with M. Beneke
and R. Szafron.

3.1 EFT of non-relativistic WIMPs
The effective field theory for non-relativistic heavy electroweak WIMPs was first discussed
in [84, 85, 86], following the respective non-relativistic EFTs in QED and QCD [78, 79, 80, 81]
for quarkonia [115]. In principle, we would like to discuss the potential non-relativistic theory
for arbitrary heavy particles charged under the electroweak gauge group. While the derivation
in this more general setup is very similar, there are some technical and notational subtleties,
that however, do not provide any additional physics insights. Therefore, we specialize to the
non-relativistic effective theory for wino DM and comment in every step on the possible extensions
for other multiplets or including hypercharge. We begin our discussion with the wino Lagrangian
added to the SM

LDM = 1
2 χ(x)

(
i /D −mχ

)
χ(x) , (3.1)

where χ denotes an SU(2)-triplet of Majorana fermions and the covariant derivative is given
by Dµ = ∂µ − ig2W

a
µT

a. For generic models, the covariant derivative also gains a hypercharge
component, however, only for a complex fermion/scalar field χ, which entails a different nor-
malization of the kinetic term. As discussed in the previous Chapter, the modes relevant for

17
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the EFT construction are hard, soft, potential, and ultrasoft (cf. Section 2.2). We assume the
power-counting, to follow λ = mW /mχ ∼ v ∼ α2, where v is the non-relativistic velocity of the
DM particles. Other scalings of v with respect to α2 or λ do not change the construction of the
non-relativistic theory, but give rise to different regimes (e.g., Coulombic if α2 ∼ v � λ).

We begin constructing the EFT by matching to the non-relativistic EFT, which means in
practice integrating out the hard modes. The matching procedure takes place in the unbroken
electroweak phase. The theory then resembles NRQCD with an SU(2) gauge group, or for
non-zero hypercharge an additional U(1). Therefore, we can extract the Feynman rules from
the literature by adjusting group factors [114]. The non-relativistic Lagrangian terms that are
relevant for our purposes are given by

LNRDM = χ†(x)
(
iD0 + D2

2mχ

)
χ(x) , (3.2)

with only soft, potential, and ultrasoft modes being dynamic degrees of freedom.1
Following this, we can transition to the broken electroweak phase. The Lagrangian Eq. (3.2)

takes the same form as above, with the difference, that the fields are now mass eigenstates instead
of weak eigenstates as before. For the wino, this means that χa, where a = 1, 2, 3 in the unbroken
theory, is replaced by the mass eigenstates χ± = (χ1 ∓ iχ2)/

√
2 and χ0 = χ3. Furthermore, the

masses of the fields have changed, due to massive gauge bosons in the heavy particle self-energies.
As χ0 and χ± couple differently to the electroweak bosons, this leads to a mass splitting of
δmχ = mχ+ −mχ0 = 164.1 MeV [116] at two-loops.2

In the final transition to the potential non-relativistic theory, all soft fields and the potential
gauge bosons are integrated out. In the end, this leads to four fermion operators, whose Wilson
coefficient can be interpreted as the static potential. The leading-order (LO) potential arises from
the potential gauge boson exchange at tree-level (TL), whilst soft loops correct the potentials.
The final theory then contains only potential fermions and ultrasoft gauge bosons (which for
λ ∼ α2 ∼ v are restricted to be photons).3 The Lagrangian of this potential non-relativistic DM
(PNRDM) Lagrangian [84]

LPNRDM =
∑
i=±,0

χ†vi(x)
(
iD0

i (t,0)− δmi + ∂2

2mχ
− ei ex ·E(t,0)

)
χvi(x)

−
∑

{i,j},{k,l}

∫
d3rV{ij}{kl}(r)χ†vk(t,x)χ†vl(t,x + r)χvi(t,x)χvj(t,x + r) , (3.3)

where ei is the sign of the electric charge of fermion i in the positron charge units e. The
electromagnetic covariant derivative is given by iD0

i = i∂0 + eieA
0. We employ the convention

that all fields in PNRDM are considered particle fields (cf. [84]). Again, if a model with
hypercharge, different spin or similar is considered the Lagrangian takes the same form as above.
However, the value of the mass splitting δmi, as well as the Wilson coefficients (potentials), is

1Note that the non-relativistic Lagrangian has the same form if the corresponding non-relativistic field would
be a Dirac fermion or a particle of arbitrary spin (even though the relativistic kinetic term carries possibly different
canonical normalization).

2In the non-relativistic theory the mass difference arises from the soft correction to the dark matter propagator.
Other than, e.g., in HQET or NRQCD, the gauge boson masses give rise to a linearly divergent integral in
dimensional regularization, that corrects the DM mass, see Appendix A.1.3.

3For very large masses mχ ∼ O(100 TeV) there is the regime where λ = mW /mχ ∼ α2
2. For this regime, the

ultrasoft W - and Z-boson emission is possible. In this regime, however, the potentials are essentially Coulombic,
as the exchange momentum k ∼ mχα2 ∼ mχv � mW . Therefore, the theory resembles PNRQCD for scattering
states, and working within the unbroken theory is appropriate.
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model-dependent. Compared to the heavily studied QED/QCD cases in the literature, which
obey structurally similar Lagrangians, the phenomenology in the above case is different. The
broken gauge symmetry, e.g., leads to the possibility of off-diagonal potentials, as the fields χv
are mass and not gauge eigenstates. The QED/QCD analogues are simultaneously mass and
charge/gauge eigenstates and are therefore diagonal. Also, the matching coefficients V (r) take
different forms, as they arise from massive and massless gauge bosons (and at loop-level mixtures
thereof).

To remove power-counting ambiguities, the ultrasoft fields in the gauge covariant deriva-
tive D0

i (t,0) and the electric field are multipole expanded around the center of mass, for simplicity
chosen at the origin.4 The electric field term x ·E arises from ultrasoft photon emissions of the
charged fermions and the potential W±-bosons via equation-of-motion identities [117]. The term
is of order O(λ3/2) and is an indication of the unbroken electromagnetic U(1). For next-to-leading
order (NLO) considerations it is of higher-order in the counting.5

Even though ultrasoft interactions are higher-order than NLO, they are relevant if one is
interested in DM bound-state formation rates, providing additional features in line searches
and annihilation channels for relic abundance determination. For the wino, in the mass range
of (2 − 3) TeV the effect is irrelevant in indirect detection, as the single bound state, cannot
be reached by an E1 or M1 transition [118] from the necessary initial 1S0 scattering state.
Furthermore, it is rather shallow, affecting the relic abundance prediction in the wino case only
negligibly [119]. However, for larger multiplets, formation of bound states can significantly alter
annihilation rates and have an observable impact.

The mass difference term δmi ∼ α2mW ∼ m2
W /mχ has to be included at two-loops [116, 120]

to reach NLO accuracy in the non-relativistic calculation, as the LO splitting is of the same order
in power-counting as the kinetic energy. Other than for the wino, the two-loop mass-splitting is
currently only available for the quintuplet model [121].

Therefore, the last piece to obtain NLO accuracy on the non-relativistic side for the wino is
the potential V{ij}{kl} in (3.3). One-loop corrections to this term, first discussed in [103, 104],
stem from the soft region and are the subject of the rest of this and the following Chapter. In
principle, there is also the possibility of potentials more singular than r−1. However, the vertex
structure [114] forces them to appear at next-to-next-to-leading order (NNLO) or higher-order,
as in QED/QCD.

3.1.1 Tree-level potentials

The leading order potentials stem from the expansion of tree-level gauge boson exchanges between
two heavy lines. In the wino case, there are three two-particle state charge sectors |Q| = 0, 1, 2.
In the neutral sector, the momentum space potential reads

Ṽ Q=0(k) = i Tχχ→χχ(k) =


0 − 4πα2

k2+m2
W

− 4πα2
k2+m2

W

− 4πα2
k2+m2

W
−4πα

k2 −
4πα2c2

W

k2+m2
Z

0

− 4πα2
k2+m2

W
0 −4πα

k2 −
4πα2c2

W

k2+m2
Z

 , (3.4)

4Choosing the center of mass at a point a results in an irrelevant phase due to translational invariance. Even
though the multipole expansion explicitly breaks translational invariance, such differences are always of higher-order
in the EFT counting, and can be successively reduced by including higher-order terms.

5In principle, the leading ultrasoft correction stems from the A0 field in the covariant derivative, which is
formally of order O(λ1/2). However, as the ultrasoft photons only couple to the overall charge of a given two-particle
state Q, this never plays a role in the indirect detection annihilation process. The contribution also vanishes for
overall charged states, such as χ0χ± or χ±χ± as ultrasoft Wilson lines drop from the local four-fermion operators
describing the annihilation. An explicit one-loop calculation also checked this in the wino case.
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where the entries refer to the χ0χ0, χ+χ−, χ−χ+ states, respectively, and Tχχ→χχ denotes the
T -matrix in the specific 2 → 2 scattering channel. In the single-charged and double-charged
sectors, the momentum space potentials are

Ṽ Q=±1(k) =

 0 4πα2
k2+m2

W4πα2
k2+m2

W
0

 and Ṽ Q=±2(k) = 4πα
k2 + 4πα2c

2
W

k2 +m2
Z

. (3.5)

The entries refer to χ0χ±, χ±χ0 and χ±χ±, respectively. To resum the potential exchanges and
to build up the characteristic ladder diagrams [86], the Schrödinger equation has to be solved.
Although this is, in principle, also possible in momentum space, it is more convenient to work
with the position space representation of the potential

V (r = |x|) =
∫

d3k
(2π)3 e

ik·x Ṽ (k) . (3.6)

The necessary Fourier transforms (cf. Appendix B) lead to Coulomb and Yukawa potentials only.
The basis chosen above is referred to as method-I following [86]. It has the advantage that

spin and angular momentum configuration of the initial state is irrelevant. However, the basis is
redundant, as it contains information on states that are physically equivalent, e.g., χ±χ0 and
χ0χ±. It is therefore conventional in non-relativistic EFTs [39, 86] to decompose the two-particle
states according to their spin and angular momentum 2S+1LJ . The two example states are
therefore cast by a single state χ0χ± of definite L, S. The basis without redundancies and definite
partial wave and spin configuration, are referred to as method-II, and automatically implement
symmetries, e.g., that the identical Majorana fermions cannot exist in a state of odd J = L+ S.
In coordinate space, we find for the charge Q = 0 sector

V Q=0(r)(1S0) =
(

0 −
√

2α2
e−mWr

r

−
√

2α2
e−mWr

r −α
r − α2c

2
W
e−mZr

r

)
, (3.7)

V Q=0(r)(3S1) =
(

0 0
0 −α

r − α2c
2
W
e−mZr

r

)
. (3.8)

The other charge sectors, angular momentum and spin configurations follow similar decom-
positions. The rules for the transition and a more detailed discussion of the bases is given
in [86].

The calculation of the soft one-loop correction to the potential proceeds along the same lines.
The T -matrix element in Eq. (3.4) is evaluated at the one-loop order. Afterwards, the Fourier
transform between position and momentum space (3.6) can be executed. The more complicated
structures arising from the one-loop corrections, lead to additional structures. Finally, let us
mention that the transition from method-I and method-II is independent of the loop-order of the
potential.

3.2 The χ+χ− → χ+χ− channel

As an example, for the one-loop correction to the potential, we examine the channel χ+χ− →
χ+χ−. While other channels are calculated similarly χ+χ− → χ+χ− has the illustrative advantage
that all possible diagram topologies contribute, and the effects of EWSB, e.g., through γ-Z-mixing
play a delicate role. The diagrams that contribute are shown in Figure 3.1 and have to be
understood as expanded in the soft region of the threshold expansion [105]. In practice, this
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Figure 3.1: The one-loop topologies contributing to the χ+χ− → χ+χ− channel excluding field renormal-
ization, counterterm and tadpole topologies. Arrows on the fermion and gauge boson lines
indicate electric charge flow.

means that non-relativistic fermion propagators become static eikonal ones, as they are thrown
off-shell by soft momenta (2.22). In principle, the mass difference appears together with the
kinetic energy if χ± propagators are considered. However, the mass difference drops as well, as
E ∼ δmχ ∼ mχλ

2. Note that in the ordinary box diagram, the pinched poles l0 ± iε are not
picked up. The pinch poles are part of the LO potential iterations through the characteristic
ladder diagrams (see above).

Topology-wise, the NLO correction calculation is very similar to the analogue calculation
in QCD (where the one-loop correction is already known since the seventies [122, 123, 124]).
However, the difficulties of the calculation in the SM+DM case arise from the fact that the gauge
bosons now can be massive. Furthermore, the heavy fermionic states are not weak eigenstates,
but instead, charge eigenstates. The results for the topologies are presented in Appendix A.

Box and crossed box diagrams cancel if they involve the same particles, similar to photon
boxes in QED. Therefore, only the W -boson box leads to a non-zero contribution, as electric
charge conservation forbids the crossed counterpart. The self-energies and counterterms mix the
photon and Z, and contain all SM particles. We evaluate them in general covariant gauge using
FeynArts [125], FORMCalc [126], and Package-X [127], and checked them against the Feynman
gauge results (excluding tadpoles) in [128].

Finally, let us comment on the non-abelian vertex correction (second diagram in the second
row of Figure 3.1). This diagram vanishes in Feynman gauge. Feynman gauge preserves the
gauge boson polarization and the static interaction with the fermions projects on the gauge
boson propagators’ zero-component. In general covariant Rξ-gauge the diagram is non-vanishing
and required for a gauge parameter independent result. Therefore, the only missing piece is the
employed renormalization scheme, which we discuss below.

3.2.1 The on-shell renormalization scheme

We renormalize all ultraviolet (UV) divergences in the on-shell scheme following [128].6 As
the characteristic scale of a potential momentum exchange is the electroweak scale, the input

6In the literature on electroweak corrections, several renormalization schemes are referred to as “on-shell”
scheme, which differ by the input parameters and are suited for different applications. In high-energy applications,
e.g., at colliders, for the DM potential or in the Sudakov resummation calculation presented in later Chapters,
where the relevant energy scale is mZ , it is customary to renormalize αos(mZ) to avoid large logarithms of light
fermion masses over the electroweak scale.
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parameters at mZ present a natural choice. They are

αos(mZ), mW , mZ , mt, mH (3.9)

and we set the CKM-matrix to unity. The counterterms in this scheme are

δm2
W = Re ΣWW

T (m2
W ) , δm2

Z = Re ΣZZ
T (m2

Z) (3.10)

for the gauge boson masses, and

2δZe|αos(mZ) = ∂Σγγ
T (k2)
∂k2

∣∣∣∣∣
k2=0

W,f=t
− 2sW

cW

ΣγZ
T (0)
m2
Z

+ Re
Σγγ
T (m2

Z)
∣∣
f 6=t

m2
Z

(3.11)

for the electromagnetic coupling at the Z-resonance. The self-energies ΣT are evaluated with all
fermions massless, except the top quark. We use dimensional regularization and drop scaleless
integrals. As we consider the light fermions massless, the charge must be renormalized at mZ (or
any other mass scale µ, where the approximation mf � µ holds), as the Thomson limit does
not exist if massless fermions are present. To provide a compact notation at later stages, the
following counterterms for the Weinberg angle are useful

s
(0)
W = sW + δsW , c

(0)
W = cW + δcW ,

δcW
cW

= 1
2

(
δm2

W

m2
W

− δm2
Z

m2
Z

)
= 1

2Re
(

ΣWW
T (m2

W )
m2
W

− ΣZZ
T (m2

Z)
m2
Z

)
,

δsW
sW

= −c
2
W

s2
W

δcW
cW

. (3.12)

Finally, we comment on the treatment of tadpole diagrams in our scheme. In the electroweak
theory, tadpole diagrams are omnipresent, and various approaches are possible. Regardless
of the tadpole scheme adopted, their contribution has to cancel in physical observables [128],
meaning we could drop tadpoles altogether. Nevertheless, we decide to keep the tadpoles,
as gauge boson self-energies including tadpoles are gauge invariant on-shell [129]. Therefore,
also the counterterms for couplings and gauge boson masses are gauge invariant, including
tadpoles [129, 130]. This becomes useful in checking gauge invariance of the final result and
makes the necessary cancellations more transparent.7

3.2.2 The momentum space potential at NLO

Combining the diagrams in Figure 3.1 with the on-shell scheme above, the one-loop correction to
χ+χ− → χ+χ− reads

δVχ+χ−→χ+χ− =− 4πα2s
2
W

k2

[
2 Ivertex(α2c

2
W ,mZ) + 2 IWW

3 gauge + Σγγ
T (−k2)

k2

+ 2 δZe + 4 δZχ+

]

− 4πα2c
2
W

k2 +m2
Z

[
2 Ivertex(α2c

2
W ,mZ) + 2 IWW

3 gauge + ΣZZ
T (−k2)

k2 +m2
Z

− δm2
Z

k2 +m2
Z

7If we would consider Higgs potentials, i.e., the Higgs mass would appear at tree-level, we would need to specify
a tadpole renormalization constant, to properly define the Higgs mass at one-loop. As we do not consider Higgs
potentials at any point in this thesis, and hence the Higgs mass only appears at one-loop, we omit the explicit
tadpole renormalization.
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+2 δZe −
2
c2
W

δsW
sW

+ 4 δZχ+

]

− 4πα2
k2(k2 +m2

Z) (−2sW cW ) ΣγZ
T (−k2) + Ibox(α2,mW ;α2,mW ) (3.13)

in terms of box, vertex and self-energy functions, and the counterterms. The explicit results can
be found in Appendix A in Feynman and general covariant Rξ-gauge. The first large square
bracket corresponds to the correction to the Coulomb potential, namely the vertex corrections
(A.6/A.19) and (A.7/A.22), the photon self-energy (A.26/A.27/A.28), the renormalization of
the coupling (3.11) and the wave-function of the DM field (A.10). The equation numbers refer
to the Feynman and Rξ-gauge results, respectively. The second large bracket corrects the tree
Z-exchange, which is analogous, apart from the additional term δsW /sW from (3.12) due to
the different coupling, and the δm2

Z mass counterterm (3.10). The last line originates from
γ-Z-mixing (A.29/A.30/A.31) and the box term due to the exchange of twoW -bosons (A.3/A.16).
The latter two are the only terms that are not directly associated with one of the tree terms
(though the γ-Z-mixing contribution could be partial-fractioned and grouped with the tree
terms).

3.2.3 Gauge-invariance of the potential correction

The potential correction (3.13) is gauge invariant and pole-free. The inclusion of the tadpoles
in the self-energies ensures that the on-shell self-energies are gauge parameter independent.
Therefore the electric charge counterterm δZe, the Weinberg angle counterterms δsW , and the
Z-boson mass counterterm are δm2

Z are individually gauge invariant.
The explicit cancellation of gauge parameters between box, vertex, and self-energy topologies

is analogous to the SM, but the respective topologies expanded in the soft and non-relativistic
limits. For an in-depth discussion of the SM gauge cancellation, see, e.g., [130]. Furthermore,
let us note that the cancellation between wave-function renormalization and vertex correction
(lower left topology in Figure 3.1) is only partial. Contrary to the analogue, e.g., in HQET, the
potential correction is derived in the mass basis, and not in the weak eigenbasis, which leaves
remnant terms, exactly needed to cancel the gauge parameters of the other topologies.

For convenience at later stages, and as the fermionic self-energies are gauge invariant by
themselves, we split the potential correction into three separate pieces:

1. An electroweak part, that includes all bosonic contributions, meaning the Yang-Mills and
Higgs part of the SM self-energies, or put differently, all non-fermionic contributions to the
SM self-energies. Note that the counterterms are split into pieces that originate from the
electroweak self-energies and terms created by fermionic loops.

2. A light fermionic contribution that incorporates all massless fermion loops, except

3. the third generation quarks. They are separated for illustrative purposes, as they contain
massive contributions due to massive top-loops (again also including the respective parts
of the counterterms). Although taken massless, the bottom quark cannot be put into the
light-fermionic category, as, e.g., in the W -self-energy, the top- and bottom-quarks are tied
together, as they form an SU(2) doublet.

3.3 The remaining co-annihilation channels
The calculation of the NLO correction for the potentials in the other co-annihilation channels
proceeds similarly. For the χ0χ0 → χ0χ0 channel, where the TL potential is vanishing, only box
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Figure 3.2: All diagrams contributing to the χ0χ0 → χ0χ0 channel. Arrows on the fermion and gauge
boson lines indicate electric charge flow. The contribution vanishes due to the cancellation
of box and crossed box graphs.

and crossed diagrams are possible, cf. Figure 3.2. As the coupling of W ’s for the wino is purely
vectorial (similar to photon boxes in QED), the diagrams only differ by an overall sign, and
hence cancel, such that

δVχ0χ0→χ0χ0 = 0 . (3.14)

In the off-diagonal channel χ0χ0 → χ+χ− due to W -exchange at TL, we find that the topologies
depicted in Figure 3.3 contribute. The class of topologies is the same as in the χ+χ− → χ+χ−

channel (adapted to the net exchange of one electric charge unit between the upper and lower
fermion line). A special comment is in order on the box topologies: crossed box diagrams are
not possible, as the χ0 couples only to W -bosons. Therefore, the boxes are always comprised of
one W and either photon or Z-boson. The complete correction in the off-diagonal channel reads

δVχ0χ0→χ+χ− = δVχ+χ−→χ0χ0

= − 4πα2
k2 +m2

W

[
2 Ivertex(α2,mW ) + 2

(
IWγ

3gauge + IWZ
3 gauge

)
+ 2 δZχ0 + 2 δZχ+

+ΣWW
T (−k2)
k2 +m2

W

− δm2
W

k2 +m2
W

+ 2δZe − 2δsW
sW

]
+ Ibox(α2,mW ;α2c

2
W ,mZ) + Ibox(α2,mW ;α, 0) . (3.15)

The terms correspond to the vertex corrections (A.6/A.19), the triple gauge vertex diagrams
(A.7/A.21/A.20), the DM wave function renormalization constants for χ0χ0 (A.9/A.23) and
χ+χ− (A.10/A.24). Furthermore, there is the W -boson self-energy (A.36/A.37/A.38) and the
mass counterterm (3.10), as well as the counterterms associated with the tree-level coupling
(3.11/3.12). In the last line, the box topologies with unequal non-zero masses (A.2/A.16) and
one vanishing mass (A.4/A.17) appear. The equation numbers, as before, refer to Feynman and
Rξ-gauge result, respectively.

With these channels, the Sommerfeld correction to the indirect detection cross-section can be
calculated, as shown in [103] and later in this Chapter. For the relic abundance calculation, we
furthermore need the Q = ±1 and Q = ±2 channels. In the Q = ±1 channel, χ0χ± → χ±χ0, the
topologies are similar to the χ0χ0 → χ+χ− channel, as the tree-level potentials are equal up to
a minus sign. For the box topologies, only the crossed box is now possible due to charge flow,
rendering the correction in this channel exactly the negative one of the χ0χ0 → χ+χ− channel

δVχ0χ±→χ0χ± = −δVχ0χ0→χ+χ− . (3.16)
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Figure 3.3: The one-loop topologies contributing to the χ0χ0 → χ+χ− channel excluding field renormal-
ization, counterterm and tadpole topologies. Arrows on the fermion and gauge boson lines
indicate electric charge flow.

Similarly, we find for the Q = ±2 channel χ±χ± → χ±χ±, that the correction is identical up
to an overall minus sign to the channel χ+χ− → χ+χ−, as the same structures associated to
the tree-level potential are involved. Furthermore, only the crossed W -box is now possible
due to charge flow, compared with the ordinary W -box in the corresponding Q = 0 channel
χ+χ− → χ+χ−. Therefore, we find

δVχ±χ±→χ±χ± = −δVχ+χ−→χ+χ− . (3.17)

The equality of the correction for the channels for |Q| = 1, 2 with the corresponding Q = 0
channels is a first manifestation that the correction is only tied to the gauge boson exchanged
at tree-level, as will be proven in Chapter 4. The gauge invariance for all the co-annihilation
channels can be checked as for the χ+χ− → χ+χ− channel above. Finally, we also check for all
channels that in the limit mW → mZ (i.e., sW → 0, cW → 1) we reproduce previously known
results for the Higgsed SU(2) theory [131, 132]. More precisely, we compared the unrenormalized
potentials with Eq. 16 of [131], analytically. The renormalized result is not compared, as [131]
does not fully specify the renormalization scheme.

3.4 Analysis of the channels

The results of the previous paragraphs allow an analysis of the potential correction in various
limits. For practical applications, such as calculating the Sommerfeld enhancement, the position
space representation of the potentials is most convenient. However, as not all Fourier transforms
are analytically possible, we also consider the momentum space representation to understand the
potential correction’s asymptotic behaviour. The analytic and numerical transforms required to
obtain the position space potential at NLO are given in Appendix B.

In the following, we discuss the two non-zero charge neutral channels, as the other channels
are either vanishing or related to those by a minus sign. The results and asymptotic behaviours
also have further applications, as they will constitute the full correction for the pure SU(2)
projection of the potential, as is detailed in the following Chapter 4.

The result for the χ+χ− → χ+χ− channel, i.e., the exchange of γ and Z-boson with coupling
to T 3 at tree-level is shown in Figure 3.4. The off-diagonal W -boson exchange potential at
tree-level in the χ0χ0 → χ+χ− channel, is shown in Figure 3.5. The results were obtained using
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Figure 3.4: The NLO correction to the potential in the channel χ+χ− → χ+χ−. The upper panel shows
the modulus of the potential |r · V (r)| for the LO and NLO potential, the NLO contribution
only, and the small and large-distance asymptotic behaviour. In the lower panel, we show
the ratio of the full NLO potential to the LO potential (blue solid), and separately for the
three gauge invariant pieces identified in the text (other curves).

the following input parameters for the numerics and plots: the on-shell electromagnetic coupling
α = αos(mZ) = 1/128.943 at the Z-mass, and the gauge boson masses mW = 80.385 GeV and
mZ = 91.1876 GeV. The SU(2) coupling and the Weinberg angle are determined by the on-shell
relations α2 = αos(mZ)/s2

W and cW = mW /mZ . Furthermore, we need the Higgs-boson and
top-quark mass, for which we take the on-shell masses mH = 125 GeV and mt = 173.1 GeV. The
uncertainty of these parameters is small enough to be ignored for practical purposes, except for
the top-quark mass, as discussed below.

3.4.1 The asymptotic behaviour of the NLO potentials

To assess the NLO potentials’ behaviour, we start by examining the asymptotic regions of large
and small momentum exchange or small and large distance, respectively. As not all Fourier
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Figure 3.5: The NLO correction to the potential in the channel χ0χ0 → χ+χ−. The upper panel shows
the modulus of the potential |r · V (r)| for the LO and NLO potential, the NLO contribution
only and the asymptotic behaviours. The change from solid to dashed for the blue δV (r)
curve marks its change of sign. In the lower panel, we show the ratio of the NLO to the LO
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their different behaviour.

transforms are analytically available, we discuss the results in |k|-space, where we have full
analytic control of each term. We do so for each of the gauge invariant pieces discussed above
and emphasize the origins of the corrections and the respective dominant contributions.

The r → 0 / k2 →∞ limit

The large momentum exchange region |k| → ∞ shows the same analytic behaviour for both the
χ0χ0 → χ+χ− and χ+χ− → χ+χ− channels, as the SU(2) symmetry is effectively restored in
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this limit. For the light fermionic contribution, we find

δVlight ferm.(k2 →∞) = −3α2
2

k2

(
ln k2

m2
Z

− c2
W

s2
W

ln m
2
W

m2
Z

)
. (3.18)

This is similar to the QED/QCD analogue, as the prefactor of the logarithmic term is proportional
to the SU(2) beta function contribution of light fermions. Similarly, for the third generation
quarks, the asymptotic behaviour is

δV3rd gen. quarks(k2 →∞) = −α
2
2

k2

(
ln k2

m2
Z

+A(mW ,mZ ,mt)
)
, (3.19)

where the prefactor is again the SU(2) beta function contribution of the third generation quarks.
The function A(mW ,mZ ,mt) is a complicated function of the W -, Z- and top-mass given in
Appendix C. To permille accuracy in the interval of ±10 GeV around the on-shell top massmt,os =
173.1 GeV it is approximated by A(mW ,mZ ,mt) = −17.1808−4.99861·10−4 GeV−2×(m2

t−m2
t,os).

Finally, the electroweak (i.e., gauge and Higgs-boson) contribution is

δVelectroweak(k2 →∞) = α2
2

k2

(
43
6 ln k2

m2
Z

+B(mW ,mZ ,mH)
)
, (3.20)

where to this piece, contrary to the fermionic pieces, also the non-self-energy topologies contribute.
The prefactor of the logarithm is the non-fermionic part of the SU(2) beta function, which
underlines the analogy to QED/QCD. B(mW ,mZ ,mH) is a function of the Higgs, W - and Z-
mass given in Appendix C and evaluates for on-shell parameters to −1.03577. The analytic result
displays an interesting manifestation of the screening theorem [133]. Even though individual
terms are Higgs-mass dependent up to m6

H , B itself is only logarithmically dependent on the
Higgs mass mH .8 Therefore, any possible Higgs mass uncertainty is, in practice, negligible.

In order to assemble the full asymptotic behaviour, we define

∆ = 3c2
W

s2
W

ln m
2
W

m2
Z

−A(mW ,mZ ,mt) +B(mW ,mZ ,mH) , (3.21)

which allows to write the r → 0 short-distance asymptotics of the position space potential as

δV r→0
χ+χ−→χ+χ−(r) = δV r→0

χ0χ0→χ+χ−(r)

= α2
2

2πr

(
−β0,SU(2) (ln(mZ r) + γE) + 1

2∆
)

≈ α2
2

2πr
(
−β0,SU(2) ln(mZ r) + 4.92585

)
, (3.22)

where γE is the Euler-Mascheroni constant and β0,SU(2) = 43/6− 1− 3 = 19/6. Of the numerical
coefficient, the light-fermion term makes up −1.3188, the third generation quarks 8.59038,
the electroweak terms −0.51788, and Euler-Mascheroni constant associated with the logarithm

8Note though that B (and for that matter all other such functions in the asymptotic behaviour) is derived
under the assumption that imaginary and real parts can be extracted, as for SM masses. This means using a Higgs
mass of, e.g., 115 GeV or 135 GeV, in the function B is valid. However, if the Higgs mass, would be taken below
the W -mass, the extraction of real/imaginary parts is different, and B takes a different form than the one given
in Appendix C. For realistic mass values, all functions take the form given in Appendix C. In any case, one can
always go back to the expressions Eqs. (3.13) and (3.15), which are valid for arbitrary masses.
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−1.82785. The identical short distance behaviour in both channels, can also be seen by comparing
Figures 3.4 and 3.5.

The logarithm ln(mZ r), in principle, poses a conceptual problem as it grows arbitrarily
large for r → 0, even exceeding the tree-level potential, and hence constituting a breakdown of
perturbation theory. This can be dealt with in the MS renormalization scheme discussed later,
which absorbs these logarithms. For the practical calculation of the Sommerfeld effect, using
the on-shell potentials presents no problem. The dominant contribution to the solution of the
Schrödinger equation comes from the region mZ r ∼ 1, as necessitated by the construction of the
EFT and the difference between renormalization schemes is of higher-order in this region. We
also checked this numerically.

The r →∞ / k2 → 0 limit

In a similar fashion, we can analyze the opposite limit, namely r →∞ / k2 → 0. In this case,
however, the channels behave differently as we probe the IR limit of the potential and become
sensitive to the underlying gauge bosons and their masses. Whilst before, in the r → 0 / k2 →∞,
i.e., the UV-limit, the gauge boson masses are irrelevant, and electroweak symmetry is essentially
restored, making the correction universal. We begin by examining the χ+χ− → χ+χ− channel.
For the light-fermionic contribution, we find

δV
(+−)(+−)

light ferm. (k2 → 0) = −76
9
α2

k2 ln k2

m2
Z

+O(k0) , (3.23)

where the prefactor is the light-fermionic contribution to the electromagnetic beta function, by all
massless fermions except the bottom quark. The behaviour underlines, the cutoff of the Z-boson
at tree-level and the takeover of the long-range electromagnetic Coulomb potential. Similarly,
the third-generation quark contribution is dominated by the massless bb̄-quark loops, resulting in

δV
(+−)(+−)

3rd gen. quarks(k
2 → 0) = −4

9
α2

k2 ln k2

m2
Z

+O(k0) (3.24)

where the massive top contribution is exponentially suppressed in the large r limit. The
electroweak part of the potential is also sub-leading, as all loops that appear in the calculation
are massive. The leading term for k2 → 0 is given by

δV
(+−)(+−)

electroweak(k2 → 0) = α2
2

m2
W

C(mW ,mZ ,mH) , (3.25)

where the function C(mW ,mZ ,mH) is given in Appendix C and for on-shell parameters evaluates
to 3.67219. Even though it does not contribute to the asymptotic behaviour, the result is a good
check of the calculation through its mH dependence, which is only logarithmic. As the four
fermion scattering amplitude in the full theory needs to obey the screening theorem [133], the
screening property is inherited if the amplitude is expanded in the non-relativistic/soft limit,
which is equivalent to the EFT diagrams.

This means that combining all separately gauge invariant contributions, the correction is
dominated by the massless fermion loops in Σγγ

T correcting the photonic Coulomb potential, and
hence we obtain the purely abelian asymptotic behaviour

δV r→∞
χ+χ−→χ+χ−(r) = α2

2πr (−β0,em)(ln(mZr) + γE) , (3.26)
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Figure 3.6: The relevant one-loop self-energy, that in the large distance, small momentum exchange
region, gives the long range asymptotic (3.28) in the channel χ0χ0 → χ+χ−.

where β0,em = −80/9 is the electromagnetic beta function coefficient for all SM fermions except
the top quark. The asymptotic behaviour starts to dominate the NLO correction aroundmW r ≥ 5
as can be seen in Figure 3.4.

For the off-diagonal channel χ0χ0 → χ+χ− the asymptotic behaviour also originates from
the massless fermion loops. The relevant terms in the expansion are

δV
(00)(+−)

light ferm.(k
2 → 0) = 1

3 nld α
2
2 ln k2

m2
W

(
m2
W

(k2 +m2
W )2 −

1
k2 +m2

W

)
, (3.27)

which scales as k2 ln(k2/m2
Z) for k2 → 0 and we dropped the constant term that originates from

exponentially suppressed terms in position space. nld denotes the number of massless fermion
doublets, in our case nld = nlepton doub. + nquark doub. · Nc = 9. The Fourier transforms for the
individual terms are discussed in detail in Appendix B. After expanding for large r, we find

δV
(00)(+−),r→∞

light ferm. (r) = − nld α
2
2

πm4
W r

5 = − 12α2
πm4

W r
5

ΓW
mW

. (3.28)

where ΓW is the width of the W -boson at one-loop in the EFT. The power-like behaviour is a
consequence of taking the SM fermions except the top quark to be massless. Schematically, the
diagrammatic explanation for the long-range potential is shown in Figure 3.6.9 The W -width
mWΓW = Im ΣWW

T (m2
W ) originates, in this case, as it is entirely composed of the massless

fermion doublets. Only the light-fermionic terms have a non-vanishing imaginary part. In
the W -boson self-energy, the only term that exhibits an imaginary part stems from massless
logarithms ln k2 that are responsible for the r−5 behaviour, which explains why the prefactor of
these logarithms coincides with the width.

The behaviour of the NLO potential in this region constitutes formally a breakdown of
perturbation theory,10 as for r � 1/mW , the correction exceeds the exponentially decreasing
tree-level potential, as can be seen in Figure 3.5. In the phenomenological applications discussed
later, this does not pose a problem, as the Sommerfeld effect is dominated by the region mW r ∼ 1.
We numerically checked that the region where the power-like asymptotic behaviour dominates
the NLO potential does not affect the Sommerfeld factors significantly.

The light fermions are in reality, of course, not massless. A formal treatment of the r → 0
limit would require a further matching step, where we integrate out the W -mass, as depicted in
Figure 3.6. The resulting theory has the same r−5 asymptotic as predicted above. Subsequently,

9A similar result is known for the long-range force due to massless neutrinos in atomic physics [134]. While the
long-range force is universal, the dependence on fermion mass is different for Dirac, and Majorana fermions [135]
due to different coupling structures.

10The r−5 tail is physical, as at one-loop the light-fermions enter the potential for the first time. From a
perturbation theory standpoint though a different EFT would need to be employed.
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one could then match onto theories where the light SM fermion doublets become successively
massive. The fermionic contributions are then cut off at distances r ∼ 1/mf , where mf is the
mass of the fermion in question, similar to the third-generation quark contribution discussed
below.

The third-generation quark and the electroweak contribution are subdominant for r → 0, as
they start with a constant term in the expansion around k2 = 0 and are therefore exponentially
suppressed.11 Explicitly, we find

δV
(00)(+−)

3rd gen. quarks(k
2 → 0) = α2

2
m2
W

D(mW ,mZ ,mt) , (3.29)

δV
(00)(+−)

electroweak(k2 → 0) = α2
2

m2
W

E(mW ,mZ ,mH) , (3.30)

where the functions D,E are given in Appendix C and evaluate for on-shell values to 14.6515 and
2.76239, respectively. Again the screening theorem is fulfilled by these expressions. Furthermore,
let us note another breakdown of perturbation theory in these contributions (and in the light-
fermion terms). The gauge boson mass renormalization behaves as

δm2
W

(k2 +m2
W )2 → δm2

W

8πmW
exp(−mW r) , (3.31)

compared to the tree-level exp(−mW r)/r, therefore at some point exceeding the tree-level
contribution. However, these terms are subdominant compared to the light-fermion tail and
hence contribute even less to the Sommerfeld factor. Dyson resummation would cure this
behaviour and result in potentials of the form exp(−(m2

W + δm2
W )1/2r)/r.

The full asymptotic behaviour for r →∞ in the off-diagonal χ0χ0 → χ+χ− channel is given
by the light-fermionic contribution

δV r→∞
χ0χ0→χ+χ−(r) = − nld α

2
2

πm4
W r

5 = − 12α2
πm4

W r
5

ΓW
mW

, (3.32)

which explains the steep increase around mW r ≈ 10 in Figure 3.5. Furthermore, in this Figure we
also note the exponential suppression of the electroweak and third-generation quark contributions.

3.4.2 The complete NLO corrections

The exact NLO potential interpolates between the r → 0 and r → ∞ asymptotics. The most
significant deviations from the asymptotics are observed around mW r ∼ 1, which is the crucial
region to accurately determine the Sommerfeld effect. Therefore it is not sufficient to simply glue
the asymptotics together. For an accurate determination, either the full numerically calculated
potential or the fitting functions provided in [103] have to be used. For the off-diagonal potentials
in (3.7) and (3.8), they read

δV fit
χ0χ0→χ+χ− = −δV fit

χ0χ±→χ±χ0

= 2595α2
2

πr
×


exp

[
−79(L− 787

12 )(L− 736
373 )(L− 116

65 )(L2− 286L
59 + 533

77 )
34(L− 512

19 )(L− 339
176 )(L− 501

281 )(L2− 268L
61 + 38

7 )

]
, x < x0

−exp
[
−13267(L− 76

43 )(L− 28
17 )(L+ 37

30 )(L2− 389L
88 + 676

129 )
5(L− 191

108 )(L− 256
153 )(L+ 8412

13 )(L2− 457L
103 + 773

146 )

]
, x > x0

(3.33)

11Note that also the light-fermionic contribution, exhibits a constant exponentially suppressed term. However,
the difference for third-generation quarks and the electroweak contribution is that no terms of the form ln k2

appear in the expansion at higher orders, which could cause long-range potentials.
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and for the diagonal ones

δV fit
χ+χ−→χ+χ− = −δV fit

χ±χ±→χ±χ±

=
δV r→∞

χ+χ−→χ+χ−

1 + 32
11x
− 22

9
+
δV r→0

χ+χ−→χ+χ−

1 + 7
59x

61
29

+ α

r

[
− 1

30 + 4
135 ln x

1 + 58
79x
− 17

15 + 1
30x

119
120 + 8

177x
17
8

]
, (3.34)

where x = mW r, x0 = 555/94 and L = ln x. The fitting functions provide permille accuracy
for the Sommerfeld factors relevant in indirect detection [103] (cf. Section 3.5). In general, the
correction to the Coulomb and Z-Yukawa potential is closer to the full numerical result. The
reason is the sign change for the W -Yukawa potential at x0 = 555/94. This sign change is set by
the distance where the light-fermion contribution starts to dominate the correction.

The accuracy of the full numerical Fourier transform compared to the fitting functions is
shown in Figure 3.7. The fitting functions approximate the full result to better than a permille for
the channel χ+χ− → χ+χ− and a few permille in the case of χ0χ0 → χ+χ−. The slightly worse
performance of the fitting function in the latter channel originates from the fact that two fitting
functions are needed to account for the solution’s sign change at x0. Using the fitting functions
provides accurate results at the sub permille level (off-resonance) and on the few permille level
on resonance, as will be shown in Section 3.5.

The full correction for very small (large) r is significant due to the logarithmic (power-like)
behaviour. However, these regions contribute little to Sommerfeld factors. In the relevant region
mW r ∼ 1, the NLO correction to the potentials is in the few percent range. The interplay of the
various corrections determines the complete NLO result. For example, for r → 0 in both, the
χ+χ− → χ+χ− and χ0χ0 → χ+χ− channels, the correction due to light fermions is of opposite
sign to the electroweak contribution.

3.4.3 Scheme conversion to MS-couplings
Perturbation theory breaks down at short distances for the results above, due to the short-distance
SU(2)-beta function logarithms. This behaviour originates in on-shell renormalization at the
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scale mZ , which is suitable for calculating the Sommerfeld effect but leads to logarithms of the
form ln(mZ r).

To absorb these running coupling logarithms at small distances, a change of renormalization
scheme to the MS-scheme using running couplings evaluated at the scales µ = e−γE/r or µ2 = k2

in position or momentum space, respectively, is necessary. To this end, the on-shell coupling is
converted to the MS-scheme using

αMS(mZ) = αos(mZ)
[
1 + 2 δZe|αos(mZ) − 2 δZe|αMS(mZ )

]
= αos(mZ)

[
1 + αos(mZ)

4π

(
382
27 + 7 ln m

2
W

m2
Z

− 16
9 ln m2

t

m2
Z

)]
= 0.00780372 , (3.35)

with on-shell renormalization factors given in Section 3.2.1. Furthermore, we need the Weinberg
angle in the MS scheme.12 In the literature, one finds different definitions of the MS Weinberg
angle. We choose [136, 137]

s2
W,MS(mZ) = s2

W, os(mZ)
[
1 + 2 δsW

sW

∣∣∣∣
os
− 2 δsW

sW

∣∣∣∣
MS

]
= 0.232486 , (3.36)

where δsW was defined in (3.12) and on-shell parameters used for all terms involved. For numerics
in the MS scheme, we use the MS top mass mt(mt) = 163.35 GeV. To keep notation short, from
here on couplings in the MS-scheme are denoted by a hat.13

Using the above input values, the issue of large short-distance logarithms for r → 0 can be
revisited. To do so, we convert the MS-coupling at mZ to the coupling at an arbitrary scale µ by
expanding the running couplings to fixed order. For the two couplings α̂1, α̂2, this means

α̂1(µ) = α̂1(mZ) + α̂2
1(mZ)
4π β0,Y ln m

2
Z

µ2 + . . . (3.38)

α̂2(µ) = α̂2(mZ) + α̂2
2(mZ)
4π β0,SU(2) ln m

2
Z

µ2 + . . . (3.39)

and hence the Weinberg angles can be expanded as

ŝ2
W (µ) = ŝ2

W (mZ) + α̂2(mZ)ŝ2
W (mZ)

4π
[
β0,Y ŝ

2
W (mZ)− β0,SU(2)ĉ

2
W (mZ)

]
ln m

2
Z

µ2 + . . . (3.40)

12Note that to absorb the logarithms in the case of the wino, a scheme conversion of only α2 would be sufficient.
However, in view of the more general models examined in Chapter 4 that will involve α1 and α2 (or respective
Weinberg angles), we choose to convert α and sW (or implicitly α1, α2).

13Note that to make the MS-scheme, in which two couplings are converted, consistent one of the gauge bosons
masses becomes a derived quantity. By convention mW is chosen, as it is known to a lesser precision than the
Z-mass,

m̂2
W (µ) = ĉ2

W (µ)m2
Z . (3.37)

Note, however, that for the plots, we use mW at its on-shell value. For short-distances, the gauge boson masses
play a subleading role, making possible differences small. Furthermore, using m̂W also makes the momentum
to position space conversion a nuisance, as now also the denominators of propagators depend on ln k2. As the
difference in the region r → 0, where the MS-scheme is the more appropriate renormalization scheme, is anyways
of higher-order, and we do not use the MS-scheme for numerical predictions of observables related to the potential,
restricting to the on-shell value does not change the analysis considerably.
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and analogously for ĉ2
W . Therefore using the MS-scheme at scale µ2 = k2, we can write the

tree-level W -Yukawa potential in momentum space as

− 4πα̂2(µ)
k2 +m2

W

∣∣∣∣∣
µ2=k2

= −4πα̂2(mZ)
k2 +m2

W

(
1 + α̂2(mZ)

4π β0,SU(2) ln k2

m2
Z

)
. (3.41)

For |k| → ∞, this exactly cancels the logarithmic contribution in the asymptotic behaviour (3.22).
The cancellation is also visible for each of the separately gauge invariant corrections, when splitting
the beta function into β0, SU(2) = 19/6 = 43/6− 1− 3, where terms correspond to the electroweak,
third-generation quark, and light-fermion contributions. In position space, the expansion for
µ = e−γE/r leads to,

− α̂2(µ)
r

e−mW r

∣∣∣∣
µ=e−γE /r

= − α̂2(mZ)
r

e−mW r
(

1− α̂2(mZ)
2π β0,SU(2) ln (mZre

γE )
)
, (3.42)

which cancels the logarithms for r → 0. The MS scheme presented here applies to momenta and
distances of k2 > m2

W and 1/r > mW .14
For the tree-level Coulomb and Z-Yukawa potential, the logarithms for r → 0 are also

cancelled by switching to MS

− 4πα̂(µ)
k2

∣∣∣∣
µ2=k2

= −4πα̂(mZ)
k2

(
1 + α̂(mZ)

4π
(
β0,SU(2) + β0,Y

)
ln k2

m2
Z

)
, (3.44)

− 4πα̂2(µ)ĉ2
W (µ)

k2 +m2
Z

∣∣∣∣∣
µ2=k2

= −4πα̂2(mZ)ĉ2
W (mZ)

k2 +m2
Z

[
1 + α̂2(mZ)

4π

×
(
β0,SU(2)(1 + ŝ2

W (mZ))− β0,Y
ŝ4
W (mZ)
ĉ2
W (mZ)

)
ln k2

m2
Z

]
, (3.45)

where we have used the beta function for the hypercharge β0,Y = −41/6 = −1/6− 11/9− 49/9
(split into electroweak, third-generation quarks and light fermions). As expected from the tree-
level potential, since α̂+ α̂2ĉ

2
W = α̂2, entirely due to the T 3T 3 coupling, at high-energies/small-

distances, the hypercharge contribution is decoupled and drops in the asymptotic behaviour (3.22).
A similar argument works in position space.

In Figure 3.8, we show the absolute value of the potential in the MS-scheme using the position
space conversion (3.42) and one-loop running couplings at the scale µ = e−γE/r. While the
NLO and LO potentials diverge for small r in the on-shell scheme due to the breakdown of
perturbation theory, the NLO correction always remains small in the MS-scheme. The correct

14 Although the expansions in position and momentum space are equivalent in the high-energy limit r →
0 /k2 →∞ (up to higher-order constant terms), they differ fundamentally in the low-energy limit. The reason is
hidden in the fact, that the Fourier transform of α̂2(k2) is proportional to r−3. For example, the Fourier transform
of (3.41) together with the NLO terms (3.15) leads to the large-r asymptotics

V r→∞,MS
χ0χ0→χ+χ− (r) = −β0,SU(2)

α̂2
2

2πm2
W r

3 , (3.43)

while in position space the asymptotics is the same as for the on-shell potential (3.28) (exchanging the couplings).
A more detailed discussion of the Fourier transform that leads to this behaviour is found in Appendix B. The r−3

dependence is not a conceptual problem for two reasons. First, similar to the on-shell case (3.28) that shows an
r−5 behaviour, another EFT would need to be constructed that integrates out the massive bosons and keeps only
light fermions dynamical, whilst also decoupling the heavy particles from the running coupling. Secondly, the
MS-scheme is designed to absorb the logarithms that grow large for r → 0 /k2 →∞ and is therefore not expected
to work in the opposite limit anyway.
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Figure 3.8: The NLO (solid) and LO potential (dotted) |r · V (r)| in the MS-scheme using µ = e−γE/r
(blue) and in the on-shell scheme (red) for the channel χ0χ0 → χ+χ−. The inset shows the
ratio of the NLO potential to the LO potential for with same colour coding. In addition the
dashed-dotted (green) line shows the MS-scheme potential with running coupling at µ2 = k2

implemented before Fourier transformation to position space.

short-distance behaviour is already present at tree-level, due to the use of the running scale. The
inset of Figure 3.8, which shows the ratio of the NLO to the LO potential, further emphasizes
this point. It also shows that it does not matter whether the running coupling is implemented in
position or momentum space, as it should be.

The MS-scheme is the better scheme for large momenta or small distances, as the correction
and tree-level potential remain close. Solving the Schrödinger equation to obtain the Sommerfeld
effect technically probes all momentum regions. Hence, it is not clear which scheme is superior for
the calculation of the Sommerfeld effect. We investigate the impact on the Sommerfeld corrected
prediction for indirect detection in the end of this Chapter, and find that the Sommerfeld factor
changes for various MS approximations and the on-shell result are compatible with differences
of the size of well-behaved electroweak corrections beyond the one-loop order considered here.
Therefore, we use the on-shell result for the correction for the predictions presented from hereon.
It is important, though, to note that the control over the r → 0 limit is a crucial check of our
result and proves perturbative control.

3.4.4 Top-quark mass dependence

The only input parameter with considerable uncertainty and non-negligible impact on the NLO
potential is the top-quark mass. The top-quark mass first enters the potential at one-loop,
and the dependence on it is not only logarithmic but quadratic. At this point, it would be
possible to use the pole mass mt = 173.1 GeV or the corresponding MS-mass (at four loops)
mt(mt) = 163.35 GeV. At one-loop, the top-quark mass ambiguity is not fixed by scheme
considerations, and both values present legitimate choices. The difference of 10 GeV is by far the
largest uncertainty of all input parameters. The parameters that enter at leading order, i.e., the
gauge boson masses and couplings, have a reduced scheme dependence at NLO and are known
rather precisely in any case. The only other parameter without reduced scheme dependence,
is the Higgs boson mass. However, the NLO potential is only logarithmically dependent on
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Figure 3.9: Ratio of the NLO potential to the LO potential (left panel) and the ratio of the correction vs.
the correction for the reference value mt = 173.1 GeV (right panel) for various values of top
mass. The upper panel gives the channel (00)→ (+−) and the lower panel (+−)→ (+−).
The lines refer to mt = 173.1 GeV (blue/solid), 163.35 GeV (black/dot-dot-dashed), 170 GeV
(red/dotted), and 175 GeV (green/dot-dashed) all in the on-shell renormalization scheme for
the couplings.

the Higgs boson mass due to screening [133] and the Higgs mass is known to a good precision.
Therefore, the top-mass introduces clearly the largest uncertainty on the potential at NLO.

Let us begin our investigation of top-mass dependence by examining its impact on the
asymptotic behaviours. At large-distances light fermions dominate the NLO correction, making
the top-mass dependence negligible. At small distances, the top-mass enters in the function
A(mW ,mZ ,mt) given in Appendix C, that controls the size of the Coulomb term in the r → 0
asymptotics. We find

A(mW ,mZ ,mt(mt))
A(mW ,mZ ,mt)

= 1 + 2.92 · 10−5 1
GeV2

[
mt(mt)2 − (173.1 GeV)2

]
= 0.904 , (3.46)

where the last number is given for mt(mt) = 163.35 GeV. Therefore, we expect changes of the
order of 10 % in the third quark-generation part of the potential. For the non-logarithmic term
in (3.22) this means

mt = 173.1 GeV : 4.92585 → mt(mt) = 163.35 GeV : 4.09563 , (3.47)
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Figure 3.10: [σv] for χ0χ0 → γ +X at tree-level, calculated with LO (solid/blue), and the NLO (dash-
dotted/red) potential at a DM velocity v = 10−3. The lower panel shows the ratio of the
NLO to LO result with dark (light) grey bands to visualize the 20% (40%).

which is a 17 % decrease of the Coulombic behaviour coefficient for r → 0 for the full correction
to the potential. However, in this region, the logarithmic term contributes, which is of similar
size, decreasing the correction’s effect to roughly 10 % on the NLO correction.

Figure 3.9 shows the ratio of the full NLO potential to the LO potential for a range of r
centered around 1/mW for different values for the top mass (left panel). As outlined above, the
top-mass dependence is most relevant at short and intermediate distances, as it is cut off at large
distances. At short distances, the dependence on the top-mass is reduced by the logarithmic
term dominating more and more. In the MS-scheme, where the logarithms are absorbed for
r → 0, the ratio of the different top-mass NLO potentials becomes constant. In the right panel of
the Figure, we depict the ratio to the default value mt = 173.1 GeV. In both channels shown, the
top mass changes the NLO correction by up to 10 %, with the largest changes around mW r ∼ 1.
Note that the singularity in the ratio for the χ0χ0 → χ+χ− channel originates from the slightly
different sign change in δV (r,mt) for the various top masses, and hence is an artefact of taking
the ratio.

3.5 Sommerfeld effect in indirect detection

Equipped with above results, we take a first look at a physical prediction that can be done using
the NLO potential, namely the indirect detection cross-section (here without the resummation
effects associated with the annihilation process, discussed in later Chapters). The discussion
helps to assess the impact of the NLO potential, allows some intuition for the relic abundance
prediction discussed in Chapter 5, and helps to set up the SCET discussion surrounding the
indirect detection prediction in Chapter 8. Furthermore, with this calculation, we have available
a test of the fitting functions, their quality, the effect of using MS potentials, and the top quark
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Figure 3.11: Relative error in permille of the Sommerfeld enhanced cross-section using the full NLO
potential vs. the fitting function for the relevant range of values of DM mass mχ.

mass dependence, all discussed conceptually in the previous Section. We refrain from providing
technical details on the indirect detection calculation, as this is discussed in detail in later
Chapters. In this Section, we are mainly concerned with the qualitative changes in the behaviour
from LO to NLO potential. The precise numerical values are discussed in combination with
Sudakov resummation in Chapter 8. In this sense, the tree-level indirect detection is merely a
convenient choice to discuss the qualitative behaviour of the Sommerfeld effect and assess the
size of the expected non-relativistic corrections.

In Figure 3.10, we show the annihilation cross-section times velocity [σv] calculated with
the LO (solid/blue) and the NLO (dashed/red) potential in the mass range mχ = 0.5 . . . 20 TeV
for the DM particle.15 This mass region covers the onset of the Sommerfeld enhancement at
small masses, the predicted mass value of the dark matter relic abundance mχ = 2.88 TeV [40],
and the first two zero-energy resonances. At these resonances, the potential starts to support a
bound state in the spectrum. Schematically, the enhancement factor S is proportional to

S ∼ 1
E − EBS

(3.48)

where E is the kinetic energy of the two-particle state and EBS the bound state binding energy.
At the resonance mass values, the bound state energy is zero, leading to a S ∼ v−2 resonant
enhancement of the cross-section.16 Away from resonance, a significant enhancement is observed,
that saturates at small velocity values, due to the binding energy.

The LO and NLO curve are distinguishable on a logarithmic plot, which already indicates
that the effect of going to NLO is significant and larger than the expected few percent of a typical
electroweak correction. The reason lies in the shifted location of the zero-energy resonances. The
full NLO potential is slightly weaker than the LO potential (see above). Hence, at NLO, the
bound states are supported in the spectrum only for larger mass values. The first two Sommerfeld
resonances shift from 2.283 (8.773) TeV at LO to 2.419 (9.355) TeV at NLO.

This is visible in the lower panel of Figure 3.10, where the ratio of the NLO to LO prediction
is shown. Near resonance, the ratio evidently blows up. Still, also off-resonance, the correction is

15Note that without Sommerfeld enhancement, the LO prediction for the annihilation cross-section χ0χ0 → γ+X
vanishes.

16At very low velocities in the absolute vicinity of the resonance, the cross-section result becomes unreliable and
violates partial-wave unitarity. In that case, a further treatment would be necessary [138, 139, 140, 141].
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typically larger than 20% for a large mass range and always larger than the typical 3− 4% of an
electroweak loop correction.

To check the quality of the fitting functions, we show in Figure 3.11 the accuracy of the
indirect detection cross-section when instead of the exact computation of the NLO potential,
the fitting functions are used. The error is at most 0.3 % near the first resonance and usually
substantially smaller. The first and second resonance positions themselves change by only 0.1
GeV, 0.2 GeV, respectively.

The top-mass uncertainty of the potential translates into a small effect on the Sommerfeld
factor [103]. For example, the location of the first (second) Sommerfeld resonance is shifted due
to the NLO potential correction from 2.283 TeV to 2.408 (9.311) TeV instead of 2.419 (9.355) TeV
when the MS-mass mt(mt) = 163.35 GeV instead of mt = 173.1 GeV is adopted. This effect is
small enough to be ignored for the following assessments, hence in the following we will stick
with the pole mass value mt = 173.1 GeV.

Using MS-couplings as discussed in Section 3.4.3, and for concreteness, the position space
conversion outlined there, leads to the resonances appearing at 2.368 (9.166) TeV for the TL MS
potential, and the NLO correction 2.391 (9.240) TeV. Note that, part of the observed shift is due
to using the MS-top mass mt(mt) (see above) in the MS-potential correction. Furthermore, as
expected, the TL and NLO MS results are close, as the main effect is captured by resumming
the leading coupling logarithms and furthermore converting to the one-loop MS couplings (cf.
Eqs. (3.35), (3.36)).
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NLO potentials for general SM multiplets

In the previous Chapter, we discussed the potential correction for the wino dark matter model.
We find that some channels, e.g., χ0χ0 → χ+χ− and χ0χ± → χ±χ0 obtain the same NLO
correction up to a minus sign, that is already present for the tree-level potential. Furthermore,
we observe that the gauge parameter cancellation between the various potential correction pieces
is very delicate and involves several highly complicated terms. Together with the fact that some
topologies and corrections, e.g., self-energies, are only tied to the exchanged gauge boson, this
leads to the suspicion that some structure is to be unveiled, resulting in universal features across
models. In this Chapter, we investigate the NLO potential for minimal dark matter [37, 38] or
more generally arbitrary electroweak representations and charges and prove the universal nature
of the NLO correction independent of the heavy particle model. In particular, we show that
the NLO correction is only tied to the exchanged gauge boson at tree-level. All information
pertaining to the external heavy particle is contained in the tree-level potential.

4.1 The tree-level potential for arbitrary SM representations

The electroweak Feynman rules for the heavy particles (fermions/scalars/. . . ) only depend on
the representation under SU(2)L and U(1)Y . To construct the potential for arbitrary SU(2)
representations in the broken phase, we work in the charge basis in which T 3

R is diagonal, i.e.,
Q = T 3

R +Y . In principle, the entries of T±R are only fixed up to an arbitrary phase normalization
for each multiplet component. For consistency with minimal DM, any convention is fine, as
long as it leads to the same SU(2) invariant mass term for all components of the multiplet [38].
We choose the convention in which the (off-diagonal) entries of T±R are real for concreteness. A
generic spin-j representation is constructed using [142]〈

j,m1
∣∣∣T 3
R

∣∣∣j,m2
〉

= m2 δm1,m2〈
j,m1

∣∣∣T+
R

∣∣∣j,m2
〉

=

√
(j +m2 + 1)(j −m2)

2 δm1,m2+1

〈
j,m1

∣∣∣T−R ∣∣∣j,m2
〉

=

√
(j +m2)(j −m2 + 1)

2 δm1,m2−1 (4.1)

from which we can derive the generic tree-level potential for minimal dark matter [37, 38] and
arbitrary SM representations, as the assumption of DM is at no point needed in the calculation
(the same holds for the NLO correction). The only formal requirement is that the multiplet has
a mass much larger than the electroweak scale mχ � mZ , and, of course, that it couples to the

41



42 Chapter 4. NLO potentials for general SM multiplets

SM in the first place. The tree-level potential involving the exchange of a W -boson reads

V W
(ij),(kl) = (−1)nQ 4πα2

k2 +m2
W

(
T+
R,ikT

−
R,jl + T−R,ikT

+
R,jl

)
= (−1)nQV W

tree

(
T+
R,ikT

−
R,jl + T−R,ikT

+
R,jl

)
, (4.2)

where nQ = 0 if the |Qi|+ |Qj | = |Qk|+ |Ql| and nQ = 1 otherwise. The factor (−1)nQ expresses
the possible minus sign due to “fermion flow” (note that in the particle/particle convention
employed in our calculation, this sign is part of the Feynman rule). The introduction of nQ is
pure convenience and is mainly chosen to allow compact results as the corresponding diagrams
only differ by signs. Furthermore, we remark that for the linear combination T+T− + T−T+

only one term can be non-zero in a given channel.
For the tree-level potentials involving γ and Z-exchange the potential reads (note that in

this case i = k and j = l as T 3 and Y are diagonal)

V
γ/Z

(ij),(ij) = +4πα
k2 (T 3
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c2
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Z
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s2
W

)
T 3
R,iiT

3
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4πα
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Z
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R,iiYj + T 3

R,jjYi)

+
(

4πα
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Z

s2
W

c2
W
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YiYj

= V T3T3
tree T 3

R,iiT
3
R,jj + V T3Y

tree (T 3
R,iiYj + T 3

R,jjYi) + V Y Y
tree YiYj

= V T3T3
(ij)(ij) + V T3Y

(ij)(ij) + V Y Y
(ij)(ij) , (4.3)

where we distinguish Yi and Yj , as if j is part of the antiparticle multiplet of i, then Yi = −Yj and
in the complex fermion (scalar) case then T 3

ii = −T 3
jj . For real fermions (scalars), hypercharge

is Y = 0. We split the tree-level terms into three pieces, as we expect the correction to them to
be separately gauge invariant. The correction to T 3T 3 and Y Y should be gauge invariant, as we
can write models where T 3 6= 0, Y = 0 and vice versa. As the corrections to T 3T 3 and Y Y are
gauge invariant, also the correction to T 3Y has to be gauge invariant separately, even though it
is only non-vanishing if both T 3 and Y are non-vanishing.

For simplicity, we have chosen both heavy particles in the same SU(2)L-representation. In
principle, we could have also selected a case with two different representations R,R′ (with also
possibly different hypercharge YR, YR′), the essence of the derivation above, and the following
arguments for the potential correction do not depend on this. However, most terms would be
duplicated. So for notational simplicity, we avoid the case of different representations, as in such
cases, typically mixing between the R and R′-multiplets, via Higgs-interactions is allowed. As we
do not cover the Higgs potentials (as they are not relevant for minimal DM), and we do not have
the correction to Higgs potentials readily available, we omit this case.

4.2 The potential correction at NLO

In the following, we present the relevant linear combinations and extract the “Casimir-like”
scaling of the NLO corrections. We restrict to presenting the result for the potential correction.
The detailed evaluation of the correction topology by topology and the corresponding group
algebra is presented in Appendix D. The results for the loop integrals are given in Appendix A.
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4.2.1 Off-diagonal W -boson exchange

The result for the off-diagonal W -Yukawa potential reads

δV W
(ij),(kl) = V W

(ij),(kl)

(
2δZe − 2δsW

sW
+ ΣWW
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W
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W
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[
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2
W

s2
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,mZ

)]
+ δV W

(ij),(kl)

∣∣∣
WF/vertex

(4.4)

where the individual terms and the origin of the prefactors are presented in Appendix D. Let
us comment on the vertex and wave-function contribution δV W

(ij),(kl)

∣∣∣
WF/vertex

at this point.
The individual contributions, namely wave-function renormalization and vertex correction, are
proportional to further factors differing from the tree-level linear combination. However, in the
linear combination, the terms cancel exactly so that always the tree-level factor times a universal
term is left over.

For the full potential correction, the crucial observation is that all terms are proportional to
the tree-level factor (−1)nQ(T+

R,ikT
−
R,jl + T−R,ikT

+
R,jl). Therefore, for the off-diagonal W -Yukawa

potentials, we can always write

V W,NLO
(ij),(kl) = (−1)nQ

(
T+
R,ikT

−
R,jl + T−R,ikT

+
R,jl

) (
V W

tree + δV W
1−loop

)
(4.5)

where δV W
1−loop does not depend on any of the properties of the heavy particles but only on the

low-energy properties of the broken theory. Therefore, we find a “Casimir-like” scaling, similar
to the QCD result, also in the broken theory. The explicit expression is the same as in the wino
case (stripping the factor (−1)nQ)

δV W
1−loop = −δVχ0χ0→χ+χ− = δVχ0χ±→χ±χ0 (4.6)

where the wino results refer to Eqs. (3.15) and (3.16), respectively. Furthermore, this implies
that the analysis for the off-diagonal channel in the wino (Section 3.4) applies in all off-diagonal
channels, regardless of the model, as only the overall prefactor changes. The correction to the
tree-level potential at one-loop is only sensitive to the low-energy properties of the exchanged
W -boson. All information on the heavy particles and their respective representations is already
present at tree-level and does not impact the potential at NLO.

4.2.2 The photon and Z-boson exchanges

Similar, to the above results for the off-diagonal channel, in the diagonal channels involving
photon and Z-exchange, we also find universal behaviour for the individual pieces. The T 3T 3

projection at tree-level reads
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for the T 3Y contribution
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3 gauge , (4.8)

and finally for the Y 2 part

δV Y Y
(ij),(ij) = +4πα

k2 (YiYj)
(

2δZe + Σγγ
T (−k2)

k2

)

+ 4πα
k2 +m2

Z

s2
W

c2
W

(YiYj)
(

2δZe − 2δcW
cW

+ 2δsW
sW

+ ΣZZ
T (−k2)− δm2

Z

k2 +m2
Z

)

+ 4πα
k2(k2 +m2

Z) (YiYj)
2sW
cW

ΣγZ
T (−k2) + δV Y Y

(ij),(ij)

∣∣∣
vertex/WF

. (4.9)

The observation is the same as for the W -exchange, all contributions are proportional to the
respective tree-level factors, and the potential correction, therefore, obeys a “Casimir-like” scaling.
Consequently, we can write

V
γ/Z,NLO

(ij),(ij) = V T3T3
(ij),(ij) + δV T3T3

(ij),(ij) + V T3Y
(ij),(ij) + δV T3Y

(ij),(ij) + V Y Y
(ij),(ij) + δV Y Y

(ij),(ij)

= T 3
R,iiT

3
R,jj

(
V T3T3

tree + δV T3T3
1−loop

)
+ (T 3

R,iiYj + T 3
R,jjYi)

(
V T3Y

tree + δV T3Y
1−loop

)
+ YiYj

(
V Y Y

tree + δV Y Y
1−loop

)
(4.10)

and apply our analysis to the respective δV1−loop pieces independent of the precise representations
for the heavy particle. Again, we find that the potential correction in all instances arises only
from low-energy properties of the underlying gauge theory (in this case, the SM) and is tied to
the tree-level exchange.

For the T 3T 3 contribution, we can infer the result from the wino channels, and the corre-
sponding analysis, e.g., of the asymptotic behaviour and the fitting functions, applies. Therefore,
we write

δV T3T3
1−loop = −δVχ+χ−→χ+χ− = δVχ±χ±→χ±χ± (4.11)

where the wino channels are given in Eqs. (3.13) and (3.17), respectively.
Finally, before turning to the analysis of the new channels, let us remark that at one-loop (at

least for pure multiplets, i.e., without Higgs exchange), we do not induce potentials in channels
in which the tree-level contribution vanishes. The explicit proof is provided in Appendix D;
however, one can also understand this intuitively. If the tree-level potential vanishes, the only
possibility for loop topologies are box diagrams. However, as noted above, to cancel the box
diagrams gauge dependence, a delicate combination of self-energies, and other terms is needed.



4.3. Analysis of the channels 45

As these other combinations vanish, as they arise from tree-level diagrams, we would not have
expected induced potentials at one-loop in any case.

Another possibility to phrase the universality is to consider the SM in a Coulomb gauge
formulation [143]. In Coulomb gauge, all soft corrections connected to the heavy particle vanish.
Therefore, only the usual box diagram with the potential region, i.e., the leading-order potential
ladder and the Coulomb gauge SM self-energies, contribute. As the self-energies are independent
of the heavy particle and only tied to the tree-level exchange boson, the correction is necessarily
proportional to the tree-potential, as in QCD. Hence, there is a “Casimir”-type scaling of the
one-loop correction.

4.3 Analysis of the channels
The above results allow us to repeat the analysis of the potential correction similar to the case
of the wino, Section 3.4, now for general SM multiplets. As the W -Yukawa potential and the
T 3T 3-part have already appeared in the discussion of the wino potential correction, we do not
repeat the analysis of Section 3.4.1. We focus on the new corrections, and in particular, also repeat
the splitting into respective gauge invariant subparts (namely light fermions, third-generation
quarks, and the electroweak part).

The potential corrections to the tree-potential V T3Y
tree and V Y Y

tree are shown in Figures 4.1
and 4.2, respectively. We begin with the analysis of the asymptotic behaviour before turning to
the full correction and, in the end, provide some general comments and an example on how to
construct the potential correction for an explicit model, in our case, the pure Higgsino model.

4.3.1 Asymptotic behaviour

T 3Y - linear combination

For the projection onto the T 3Y -component, we have at small distance

δV T 3Y (r → 0) = const. (4.12)

which also holds for each gauge invariant sub piece individually. We can understand the origin
of this behaviour from the tree-level linear combination. The Fourier transformation has two
regions in the method of regions expansion for r → 0. First, there is 1

r ∼ |k| � mZ , which in
dimensional regularization evaluates to

µ̃2ε
∫

dd−1k
(2π)d−1 e

ik·r 4πα
k2 +m2

Z

= µ̃2ε
∫

dd−1k
(2π)d−1 e

ik·r
∞∑
n=0

4πα
k2

(
−m

2
Z

k2

)n
1
r
∼|k|�mZ
≈

∞∑
n=0

µ̃2ε
∫

dd−1k
(2π)d−1 e

ik·r 4πα
k2

(
−m

2
Z

k2

)n
= α

r
cosh(mZr) r→0−→ α

r

(
1 + 1

2m
2
Zr

2 +O(m4
Zr

4)
)
. (4.13)

This correctly captures all attractive contributions of the Yukawa potential and reproduces the
leading Coulomb behaviour for r → 0. However, it completely misses the Yukawa potential’s
screening contributions. Therefore, in the case in which the leading Coulomb behaviour cancels
for r → 0 with other tree-level terms, we need to consider also the second region, where
|k| ∼ mZ � 1

r . In this case, there is no expansion for the momentum space potential, though
one can expand the exponential in the Fourier transform. The resulting integrals are divergent
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Figure 4.1: The NLO correction to the tree potential V T3Y
tree . The upper panel shows the modulus of

the potential |r · V (r)| for the LO and NLO potential, the NLO contribution only, and the
large-distance asymptotic behaviour (the change from solid to dashed for the correction only
line, indicates the sign change of this term). In the lower panel, we show the ratio of the full
NLO potential to the LO potential (blue solid) and separately for the three gauge invariant
pieces identified in the text (other curves).

(e.g., the leading piece linearly that also appears in other contexts later, cf. Sections 5.1.2 and
A.1.3). The integrals evaluate to

µ̃2ε
∫

dd−1k
(2π)d−1 e

ik·r 4πα
k2 +m2

Z

= µ̃2ε
∫

dd−1k
(2π)d−1

4πα
k2 +m2

Z

∞∑
n=0

(ik · r)n

n!
1
r
�|k|∼mZ
≈

∞∑
n=0

µ̃2ε
∫

dd−1k
(2π)d−1

4πα
k2 +m2

Z

(ik · r)n

n!

= α

r
sinh(−mZr) r→0−→ α

r

(
−mZr −

1
6 m

3
Zr

3 +O(m5
Zr

5)
)

(4.14)
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Figure 4.2: The NLO correction to the tree potential V Y Ytree . The upper panel shows the modulus of
the potential |r · V (r)| for the LO and NLO potential, the NLO contribution only, and the
large-distance asymptotic behaviour. In the lower panel, we show the ratio of the full NLO
potential to the LO potential (blue solid) and separately for the three gauge invariant pieces
identified in the text (other curves).

which captures all screening contributions of the Yukawa potential. Therefore for the T 3Y
projection at tree-level, we find

V T3Y
tree (r) = α

r
− α

r
e−mZr

r→0−→ αmZ (4.15)

the leading term for r → 0 is constant and arises from the region mZ ∼ |k| � 1
r in a method of

regions expansion, i.e., the expansion of the Fourier transform. In the NLO potential, a similar
cancellation happens, as again the leading pieces from the region mZ � |k| ∼ 1

r cancel, as, in the
high-momentum exchange region, SU(2) and U(1) disentangle. The leading correction therefore
comes from the same region as for the tree-potential |k| ∼ mZ � 1

r . However, in this case, for
the complicated one-loop structures, e.g. the SM self-energies, the analytic extraction proves
difficult. The light-fermionic contribution coefficient can be extracted, as all Fourier transforms
are analytically available, and one can just Taylor expand around r = 0. For electroweak and
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third-generation quark contribution, this is not possible due to the unknown Fourier transform.
The coefficients can be extracted numerically, or one could try to extract them analytically
by simplifying the loop structures. In essence, the latter amounts to solving various two-loop
integrals in d = 3.

Physically though, in any realistic scenarios, if the T 3Y projection is non-vanishing, the T 3T 3

and Y Y components are also present and have the leading contribution from mZ � |k| ∼ 1
r .

Therefore, they are orders of magnitude larger in the r → 0 limit. The above considerations
are interesting from a conceptual standpoint but have a negligible impact on any practical
results. For example, at mW r ≈ 0.1, |r · V (r)| of the T 3Y component is already below 10−6 (cf.
Figure 4.1), whilst for the Y Y component, we find 2.5 · 10−4 (cf. Figure 4.2), more than two
orders of magnitude larger. The difference becomes even larger for smaller distances, as |r · V (r)|
increases for Y Y , whilst it linearly decreases for T 3Y .

At large distances for T 3Y , we find the long-distance correction to the tree-level Coulomb
potential

δV T 3Y
light ferm.(k2 → 0) = 76

9
α2

k2 ln k2

m2
Z

+O(k0) , (4.16)

δV T 3Y
3rd gen. quarks(k2 → 0) = 4

9
α2

k2 ln k2

m2
Z

+O(k0) , (4.17)

δV T 3Y
electroweak(k2 → 0) = α2

2s
2
W

m2
W

F (mW ,mZ ,mH) , (4.18)

with the function F (mW ,mZ ,mH) given in the Appendix C, which obeys the screening theo-
rem [133] (as all the following mH dependent functions) and evaluates to −0.61209 for on-shell
parameters. In position space, we find for the full correction

δV T3Y
r→∞(r) = α2

2πr (−β0,em) (ln(mZr) + γE) (4.19)

where β0,em = −80/9 is the electromagnetic beta function coefficient, as is also visible in
Figure 4.1.

Y Y - linear combination

In the case of δV Y Y , the small distance behaviour is similar to the δV T3T3 contribution, however,
with SU(2) and U(1) interchanged

δV Y Y
light ferm.(k2 →∞) = α2

1
k2

(
49
9 ln k2

m2
Z

+ 3c2
W

s2
W

ln m
2
W

m2
Z

)
(4.20)

δV Y Y
3rd gen. quarks(k2 →∞) = α2

1
k2

(
11
9 ln k2

m2
Z

+G(mW ,mZ ,mt)
)

(4.21)

δV Y Y
electroweak(k2 →∞) = α2

1
k2

(
1
6 ln k2

m2
Z

+H(mW ,mZ ,mH)
)
. (4.22)

The functions G(mW ,mZ ,mt) and H(mW ,mZ ,mH) are given in Appendix C. G can be ap-
proximated to sub permille accuracy in the interval of ±10 GeV around the on-shell top-mass
mt,os = 173.1 GeV, by G(mW ,mZ ,mt) = 11.9389 + 4.40457 · 10−4 GeV−2 × (m2

t −m2
t,os), for all

other parameters at on-shell values. The function H evaluates to 2.53229 for on-shell parameters.
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For the full asymptotic behaviour, we define

∆2 = 3c2
W

s2
W

ln m
2
W

m2
Z

+G(mW ,mZ ,mt) +H(mW ,mZ ,mH) , (4.23)

which in the Y Y -sector takes the form

δV Y Y
r→0(r) = α2

1
2πr

(
−β0,Y (ln(mZr) + γE) + 1

2∆2

)
≈ α2

1
2πr (−β0,Y ln(mZr) + 1.97247) (4.24)

where β0,Y = −49
9 −

11
9 −

1
6 = −41

6 , and the last line provides the numerical value for on-shell
parameters. Of the numerical coefficient, the light-fermion term makes up −4.46142, the third-
generation quarks 5.26395, the electroweak terms 1.16994 and the Euler-Mascheroni constant
associated with the logarithm −3.94431.

Again at large distances, we identify the leading correction due to the electromagnetic beta
function, and a subleading contribution from the electroweak part

δV Y Y
light ferm.(k2 → 0) = 76

9
α2

k2 ln k2

m2
Z

+O(k0) , (4.25)

δV Y Y
3rd gen. quarks(k2 → 0) = 4

9
α2

k2 ln k2

m2
Z

+O(k0) , (4.26)

δV Y Y
electroweak(k2 → 0) = α2

2s
2
W

m2
W

I(mW ,mZ ,mH) (4.27)

with the function I(mW ,mZ ,mH) = 0.75918 for on-shell parameters, given in functional form in
Appendix C. Therefore, at large distances, in position space we find

δV Y Y
r→∞(r) = α2

2πr (−β0,em) (ln(mZr) + γE) . (4.28)

Note that different to the SU(2) analogue (3.13), the beta function behaviours for small and
large distances have equal signs for δV Y Y , as both correspond to an abelian symmetry, as can be
seen in the lower panel of Figure 4.2. Also, note that for small masses, all functions contribute
to the beta function behaviour. The electroweak contribution is hardly visible, as it is only 1/41
of the full coefficient.

Special linear combinations

The U(1)em beta function appears at large distances, in δV T3T3, δV T3Y , and δV Y Y , as they all
contribute to the correction of the tree-level photon exchange. It is only when this tree-level
exchange vanishes, due to particular combinations of T 3 and Y , that a different dynamic shows
up. In channels in which one of the involved heavy DM particles is neutral T 3

ii = −Yi, i.e., if only
a Z-boson is exchanged at tree-level and the Coulombic contribution vanishes, the asymptotic
behaviour is different. The origin is similar as for the W -boson exchange at tree-level (cf.
Section 3.4.1). However, as now hypercharge is involved, the possibilities are richer than in the
wino case.

We begin by considering the case, with T 3
ii = −Yi and T 3

jj = −Yj , i.e., neutral-neutral channels
as is relevant for indirect detection, if the hypercharge of the multiplet is non-zero. In such a
case, the relevant linear combination is

δV T3T3−2T3Y+Y Y
Z−only = δV T3T3 − 2δV T3Y + δV Y Y (4.29)
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Figure 4.3: The NLO correction to the tree-level Z-boson only exchange potentials discussed in the text.
The left panel shows the modulus of the potential |r · V (r)| for the LO and NLO potential,
the NLO contribution only, and the large-distance asymptotic behaviour (the change from
solid to dashed for the correction only line, indicates the sign change of this term). In the
right panel, we show the ratio of the full NLO potential to the LO potential (blue solid) and
separately for the three gauge invariant pieces identified in the text (other curves). The upper
plots correspond to the linear combination given in (4.29), the middle and lower plots to the
linear combinations in (4.31).

and the physics is the same as in the W -boson channel. We effectively find a 4-Fermi theory
with a long-distance potential induced by massless fermion exchange at large distances. Note
that for the Z, now also the third generation quarks contribute, as bb̄ loops are possible. The
asymptotic behaviour, therefore, is

δV r→∞
Z−only(r) = 12α

πs2
W c

2
Wm

5
Zr

5

{
αmZ

c2
W s

2
W

[(
27− 54s2

W + 76s4
W

36

)
+
(

9− 12s2
W + 8s4

W

72

)]}
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Figure 4.4: The relevant one-loop self-energy, that in the large distance, small momentum exchange
region, gives the long range asymptotic (4.31) for δV T3T3 − δV T3Y and δV Y Y − δV T3Y .

= 12α
πs2

W c
2
Wm

4
Zr

5
ΓZ
mZ

(4.30)

where the Z-width is given by mZΓZ = ImΣZZ
T (m2

Z). In the first line, inside the curly brackets,
the terms indicate the light fermionic and third-generation quark (i.e., bb̄-loops) contributions to
the Z-width, respectively. The behaviour is shown in the upper panel of Figure 4.3. Note the
similarity of the Z-only to the W -exchange correction in off-diagonal channels, cf. Figure 3.5.

However, the above restriction of all heavy particles involved being neutral, if only a Z-boson
is exchanged at tree-level, is only sufficient for the charge-0 sector of the potentials. In relic
abundance calculations, in the charged sectors, a case may appear, where only one heavy particle
is neutral, and still only a Z can be exchanged (e.g., the +0→ +0-channel in the Higgsino case).
Without loss of generality, let us assume that the heavy particle i is neutral T 3

ii = −Yi and the
particle j is charged T 3

jj 6= −Yj . The linear combination for the corrections turns out to be

−YiT 3
jj

(
δV T3T3 − δV T3Y

)
+ YiYj

(
δV Y Y − δV T3Y

)
, (4.31)

and hence the two relevant linear combinations are δV T3T3 − δV T3Y and δV Y Y − δV T3Y . The
difference to before is now that a photon can couple to the charged fermion, and therefore at
large distances, the situation displayed in Figure 4.4 may appear. Compared to the charge-0
sector, the extra photon propagator leads to a r−3 asymptotic. We find

(
δV T3T3 − δV T3Y

)
(r → 0) = −

(
δV Y Y − δV T3Y

)
(r → 0)

= − α1α2
18πm2

Zr
3

{(
38c2

W − 38s2
W − 11

)
+
(
2c2
W − 2s2

W + 1
)}

(4.32)

where the terms in the curly brackets correspond to light fermions and third-generation quarks,
respectively. The terms originate from ΣγZ

T as indicated above. The asymptotics for T 3T 3−T 3Y
and Y Y − T 3Y are of opposite sign, as for T 3

jj = −Yj , we need to recover (4.30) and hence the
r−3 behaviour needs to cancel in that case. This can also be seen in Figure 4.3, adding the
middle and lower panel (and adjusting for the absolute value) generates the upper panel.

Also, let us note that this way, no Coulombic contribution, can be induced. Naively, one
might consider the electroweak contribution to ΣγZ

T to create an effective photon vertex. However,
the renormalized self-energy Σ̂γZ

T (k2 → 0) = O(k2) needs to vanish for zero-momentum exchange
in the absence of massless particles, to have a well-defined Thomson limit [128]. Hence we do
not introduce a Coulomb potential at long distances due to the electroweak contribution, which
only entails massive terms.
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4.3.2 Full corrections and fitting functions

Similar to the case of the wino, we provide fitting functions that mimic the full Fourier transform
that is only possible numerically, to a sufficient precision for practical applications. As the wino
case already contains the necessary fitting functions for the off-diagonal and T 3T 3-exchanges, we
do not repeat them here. They are found in Eqs. (3.33) and (3.34)

δV W
fit (r) = −δV fit,wino

χ0χ0→χ+χ−(r) = δV fit,wino
χ0χ±→χ±χ0(r) , (4.33)

δV T3T3
fit (r) = −δV fit,wino

χ+χ−→χ+χ−(r) = δV fit,wino
χ±χ±→χ±χ±(r) . (4.34)

For the Y Y potentials as the correction changes sign, we define two fitting functions, one above
and one below the sign change position at x1 = 718

853 , where x = mW r

δV Y Y
fit (r) =



δV Y Y
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, x ≤ x1

δV Y Y
r→∞
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−85336
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272x
21

1 + e
398
373x−
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√
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35

1 + e
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602x−

2157
1120

 , x > x1

(4.35)

The result is permille accurate except in the absolute vicinity of the sign change, shown in
Figure 4.5, where the ratio of the full numerical result to the fitting function is shown in the
upper panel.

The channel T 3Y should not be separately fitted, as its asymptotic behaviour for r → 0
contains subleading terms compared to the full correction in any given model (cf. (4.12)). To
circumvent this problem, we fit T 3Y together with T 3T 3 in the linear combination T 3T 3 + T 3Y .
In any given model, one can therefore build the appropriate linear combination of T 3T 3, T 3Y
and Y Y , from the fitting functions of T 3T 3, T 3T 3 + T 3Y, Y Y , except for the special power-like
asymptotic behaviours for which we provide separate fit functions below. The fitting function for
T 3T 3 + T 3Y that approximates the result to permille accuracy (cf. Figure 4.5 - upper panel)
over the entire range of r reads

(
δV T3T3 + δV T3Y

)
fit

(r) = δV T3T3
r→0

1 + 62
161x

203
185

+ 2 δV T3T3
r→∞

1 + 807
280x

− 267
268

+
α
r

(
−77

57 + 71
485L−

64
263L

2
)

(
1 + 268

7 x−
220
109
) (

1 + 686
145x

48
43
) , (4.36)

where L = ln x. Note that even though this provides permille accuracy, subtracting the fitting
function for T 3T 3 from the above result does not provide an accurate description of T 3Y , as the
subleading terms that enter T 3Y and are sometimes the dominant contribution are not resolvable,
due to the different fitting procedures.

As discussed above, for special linear combinations of T 3 and Y , we find different asymptotic
behaviours for r → ∞. To this end, we provide further fitting functions for these linear
combinations, as the above fitting functions do not cancel to the accuracy needed to reveal the
power-like r−3 and r−5 behaviours for r → ∞, even though they are permille level accurate.
We begin with the linear combination T 3T 3 − 2T 3Y + Y Y , relevant in indirect detection, that
acquires an r−5 asymptotic at large distances where the sign change is located at x2 = 1382

275(
δV T3T3 − 2δV T3Y +δV Y Y

)
fit

(r)
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Figure 4.5: Ratio of the numerical Fourier transform of the potential correction to the fitting functions
in the variable x = mW r for the channels Y Y (blue/dashed) and T 3T 3 + T 3Y (red/dash-
dotted) in the upper panel. In the lower panel, the same ratio is shown for the channels
with power-like large distance asymptotic behaviours T 3T 3 − T 3Y (blue/dashed), Y Y − T 3Y
(red/dash-dotted) and T 3T 3 − 2T 3Y + Y Y (green/dotted).
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Finally, we also fit the cases with the r−3 asymptotic, which are also better fitted with two
functions despite not changing sign. The linear combination T 3T 3 − T 3Y is fitted by(

δV T3T3 − δV T3Y
)

fit

= −α
2

r


exp

[
1823(L− 262

15 )(L− 100
91 )(L2− 641

145L+ 1226
177 )(L2− 1434

341 L+ 4709
1052 )

243(L− 1549
52 )(L− 925

319 )(L2− 1438
351 L+ 642

151 )(L2− 595
158L+ 1491

281 )

]
, x ≤ x3

exp
[
−902(L− 1229

169 )(L− 29
279 )(L2− 1331

278 L+ 327
56 )(L2− 2920

747 L+ 1013
258 )

(L− 3891
535 )(L+ 5687

13 )(L2− 627
131L+ 391

67 )(L2− 811
207L+ 661

169 )

]
, x > x3

, (4.38)



54 Chapter 4. NLO potentials for general SM multiplets

with x3 = 950
119 . The linear combination Y Y − T 3Y is fitted by(
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where x4 is given by x4 = 379
189 . The numerical quality of the special asymptotics fitting functions

is shown in Figure 4.5 lower panel. As can be observed, except in the vicinity of the sign changes,
all fitting functions are permille to even sub permille level accurate over the entire interesting
r-range for computing the Sommerfeld factor.1

As a validation, we tested the computation of the NLO Sommerfeld factors with the fitting
functions for the higgsino model in indirect detection (cf. Sections 4.4 and 8.2), and find
comparable accuracy to the corresponding wino calculation (cf. Figure 3.11). The largest
discrepancies are again seen in the resonance’s absolute vicinity and are at maximum about two
permille for the cross-section prediction. For mass values off-resonance, the fitting functions
provide even sub permille accuracy for the Sommerfeld factors. Similar accuracy is also expected
for other observables, models, and the two fitting functions not tested by this procedure T 3T 3 −
T 3Y and Y Y − T 3Y .

4.3.3 General comments

Let us make a few general remarks without repeating the full analysis as in the case of the
wino. We find similar breakdowns of perturbation theory, for r → 0, due to the beta function
logarithms, as in the wino in the channel δV Y Y (the channel δV T3Y does not suffer this problem,
due to the cancellation discussed above). Introducing the MS-running couplings, as outlined in
Section 3.4.3 for the wino, absorbs these logarithms. The same restrictions, e.g., at large r, apply.
However, as phenomenology does not change considerably, we do not repeat the discussion.

On the issue of the top mass dependence of the result, the individual functional dependence
is similar to the wino case in the component δV Y Y , as exemplified for G below Eq. (4.22). In
the T 3Y component, we expect a similar dependence. However, as it is always subdominant
in the small r region and of the order of subleading corrections to T 3T 3 and Y Y , it does not
warrant further investigation in this region. Furthermore, the top quark does not play a role in
the large r Coulomb correction, making the top mass dependence of the T 3Y linear combination
irrelevant from a phenomenological standpoint.

Finally, the results allow the construction of the NLO correction for arbitrary electroweak
charged models which obey mχ � mZ and mχα2 ∼ mZ (as otherwise, a different EFT applies),
as outlined for the Higgsino example below. Our results also are an integral part for models
involving Higgs potentials, such as the MSSM. In that case, however, the correction to the Higgs
potentials and depending on the gauge considered to the tree-level Goldstone and longitudinal
gauge boson potentials would need to be worked out. As long as the contribution due to Higgs
potentials is small, our results should already approximate the full result. As the mass difference
between various parts of the multiplet is only known to two-loop order for the wino and the
Majorana quintuplet [116, 120, 121], unfortunately, we can only claim full NLO accuracy on the
non-relativistic side for these two models.

1Note that for the asymptotic regions x & 102 and x . 10−2 one can also use the asymptotic behaviours given
in the previous Section. Possible differences are permille level or even below.
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4.4 Higgsino potential at NLO - an explicit example
As an example of how one can implement the above results, let us discuss the Higgsino model,
an SU(2) doublet with hypercharge Y = 1/2 of Dirac fermions, which will be relevant in later
Chapters. In the charge-0 and -1 sector, we find using the rules given above
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4
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V Q=1
tree (r) = −1
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with the entries corresponding to χ0
Dχ

0
D, χ

+χ− for Q = 0 and χ0
Dχ

+ for Q = 1 (the other charge 1
potentials, e.g. χ0

Dχ
−, are equal). Note that typically no charge 2 sector is considered in the

Higgsino case, as the corresponding annihilation matrix vanishes. For the NLO correction, this
means

δV Q=0
1−loop =

−1
4

(
δV T3T3 − 2δV T3Y + δV Y Y
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4δV
W

−1
4δV

W −1
4

(
δV T3T3 + 2δV T3Y + δV Y Y

) (4.42)
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)
+ 1

4
(
δV Y Y − δV T3Y

)
(4.43)

where either the full results discussed above or the fitting functions can be used to obtain accurate
results. Note that all possible fitting functions are needed in the Higgsino if relic abundance is to
be considered.

Direct detection experiments already rule out the pure Higgsino due to the Z-coupling
of χ0

D. Splitting χ0
D = χ0

1 + iχ0
2 into two Majorana fermions, with a small mass splitting

δmN & O(100 keV) between χ0
1 and χ0

2, introduced by some UV completion of the model, the
Higgsino is still a perfectly viable DM candidate. Furthermore, note that this mass splitting due
to small admixtures of winos and binos in supersymmetric scenarios is the rule rather than the
exception. The relevant charge-0 channel in method-II notation [86], for spin S = 0, therefore
can be written as
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where the columns and rows correspond to χ0
1χ

0
1, χ0

2χ
0
2 and χ+χ−, respectively. The NLO

correction correspondingly is obtained with V AB
tree → δV AB

1−loop. The mass differences are cast as a
corresponding matrix 2δmhig. = diag (0, 2δmN , 2δm) with δmN = mχ0

2
−mχ0

1
.
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Besides the above, there is, in principle, a χ0
1χ

0
2 potential in the charge-0 sector. However,

as it does not mix with χ0
1χ

0
1, it is not relevant for indirect detection. Also note, the above

small mass splitting is irrelevant in the Higgsino relic abundance case. It only becomes relevant
at temperatures where the freeze-out process is already complete, i.e., using the above χ0

D, χ
+

potentials is sufficient for this calculation. Equipped with these results, relic abundance and
indirect detection calculations for the Higgsino model are possible.



5

Relic density for wino dark matter

As a second example for the NLO electroweak potential effects, we discuss the relic abundance
calculation for wino dark matter. We begin by reviewing the WIMP relic abundance calculation
under the freeze-out assumption and then apply the formalism to the wino model. The calculation
using NLO potentials was first presented in [104] in collaboration with M. Beneke and R. Szafron.
The same analysis is not repeated for the Higgsino model with NLO potentials, as already the
inclusion of the LO Sommerfeld effect has negligible impact on the relic abundance prediction
(see, e.g. [36, 38]). Therefore, re-performing the analysis does not promise new exciting insights.

5.1 Relic abundance calculation

Here we briefly review the dark matter relic abundance calculation to establish the notation
and formulas for the following discussion, mostly following [86]. The discussion is generic for
the coannihilation of WIMPs [29, 144] under rather general assumptions, stated below. For the
pure wino, including Sommerfeld enhancement, the results were first presented in [39] and in
the context of minimal DM in [38]. For the full MSSM including Sommerfeld enhancements and
O(v2) effects in the annihilation cross-sections this was first achieved in [36, 84, 85, 86].

The thermal relic abundance of the dark matter is obtained by solving the Boltzmann equation
for the number density [145]

dn(t)
dt

+ 3H(t)n(t) = −〈σeffv〉
(
n2(t)− n2

eq(t)
)
, (5.1)

where n = ∑
i ni is the sum of the individual number densities of all co-annihilating particles (for

the wino i = 0,+,−). The equation depends upon the Hubble rate H, the equilibrium number
density neq = ∑

i neq,i, and the thermally-averaged cross-section 〈σeffv〉, which is discussed in
detail below. Eq. (5.1) is valid under the assumption that Maxwell-Boltzmann statistics, instead
of Fermi-Dirac statistics for fermions or Bose-Einstein statistics for bosons, can be employed. For
typical freeze-out temperatures of Tf ∼ mχ/20 this is an excellent approximation. Furthermore,
the description relies on the fact that the DM particles remain in kinetic equilibrium with the
SM plasma till freeze-out ends [146].

For practical calculations, it is useful to reformulate (5.1) in terms of comoving quantities. To
this end, we introduce the yield Y = n/s defined as the ratio of particle number density n to the
entropy density of the cosmic comoving frame s. Given that the entropy per comoving volume is
conserved, the change of n and s due to the universe’s expansion is the same. ds/dt = −3Hs and
therefore the term involving the Hubble rate H drops in (5.1). Furthermore, the time variable t
is unhandy, as the effective annihilation cross-section 〈σeffv〉 will depend on the particles kinetic

57
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energy and therefore on the temperature T . Therefore, we introduce the variable x = mχ/T as
an evolution variable, after which the Boltzmann equation reads

dY

dx
= 1

3H
ds

dx
〈σeffv〉

(
Y 2 − Y 2

eq

)
(5.2)

with Yeq = neq/s. Now only the Hubble rate H remains to be fixed using the Friedmann equation.
Assuming a radiation dominated universe during DM freeze-out, the Hubble rate can be related
to the energy density, and the Boltzmann equation takes the final form

dY

dx
= −

√
π

45G
g

1/2
∗ mχ

x2 〈σeffv〉
(
Y 2 − Y 2

eq

)
, (5.3)

where G is Newtons constant and the parameter g1/2
∗ is given by

g
1/2
∗ = heff(T )

g
1/2
eff (T )

[
1 + 1

3
d(ln heff(T ))
d(lnT )

]
. (5.4)

The parameters geff , heff are defined in terms of the energy and entropy density, respectively

ρ(T ) = geff(T )π
2

30T
4 , s(T ) = heff(T )2π2

45 T
3 . (5.5)

The effective degrees of freedom geff , heff are functions that interpolate between the full SM
value and the value today. For temperatures of (100− 400) MeV, i.e., during the QCD phase
transition, these functions show a steep increase that depends on the exact modelling of the
phase transition. This modelling is typically not relevant for TeV-scale DM without Sommerfeld
enhancement as the DM is frozen out before. However, with Sommerfeld enhancement, the late
time annihilations may also deplete the DM density during the QCD phase transition, making
accurate modelling, e.g. on the lattice, necessary. For the solution of the Boltzmann equation,
we adopt the implementation of [147] using the plots and tables given there. For temperatures
below T = 1 MeV, and above T = 280 GeV, we supplement the table, with results of [148].

From the Boltzmann equation (5.3), one can easily understand the freeze-out dynamics.
Assuming that we start at some initial x in equilibrium with the thermal plasma, initially
Y = Yeq. For small x, the difference between Y and Yeq will remain small, and Y closely follows
the equilibrium distribution, which falls exponentially. At some point (for typical TeV-WIMPs
around x ∼ 20), the prefactor ∼ 〈σeffv〉 is not able to provide the necessary change anymore for
Y to follow Yeq closely, and effectively the annihilations cease. The dark matter “freezes out”.
Including the potentials does not change the general picture. However, the velocity dependence
of the cross-section can partially compensate the 1/x2 factor. Therefore, the freeze-out process
can be prolonged over a longer period and shifted to later times (smaller temperatures).

After solution of the Boltzmann equation, the obtained yield at present time Y0 = Y (x0) is
linearly related to the DM relic abundance

ΩDMh
2 = ρDM

ρcrit.
h2 = mχs0Y0

ρcrit.
h2 (5.6)

where the critical energy density is given by ρcrit. = 1.05368 · 10−5 GeV cm−3 h2. This can be
compared to the results by Planck ΩDMh

2 = 0.1205 [2] to determine the mass for which the
WIMP under consideration would constitute the full DM relic abundance.



5.1. Relic abundance calculation 59

5.1.1 Thermally-averaged cross-section

The relevant quantity that is still missing for the solution of the Boltzmann equation is the
thermally-averaged cross-section. It is the crucial quantity in the sense that the particle physics
(and therefore the NLO potentials) enter the relic abundance calculation at this point. The
thermally-averaged cross-section in a co-annihilation scenario is given by

〈σeffv〉 =
∑
i,j

〈σijvij〉
ni,eqnj,eq
n2

eq
(5.7)

where 〈σijvij〉 are the thermally-averaged cross-sections for the individual processes. The result
can be translated to the expression in the CM-frame (which allows us to use the NR annihilation
cross-sections to O(v2) of [85]) [29, 144]

〈σeffv〉 = T
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eq
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ds (σijvrel) pij
s2 − (m2
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with gi the internal spin degrees of freedom, so for the fermions considered later gi = 2. The
further quantities are given by

pij = 1√
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2
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(
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T
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where K1,K2 refer to the modified Bessel functions of the second kind. The Bessel functions in
their large argument expansion provide the characteristic suppression for decoupling channels
∼ e−(mi+mj−2mχ)/T relative to the annihilation cross-section of the lightest DM particles.

5.1.2 Technical implementation of the relic abundance calculation

The calculation of the relic density can be divided into several steps. To determine the thermally-
averaged cross-section, a velocity/temperature-dependent expression in each of the co-annihilation
channels σijvij , cf. Eq. (5.8), has to be produced. We use the annihilation matrices f̂(2S+1LJ)
up to O(v2), conveniently tabulated in Appendix C of [85]. For definiteness, we use one-loop MS
couplings evolved to the natural scale of the hard annihilation process µ = 2mχ. The necessary
Sommerfeld factors, for the DM state χiχj in the partial-wave configuration 2S+1LJ of angular
momentum L and spin S is given by [86]

Sij [f̂(2S+1LJ)] =

[
ψ

(L,S)
e4e3, ij

]∗
f̂χχ→χχ{e1e2}{e4e3}(

2S+1LJ)ψ(L,S)
e1e2, ij

f̂χχ→χχ{ij}{ij}(2S+1LJ)|LO
. (5.11)

The wave functions ψ(L,S)
e1e2, ij

describe the scattering of the state ij into another state e1e2, and
are evaluated at r = 0. They are obtained solving the Schrödinger equation at the origin. We
implement the variable phase method described in [86], to which we also point for further details on
the solution and the derivation of the Sommerfeld factors. As input, we need the NLO potentials
in a numerically accessible and quickly evaluable form. Therefore, we precalculate the NLO
potentials numerically and create interpolating functions as an input for the differential equation
solver. The Schrödinger equation is then solved from an initial vale x0 = mχvr0 = 10−7 to a
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large value x∞.1 The latter is determined adaptively starting from an initial xinitial
∞ = (mχ/TeV),

by requiring that doubling x∞ does change the Sommerfeld factor by less than three permille,
till the procedure terminates. Near the χ+χ−-threshold, convergence is sometimes hard to reach.
Therefore, we abort the procedure for x∞ > 104, which does not pose a severe problem, as the
threshold region where this happens is rather narrow, the behaviour around the true value is
oscillating, and we also scan the threshold very accurately. Therefore, the inaccuracies of ∼ 1%
due to the termination above x∞, tend to average out for the thermally-averaged cross-section and
have a negligible impact on the final cross-section prediction. The co-annihilation cross-section
in the channel ij, used for the thermal average (5.8), is given by2

σχiχj→ light vrel =Sij [f̂(1S0)] f̂χχ→χχ{ij}{ij}(
1S0) + Sij [f̂(3S1)] 3 f̂χχ→χχ{ij}{ij}(

3S1)

+
~p 2
ij

M2
ij

(
Sij [ĝκ(1S0)] ĝχχ→χχ{ij}{ij}(

1S0) + Sij [ĝκ(3S1)] 3 ĝχχ→χχ{ij}{ij}(
3S1)

+ Sij
[ f̂(1P1)
M2

]
f̂χχ→χχ{ij}{ij}(

1P1) + Sij
[ f̂(3PJ )

M2

]
f̂χχ→χχ{ij}{ij}(

3PJ )
)
. (5.12)

We tabulate the above cross-section in all co-annihilation channels using 100 velocity points
distributed logarithmically between v = 10−4 and 1. In addition, we add further points around the
two-particle thresholds, for χ±χ±, χ+χ− at v =

√
2δmχ/mχ and at the threshold for χ0χ±, which

is located at v =
√
δmχ/mχ. In total, we use around 150 points for each of the co-annihilation

channels.
The results of this procedure are monotonically interpolated and then integrated for the

velocity/temperature-dependent thermally-averaged annihilation cross-section. We calculate the
thermal average for 20 points per decade logarithmically distributed between x = mχ/T = 1
to 108. The resulting table is again monotonically interpolated and used as an input for the
Boltzmann equation solver, that solves (5.3) from x = 1 − 108 using the initial condition
Y (1) = Yeq(1). For concreteness, we extract the value of Y∞ from Y (108).

5.2 NLO relic density - wino model
Using the above procedures and definitions, we proceed to determine the wino relic abundance.
Let us recap, that the first zero-energy bound-state resonance for the χ0χ0 (1S0) total annihilation
cross-section is located at mχ = 2.282 TeV for the LO potential and at 2.419 TeV for the NLO
potential. The Sommerfeld factor for the total cross-section is slightly different from the one
for γ +X considered in [103] or in Section 3.5, since in the latter case, only the χ+χ− → χ+χ−

component of the annihilation matrix enters. Therefore, in that case, only the wave-function
components ψ(00)(+−) and ψ(+−)(00) are probed. On the other hand, for the relic abundance

1Note that x appears twice, once in the solution of the Schrödinger equation x = mvr, and once in the
Boltzmann equation x = mχ/T . For consistency with [86], we keep this notation. Whichever definition applies
should be clear from the context.

2There is a scheme-dependence for the O(v2) S-wave Sommerfeld factors Sij [ĝκ(1S0)], Sij [ĝκ(1S0)] in (5.12)
in the factor κ. To obtain this expression, an equation-of-motion identity is used, see Section 4.4 of [86]. As
the exchange bosons can be massive, an additional term from the Lippmann-Schwinger equation arises from a
linearly divergent loop integral, cf. Section A.1.3. Though finite, the result is scheme-dependent. The dependence
would cancel against the one-loop hard annihilation matrices, which are not known. This scheme-dependence is
already present for the LO potential. Adding the NLO potential contributions neither improves the situation
nor is straightforward, as there are richer structures for the loop integral at NLO. Therefore, we stick in the
determination of κ to the LO factor, as adding the NLO terms would not improve upon the scheme-dependence,
and second and more importantly, the corrections from the O(v2) terms are small in practice, as discussed later.
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Figure 5.1: The Sommerfeld factors for the two channels χ0χ0 and χ+χ− computed with the NLO
potential for mχ = 1.65 TeV (upper panel) and 2.8 TeV (lower panel) as a function of DM
velocity. The inset zooms into the region around vLSP =

√
2δmχ/mχ, where Coulomb bound

states cause a rapid oscillation in the Sommerfeld factor. Below each panel, the effect of the
NLO correction to the potential is highlighted by showing the ratio of NLO to LO Sommerfeld
factor.

calculation, the annihilation matrix is non-zero in all entries χ0χ0/χ+χ− → χ0χ0/χ+χ− and
the Sommerfeld calculation is sensitive to all components of the wave function. Nevertheless,
the resonance masses for the co-annihilation channels are the same within sub-GeV accuracy as
those for the annihilation to γ +X.

5.2.1 Sommerfeld factors in individual channels

To assess the effect of the NLO potential on the Sommerfeld factors, we examine the cross-section
in the two most important charge-zero annihilation channels χ0χ0, χ+χ− in Figure 5.1 as functions
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of χ0 velocity. The two panels show mass values below and above the first bound-state resonance.
A prominent increase in the χ+χ− Sommerfeld factor is seen at vLSP =

√
2δmχ/mχ, which is

due to the χ+χ− threshold. The small spikes slightly below the threshold value correspond to
the Coulomb bound states of χ+χ− [36], shown enlarged, in the inset of Figure 5.1. Formally, at
the χ+χ−-threshold, the Sommerfeld factor turns infinite, as the relative velocity of the charged
DM two-particle state is

v+− = 2 Re
√(

mχv2
LSP − 2δmχ

)
/(mχ + δmχ) → 0 , (5.13)

where vLSP is the velocity of the lightest DM particle χ0. However, this will not spoil the
abundance calculation, as in the thermal average, the 1/v+− divergence is regulated by the
integration measure d3v+− = v2

+−dv+−dΩ. For velocity values below the threshold, only the
χ0χ0 channel is present, and the Sommerfeld factor can be seen to saturate around v . 10−3.

In the subtended panel of each plot, we show the ratio of NLO to LO Sommerfeld factor. For
small values of vLSP below the χ+χ− threshold, the NLO potential causes O(1) corrections to the
cross-section, as already observed for indirect detection in Section 3.5. For velocity values above
the χ+χ− threshold, the correction is on the order of a few percent as expected for a one-loop
electroweak correction. This leads to two important observations: First, the resonance effect and
related the O(1) corrections for indirect detection using the NLO potential are a small velocity
effect and require the heavier state to be decoupled. Secondly, it is a priori not clear if the NLO
relic abundance will be larger or smaller at a given mass value, as the relic abundance prediction
weighs the different velocity regimes. While there is a generic suppression before decoupling of
the heavier state, the correction can be much larger in the resonant regime below threshold and
enhance the cross-section, thereby prolonging freeze-out.

5.2.2 Thermally-averaged annihilation cross-section

The relevant particle-physics quantity in determining the relic abundance is the thermally-
averaged annihilation cross-section 〈σeffv〉 shown in Figure 5.2 for the same mass values as
above and at the resonance mass values of LO and NLO potential. For small x . 10, the non-
relativistic approximation is inaccurate, and in principle, a relativistic calculation to determine
the annihilation cross-section would be necessary. The final relic abundance is only negligibly
affected by this inaccuracy, as the freeze-out process starts around x ∼ 20. At this point, the
non-relativistic approximation is already very precise, as we include O(v2) corrections. At large x
values around x ∼ mχ/δmχ, a small drop in the Born approximation is visible, that corresponds
to the decoupling of the χ+χ−-channel. For the Sommerfeld enhanced results, the cross-section
saturates at a constant value for large x, except at the resonances, where a 1/v2 ∼ x enhancement
persists.

As already discussed for the Sommerfeld factors above, below the first resonance, the cross-
section obtained using the NLO potential is always smaller than using the LO potential. For
mass values above the first resonance of the NLO potential, the annihilation cross-section using
the NLO potentials may also be larger than in the LO case. However, even at the NLO resonance
mass value mχ = 2.42 TeV, the prediction exceeds the LO result only around x & 100. This
corresponds to the generic large v, early time, suppression of the Sommerfeld factors above. Only
when the resonant enhancement plays a major part in the thermal average, i.e., as soon as the
heavy states decouple, the NLO prediction exceeds the LO result. The reason is the slightly
weaker NLO potential, which leads to less enhancement, except in the late-time regime.
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Figure 5.2: The thermally-averaged cross-section 〈σeffv〉 in the Born approximation (green/dot-dashed),
and with the Sommerfeld enhancement from the LO (dotted/red) and NLO (solid/blue)
potential as a function of x = mχ/T . We show 〈σeffv〉 for mass values below the first
resonance (mχ = 1.65 TeV) and above (mχ = 2.8 TeV), and near the first resonance of the
LO (mχ = 2.28 TeV) and the NLO (mχ = 2.42 TeV) potential.

5.2.3 The dark-matter yield Y

When solving the Boltzmann equation (5.3), the above observations on thermally-averaged
cross-section and Sommerfeld factors translate into the yield Y as a function of x as shown in
Figure 5.3. The plots show the ratio to the prediction using only the Born cross-section without
Sommerfeld enhancement. Till x ∼ (20− 30), the ratio stays at unity, as the freeze-out process
has not yet begun. For higher x, the Sommerfeld enhanced yields are smaller than their Born
equivalent, as the increased cross-section depletes the DM abundance more, thereby extending
freeze-out. Away from bound-state resonances around x ∼ 104 also the Sommerfeld enhanced
freeze-out process completes, and the ratio of yields becomes constant. It is only at the resonance
mass values that the late time 1/v2 ∼ x enhancement starts a further depletion of O(1), as shown
for the LO and NLO resonant mass values (upper right and lower left panel, respectively).

Similar to the above considerations, we can also transfer the thermally-averaged cross-section
observations to the yields. At early times, i.e., for low x, the NLO yield is always larger than
the LO yield, as the annihilation cross-section is generically smaller. At the resonance mass
value, the late-time annihilations can overpower the LO depletion, which can lead to an inverted
picture. As the effect of late-time annihilations hinges on the resonant enhancement, this is only
possible at the resonant mass values, as for other masses, even though the late-time cross-section
might be larger, the freeze-out process is already complete.
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Figure 5.3: The ratio Yi/YBorn as a function of x = mχ/T for several values of mχ as in Figure 5.2. The
perturbative yield YBorn is computed with the Born cross-section only, while the Yi include
the LO (dotted/red) and the NLO Sommerfeld potential (solid/blue).

5.2.4 The wino relic abundance

Finally, we can use the yield at present-day and relate it to the observed DM relic abundance
(5.6). In Figure 5.4, we show the predicted relic abundance for a given wino DM mass value, using
the Born approximation, LO and NLO potentials. As already noted in the literature [36, 39, 40],
the LO Sommerfeld effect leads to a significant O(20 − 30%) correction of the predicted DM
mass.

The correction obtained by including the NLO potential is in comparison rather mild, being
about (2− 5) % smaller than the LO potential prediction, away from resonance. In the vicinity
of the resonance mass value, the corrections grow larger, as is also visible by the subtended ratio
plot of NLO to LO prediction. The observed abundance ΩDMh

2 = 0.1205 [2] is shown as an
indication, and reached for a wino mass of 2.842 TeV with NLO potentials compared to 2.886 TeV
at LO (and 2.207 TeV using Born cross-section only). As a comparison, the inclusion of O(v2)
terms results in a (1− 3) % correction, i.e., is of similar size.

The uncertainty on the NLO potential calculation is hard to quantify. The largest remaining
theoretical uncertainty arises presumably from the one-loop corrections to the hard annihilation
matrices. The dominant logarithmic parts are already taken into account using running couplings,
which has a sizeable effect. As an example, we consider mχ = 3 TeV close to the observed
abundance value. The relevant coupling ratio, that quantifies the effect of using running
couplings is given by α̂2

2(2× 3 TeV)/α̂2
2(mZ) = 0.867. We can estimate the non-logarithmic parts

by comparing to the Sudakov resummation presented in the following Chapters or in [100, 101].
In this case, the non-logarithmic hard corrections are about 2 % of the tree-level value. For the
total annihilation cross-section, it is expected that they are of similar size. Therefore, the above
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Figure 5.4: Wino DM relic abundance as function of DM mass mχ computed with Born cross-sections
(dashed-dotted/green), including Sommerfeld enhancement with the LO (dotted/red), and the
NLO potential (solid/blue). The horizontal line shows the observed relic abundance. In the
lower panel, the ratio of the NLO to LO Sommerfeld-corrected relic abundance is shown. The
dark (light) grey bands mark the 5 (10)% variations. Except in the vicinity of the resonances
the NLO correction is a few percent. The small wiggles in the ratio plot are due to numerical
inaccuracies of the calculation.

result is probably accurate to a few percent in addition to the non-particle physics uncertainties
on the calculation, such as effective numbers of degrees of freedom g

1/2
∗ .





6

SCET for dark matter indirect detection

Up to this point, we have mainly covered non-relativistic corrections to DM annihilation. As
outlined in Chapter 2, for semi-inclusive (exclusive) processes, there are further enhanced
corrections that need specialized treatment. In this Chapter, we proof factorization for the
observable χ0χ0 → γ + X, in a generic heavy fermionic minimal DM model in the narrow
Eγres ∼ m2

W /mχ and intermediate Eγres ∼ mW resolution regime. For a discussion of factorization
and resummation in the wide mχ � Eγres � mW regime, see [98, 99]. The presentation in
this Chapter is a generalization of the discussion in [101] for wino DM. We also borrow some
notation introduced in [149] to cover the hypercharge case. Originally, the narrow resolution
endpoint factorization was introduced in [100]. The additions and modifications that lead to the
intermediate resolution case were initially worked out between M. Beneke, A. Broggio and the
author. Similarly, the factorization theorem for the Higgsino case was first presented in [102]
and worked out as a simple generalization of the wino case by C. Hasner, M. Vollmann and the
author.

6.1 Electroweak soft-collinear effective theory

After the proof of factorization between non-relativistic and annihilation dynamics (cf. Chapter 2)
and the respective corrections to NR physics discussed at length in previous Chapters, we turn to
the discussion of soft-collinear factorization and the corrections to the annihilation process. The
corresponding soft-collinear EFT for the γ +X endpoint spectrum, is an admixture of SCETI
and SCETII [87, 88, 89, 90], as can, e.g., be seen from the corresponding discussion of modes
and integrals in Chapter 2. Depending on the virtuality, two different Lagrangians come into
play. Suppose the virtuality of the modes is much larger than the electroweak scale masses. In
that case, the theory resembles an unbroken SU(2)⊗U(1) SCETI theory, whilst for virtualities
of order of the electroweak scale, the electroweak masses play a role and an SCETII-type theory
in the broken phase has to be considered [91, 92].

For simplicity, we restrict to the discussion of the gauge boson Lagrangians, as the gauge
boson fields will directly appear in the annihilation operators. The treatment of SM fermion
fields is in close analogy to the QCD case. Let us begin from the unbroken SCET Lagrangian

LSCET−I = Lc + Lc̄ + Lsoft (6.1)
where the individual Lagrangians correspond to the collinear, anti-collinear and soft fields,
respectively. Before discussing the Lagrangians, decoupling transformations and EWSB in the
SCET formalism, we introduce the conventions for the covariant derivatives, fields strengths,
and so on. In agreement with the previous Chapters, we use

Dµ = ∂µ + ig1BµY − ig2W
a
µT

a
SU(2) (6.2)

67
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for the gauge covariant derivatives. As most of the decoupling transformations and field redefini-
tions are identical up to the exchange of fields and couplings between SU(2)L and U(1)Y , we
define a new vector of unbroken SM gauge boson fields that includes the B field, in addition to
the SU(2) gauge fields W a [149]

Aaµ =
(
W 1
µ ,W

2
µ ,W

3
µ , Bµ

)T
, T a =

(
g2T

1
SU(2), g2T

2
SU(2), g2T

3
SU(2),−g1Y

)T
(6.3)

where the couplings are absorbed, and the relative minus sign between W and B fields in the
covariant derivative is part of the generator matrix. Note that the first three entries of the
generator matrix are understood as operating on the SU(2) space, whilst the fourth only acts on
hypercharge, or put differently

[
T iSU(2), Y

]
= 0. Fields without a gauge index are interpreted as

Aµ = AaµT
a, and the gauge covariant derivative is written in the compact form

Dµ = ∂µ − iAaµT a = ∂ − iAµ . (6.4)

The field strength tensors are defined as usual

F a,µνT a = i [Dµ, Dν ] (6.5)

note that there is no additional factor 1/g2 or similar, as the couplings are part of T a. The
covariant derivatives in this expressions are to be evaluated for the indices a = 1, 2, 3 as DSU(2),
i.e., Dµ with Y = 0. For a = 4, we use DU(1) dropping the g2 term in Dµ and setting Y = 1. All
fields are split into their respective low-energy modes1

Aµ → Aµs +Aµc +Aµc . (6.6)

The collinear fields contain hard-collinear and collinear modes. The two types of collinear modes
can be split after EWSB is implemented. In the following, we use the terms collinear and
hard-collinear interchangeably, unless necessary for physics reasons in which case we state so.
Similarly, the soft-fields also contain what are later ultrasoft interactions. After EWSB, the
ultrasoft pieces, which are purely photonic for the DM masses considered in this thesis, appear
separately. The soft gauge boson Lagrangian is the same as the SM gauge boson Lagrangian
with all fields understood as soft2

Lsoft = −1
4
(
F a,µνs F sa,µν

)
. (6.7)

The collinear c and anti-collinear c̄ Lagrangians are equal upon interchange c↔ c̄ (and respectively
n+ ↔ n−), i.e., it is sufficient to discuss either of the two. Therefore, we consider only the
collinear gauge boson Lagrangian

Lc = −1
4
(
F a,µνc F ac,µν

)
+ (Dµϕc)†Dµϕc , (6.8)

where ϕc is the collinear Higgs doublet added for demonstrative purposes. The field strength
tensor is defined as above, though the constituting covariant derivatives are to be understood

1Here, we assume that the hard matching step is already performed, even though we will only discuss it
subsequently.

2We refrain from the customary SM notation − 1
2 trWµνW

µν for the SU(2) part of the field strength tensor, as
this would lead to relative factors of two between hypercharge and SU(2) bosons, and spoil the advantage of the
above compact notation, in the following.
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as expanded in the large components [150]. Therefore, acting on a collinear field, the covariant
derivative reads

Dµ = ∂µ − iAµc − in−As(x− + x⊥)n
µ
+
2 (6.9)

where the light-cone vector/decompositions are defined in Section 2.1.2. At leading power n−As
appears, as compared to the corresponding collinear component, this term is not suppressed.3
Hence, the soft field is also to be evaluated at the multipole expanded position x− + x⊥.

As the (anti-)collinear fields have a large momentum component, that is not power-suppressed,
e.g., as n+∂Ac(x) ∼ λ0Ac(x), an infinite tower of collinear operators needs to be considered.
This infinite tower can be summed and manifests as non-locality in the position of the collinear
fields that the annihilation Lagrangian is integrated over (see later discussion Section 6.3). It
is customary (and, for further considerations, also very convenient) to change into a basis of
manifestly collinear gauge invariant fields. We introduce the collinear Wilson line [89]

Wc(x) = P exp
[
i

∫ 0

−∞
ds n+ ·ACc (x+ sn+)TC

]
, (6.10)

with P the path-ordering symbol. At this point, the advantage of the above notation becomes
clear. We can work with one Wilson line for the collinear sector containing both SU(2) and U(1)
fields, and furthermore, we do not have to worry about different couplings, as they are absorbed
into the “generators”. In terms of the collinear Wilson lines, we can introduce the gauge collinear
building blocks for the Higgs doublet and the gauge bosons

Φc(x) = W †c (x)ϕc(x) , (6.11)

AB,µc (x)TB = Aµc (x) = W †c [iDµWc] (x) =
∫ 0

−∞
ds n+ ·

[
W †c F

νµ
c Wc

]
(x+ sn+) . (6.12)

Finally, to completely rewrite the Lagrangian in terms of collinear gauge-invariant building
blocks, we also introduce a new (curly) covariant derivative and field strength tensor

Dµ = W †cD
µWc = ∂µ − iAc , Fa,µνT a = i [Dµ,Dν ] . (6.13)

Analogous to QCD, see e.g. [151], the terms n±Ac can be eliminated by the Wilson lines (6.10)
and the equation of motion. Therefore, the collinear degrees of freedom are represented by
transverse fields. There are no direct collinear interactions with the anti-collinear fields, as such
interactions lead to hard modes that are not part of the effective theory anymore. However,
both collinear and anti-collinear fields are still connected by the exchange of soft modes. We can
decouple the soft and (anti-)collinear interactions by performing a field redefinition in terms of
the soft Wilson lines

Y±(x) = P exp
[
−i
∫ ∞

0
ds n∓ ·ACs (x+ sn∓)TC

]
(6.14)

and hence, we have

ABc (x) = Y BC
+ (x−)AC(0)

c (x) , ABc = Y BC
− (x+)AC(0)

c (x) . (6.15)

The generators TA are to be understood in the adjoint representation for the gauge boson
decoupling. The same decoupling is also performed on the collinear Higgs field, in which case,
TA is part of the fundamental representation.

3Note that there is no additional soft kinetic term induced by the collinear kinetic term −(1/4)Fµνc Fc,µν , as
the term is collinear gauge invariant and a gauge in which n−As = 0 could be chosen.
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For the hard-collinear field, the above presentation is sufficient, as its virtuality is of order
mχmW � m2

W , and hence can be evaluated in the unbroken theory. However, the anti-collinear
direction, i.e., the detected photon is sensitive to the electroweak scale,4 and hence EWSB needs
to be implemented. The gauge boson mass terms follow swiftly from the Higgs kinetic term by
using the vacuum expectation value

(DµΦc)†DµΦc = (n+∂Φc)† n−DΦc + (n−DΦc)n+∂Φc + (D⊥Φc)†D⊥,µΦc

Φc=(0,v/
√

2)
−−−−→ g2

2v
2

8
(
A1,µ
⊥cA

1
⊥c,µ +A2,µ

⊥cA
2
⊥c,µ

)
+ v2

8
(
g2A3,µ

⊥c + g1A4,µ
⊥c

)2
(6.16)

where as expected only the transversal part of the collinear fields acquires the mass. Changing
from the weak basis to the mass basis, i.e., splitting the above into the SM W± bosons W± =
(A1 ∓ iA2)/

√
2, the Z boson Z = cWA3 + sWA4 and the photon γ = sWA3 − cWA4, the mass

terms in the Lagrangian are5

m2
WW+

µWµ,− + m2
Z

2 ZµZ
µ . (6.17)

We drop the Higgs terms from hereon, as they are not necessary anymore for any of the following
considerations, and mainly served the illustrative purpose of showing how gauge boson masses
arise for the (anti-)collinear fields in the SCET formalism.

6.2 Non-relativistic decoupling
In Section 2.3, we argued that the non-relativistic dynamics, i.e., the potentials and connected
the Sommerfeld enhancement, are always factorized from the annihilation process at leading
power. In short, there is no cross-talk due to soft modes between annihilation and the NR process.
Nevertheless, the NR fermion fields still enter the annihilation operators, and soft corrections
connected to the effective annihilation process are still allowed.6

As the leading soft-NR interactions are eikonal, we decouple the soft interactions using a Wilson
line field redefinition as above for the gauge bosons entering the annihilation operator Eq. (6.14).
The soft decoupling redefinition for the fields reads

χva(x) = Yv,ab(x0)χ(0)
vb (x) , (6.18)

with the soft Wilson line Yv(x) defined as

Yv(x) = P exp
[
i

∫ 0

−∞
dt v ·ACs (x+ vt)TC

]
, (6.19)

where TC are the generators in the SU(2) representation (or in the case of C = 4 hypercharge)
of the DM fermion, and vµ = (1,0)T . The states χv should be understood in the unbroken EW
basis, as part of the NRDM Lagrangian Eq. (3.2). In this sense, the transformation is similar to

4For narrow resolution, the hard-collinear mode is not present, and also the collinear modes are sensitive to mW .
Furthermore, possible mass effects connected to the hard-collinear modes are also sensitive to the electroweak
scale. Both need to be calculated using the broken Lagrangian.

5The W -mass, and Z-mass are defined as usual, as m2
W = g2

2v
2/4, m2

Z = (g2
1 + g2

2)v2/4, respectively, in
terms of the Higgs vacuum expectation value v. The Sine and Cosine of the Weinberg angles are given by
cW = g2/

√
g2

1 + g2
2 , sW = g1/

√
g2

1 + g2
2 .

6Ultrasoft interactions do not contribute. The corresponding discussion is found in Section 3.1 and not repeated
here.
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the ultrasoft decoupling in [152], though not equivalent. The above transformation proceeds on
NR fields, whilst in [152] ultrasoft gluons are decoupled from the potential non-relativistic fields.
Note that the Wilson lines are evaluated at x0 = v · x = (t,0). The reason for this multipole
expansion lies in the eikonal nature of the leading power soft interaction, which is not sensitive
to spatial momenta of the heavy fermions.

As the soft emissions are now decoupled from the non-relativistic fields, the main issue is how
to extract the Sommerfeld enhancement for a given field combination. To this end, we change
from the unbroken basis above to the broken theory fields, in analogy to the discussion for the
wino potentials in Chapter 3. We define the K-matrix that relates unbroken theory states ab, to
broken theory two-particle states I (e.g., (33)→ (00) for the wino)

χc†vaχvb = Kab,I [χc†v χv]I . (6.20)
The K-matrix is a model-dependent quantity. For the wino, it can be found in [101] (Eq. (2.10))
and for the Higgsino in [149] (Appendix C). After this basis change, we can treat the Sommerfeld
effect in analogy with previous Sections or [86]. Generically, the squared matrix element entering
the cross-section will be of the form

χ†ve4Γχcve3 χ
c†
ve2Γχve1 , (6.21)

with Γ operating on the spinor index of χv. Γ is given by either 1 or σi for fermions depending on
if the annihilation operator is a spin-0 or 1 operator, respectively. The potential does not change
the spin or angular momentum (at least to NLO), therefore we can assume both Γ’s to be identical
for the squared annihilation matrix element. Hence, we can evaluate the NRDM squared matrix
element of angular momentum L = 0 and a given spin S to transition to wave-functions [86]

〈χiχj |χ†ve4Γχcve3 χ
c†
ve2Γχve1 |χiχj〉 = 〈χiχj |χ†ve4Γχcve3 |0〉 〈0|χ

c†
ve2Γχve1 |χiχj〉

=
[
〈ξc†j Γξi〉

(
ψ

(0,S)
e4e3, ij

+ (−1)Sψ(0,S)
e3e4, ij

)]∗
〈ξc†j Γξi〉

(
ψ

(0,S)
e1e2, ij

+ (−1)Sψ(0,S)
e2e1, ij

)
, (6.22)

where we do not sum over ij. The spinors ξi are the Pauli spinors corresponding to χi. The
symbol 〈. . . 〉 denotes the spin sum. The wave-functions are normalized such that in the absence
of a potential ψ(L,S)

e1e2,ij
→ δe1iδe2j , i.e., to the free scattering solutions of the Schrödinger equation.

Both possible contractions contribute to the matrix element, as can be seen by the appearance
of ψ(0,S)

e1e2,ij
, and ψ(0,S)

e2e1,ij
. The relative sign (−1)S arises from the exchange properties (in general

(−1)L+S). The wave-function is related via

ψ
(0,S)
e1e2, ij

= [ψE(0)]∗e1e2, ij (6.23)
to the L = 0 solution of the Schrödinger equation([

−∇ 2

2µI
− (E −MI + 2mχ)

]
δIK + VIK(r)

)
[ψE(r )]K,ij = 0 (6.24)

at the origin, where the Schrödinger equation and all terms are to be understood as discussed
at length for the PNRDM Lagrangian in Section 3.1. The solution is again obtained using the
methods laid out in [86]. For the indirect detection process χ0χ0 → γ+X that we consider, we can
specify, the external states I = ij = (00). The other two-particle states, e.g. (+−), (−+) in the
case of the wino, appear only virtually inside the ladder and as part of the effective annihilation
matrix (see below). At the current stage, the basis is still formulated in the redundant basis of
method-I. However, as customary and also done in earlier Chapters, we switch to the method-II
representation removing redundant states [86] (cf. Section 3.1). The necessary Sommerfeld factors
that multiply the cross-section are defined as

SIJ =
[
ψ

(0,S)
J, 00

]∗
ψ

(0,S)
I, 00 . (6.25)
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6.3 Hard operators

As used above, the hard annihilation process is described by the effective Lagrangian

Lann = 1
2mχ

∑
i

∫
ds dt Ĉi(s, t, µ)Oi(s, t, µ) , (6.26)

with operators of the generic form

Oi = χc†v Γµνi TABi χvAA⊥c,µ(sn+)AB⊥c̄,ν(tn−) . (6.27)

Fields without position argument are to be evaluated at x = 0. The spin structures are denoted
by Γµνi and the colour structures by TABi . As expected (cf. Section 6.1), the operators are
non-local, as the (anti-)collinear fields are integrated along the light-cone.

Here, we only list the annihilation operators. A detailed discussion on the completeness of
the basis and the derivation of the operators can be found in [101, 149], and is not repeated here.
It is convenient to distinguish the annihilation into hypercharge and SU(2) bosons. Therefore,
we refrain from using the shortcut notation above, and identify WC = AC for C = 1, 2, 3 and
B = A4. The complete list of operators reads

O1 = χc†v ΓµνχvWB
⊥c,µ(sn+)WB

⊥c̄,ν(tn−) , (6.28)

O2 = 1
2χ

c†
v Γµν{TBSU(2), T

C
SU(2)}χvW

B
⊥c,µ(sn+)WC

⊥c̄,ν(tn−) , (6.29)

O3 = χc†v σ
α(n−α − n+α)TASU(2)χv ε

ABCWµB
⊥c (sn+)WC

⊥c̄,µ(tn−) , (6.30)
O4 = χc†v ΓµνTCSU(2)χv [WC

⊥c,µ(sn+)B⊥c̄,ν(tn−) +WC
⊥c̄,µ(tn−)B⊥c,ν(sn+)] , (6.31)

O5 = χc†v σ
α(n−α − n+α)TCSU(2)χv [WµC

⊥c (sn+)B⊥c̄,µ(tn−)−WC
⊥c̄,µ(tn−)B⊥c,ν(sn+)] , (6.32)

O6 = χc†v Γµνχv B⊥c,µ(sn+)B⊥c̄,ν(tn−) . (6.33)

Of the above, the operators Oi with i = 1, 2, 4, 6 are spin-0 and i = 3, 5 spin-1 operators.
Therefore, the latter operators are irrelevant for the indirect detection calculation, as the spin-1
initial state is forbidden for identical real particle states χ0χ0. The spinors χav are to be
understood as non-relativistic Majorana fields for Majorana multiplets. For Dirac multiplets
(with possible hypercharge), χav are understood as non-relativistic Dirac fields ηav , ζav as a particle
and corresponding anti-particle field, respectively, following the convention of [84]. For Dirac
DM, one should symmetrize7

χc†v ΓµνTBCi χv −→ ζc†v ΓµνTBCi ηv + ηc†v ΓµνTBCi ζv , (6.34)

which ensures the desired normalization (i.e., same matching coefficients for Dirac and Majorana
DM). Furthermore, in this way, we obtain the same results for equivalent states, e.g. (+−)↔
(−+), for the method-I soft function.

The spin-0 matrix structure in the operator basis is given by

Γµν = i

4 [σµ, σν ]σα (n−α − n+α) = 1
2i [σm, σn]σ · n d=4 only= 1

2ε
µναβn+αn−β = εµν⊥ (6.35)

7In [102], the operator basis for Dirac DM was presented with a factor two, instead of this symmetrization. For
the hard-matching procedure, both are effectively equivalent. However, the soft function calculation sensitively
depends on the precise understanding of the NR spinors.
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where the conventions are m,n being the spatial components of the Lorentz indices µ, ν respec-
tively. The signs of the Levi-Civita symbol are fixed according to ε0123 = −1 and the light-cone
vectors are chosen as nµ± = (1, 0, 0,∓1)T .

In terms of the above discussed soft field redefinitions using Wilson lines, the operators
generically read

Oi = χc†v Γµνi [Y †v TABi Yv]χv YAV+ YBW− AV⊥c,µ(sn+)AW⊥c̄,ν(tn−) . (6.36)

6.4 Factorization of the endpoint spectrum
With the above annihilation operators, field definitions and decoupling transformations, we are
in a position to factorize the differential cross-section for χχ→ γ +X in an arbitrary fermionic
minimal DM model. To that end, we take a different path than the one presented in [101, 149],
where the differential cross-section is factorized and the respective elements, such as soft functions
and so on, are defined as they appear in the factorization procedure. We provide the definitions
of these functions ahead of time. Their form will be justified by the factorization procedure
presented in the end, thereby providing a posteriori justification of the function definitions.

6.4.1 Hard Wilson coefficients

The hard coefficients, as they appear in the effective annihilation Lagrangian Eq. (6.26) Ĉ(s, t, µ),
are inconvenient to use, as they are still connected via s, t to the gauge boson fields. Using
translational invariance, we can shift the gauge boson fields in the annihilation operators

〈γ(pγ)| AW⊥c̄,ν(tn−) |0〉 = eitn−·pγ 〈γ(pγ)| AW⊥c̄,ν(0) |0〉 ,
〈Xc| AV⊥c,µ(sn+) |0〉 = eisn+·pXc 〈Xc| AV⊥c,µ(0) |0〉 . (6.37)

The corresponding translation factors can be used to define a new Ci by performing the s, t
integration. The relevant combination that will appear in the T -matrix element is

Ci(n+pX , n−pγ , µ) =
∫
dsdt eisn+·pXc+itn−·pγ Ĉi(s, t, µ) . (6.38)

Using the leading power relations n+pX ≈ n−pγ ≈ 2mχ, we therefore define the hard Wilson
coefficients as

Ci(µ) = Ci(2mχ, 2mχ, µ) . (6.39)

6.4.2 Anti-collinear (photon) jet function

In the anti-collinear direction, the gauge boson field in Oi is required to be a photon. The linear
combination

− g⊥νν′ ZYWγ =
∑
λ

〈0|AY⊥c̄,ν′(0)|γ(pγ , λ)〉〈γ(pγ , λ)|AW⊥c̄,ν(0)|0〉 , (6.40)

is relevant and will hereafter be referred to as photon jet function. λ gives the photon polarizations,
and as we contract the field with a photon, we recognize from the previous definitions, that
only A3

⊥,c, and A4
⊥,c = B⊥,c have non-vanishing contractions. Therefore, we only encounter the

photon jet functions Z33
γ , Z34

γ , Z
43
γ , and Z44

γ . As they describe fields of virtuality µ ∼ mW and
rapidity ν ∼ 2mχ, the jet functions require both virtuality and rapidity regularization. They are
sensitive to the electroweak scale and hence, need to be calculated using the non-zero SM masses
at the electroweak scale mW ,mZ ,mH ,mt.
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The different index combinations 33, 34, 43, 44 are all related by simple coupling factors,
as in the end, only the contraction between A3,B and γ changes. In other words, all index
combinations contain the same correction/jet function due to the underlying photon, multiplied
with a coupling factor associated with the annihilation operator. Finally, let us mention the
origin of the notation Zγ for the photon jet function. If normalized by appropriate coupling
factors, e.g., Z33

γ /ŝ
2
W can be interpreted as the on-shell field renormalization factor of the photon

in anti-collinear light-cone gauge n− · ABc = 0 [100].

6.4.3 Recoiling jet function

The unobserved recoiling jet function can be defined as

−g⊥µµ′ JXV (p2,mW ) = 1
π
Im
[
− g⊥µµ′ iJXV (p2,mW )

]
≡ 1

π
Im
[
i

∫
d4x eip·x〈0|T

{
AX⊥c,µ′(x)AV⊥c,µ(0)

}
|0〉
]

= 1
2π

∫
d4x eip·x 〈0| AX⊥c,µ′(x)AV⊥c,µ(0) |0〉 , (6.41)

where the meaning and the EFT calculation of this object changes between the narrow and
intermediate resolution case. For intermediate resolution, the fields are of hard-collinear virtuality,
expressed through their dependence on p2 ∼ mχmW . Therefore, the calculation has to be carried
out in the unbroken SCET-I type EFT. Furthermore, in principle, there is a sensitivity to the
electroweak scale through the massive SM particles inside the jet. Therefore, for intermediate
resolution, the object needs to be further factorized into a hard-collinear jet-function only sensitive
to p2, and a collinear function that is also sensitive to mW [98, 101]. To leading power in m2

W /p
2,

we find
JXV (p2,mW ) = Jint(p2) JXVm (mW ) +O(m2

W /p
2) . (6.42)

As argued above, the hard-collinear jet function Jint(p2) is an object to be calculated in the
unbroken theory. Therefore, it resembles the standard gluon jet function known in QCD and has
no rapidity divergence. The collinear mass jet-function is independent of the jet energy but can
depend on both virtuality and rapidity. Fortunately, for intermediate resolution, we find that
this object is given by

JXVm (mW ) = δXV +O(α2
2) , (6.43)

to the one-loop order. From a conceptual standpoint, it is also reasonable to assume that this
form holds to all orders, as the observable under consideration has no sensitivity to any of the
internal jet dynamics. We will, therefore use JXVm (mW ) = δXV to simplify the final factorization
theorem.8

As a convenient notation for later applications, it turns out to be useful to split into U(1)
and SU(2) components using

JXV =
(
δXV − δX4δV 4

)
J

SU(2)
int + δX4δV 4J

U(1)
int . (6.44)

The narrow resolution jet function obeys the same definition as the intermediate resolution one
but with all fields of collinear virtuality. Therefore, there is no further factorization procedure,
and the object can be directly calculated from the definition (6.41). Similar, to the photon
jet function above, the index combinations 33, 34, 43, 44 are possible. Note that in the narrow
case, the recoiling jet function does depend on the electroweak scale masses and requires both
virtuality and rapidity regularization [100].

8Details on the calculation of Jm can be found in Appendix B.1 of [101].
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6.4.4 Soft function

The soft-function will collect the Wilson line contributions that arise from the decoupling
transformations outlined for the gauge bosons and heavy fermions in Sections 6.1 and 6.2. For
convenience, we define the soft operator following the linear combination that appears after
decoupling in each operator Oi (6.36) and the projection onto the physical states using the
K-matrix (6.20)

SiI,V W (x) = Kab,I [Y †v TABi Yv]ab(x)YAV+ (x)YBW− (x) , (6.45)

where we use Y± to highlight that the Wilson lines for the gauge bosons are to be understood in
the adjoint representation. Similar to the recoiling jet function, the soft function depends on
the resolution regime. We start by defining the momentum space soft function for intermediate
resolution, which is given by

〈0| T̄[[S†]jJ,XY (x)] T[SiI,V W (0)] |0〉 ≡
∫

d4k

(2π)4 e
−ik·x W ij

IJ,V WXY (k) . (6.46)

The object, that finally appears in the factorization formula is the integrated soft-function defined
as

W ij
IJ,V WXY (ω) = 1

2

∫
d(n+k)d2k⊥

(2π)4 W ij
IJ,V WXY (k)

= 1
4π

∫
d(n+y) eiωn+·y/2 〈0| T̄[[S†]jJ,XY (y−)] T[SiI,V W (0)] |0〉 . (6.47)

The open indices on this soft function VWXY will be contracted with the photon and recoiling
jet functions. As seen above, of the photon jet function indices WY , only the combinations
33, 34, 43, 44 are non-zero, and for the recoiling jet function, we find that the X = V (6.43). Even
though it does not considerably simplify the final factorization theorem, it is convenient to define

W
SU(2),ij
IJ,WY (ω) =

(
δXV − δX4δV 4

)
W ij
IJ,V WXY (ω) (6.48)

W
U(1),ij
IJ,WY (ω) = δX4δV 4W ij

IJ,V WXY (ω) (6.49)

depending on if the soft function will be contracted with the SU(2) or U(1) recoiling jet of (6.44).
This has the advantage to make the origin of the soft function structures transparent and keeps
notational consistency with [100, 101, 102, 149].

In the narrow resolution case, as the kinematics do not allow for real soft radiation, the above
definitions also apply, however with the replacement∫

Xs

∑
〈0| [S†]jJ,XY (x) |Xs〉 〈Xs| SiI,V W (0) |0〉

→ 〈0| [S†]jJ,XY (0) |0〉 〈0| SiI,V W (0) |0〉 ≡ Di
I,V W Dj ∗

J,XY . (6.50)

Therefore, in this case, we consider soft Wilson coefficients D, which have no dependence on ω
anymore.9 As the narrow resolution recoiling jet function, allows for the index combinations
33, 34, 43, 44, these can take the values Di

I,33, D
i
I,34, D

i
I,43, D

i
I,44, different from the intermediate

resolution case above.
9In principle, there is also an underlying ultrasoft function convolved with the narrow resolution recoiling jet

function. In our case, however, the ultrasoft radiation is restricted to be photonic and hence only couples to the
total charge of the two-particle states. Therefore, the ultrasoft function is trivially Sγ(ω) = δ(ω) at leading power,
and the convolution becomes trivial [100].
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6.4.5 Derivation of the factorization theorem

The above definitions allow us to present a short derivation of the final factorization formula.
We start from the definition of the differential cross-section in terms of the T -matrix element

d(σvrel)
dEγ

= 1
4

1
4m2

χ

∫
X

∑∫
d3pγ

(2π)32p0
γ

(2π)4δ(4)(pχχ̄ − pγ − pX)δ(Eγ − |pγ |)
∣∣∣Tχ0χ0→γX

∣∣∣2 . (6.51)

The sum-integral symbol in X implies a summation over all kinematically possible final states X
with momentum pX together with the corresponding phase-space integral. We use χ0 as a proxy
for the lightest neutral DM two-particle state, as is relevant in models with several neutral
states, e.g., the Higgsino. The spin sums are understood implicitly, and the factor 1/4, as usual,
arises from the initial state spin-average. Furthermore, as discussed before the momentum of
the two-particle state χχ is pχχ = (2mχ + E)v, such that at leading power, we have the factor
1/(4m2

χ). To this point, the definition is generic, and the T -matrix element can be evaluated
in the full or effective theory. After integrating out hard modes, the T -matrix element is only
non-vanishing anymore for the operators in the annihilation Lagrangian Eq. (6.26)

Tχ0χ0→γX = 1
2mχ

∑
i=1,2

∫
dsdt Ĉi(s, t, µ) 2mχ〈γ(pγ)XcXs| Oi |[χχ]00〉 . (6.52)

Let us consider the operator matrix element inside the T -matrix and apply the soft decoupling
transformations (6.36), which in turn lead to

〈γ(pγ)XcXs| Oi |[χχ]00〉 =〈γ(pγ)| AW⊥c̄,ν(tn−) |0〉〈Xc| AV⊥c,µ(sn+) |0〉
× 〈Xs| [Y †v TABi Yv]ab YAV+ YBW− |0〉Kab,I 〈0| [χc†v Γµνi χv]I |[χχ]00〉 . (6.53)

Squaring this, using the translational invariance for the fields to redefine the hard coefficients (6.38)
and putting it into the differential cross-section (6.51), we find

d(σvrel)
dEγ

=
∑

i.j=1,2
Ci(µ)C∗j (µ)

∑
I,J

1
4

1
4m2

χ

∫
d3pγ

(2π)32p0
γ

δ(Eγ − |pγ |)

×
∫
d4x ei(pχχ−pγ)·x 〈[χχ]00(pχχ)| [χc†v Γµ

′ν′

j χv]†J |0〉 〈0| [χ
c†
v Γµνi χv]I |[χχ]00(pχχ)〉

× 〈0| AY⊥c̄,ν′ |γ(pγ)〉〈γ(pγ)| AW⊥c̄,ν |0〉
∫
Xc

∑
e−ipXc ·x 〈0| AX⊥c,µ′ |Xc〉〈Xc| AV⊥c,µ |0〉

×
∫
Xs

∑
e−ipXs ·xKab,IK

†
a′b′,J 〈0| Y

†A′X
+ Y†B

′Y
− [Y †v TA

′B′
j Yv]†a′b′ |Xs〉

× 〈Xs| [Y †v TABi Yv]ab YAV+ YBW− |0〉 . (6.54)

The non-relativistic matrix element can be simplified by using the transition to the Sommerfeld
factors (6.22) and (6.25)

〈[χχ]00(pχχ)| [χc†v Γµ
′ν′

j χv]†J |0〉 〈0| [χ
c†
v Γµνi χv]I |[χχ]00(pχχ)〉

= 4 〈ξc†0 Γµ
′ν′

j ξ0〉∗ 〈ξc†0 Γµνi ξ0〉SIJ , (6.55)

note that after this step, we may use pχχ = (2mχ +E)v ≈ 2mχv, as only the Sommerfeld factors
are sensitive to the kinetic energy of the two-particle state, which is irrelevant for all further
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considerations. Using the exponential phases, i.e., translational invariance in (6.54) to shift the
fields from 0 to the given position, we arrive at

d(σvrel)
dEγ

=
∑
I,J

SIJ
∑

i,j=1,2,4,6
Ci(µ)C∗j (µ)1

4
1

4m2
χ

∫
d3pγ

(2π)32p0
γ

δ(Eγ − |pγ |)

× 4 〈ξc†0 Γµ
′ν′

j ξ0〉∗ 〈ξc†0 Γµνi ξ0〉
× 〈0| AY⊥c̄,ν′(0) |γ(pγ)〉〈γ(pγ)| AW⊥c̄,ν(0) |0〉

×
∫
d4x ei(pχχ−pγ)·x 〈0| AX⊥c,µ′(x)AV⊥c,µ(0) |0〉

×
∫
Xs

∑
〈0| [S†]jJ,XY (x) |Xs〉 〈Xs| SiI,V W (0) |0〉 . (6.56)

This form puts us almost in a position to use the function definitions above. The photon jet
function definition (6.40) can be directly applied. Furthermore, we can use that∫

d4x ei(pχχ−pγ)·x 〈0| AX⊥c,µ′(x)AV⊥c,µ |0〉 ×
∫
Xs

∑
〈0| [S†]jJ,XY (x) |Xs〉 〈Xs| SiI,V W (0) |0〉

= −2π g⊥µµ′
∫
d4x

∫
d4p

(2π)4

∫
d4k

(2π)4 e
i(pχχ−pγ−p−k)·x JXV (p2,mW ) W ij

IJ,V WXY (k)

= −2π g⊥µµ′
∫

d4k

(2π)4 J
XV (4mχ(mχ − Eγ − n−k/2),mW ) W ij

IJ,V WXY (k)

= −2π g⊥µµ′
∫
dωJXV (4mχ(mχ − Eγ − ω/2),mW )W ij

IJ,V WXY (ω) , (6.57)

Transitioning from the second to third line, we used that at leading power p2 → (pχχ−pγ−k)2 ≈
4mχ(mχ−Eγ−n−k/2). As both the recoiling jet function (6.41) and the photon-jet function (6.40),
supply factors of the metric tensor, we can further make use of the simplification

〈ξc†0 Γµνj ξ0〉∗ 〈ξc†0 Γi,µνξ0〉 = εµν⊥ ε⊥,µν〈ξ
c†
0 ξ0〉∗ 〈ξc†0 ξ0〉 = 4 . (6.58)

where we used that for the relevant operators in indirect detection O1,O2,O4,O6, the spin
structure is always Γµν = εµν⊥ , as expected for spin-0 operators. Furthermore, as there is also no
explicit dependence on pγ anymore, the integral∫

d3pγ
(2π)32p0

γ

δ(Eγ − |pγ |) = Eγ
4π2 , (6.59)

can be carried out. Collecting all definitions and factors, we arrive at

d(σvrel)
dEγ

= 2
∑
I,J

SIJ ΓIJ(Eγ) (6.60)

with the annihilation matrix defined by

Γint
IJ = 1

(
√

2)nid

1
4

2
πmχ

∑
i,j=1,2,4,6

Ci(µ)C∗j (µ)ZWY
γ (µ, ν)

×
∫
dω
[
J

SU(2)
int (2mχ(2mχ − 2Eγ − ω), µ)W SU(2),ij

IJ,WY (ω, µ, ν)

+JU(1)
int (2mχ(2mχ − 2Eγ − ω), µ)WU(1),ij

IJ,WY (ω, µ, ν)
]

(6.61)
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where the factor 1
(
√

2)nid
is introduced, as we calculate SIJ using method-II [86]. If the Sommerfeld

factors and annihilation matrices are calculated in method-I, this factor and the overall factor of
two in (6.60) have to be dropped. Note that the colour structures TABi , inside the soft functions,
automatically pick the appropriate photon jet function components by setting all other soft
function elements to zero.

For narrow resolution, one can proceed in a completely analogous fashion (using Xs = 0).
Without repeating all the steps, using the appropriate definitions given before, we arrive at

Γnrw
IJ = 1

(
√

2)nid

1
4

2
πmχ

∑
i,j=1,2,4,6

Ci(µ)C∗j (µ)ZWY
γ (µ, ν)

×Di
I,V W (µ, ν)Dj∗

J,XY (µ, ν)JV Xnrw (4mχ(mχ − Eγ)) (6.62)

where we in addition to the above considerations also uses that the ultrasoft function is δ(ω) to
all orders at leading power.



7

Resummation of the endpoint photon
spectrum

In this Chapter, we discuss the resummation of the endpoint spectrum in wino and Higgsino dark
matter annihilation up to the NLL’ order, i.e., next-to-leading-logarithmic resummation (NLL)
and the full one-loop fixed order correction (NLO). We focus on results initially derived by the
author or with substantial contributions of the author. A complete and in detail presentation
can be found in the corresponding publications for wino [101], and Higgsino [102] dark matter.
Some of the narrow resolution results are also presented in [100]. Furthermore, we discuss a few
subtleties and technical details that were omitted in the corresponding publications. Similar
considerations using Sudakov resummation for various models, other resolution regimes, and
effective theory setups can be found, e.g., in [93, 94, 95, 96, 97, 98, 99].

7.1 Hard coefficients

The hard matching coefficients onto the operators O1−6 in Eq. (6.33), are determined in the
unbroken theory. There are various ways of determining the matching coefficients. In this
Section, we present the calculation of the author using a tensor reduction and various computer
algebra packages and tools. The calculation was independently done by C. Hasner using a
different technique utilizing projectors thereby providing a strong cross-check on the results
(for details, see Appendix A [101] or Section 6.1 of [149]).1 To this end, the unbroken SM in
addition with a Dirac/Majorana multiplet of arbitrary hypercharge Y and SU(2) representation,
represented by the quadratic Casimir of the representation c2(j) = j · (j + 1) is created in
FeynRules [153, 154, 155]. The corresponding model is exported into the FeynArts format and
used for amplitude generation with FeynArts [125] supplied to FeynCalc [156, 157, 158]. These
amplitudes are then further simplified using the FeynHelpers add-on [159] to FeynCalc, which
supplies Package-X [127] that is used for the analytical evaluation of one-loop integrals.

The matching is performed at threshold. However, this leads to the unfortunate compli-
cation that propagators may be linearly dependent, i.e., the Gram determinant that appears
in the ordinary PV-tensor-reduction [160] vanishes. As the Gram determinants appear in the
denominator, the algorithm fails for some of the topologies. Fortunately, in FeynCalc a special
partial fractioning algorithm ApartFF [161] is also supplied that allows reducing linear dependent
propagators, so precisely what is needed to obtain a tensor reduced result. Finally, the analytic
result for the reduced amplitudes is extracted using Package-X. It can be read off by accounting
for the appropriate transition from relativistic spinors/gamma matrices to their non-relativistic

1The results for the wino model (or more general for arbitrary SU(2) representation without hypercharge), i.e.,
the matching coefficients C1, C2, was given in [100], respectively using a different operator basis in [97].
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counterparts, which is done by hand and also checked against FeynOnium [162]. Other simplifica-
tions that arise during the process, e.g. the simplifications of SU(2) generators, are applied at all
intermediate steps.

Using the above procedure, the matching coefficients for the operators in Eqs. (6.33) are

C1(µ) = ĝ4
2(µ)

16π2 c2(j)
[
(2− 2iπ) ln µ2

4m2
χ

−
(

4− π2

2

)]
,

C2(µ) = ĝ2
2(µ) + ĝ2

2(µ) ĝ2
1(µ)Y 2

16π2

(
π2

2 − 10
)

+ ĝ4
2(µ)

16π2

[
16− π2

6 + c2(j)
(
π2

2 − 10
)
− (6− 2iπ) ln µ2

4m2
χ

− 2 ln2 µ2

4m2
χ

]
,

C3(µ)|Dirac = ĝ2
2(µ) ĝ2

1(µ)Y 2

16π2

(
−4 + 2π2 − 16 ln 2

)
+ ĝ4

2(µ)
16π2

[20
3 − 2π2 + 8 ln 2

+ c2(j)
(
−4 + 2π2 − 16 ln 2 + (2j + 1)

(
26
9 −

π2

3 + 2
9nG

))]
,

C4(µ) = −ĝ2(µ)ĝ1(µ)Y − ĝ2(µ) ĝ3
1(µ)Y 3

16π2

(
π2

2 − 10
)

− ĝ3
2(µ)ĝ1(µ)Y

16π2

[
π2

6 + 6 + c2(j)
(
π2

2 − 10
)
− 2 ln µ2

4m2
χ

− ln2 µ2

4m2
χ

]
,

C5(µ) = 0 ,

C6(µ) = ĝ2
1(µ)Y 2 + ĝ2

2(µ)ĝ2
1(µ)Y 2

16π2 c2(j)
(
π2

2 − 10
)

+ ĝ4
1(µ)Y 4

16π2

(
π2

2 − 10
)
, (7.1)

with nG = 3 the number of fermion generations. The fermion generations only appear for C3, as
they arise in s-channel topologies, which however, only contribute to spin-one operators in the
non-relativistic limit, i.e., O3,O5. Furthermore, note that for the same reason, C3 is the only
matching coefficient that depends on the Dirac/Majorana nature of the DM fermions. C3(µ)|Dirac
in (7.1) applies for a Dirac fermion. The same calculation using a Majorana multiplet (which
implies Y = 0) yields

C3(µ)|Majorana = ĝ4
2(µ)

16π2

[
20
3 − 2π2 + 8 ln 2

+c2(j)
(
−4 + 2π2 − 16 ln 2 + (2j + 1)

(
4
3 −

π2

6 + 2
9nG

))]
. (7.2)

Before moving on to resummation of the Wilson coefficients Ci, let us discuss a few subtleties
connected to the matching coefficients C3, C5, both of which, however, do not contribute to the
indirect detection prediction, as they correspond to spin-one operators.

The tree-level contribution to the Wilson coefficient C3 vanishes. However, despite the
vanishing tree-level coefficient, mass renormalization counterterms contribute to the matching
coefficient and do not cancel. The tree-level cancellation stems from a cancellation between s-
and t, u-channel diagrams. However, the DM mass counterterm insertion only exists for the t, u-
channel, which in the end renders C3 finite. A similar observation is made for the corresponding
quarkonium calculation in QCD [163]. The same result arises using bare perturbation theory,
where the appearance of the counterterm is subtle. The tree-level diagrams contain the bare
mass explicitly from the propagators. Enforcing the on-shell condition for the external DM
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fermions sets their mass to the one-loop renormalized values. Therefore, the tree-level diagrams
do not cancel exactly between s, t, u-channel, but the t, u-channel acquire a contribution from the
difference of bare and renormalized mass, providing the mass counterterm contribution needed.

Finally, for O5, we find a vanishing matching coefficient at the one-loop order. The underlying
reason is the Landau-Yang theorem, that albeit not applying in non-abelian gauge theories [163,
164], is applicable in this case. The reason why the Landau-Yang theorem is violated in non-abelian
theories is, in essence, the final state bosons internal quantum number. Therefore, structures
involving the group structure constant are constructible. At least to one-loop and possibly
beyond, the group structure constant cannot arise from the underlying Feynman diagrams, as
one of the final state bosons is abelian.

Let us now turn to the resummation of the Wilson coefficients Ci. In the following, we
focus on the operators relevant for resummation of the DM indirect detection contribution,
namely O1,2,4,6. The evolution is similar to the QCD analogue [165] and can be achieved by a
straightforward adaption to the SU(2) and hypercharge case. The operators O1,2 are defined
in a basis that is not a weak isospin eigenbasis, making their renormalization group evolution
off-diagonal. The evolution of the operators O4,6 is already diagonal in isospin space. Therefore,
it is convenient to rotate to the isospin eigenbasis, perform the resummation, and rotate back to
the original basis, achieving the evolution as in QCD. The diagonal basis of operators O′ is given
by [100]

O′ = RO =
(

V̂ 02×2
02×2 12×2

)T
O , V̂ =

(
1 − c2(j)

3
0 1

)
(7.3)

where O = (O1,O2,O4,O6)T and analogously for O′. The evolved Wilson coefficients can
therefore be cast in the form C(µ) = (C1(µ), C2(µ), C4(µ), C6(µ))T

C(µ) = R


U

(0)
1 (µh, µ) 0 0 0

0 U
(2)
2 (µh, µ) 0 0

0 0 U
(1)
4 (µh, µ) 0

0 0 0 U
(0)
6 (µh, µ)

 R−1C(µh) . (7.4)

The evolution factors U (J)
i (µa, µb) in terms of the isospin J of the operator in O′ obey the

evolution equation
d

d lnµU
(J)
i (µh, µ) =

(
Γ(J)
SU(2),i + ΓU(1),i

)
U

(J)
i (µh, µ) , (7.5)

with Γ(J)
SU(2),i and ΓU(1),i of the form [165]

Γ(J)
SU(2),i = 1

2γcusp

[
c2(ad)ni,SU(2)

(
ln

4m2
χ

µ2 − iπ
)

+ iπc2(J)
]

+ γad ni,SU(2) + γJH,s ,

ΓU(1),i = γU(1) ni,U(1) , (7.6)

where ni,SU(2) and ni,U(1) give the number of SU(2) and U(1) gauge fields in operator Oi and
c2(ad) = 2 is the quadratic Casimir of the adjoint representation. The evolution factors then are
numerically solved to obtain the resummed Wilson coefficients. The cusp anomalous dimension
appears in the same way to all orders [166], thereby meaning only a one-loop matching calculation
is necessary for NLL’ resummation. It is given at two-loops by

γcusp = α̂2
4πγ

(0)
cusp +

(
α̂2
4π

)2
γ(1)

cusp +O(α̂3
2)
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= α̂2
4π · 4 +

(
α̂2
4π

)2
[(

268
9 − 4π2

3

)
c2(ad)− 80

9 nG −
16
9

]
+O(α̂3

2) . (7.7)

The factors are analogous to QCD, with the addition of the Higgs contribution −16/9 at two-loop,
extracted from the ε-scalar contribution of [167]. In addition, the following one-loop anomalous
dimensions appear

γJH,s = α̂2
4π c2(J) γ(0)

H,s +O(α̂2
2) = α̂2

4π c2(J) (−2) +O(α̂2
2) (7.8)

γad = α̂2
4πγ

(0)
SU(2) +O(α̂2

2) = α̂2
4π
(
−β0,SU(2)

)
+O(α̂2

2) (7.9)

γU(1) = α̂1
4πγ

(0)
U(1) +O(α̂2

1) = α̂1
4π
(
−β0,U(1)

)
+O(α̂2

1) (7.10)

where the beta function coefficients are, as for the NLO potentials in previous Chapters, β0,SU(2) =
43
6 −

4
3nG and β0,U(1) = 1

6 + 20
9 nG.

The above resummation prescriptions are general and apply to all minimal DM models.
Before turning to the other functions of the factorization theorem, let us remark a few details.
In the Higgsino model, for which the numerical results are discussed in the subsequent Chapter,
the operators O1,O2 are not linearly independent, as the doublet SU(2) generators are part of
the fundamental representation, i.e., proportional to the Pauli matrices

{
σA/2, σB/2

}
= δAB/2.

Therefore, in this case, it is convenient to define

C̃1 =
(
C1 + 1

4C2

) ∣∣∣∣
j=1/2

, C̃4 = C4|j=1/2 , C̃6 = C6|j=1/2 , (7.11)

and work from there (the resummation discussion above, however, is not affected by this
change). Furthermore, let us mention that for compatibility with the corresponding publications
[100, 101, 102], and for later notational convenience, we also introduce the hard function, which
combines the squares of Wilson coefficients into a vector. The generic form is given by

~H = (C∗1C1, C
∗
2C1, . . . , C

∗
4C6, C

∗
6C6)T . (7.12)

In the particular cases of interest, e.g., the wino, this vector is only non-zero for the entries
containing only C1, C2, and we typically drop the zero entries. The advantage of this notation
is that we can introduce similar notation for the soft function, thereby producing compact
consistency relations. For a more detailed discussion and model-specific results on the hard
coefficients, let us point to [100, 101] for the wino and [102] for the Higgsino.

7.2 Recoiling jet functions

The recoiling jet function, together with the soft function, is the resolution-dependent object
that changes between narrow and intermediate resolution calculation. In this Section, we present
the intermediate resolution recoiling jet function originally calculated independently between
M. Vollmann and the author, and later also checked in detail by C. Hasner. Furthermore, we
discuss the Dyson resummation of the narrow resolution recoiling jet function. A result outlined
in Appendix B.3 of [101] but not numerically investigated there or applied to the hypercharge
case.
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7.2.1 Intermediate resolution recoiling jet function

The recoiling intermediate resolution jet functions are similar to their QCD/QED analogues [168,
169]. As the recoiling jet functions describe modes of hard collinear virtuality mχmW � m2

W ,
they are evaluated in the unbroken theory contrary to the narrow resolution equivalent discussed
below. Therefore, we consider jet functions corresponding to the unbroken hypercharge boson B
and the non-abelian SU(2) analogue corresponding to the W a as defined in (6.44). Furthermore,
the fact that the recoiling jet is of hard-collinear virtuality means that it does not suffer from a
rapidity divergence and therefore only has to be resummed in virtuality.

The recoiling jet function J , in terms of the indices X,V can be split into a Wilson line and
self-energy contribution

iJXV (p2, µ) = iJXVWilson(p2, µ) + iJXVse (p2, µ) . (7.13)

All contributions are proportional to δXV in the factorization theorem for χχ→ γ +X. Note
that there is no Wilson line contribution for the index combination XV = 44. Using (6.41) and
(6.44), we find

iJ SU(2)
Wilson(p2, µ) = 1

−p2 − iε

{
1 +

(
µ2

−p2 − iε

)ε
ĝ2

2(µ)
16π2 c2(ad)

(
4
ε2

+ 2
ε

+ 4− π2

3

)}
, (7.14)

iJ SU(2)
se (p2, µ) = 1

−p2 − iε

(
µ2

−p2 − iε

)ε
ĝ2

2(µ)
16π2

×
{1
ε

(5
3c2(ad)− 8

3TFnG −
1
3Tsns

)
+ 31

9 c2(ad)− 40
9 TFnG −

8
9Tsns

}
, (7.15)

iJ U(1)(p2, µ) = 1
−p2 − iε

(
µ2

−p2 − iε

)ε
ĝ2

1(µ)
16π2

{1
ε

(
−ns6 −

20
9 nG

)
− 104

9

}
, (7.16)

where TF = Ts = 1/2 and ns = 1. All other symbols are to be understood as defined in previous
Sections and Chapters. We can then extract the recoiling jet function for intermediate resolution
by obtaining the imaginary part of all J ’s. The necessary relation is given by [169]

1
π

Im
[
(−p2 − iε)a

]
= −θ(p2)sin(πa)

π

(
p2
)a

. (7.17)

Furthermore, after taking the imaginary part, the term 1/p2 (p2/µ2)ε needs to be further expanded
in the dimensional regularization parameter ε. To this end, we introduce star distributions
[170, 171] by expanding

1
p2

(
p2

µ2

)η
= δ(p2)

η
+
∞∑
m=0

ηm

m!

 lnm p2

µ2

p2

[µ2]

∗

. (7.18)

These distributions are defined acting on a test function f(p2). To each order, we can read-off
the corresponding prescription by using∫ µ2

b

0
d(p2)f(p2) · 1

p2

(
p2

µ2
a

)η
=
∫ µ2

b

0
d(p2)f(p2)− f(0)

p2

(
p2

µ2
a

)η
+ f(0)

η

(
µ2
b

µ2
a

)η

=
∞∑
m=0

ηm

m!

[∫ µ2
b

0
d(p2) f(p2)− f(0)

p2 lnm p2

µ2
a

+ f(0)
η

lnm+1 µ
2
b

µ2
a

]
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= f(0)
η

+
∞∑
m=0

ηm

m!

∫ µ2
b

0
d(p2) f(p2)

 lnm p2

µ2
a

p2

[µ2
a]

∗

. (7.19)

In this way, the prescriptions for star distributions and all relations for rescalings p2 → λpp
2, µ2

a →
λaµ

2
a inside the distributions, and so on can easily be derived.
Using the numerical values for all group factors and all the above relations, we obtain the

recoiling jet function, which is given by

J
SU(2)
int (p2, µ) = δ(p2) + α̂2(µ)

4π

 δ(p2)
(70

9 − 2π2
)
− 19

6

[ 1
p2

][µ2]

∗
+ 8

 ln p2

µ2

p2

[µ2]

∗

 , (7.20)

J
U(1)
int (p2, µ) = δ(p2) + α̂1(µ)

4π

{
δ(p2)

(
−104

9

)
+ 41

6

[ 1
p2

][µ2]

∗

}
. (7.21)

Note the coefficients in front of the star distributions: The ordinary star distribution has a
prefactor proportional to the SU(2)/U(1) beta function coefficient, as expected, as it arises from
one-loop self-energy insertions. The prefactor of the log-star distribution is proportional to the
leading cusp anomalous dimension coefficient γ(0)

cusp = 4, as it originates from the universal double
pole in the Wilson line contribution. The latter also explains why there is no such term for the
U(1) recoiling jet function.

The resummation procedure can be done in close analogy to the QCD treatment [172, 173].
However, note that fundamentally the U(1) and SU(2) jet functions renormalization group (RG)
evolution is different, as there is no cusp anomalous dimension for the former, as we discuss below.
The convolution of soft and jet function in the factorization theorem makes renormalization
in momentum space complicated. However, in Laplace space, the convolution is replaced by
multiplication and renormalization, as well as resummation, is multiplicative. Therefore, we
define the Laplace transform of Jaint(p2, µ) by

jaint

(
ln τ

2

µ2 , µ

)
=
∫ ∞

0
dp2e−lp

2
Jaint(p2, µ), (7.22)

where l = 1/(eγEτ2). The result in Laplace space reads

j
SU(2)
int

(
ln τ

2

µ2 , µ

)
= 1 + α̂2(µ)

4π

(
4 ln2 τ

2

µ2 −
19
6 ln τ

2

µ2 + 70
9 −

4π2

3

)
, (7.23)

j
U(1)
int

(
ln τ

2

µ2 , µ

)
= 1 + α̂1(µ)

4π

(
41
6 ln τ

2

µ2 −
104
9

)
, (7.24)

where we used that the Laplace transforms of the star distributions are

∫ ∞
0

dp2e−lp
2
[ 1
p2

][µ2]

∗
= ln τ

2

µ2 and
∫ ∞

0
dp2e−lp

2

 ln p2

µ2

p2

[µ2]

∗

= 1
2 ln2 τ

2

µ2 + π2

12 . (7.25)

The renormalization group equation (RGE) is a standard ordinary differential equation in Laplace
space

d

d lnµj
SU(2)
int

(
ln τ

2

µ2 , µ

)
= γµj,SU(2) j

SU(2)
int

(
ln τ

2

µ2 , µ

)
, (7.26)
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d

d lnµj
U(1)
int

(
ln τ

2

µ2 , µ

)
= γµj,U(1) j

U(1)
int

(
ln τ

2

µ2 , µ

)
, (7.27)

with Laplace-space anomalous dimensions

γµj,SU(2) = −4γcusp ln τ
2

µ2 − 2γJSU(2) and γµj,U(1) = −2γJU(1) . (7.28)

γJa is needed at the one-loop order for NLL’ resummation and incorporates terms originating
from the respective beta functions

γJSU(2) = α̂2
4πγ

(0)
JSU(2) +O(α̂2

2) with γ
(0)
JSU(2) = −β0,SU(2) , (7.29)

γJU(1) = α̂1
4πγ

(0)
JU(1) +O(α̂2

1) with γ
(0)
JU(1) = −β0,U(1) . (7.30)

The RGEs lead to different solutions for SU(2) and U(1) jet function, as the latter, does not
receive double logarithmic corrections. Therefore, we begin with solving the SU(2) RGE (7.26)

j
SU(2)
int

(
ln τ

2

µ2 , µ

)
= exp

[
−

lnµ∫
lnµj

d lnµ′
(

4γcusp(α̂2(µ′)) ln τ2

µ′ 2
+ 2γJ(α̂2(µ′))

)]
jint

(
ln τ

2

µ2
j

, µj

)

= exp [4S(µj , µ) + 2AγJ (µj , µ)] jSU(2)
int (∂η, µj)

(
τ2

µ2
j

)η
, (7.31)

where µj ∼
√

2mχmW is the natural scale of the intermediate resolution recoiling jet function
and the integrals S(µj , µ) and AγJ (µj , µ) are defined as

S(µj , µ) =−
∫ lnµ

lnµj
d lnµ′ γcusp(α̂2(µ′)) ln

µ2
j

µ′ 2
, (7.32)

Aγ(µj , µ) =−
∫ lnµ

lnµj
d lnµ′ γ(α̂2(µ′)) . (7.33)

The function η is defined by

η = 4Aγcusp(µj , µ) . (7.34)

The functions S,A are only numerically solvable beyond LL, as from NLL on two-loop SM
running couplings enter, that make an analytic solution unfeasible. In the second line, of (7.31),
the logarithms in τ2/µ2 are traded for derivatives in η, that generate these logarithms, thereby
allowing to perform the inverse Laplace transform. The necessary inverse transform is given by

∫ ∞
0

dp2e−p
2/(τ2eγE )(p2)η−1 = Γ(η)eγEη

(
τ2
)η

. (7.35)



86 Chapter 7. Resummation of the endpoint photon spectrum

Therefore in momentum space the SU(2) intermediate resolution recoiling jet reads2

Jint(p2, µ) = exp [4S(µj , µ) + 2AγJ (µj , µ)] jint(∂η, µj)
e−γEη

Γ(η)
1
p2

(
p2

µ2
j

)η
. (7.37)

In contrast, the U(1) jet function evolves according to

j
U(1)
int

(
ln τ

2

µ2 , µ

)
=U(µj , µ) jU(1)

int

(
ln τ

2

µ2 , µ

)

= exp
[
−2
∫ lnµ

lnµj
d lnµ′ γJU(1)(α̂1(µ′))

]
j

U(1)
int

(
ln τ

2

µ2 , µj

)
. (7.38)

However, as there is no double logarithmic correction that would depend on τ for the U(1) jet,
there is no necessity to introduce the derivatives and dependencies on η, as for the SU(2) jet
above. Therefore, also the backtransform to momentum space is straightforward and leads to

J
U(1)
int (p2, µ) = U(µj , µ)JU(1)

int (p2, µj) , (7.39)

where the evolution factors again need to be evaluated numerically for NLL’ resummation.

7.2.2 Dyson resummed narrow resolution recoiling jet function

Contrary to the intermediate resolution case above, the recoiling jet function is a quantity sensitive
to the electroweak scale and the corresponding masses in the narrow resolution calculation. The
definition is in analogy to the intermediate resolution case (cf. Eq. (6.41)), however, instead of
hard-collinear µ2 ∼ mχmW , the relevant mode is collinear µ2 ∼ m2

W . In practice, this means
that the NLL’ expressions are more complicated, as several thresholds contribute, and the SM
self-energies enter with masses. On the other hand though, the resummation is considerably
simpler as the convolution with the ultrasoft function is trivial to all orders. Hence we omit the
resummation and point to the references discussed below for a comprehensive discussion.

In previous works, the relevant recoiling jet functions were discussed at NLL’ order – J33 in
[100, 101, 149], and J34, J44 in [102, 149]. The presentation there is sufficient for invariant jet
masses away from the Z-threshold at invariant jet-mass p2 = m2

Z . In the vicinity of this threshold,
the fixed-order expressions discussed there are formally ill-defined. In [101], a procedure to cure
this problem using Dyson resummation was presented (cf. Appendix B.3 therein). It is also
demonstrated that in this way, the cumulative cross-section is finite if the resummed expression
is expanded around p2 ≈ m2

Z . However, the differential cross-section remains a distributional
object.3 As it is our goal to present a differential photon spectrum, we revisit this point and give

2The expression assumes η > 0, which is always the case as long as the scales are separated enough. In parameter
scans with simultaneous scale variations for very low massesmχ, it may be that the jet scale µj ∼

√
2mχmW , and the

soft scale µs ∼ mW , are not separated enough, e.g. formχ = 500 GeV, we may have µs = 2mW > 1
2
√

2mχmW = µj ,
which in turn means η < 0. In this case, the term

1
p2

(
p2

µ2
j

)η
η<0−→

[
1
p2

(
p2

µ2
j

)η]
∗

(7.36)

needs to be replaced by a star-distribution, which is sufficient as long as η > −1, i.e., holds for all cases of
relevance [172]. Below η ≤ −1, further subtractions using double-star distributions would be necessary. The
same problem arises for the soft function resummation below and is cured in the same fashion by introducing a
corresponding star distribution.

3The spectrum is also distributional after removing the physical delta-distribution δ(p2) corresponding to the
tree-level photon, which is also present after Dyson resummation.
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Dyson resummation

γ γ

γ/Z

W +

W −

W +

W −

γ/Z γ/Z

γ ZDyson ZDyson

W +

W −

ZDyson

W +

W −

γ
W +

W −

Figure 7.1: Schematics of Dyson resummation for the narrow resolution recoiling jet function. The
upper line presents the unresummed fixed-order one-loop corrections, with the left and
middle diagrams stemming from Wilson-line contributions. The right diagram represents
the self-energy corrections. The lower two-lines illustrate the Dyson resummed expressions
schematically. The origin of the terms is the same as above. However, now Dyson resummed
Z-propagators are represented by double-wavy lines. Note that the lower right diagram also
contains the tree-level Z contribution that is omitted for brevity in the unresummed diagrams.
Furthermore, symmetric diagrams are omitted for the Wilson line contributions and the
γZDyson diagram (lower middle diagram).

a procedure that resums all the distributional terms for J33, J34, J44, and presents us with the
possibility to present a differential spectrum in the entire narrow resolution regime.

To this end, we sketch the derivation of the recoiling jet function, also in the fixed order case,
to highlight the necessary modifications for Dyson resummation, without presenting the relevant
fixed order expressions, that, e.g., can be found in [101, 102, 149]. Schematically, the procedure
of Dyson resummation is shown in Figure 7.1.

Let us discuss the procedure on the example of J33. The other jet functions work analogously
with small modifications discussed below. The recoiling jet function is given as the imaginary
part of iJ , where J 33 is

J 33
nrw(p2) = −iŝ2

W

p2 + iε
+ −iĉ2

W

p2 −m2
Z + iε

+ J 33
nrw,Wilson(p2) + J 33

nrw, self−en.(p2) (7.40)

where the first two-terms correspond to the tree-level photon and Z-propagators. The latter
two terms correspond to the Wilson line contribution and self-energy correction shown in the
upper line of Figure 7.1, and we suppress virtuality and rapidity scale arguments throughout
this Section. We begin with the self-energy contribution, which is given as

J 33
nrw, self−en.(p2) = ŝ2

W

−i
p2 + iε

(
iΣγγ

T (p2)
) −i
p2 + iε

+ 2ŝW ĉW
−i

p2 + iε

(
iΣγZ

T (p2)
) −i
p2 −m2

Z + iε

+ ĉ2
W

−i
p2 −m2

Z + iε

(
iΣZZ

T (p2)
) −i
p2 −m2

Z + iε
, (7.41)

where the self-energies are given in Appendix A. The expressions correspond to the upper right
diagram in Figure 7.1. Taking the imaginary part of the above expression, leads to various
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Figure 7.2: Integrated recoiling jet function in the narrow resolution case
∫ p2

max
0 dp2J33

nrw(p2) for the
Dyson resummed (blue/solid) and fixed-order (red/dotted) jet functions. The inset shows the
region around the Z-threshold zoomed in. In the lower panel, the ratio of unresummed to
resummed jet function is shown for the entire p2

max range. The grey band indicates the one
percent difference band.

distributions, such as Dirac-delta, star or double-star distributions at fixed-order (cf. [102, 149]),
that are ill-defined at and around p2 = m2

Z . The corresponding distributions also generate the
necessary wave-function and mass renormalization terms that render the result finite and gauge
invariant. Correspondingly, we can Dyson resum, the Z-boson propagators, which leads to

J 33,Dyson
nrw, self−en.(p

2) = ŝ2
W

−i
p2 + iε

(
iΣγγ

T (p2)
) −i
p2 + iε

+ 2ŝW ĉW
−i

p2 + iε

(
iΣγZ

T (p2)
) −i
p2 −m2

Z − δm2
Z + ΣZZ

T (p2)

+ ĉ2
W

−i
p2 −m2

Z − δm2
Z + ΣZZ

T (p2)
(7.42)

where δm2
Z is defined in Eq. (3.10). Taking the imaginary part of this expression and expanding

to fixed-order reproduces the fixed-order self-energy contributions, renormalization factors and
the tree-level term of the Z-boson in (7.40).

Similarly, the Wilson line contribution is distributional, as it contains terms proportional
δ(p2 −m2

Z) from cutting the Z-propagator in Figure 7.1. These are replaced using a standard
Breit-Wigner treatment, meaning that in the expressions in [101, 102, 149], one replaces

δ(p2 −m2
Z) → 1

π

mZΓZ
(p2 −m2

Z)2 +m2
ZΓ2

Z

. (7.43)

In other words, Dyson resummation corresponds to undoing the narrow-width approximation
ΓZ/mZ → 0 in these expressions.
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The resulting integrated jet function
∫ pmax
0 dp2J33

nrw(p2) for a given pmax in the region around
the Z-threshold is shown in Figure 7.2 (blue/solid). As a comparison, also the fixed order result
(red/dotted) is shown, which breaks down in the vicinity of p2

max ≈ m2
Z . The actual region where

this matters is very narrow, as visualized by the inset, that zooms in within 10% of the threshold
value. In the subset plot, the ratio of the unresummed to the resummed result is shown, with a
grey band indicating the 1% difference band. It is visible that both resummed and unresummed
predictions agree on the permille level away from the Z-pole both for higher and lower p2

max.

Using these prescriptions produces an entirely finite differential cross-section in the narrow
resolution case. Similarly, for J34

nrw, J
44
nrw, the couplings of photon and Z-propagators need to be

adjusted. However, conceptually, the same procedure applies. Note that for J34
nrw, the omitted

symmetric Wilson line diagrams of Figure 7.1 are not present, whilst for J44
nrw, there is no

Wilson-line contribution altogether. The equivalent plots to Figure 7.2, look similar for both J34
nrw

and J44
nrw, so we do not show them explicitly. The agreement is again on the sub percent level,

away from the Z-threshold. For J34
nrw above the Z-threshold, the differences may be on the level

of a few percent. This is a remnant of the fact, that J34
nrw, tree(p2) ∼ δ(p2)− δ(p2 −m2

Z), i.e., the
tree-level vanishes above the Z-threshold. Whilst the difference is still at the level of a two-loop
correction for the full cross-section, the vanishing tree-level means that the relative error for J34

nrw
is of O(α1,2). Therefore, the ratio becomes generically larger, as the difference is between two
small, nearly vanishing numbers. On the final cross-section prediction, the differences arising
from J34

nrw do not play a role and are mostly even smaller than permille level.

As both the fixed-order and the Dyson resummed result agree within a few permille accuracy
away from the Z-threshold, we will always use the Dyson resummed prediction in plots and
figures from hereon. The differences away from threshold are well within the typical theoretical
uncertainties obtained by scale variations in the next Chapter. However, formally, the Dyson-
resummed expression suffers some conceptual problems away from threshold that we mention in
the following, even though their numerical impact, as seen above, is negligible.

Dyson resummation of the Z-threshold is appropriate if p2−m2
Z ∼ mZΓZ , i.e., as soon as the

width plays a role in the Z-boson propagator. Numerically, using the SM Z-width, this means
that Dyson resummation is necessary within 2− 3 % of the threshold value (cf. inset Figure 7.2).
However, away from threshold, Dyson resummation can be problematic, as it mixes orders in
perturbation theory and is therefore not entirely systematic.

Also, let us mention that in principle, the Dyson resummed result is not gauge invariant, which
only matters as soon as the W+W−-threshold is crossed. Beforehand, only massless fermionic
self-energy terms develop a non-vanishing imaginary part. These fermionic contributions are
gauge invariant by themselves. At the W+W−-threshold, also the electroweak self-energies
(cf. Eq. (A.35)), develop a non-vanishing imaginary part that contributes to the Dyson resummed
jet function. For definiteness, we therefore always use Feynman gauge ξγ = ξW = ξZ = 1, above
p2 = 4m2

W . The non-gauge invariance could be cured, e.g., by only resumming fermionic self-
energy contributions and keeping electroweak, i.e., gauge- and Higgs-boson loops at fixed order.
However, as we find that the results agree on the permille level with the gauge invariant fixed
order result if we use Feynman gauge, we refrain from doing so. A more systematic treatment
avoiding possible ambiguities in Dyson resummation is possible in terms of the complex mass
scheme [174]. For a detailed review of Dyson resummation in the SM and the application of the
complex mass scheme to the SM propagators, see [130]. In any case, the fixed-order result can
always be used away from the Z-threshold if one is worried about potentially large non-gauge
invariant terms.



90 Chapter 7. Resummation of the endpoint photon spectrum

7.3 Soft function - wino

In this Section, we present the calculation of the soft-function W ij
IJ(ω), as defined in Eq. (6.47),

for the wino intermediate resolution case. The calculation was initially done by the author and
independently checked by C. Hasner. The soft function is an object of natural virtuality and
rapidity scales µs ∼ νs ∼ mW , i.e., it is to be calculated in the broken electroweak theory. Here
we follow an idea laid out in [101], and present the calculation for one specific matrix element
W 22

(+−)(+−), to which all relevant integral structures and topologies contribute. Thereby, we
illustrate the NLL resummation and especially the treatment of the one-loop real contributions
at NLL’ order. The detailed integrals and their calculation, other soft function components and
some additional details are presented in Appendix E to keep the discussion as brief as possible.
Finally, before starting the discussion, let us mention that the virtual contributions to the soft
function were already given in [100] for the narrow resolution case in the form of soft matching
coefficients.

The matrix element for the operator combination 22 and in the (+−)→ (+−) entry reads at
the one-loop order

Wwino,22
(+−)(+−)(ω, µ, ν) = δ(ω) + α̂2(µ)

4π

[
δ(ω)

(
−8 ln mW

µ
− 16 ln mW

µ
ln mW

ν

)

− 6
ω

ln
(
m2
W + ω2

m2
W

)
− 2ω
m2
W + ω2 +

[ 1
ω

][mW ]

∗
8 ln µ2

m2
W

]
, (7.44)

where we used W SU(2),ij
IJ,WY = W

SU(2),ij
IJ,33 = Wwino,ij

IJ for the wino, to simplify notation. Similar to
the intermediate recoiling jet function case discussed above, the resummation is most convenient
in Laplace space, where a multiplication replaces the convolution between soft and recoiling jet
function. The necessary Laplace transforms and backtransforms are defined as

w(s) = L{W (ω)} =
∫ ∞

0
dω e−ωsW (ω) , (7.45)

W (ω) = L−1 {w(s)} = 1
2πi

∫ c+i∞

c−i∞
ds esω w(s) . (7.46)

The real emission contributions to the soft function require additional Laplace transforms beyond
the delta-function one, necessary for the virtual contributions. Collecting the structures, e.g.,
from Eq. (7.44) or the integrals in Appendix E, we find (s = 1/(eγEκ))

L{δ(ω)} = 1 ,

L
{[ 1

ω

][mW ]

∗

}
= ln κ

mW
,

L
{

1
ω

ln
(
m2
W + ω2

m2
W

)}
= si2 (mW s) + ci2 (mW s) ≡ G̃(s) ,

L
{

ω

m2
W + ω2

}
= cos(mW s) ci(mW s)− sin(mW s) si(mW s) ≡ Q̃(s) , (7.47)

where the functions si, ci are defined as

si(x) ≡ −
∫ ∞
x

dt
sin(t)
t

, and ci(x) ≡ −
∫ ∞
x

dt
cos(t)
t

. (7.48)
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Similar, to the hard function case above, it is convenient to introduce a vector notation for the
Laplace transformed soft functions

~wIJ =
(
w11
IJ , w

12
IJ , w

21
IJ , w

22
IJ

)T
. (7.49)

Beyond the NLL’ order, this vector has to be extended, as at two-loops, the Wilson coefficients
C4,6 in (7.1), do not necessarily vanish anymore for the wino. Thereby, there is also the possibility
of soft coefficients, such as w14, w46, and similar. To simplify the notation and keep the size of
the anomalous dimension matrices small, we drop the contributions that vanish at NLL’ here.

The rapidity renormalization group (RRG) [110, 111] equations for the soft functions are
simple and can be read off from all coefficients. We find

d

d ln ν ~wIJ(s, µ, ν) = ΓνW ~wIJ(s, µ, ν) , (7.50)

with the fixed-order one-loop rapidity anomalous dimension is given by

ΓνW = α̂2
4π 4γ(0)

cusp ln mW

µ
14 , (7.51)

where the non-logarithmic anomalous dimension piece is zero at one-loop. Before solving the soft
RRG (7.50), let us note that the solution crucially depends on the resummation order, between
virtuality and rapidity resummation, as the anomalous dimension contains logarithms of the
form α̂n2 lnm(µ/mW ) for m ≤ n at higher orders [111]. If the virtuality scale is resummed before
the rapidity scale, these logarithms are large and require resummation. We can circumvent this
issue by noting that any observable has to be independent of both µ, ν at fixed order, hence[

d

d lnµ,
d

d ln ν

]
= 0 . (7.52)

In combination with the virtuality anomalous dimension below, we derive the constraint

d

d lnµΓνW = d

d ln νΓµW = 4γcusp . (7.53)

From this requirement, we solve for the rapidity anomalous dimension to obtain

ΓνW (µ) =
∫ lnµ

d lnµ′ d

d ln νΓµW (µ′, ν) + const. , (7.54)

where the integration constant is fixed such that the fixed-order non-cusp piece of the anomalous
dimension is reproduced, which in the case at hand vanishes. The above procedure sums the
running couplings logarithms lnµ/mW to all orders in perturbation theory. With the integrated
rapidity anomalous dimension, the RRG (7.50) is solved, and we find

~wIJ(s, µ, ν) = exp
[
ΓνW (µ) ln ν

νs

]
~wIJ(s, µ, νs) . (7.55)

At which order this factor enters the soft function resummation depends on the order of µ, ν-
resummation. If rapidity is resummed first, the logarithms lnµ/mW are small, and hence rapidity
evolution is an NLL contribution, whilst the virtuality evolution below is a LL contribution. If,
on the other hand, we resum first in virtuality, the running coupling logarithms are large, and
the contribution from rapidity evolution is already present at LL, whilst virtuality resummation
starts at NLL.
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The RRG is diagonal in operator space to all orders. The diagonality is forced, as the
dependence on the rapidity scale has to cancel against the corresponding dependence of the
photon jet, which is a scalar object, associated with the operator index pair.4 Depending on the
resummation scheme, either the soft function, the photon jet function, or both can be evolved
rapidity. As the resummation factors are diagonal, and as long as rapidity is resummed first,
the evolution does not depend on which of the functions is resummed.5 By convention for wino
and Higgsino, we chose that rapidity is first resummed and that the photon jets are evolved.
Therefore, we can always set the rapidity evolution of the wino soft function to unity from hereon.

The soft function virtuality evolution is diagonal in the cusp part. However, the non-cusp
part is non-diagonal in operator space, as expected. The off-diagonal fixed-order dependence of
the hard contribution needs to be cancelled by the soft function. The RG equation is

d

d lnµ ~wIJ(s, µ, ν) = ΓµW ~wIJ(s, µ, ν) , (7.56)

with anomalous dimension

ΓµW = 4 γcusp ln κ
ν

14 +


0 0 0 0

−2γW 3γW 0 0
−2γ∗W 0 3γ∗W 0

0 −2γ∗W −2γW 3γW + 3γ∗W

 . (7.57)

The coefficients γW at one-loop order are

γ
(0)
W = (2 + 2πi) c2(j) , (7.58)

which is sufficient for NLL’ resummation. Similar to the hard coefficients above, the RG equation
can be solved by diagonalizing the anomalous dimension matrix, solving the RG equation and
then rotating back to the original basis. The solution takes the form

~wIJ(s, µ, ν) = R−1 UW (µ, µs) R ~wIJ(s, µs, ∂η)
(
κ

ν

)η
, (7.59)

with the diagonal evolution matrix UW

UW =


1 0 0 0
0 exp [3AγW ] 0 0
0 0 exp

[
3Aγ∗W

]
0

0 0 0 exp
[
3(AγW +Aγ∗W )

]
 , (7.60)

and the diagonalization matrix R and its inverse R−1

R =


2
3 0 0 0
−2

3 1 0 0
−2

3 0 1 0
2
3 −1 −1 3

2

 , R−1 =


3
2 0 0 0
1 1 0 0
1 0 1 0
2
3

2
3

2
3

2
3

 . (7.61)

4Note that at higher orders, from two-loops on, additional hard, soft and photon jet functions corresponding to
the projection on the hypercharge boson B contribute, i.e., the above vectors are extended. The rapidity evolution
remains diagonal. However, the anomalous dimension is not proportional to the unit matrix anymore, as only the
SU(2) bosons and their projection receive corrections proportional to the cusp anomalous dimension.

5In principle, the virtuality resummation does, but as the cusp part is diagonal, in the case of the wino, there is
also no difference in this case using the above conventions.
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The functions AγW and η were already defined for the recoiling jet function in Eq. (7.33). To
complete the resummation procedure, we need to transform back to momentum space, i.e.,
perform the inverse Laplace transform of Eq. (7.59). As the evolution factor UW does not depend
on κ, we define

~̂WIJ(ω, µs, ν) = L−1
[
~wIJ(s, µs, ∂η)

(
κ

ν

)η ]
, (7.62)

as the inverse Laplace transform of all structures containing a κ-dependence. The following
inverse Laplace transforms appear6

L−1
[(
κ

ν

)η]
= e−γEη

Γ(η)

(
ω

ν

)η 1
ω
, (7.63)

F (ω) ≡ L−1
[(
κ

ν

)η
G̃
(
e−γE/κ

)]
=
(
e−γE

ν

)η
ω1+η

Γ(2 + η)m2
W

4F3

(
1, 1, 1, 3

2; 1 + η

2 ,
3
2 + η

2 , 2;− ω2

m2
W

)
, (7.64)

P (ω) ≡ L−1
[(
κ

ν

)η
Q̃
(
e−γE/κ

)]
=
(
e−γE

ν

)η
ω1+η

m2
WΓ(2 + η) 3F2

(
1, 1, 3

2; 1 + η

2 ,
3
2 + η

2 ;− ω2

m2
W

)
. (7.65)

Therefore, for the example matrix element (7.44), the resummed matrix element including the
inverse Laplace transform is given by

Ŵwino,22
(+−)(+−)(ω, µs, ν) =

[
1 + α̂2

4π

((
−16 ln mW

µs
∂η

)
− 8 ln mW

µs

)]
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
+ α̂2

4π [−6F (ω)− 2P (ω)] . (7.66)

The results for all other index combinations are given in Appendix E. Combining the back-
transforms with the evolution factors for virtuality (7.59) and the resummed one-loop soft
coefficients (7.62), we find that the virtuality resummed soft function in momentum space takes
the form7

~Wwino
IJ (ω, µ, ν) = R−1 UW (µ, µs) R ~̂Wwino

IJ (ω, µs, ν) . (7.67)

7.4 Further functions

Beyond the functions discussed above, several other pieces enter the various factorization formulas
for the resolution regimes and models (cf. Eqs. (6.61) and (6.62)). Up to this point, we presented
mainly results that were either originally calculated or cross-checked by the author. In some
cases, the author’s contribution was also more connected to the implementation into code and
similar, in which case we typically omitted the function. This Section provides an overview of
the omitted functions and where they can be extracted in the corresponding papers. The results

6This spans all structures possible that appear for NLL’ resummation of minimal DM, except L−1[1] = δ(ω),
which appears in addition if hypercharge bosons are involved in the annihilation operators.

7Where as indicated above, by convention, we do not resum the soft function in rapidity, as the photon jet
functions are evolved from their rapidity scale νh ∼ 2mχ to the soft rapidity scale νs ∼ mW .
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complete the ingredients necessary for the wino and Higgsino prediction, and we implicitly use
them in the numerical results presented in the next Chapter.

The hard coefficients and their renormalization group evolution are presented above in
Section 7.1 and hold for arbitrary hypercharge and SU(2) representation. The same holds for
the intermediate resolution recoiling jet functions. However, the narrow resolution recoiling jet
functions are only discussed in their Dyson resummed form above. Also, we focussed on the
Dyson resummation modifications and did not discuss pieces that are not Dyson resummed, e.g.,
stemming from Σγγ

T or the Wilson line contributions. The corresponding expressions and the
full-fixed order form for J33

nrw(p2) are found in [100] and discussed in detail in [101] Appendix B.2.
The same jet functions including mixed hypercharge SU(2) J34

nrw(p2) and pure hypercharge
contributions J44

nrw(p2) are given in Appendix C.3.2 of [102].
The photon jet functions are discussed in [101] Section 3.2 for Z33

γ (first given in [100]), and
in [102] Appendix C.2 for Z34

γ , Z
44
γ . Finally, the missing soft function contributions are found

in Section 2.2.2 [100] for the wino narrow resolution case, and for the Higgsino narrow and
intermediate resolution case in [102] Appendix C.4. In general, the complete presentation of all
results connected to Sudakov resummation concerning the wino case are given in [100, 101] and
for the Higgsino in [102].

7.5 Renormalization group invariance
An important check on the calculation arises through so-called consistency relations. These arise,
as the cross-section in the factorization theorem should not depend on the arbitrary scales µ, ν,
and much rather resum logarithms of the natural scales of these functions, e.g., lnµh/µs, and
similar. Therefore, we require that

d

d lnµ
d(σvrel)
dEγ

= 0 and d

d ln ν
d(σvrel)
dEγ

= 0 . (7.68)

As we evaluate the Sommerfeld factor on-shell, we drop it from the following considerations.
However, note that the discussion also holds if the potentials in the MS-scheme, as described
in Section 3.4.3, are used. As discussed above, the main difficulty in resummation arises for
intermediate resolution, as the soft and recoiling jet function are convolved. We use the same
trick as above, namely transform to Laplace space, where a simple multiplication represents
this convolution. We perform the Laplace transform with respect to eγ = 2(mχ −Eγ) (Laplace
variable t). In the wino case, the convolution is resolved as

L
[∫ ∞

0
dω J

SU(2)
int (2mχ(eγ − ω))Wwino,ij

IJ (ω)
]

=
∫ ∞

0
deγ e

−teγ
∫ ∞

0
dω J

SU(2)
int (2mχ(eγ − ω))Wwino,ij

IJ (ω)

=
∫ ∞

0

dp2

2mχ
e−tp

2/2mχJ
SU(2)
int (p2)

∫ ∞
0

dω e−tωWwino,ij
IJ (ω)

= 1
2mχ

j
SU(2)
int

(
ln 2mχ

teγEµ2

)
wijIJ(t) . (7.69)

Furthermore, we substitute p2 = 2mχ(eγ − ω) ≥ 0 in the third line and omitted resummation
scales for brevity. Using the Laplace transform above, the consistency relations for the wino read

d

d lnµ

[
~H(µ) · ~wIJ(t, µ, ν)Zγ(µ, ν)jSU(2)

int

(
ln 2mχ

teγEµ2 , µ

)]
= 0 (7.70)
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Figure 7.3: Schematics of the resummation paths for the intermediate resolution case in virtuality µ and
rapidity ν. Two possible resummation schemes, hereafter, scheme 1 (left) and 2 (right) are
shown.

d

d ln ν

[
~H(µ) · ~wIJ(t, µ, ν)Zγ(µ, ν)jSU(2)

int

(
ln 2mχ

teγEµ2 , µ

)]
= 0 (7.71)

where we used ~H =
(
|C1|2, C∗2C1, C

∗
1C2, |C2|2

)T and ~wIJ =
(
w11
IJ , w

12
IJ , w

21
IJ , w

22
IJ

)T . Similarly, the
consistency relation for the intermediate resolution Higgsino calculation can be derived (albeit
with a few more functions). In practice, the consistency relations require that the sum of all
anomalous dimensions in Laplace space has to vanish order by order in perturbation theory. This
has to hold for virtuality and rapidity anomalous dimensions separately

∑
i

γµi = 0 and
∑
i

γνi = 0 (7.72)

where i runs over the elements of the factorization theorem. In the narrow resolution case, as there
is only a trivial convolution, the requirements Eq. (7.68), directly lead to consistency relations.
However, the sum of all anomalous dimensions still needs to cancel order by order in perturbation
theory. For a more in-depth investigation, see Section 3.5 of [101] and especially [149] Section 6.5,
where the relations in each resolution case are spelt out for both wino and Higgsino.

Beyond the wino/Higgsino case, for minimal DM, the consistency equations also allow to
derive the renormalization group equations up to NLL and ultimately determine all factors
without an additional loop calculation. The recoiling and photon jet functions are associated
with the operators’ final states and do not depend on the DM representation or hypercharge. The
only two matrix-valued functions are the hard and soft functions. Due to the knowledge of the
hard coefficients for arbitrary SU(2) representation and hypercharge, we can thereby bootstrap
the soft anomalous dimension using consistency relations. Therefore, in the end, only a tree-level
calculation of the soft function matrix element is necessary to generalize the above results to
arbitrary minimal DM at NLL. The NLL’ order would require the exact linear combination of
soft function integrals, dependent on the SU(2) representation and hypercharge.
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Figure 7.4: Schematics of the resummation path for the narrow resolution case in virtuality µ and
rapidity ν (details see text).

7.6 Resummation schemes

In this work and the corresponding papers, two resummation schemes are investigated for the
intermediate resolution calculation. The schematics of resummation in both schemes is shown in
Figure 7.3. In resummation scheme 1 (left panel), all functions are evolved in virtuality to the
soft scale µs ∼ mW . In addition, the rapidity scale of the photon jet νh ∼ 2mχ is evolved to the
soft function rapidity scale νs ∼ mW . At the NLL’ order in this resummation scheme, non-trivial
convolutions between the resummed intermediate resolution jet and the fixed order one-loop soft
function contributions arise, which present the main challenge in numerical implementation of
the results (cf. Section 7.7).

The second possibility for the resummation scheme, hereafter resummation scheme 2, is
depicted in the right panel of Figure 7.3. In this more conventional scheme, all functions are
resummed to the intermediate virtuality scale of the recoiling jet function µj ∼

√
2mχmW . The

rapidity scales are resummed as in resummation scheme 1. In practice, the difficulty for a code
implementation at NLL’ order lies in the convolutions between recoiling jet and soft functions,
where the recoiling jet function one-loop contributions remain unresummed.

The precise form of the rapidity evolution factors and the virtuality resummation factors
involving a rapidity scale (cf. Section 7.3) depends on the order of resummation in resummation
scheme 2. Technically, we find it simpler to first resum in rapidity and only afterwards in
virtuality. In practice, this means that the rapidity evolution factors enter at NLL order, whilst
virtuality resummation for all functions starts at LL. In resummation scheme 1, as none of the
rapidity dependent functions is evolved in virtuality, the order between rapidity and virtuality
resummation can be interchanged without affecting the outcome (rapidity resummation starts
naturally at NLL in this scheme).

In the end, regardless of the resummation scheme chosen, we find that the numerical
differences at NLL’ are of O(0.1%) in both wino and Higgsino calculation, meaning below
expected uncertainties from higher orders, power corrections and so on. The origin of this
agreement on permille and sub permille level was investigated with a logarithmic expansion to
two-loops for the wino in [101].

For the narrow resolution calculation, the recoiling jet function is of the same virtuality as the
soft coefficients, meaning there are only two natural virtuality scales in the factorization theorem,
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i.e., the hard µh and soft µs virtuality. The resummation path chosen is shown in Figure 7.4.
The hard function is evolved in virtuality to the soft-scale, and the photon and the recoiling
jet function resummed to the soft rapidity scale. Note that rapidity resummation starts again
at NLL, and rapidity/virtuality resummation can be interchanged at will, as for resummation
scheme 1 above.

7.7 NLL’ resummation intermediate resolution - an example

In practice, the implementation of the intermediate resolution case into code is more challenging,
even though, at first glance, the corresponding functions look equally complicate, or in the
case of the recoiling jet function, even simpler than their narrow counterparts. The reason
for this additional complexity lies in the convolution between soft and recoiling jet function in
the intermediate resolution case. In contrast, in the narrow resolution case, there is no such
non-trivial convolution.

It is convenient not to work with the differential cross-section for numerical purposes but with
the cumulative counterpart. The differential cross-section is distributional valued in terms of
delta, star, log-star, double-star distributions, making it hard to represent the results numerically.
Therefore, it is convenient, in numerics, to consider the integrated cross-section and, if a differential
result is desired, to interpolate the cumulative cross-section for various values of photon energy
and take the derivative on this interpolation. Thereby, we circumvent the issue of how to handle
the distributions numerically. The problem only arises at NLL’, where the rich structure in
terms of hypergeometric functions, derivatives in η, distributions, and so on leads to various
complications.

In the following, we discuss an instructive example on the intermediate resolution convolutions
that arises in the second resummation scheme discussed above and is analytically solvable.
In general, if the hypergeometric functions (cf. Eq. (7.65)) are involved, this is not possible
analytically. At least one of the integrals, either in dω or dEγ has to be performed numerically.
As an example, we present the following convolution

f(Eγres) =
∫ mχ

mχ−Eγres
dEγ

∫ 2(mχ−Eγ)

0
dω

[
e−γEη

Γ(η)
1
ω

(
ω

νs

)η]
·

 ln p2

µ2
j

p2


[µ2
j ]

∗

(7.73)

with p2 = 4mχ(mχ −Eγ − ω/2) and η as defined in Eq. (7.34), assumed to be positive. Other
structurally more complicated and only numerically possible convolutions are evaluated in analogy.
In the appearing convolutions, it is typically useful to disentangle one function from one of the
integrals (though in the case discussed here, not necessary) using the geometric identity∫ a

0
dy

∫ y

0
dxf(y − x)g(x) x′=x,y′=y−x=

∫ a

0
dy′f(y′)

∫ a−y′

0
dx′g(x′) . (7.74)

By the above reasoning the integral in ω can be performed, and we find (Ẽγ = mχ − Eγ)

f(Eγres) =

(
2Eγres
νseγE

)η
4mχΓ(1 + η)


∫ Eγres

0
dẼγ


(
1− Ẽγ

Eγres

)η
− 1

Ẽγ
ln 4mχẼγ

µ2
j

+ 1
2 ln2 4mχE

γ
res

µ2
j

 . (7.75)

The remaining integral can also be evaluated analytically. Combining all factors, we find a
compact expression in terms of logarithms and Polygamma functions ψ(m)(x) = dm+1

dxm+1 ln Γ(x),
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where Γ(x) is the ordinary Gamma function

f(Eγres) = 1
8mχΓ(1 + η)

(2Eγres
νs

)η (ψ(0)(η + 1)− ln 4mχE
γ
res

µ2
je
γE

)2

− ψ(1)(η + 1) + π2

6

 . (7.76)

Finally, one might be tempted to declare the first resummation scheme of Section 7.6 simpler, as
naively no hypergeometric functions appear, as the soft function remains unresummed. However,
the hypergeometric structures arise after performing the ω,Eγ-integrals, and are not simpler
than in the second resummation scheme. Consider, for example, the convolution

g(Eγres) =
∫ mχ

mχ−Eγres
dEγ

∫ 2(mχ−Eγ)

0
dω

[
1
ω

ln
(
m2
W + ω2

m2
W

)]
·

e−ηγE
Γ(η)

1
p2

(
p2

µ2
j

)2
 (7.77)

with p2 as defined above. Using again the geometric identity above, we can perform the ω-integral
and find

g(Eγres) =
∫ Eγres

0
dẼγ


(

4mχẼγ
µ2
je
γE

)η
Ẽγ

mχm2
WΓ (2 + η)

 4F3

1, 1, 1, 3
2; 1 + η

2 ,
3 + η

2 , 2;−
(

2Ẽγ
mW

)2
 (7.78)

which is a similar hypergeometric function to the one arising in the soft function calculation,
cf. (7.65). Thereby, the first resummation scheme is not considerably simpler than the second
resummation scheme, and in both cases, at least some convolutions have to be performed
numerically.
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Endpoint spectrum for χχ→ γ +X

In this Chapter, we present the endpoint spectra for both wino and Higgsino dark matter
annihilation, using the results of the previous Chapters for the NLO potentials (Chapters 3, 4)
and the Sudakov logarithm resummation (Chapters 6, 7). Furthermore, we extend the results by
matching to the PPPC4DM [175], which extends our result beyond the vicinity of the endpoint,
thereby allowing us to provide the complete differential spectrum for both models. The differential
cross-sections are suited as an input for future data analyses at indirect detection experiments,
such as CTA [66, 67, 113], and many others.

Throughout this Chapter, we use the numerical values for couplings and masses already
given in Chapter 3. Additionally, we use α̂3(mZ) = 0.1181, λ̂t(mZ) = 0.952957, λ̂(mZ) =
0.132944 as input parameters for the necessary two-loop running couplings, and the MS-top
mass mt(mt) = 163.35 GeV (corresponding to the top pole mass mt,os = 173.1 TeV at four loops),
in the resummation calculation.1 Furthermore, as discussed in Section 4.4, the Higgsino dark
model requires two mass splittings to remain a viable dark matter candidate. For concreteness,
we fix these to δm = αemmZ/2 ≈ 355 MeV and δmN = 20 MeV. The former mass splitting is
taken at the value expected by one-loop radiative corrections (cf. Appendix A.1.3 and [176]).
The latter is chosen so that it is large enough to evade direct detection bounds and inhibit χ0

2χ
0
2

from being an on-shell state for typical galactic velocities v ∼ 10−3. Furthermore, it is also
small enough that the mixing into δm via dimension-5 operators is expected to be small. The
Sudakov resummation is unaffected by the chosen mass splittings. The Sommerfeld enhancement
calculation and the resulting resonance positions depend on the chosen values. We use a DM
velocity of v = 10−3 for all plots. However, the resulting shifts apply equally to LO and NLO
Sommerfeld factors, therefore not affecting the overall results of Sudakov resummation. For a
discussion of the implications on Higgsino model building and the mass splitting dependence,
see [177].

All plots and numerical results are generated with a private Mathematica code written by
the author. To ensure a blind check, each result generated by the code was compared, with an
independent implementation by one of the authors’ collaborators. The Sommerfeld factor code
was compared with corresponding implementations of M. Beneke and M. Vollmann. The narrow
resolution codes originally were written and compared between C. Hasner and M. Vollmann. The
narrow resolution code of M. Vollmann was adapted by the author and substantially modified
with regards to performance and cross-compatibility with the intermediate resolution code.
Furthermore, the authors’ code also includes the Dyson resummation of the Z-threshold for
the narrow resolution recoiling jet, which remains the only non-double checked module. The

1The values in this thesis are updated with respect to the corresponding publications [100, 101, 102], namely
the MS-Weinberg angle Eq. (3.36), which leads to slightly different numerical values. The change is practically
invisible on the typical logarithmic scale of the plots.
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implementation of the intermediate resolution case has been checked between C. Hasner and
the author. Finally, the results for the PPPC4DM matching and modification, as discussed in
Appendix F, were compared between M. Vollmann and the author.

The code includes two resummation schemes for the intermediate resolution Sudakov annihi-
lation rate. Both agree, within 0.1% for NLL’ accuracy. The reason for this excellent agreement
was investigated in [101] for the wino model, expanding the logarithmic results to two loops.
For concreteness in this Chapter, we use the second resummation scheme of Section 7.6 for
intermediate resolution results.

Finally, we use the NLO potential prediction throughout this Chapter, unless remarked
otherwise, thereby providing the most precise predictions for the observables discussed to date.
The analogues for the energy spectrum and cumulative cross-section plots using the LO potential
for the Sommerfeld enhancement prediction can be found in [100, 101] for the wino and in [102]
for the Higgsino model.

8.1 Wino endpoint spectrum
We begin the analysis of the numerical results by considering the cumulative endpoint cross-
section, defined as the differential cross-section integrated over a bin of size Eγres from the
endpoint

〈σv〉 (Eγres) =
∫ mχ

mχ−Eγres
dEγ

d(σv)
dEγ

. (8.1)

In Figure 8.1, we show the numerical values for a mass range of mχ = (0.5−20) TeV, which covers
the thermal mass and also the window of interest for the narrow and intermediate resolution
regimes in view of the projected CTA resolution (cf. Figure 2.2). The plot is generated using
the intermediate resolution regime and Eγres = mW . However, it looks similar for different Eγres
or using the narrow resolution calculation with overall magnitude changes. The upper panel of
the figure shows the cross-section prediction. As already outlined in the earlier discussion, one
can recognize the characteristic first two Sommerfeld resonances (cf. Section 3.5). As seen there,
the resonances are shifted from 2.283 (8.773) TeV to 2.419 (9.355) TeV, for first and second
resonance, respectively.

The black/dotted line represents the tree-prediction, which refers to ΓIJ in the tree-level
approximation, meaning no resummation effects taken into account. As an indication, we also
show the tree result using LO Sommerfeld factors (solid/light-grey), which is a result known in the
literature [74] by now over 15 years. Furthermore, the other lines show the various resummation
levels LL, NLL and NLL’, which generically are suppressed with respect to the naive tree-level
prediction. The error bands are extracted using a conservative procedure by simultaneously
varying the resummation scales within factors of two around their central values. We distribute
21 points logarithmically between [1/2µcentral, 2µcentral] (ten points above and below the central
value, respectively), where µcentral is one of the resummation scales. Using this procedure, we
create a 215 point grid for each mass value, from which we extract the maximal and minimal
value as the error bands.

To better assess the Sudakov resummations overall effect, we show the ratio of cross-sections
in the various resummation approximations to the tree prediction in the lower panel (all curves
using NLO Sommerfeld effect). In this way, the effect of the Sommerfeld factors is subtracted,2
and the Sudakov resummation effect size are separately visible. We observe the characteristic

2A full separation of both effects is, of course, not possible, as it is the Sommerfeld factors SIJ , that give access to
the resummed matrix elements other than Γ(00)(00). However, the ratio effectively refers to

∑
IJ

(SIJΓres.
IJ )/(SIJΓtree

IJ )
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Figure 8.1: The cumulative cross-section (8.1) as a function of mass mχ for an energy resolution Eγres =
mW . The lines show the LL (purple/dash-dotted), NLL (blue/dashed), NLL’ (red/solid)
resummed predictions. As an indication also the unresummed tree-level predictions using
the NLO potential (black/dotted) and LO potential (solid/light-grey) are shown. The error
bands are given by the hatched/shaded regions and extracted as described in the text. For the
NLL’ resummed prediction, the uncertainty band is given by the thickness of the red line.

Sudakov suppression of the cross-section for all resummation levels. As expected, the effect is
larger for high masses, as the resummed logarithms depend on the DM and electroweak mass
scale ratio. The size of the error bands is successively reduced in the transition from LL → NLL
→ NLL’, e.g. for mχ = 2 TeV from 16 %→ 7 %→ 1 %.

The effect is sizeable, reaching from a 5−10% suppression for the lowest mass values depicted
to suppression by more than a factor of two for masses of 10 TeV and higher. At the mass value

meaning that both tree and resummed expressions are weighed by the same factors, giving a good indication on
the resummation effects. The ratios are similar for LO, and NLO potentials which confirms this point.
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2.842 TeV for which the wino would constitute all of DM if produced via thermal freeze-out,
derived in Chapter 5, the logarithmic resummation at NLL’ reduces the cross-section by 37 % for
Eγres = mW or 49 % for Eγres = m2

W /mχ.
Finally, let us point to the (solid/light-grey) line in the lower panel that depicts the ratio

of the NLL’ prediction (without error bands) to the tree-level result using the LO potential,
previously in the literature [74]. The effect is significant over practically the entire mass range
under consideration. It emphasizes the need for both NLO potential and Sudakov resummation
to obtain an accurate prediction for the cross-section χ0χ0 → γ +X.

To make this more quantitative, we find for the two mass values 2 TeV (10 TeV) the ratio
to the tree-only rate is 0.653+0.112

−0.095 (0.417+0.095
−0.077) at LL, 0.717+0.053

−0.053 (0.477+0.031
−0.033) at NLL, and

0.676+0.007
−0.005(0.448+0.005

−0.004) at NLL’. To investigate the contribution of individual terms to the final
cross-section prediction, we consider

〈σv〉 = 2×
[
S(00)(00) [σv](00)(00) + 2 Re

[
S(00)(+−) [σv](00)(+−)

]
+ S(+−)(+−) [σv](+−)(+−)

]
(8.2)

where we define

[σv]IJ (Eγres) =
∫ mχ

mχ−Eγres
dEγ ΓIJ(Eγ) . (8.3)

At mχ = 2 TeV (Eγres = mW ) with Sommerfeld factors in bold, we have

〈σv〉 = 2×
[{

34.246
17.085 × 1.1552 + 2 Re

[{
42.101
20.025 × (−0.8718 + 5.4288i)

]

+
{

51.756
23.469 × 29.242

]
× 10−28cm3/s =

{
2.9592
1.3442 × 10−25cm3/s , (8.4)

where the upper/lower line corresponds to the LO/NLO potential prediction. Regardless of
Sommerfeld calculation, the (00)(00) terms make up ∼ 3%, the (00)(+−) terms ∼ −5%, and the
(+−)(+−) terms ∼ 102% of the cross-section prediction. The terms contribute similarly at other
values of Eγres, also using the narrow resolution prediction. The Sommerfeld factors are all of
the same order. Therefore the cross-section prediction is dominated by the double-logarithmic
suppression of the Γ(+−)(+−) matrix element, which is the only one to start at LO. For lower
masses, the picture is different, as the Sommerfeld effect is less strong, leading to hierarchy in
the Sommerfeld matrix elements. For mχ = 500 GeV, we have

〈σv〉 = 2×
[{

1.1345
1.1186 × 1.1159 + 2 Re

[{
0.35103
0.32519 × (−0.8969 + 7.2167i)

]

+
{

0.10861
0.09453 × 60.676

]
× 10−27cm3/s =

{
1.4453
1.2802 × 10−26cm3/s . (8.5)

The importance of the terms has changed considerably compared to the former case. For
mχ = 500 GeV, the (00)(00) elements contribute with 18% (20%) at LO (NLO) in the Sommerfeld
calculations. The (00)(+−) elements contribute with −8% (−9%), and the (+−)(+−) element
91% (90%).

The above values and plots were all extracted for a fixed energy resolution Eγres and varying
DM mass mχ. It is only natural to consider the opposite situation, namely, fix the DM mass
and vary the energy resolution, i.e., the detector bin size. In Figure 8.2, we show the cumulative
cross-section as a function of the detector resolution Eγres. We depict the narrow (blue/dotted)
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Figure 8.2: Cumulative cross-section Eq. (8.1) for the masses mχ = 2 TeV (lower panel), and mχ =
10 TeV (upper panel), for central values of all resummation scales. The blue/dotted line
corresponds to the narrow-resolution prediction, whilst the red/dashed line is the value
extracted using the intermediate resolution EFT. The shaded areas represent the estimated
regions of validity of the corresponding EFTs (more details in the text), with the color-coding
as blue (light-grey) for the narrow resolution EFT and red (dark-grey) for the intermediate
resolution EFT. The subtended panel shows the ratio of intermediate to narrow cross-section
prediction.

and intermediate (red/dashed) resolution predictions and indicate their parametric, i.e. by
power-counting, expected validity regions by the respective shaded areas. These are chosen
as [mW /4, 4mW ] for the intermediate resolution calculation, and [m2

W /(4mχ), 4m2
W /mχ] in

the narrow resolution case. In fact, the narrow resolution calculation also extends to smaller
resolutions, all the way down to Eγres → 0, as long as we can ignore light fermion masses.3

3At some point, the effective theory would need to be matched onto a theory containing massive light quarks
and leptons. Conceptually though, this is straightforward and would only modify the unobserved narrow resolution
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We observe for both mass values, depicted in Figure 8.2, that the narrow and intermediate
resolution prediction match nicely for an extended region above the γZ-threshold. More quanti-
tatively, this is also visualized by the subtended ratio plot. For an extended region, of about
two orders of magnitude for mχ = 2 TeV (10 TeV), the two calculations stay close. The steep rise
in the prediction at Eγres = m2

Z/(4m2
χ) is due to γZ becoming kinematically possible inside the

energy bin. We use the Dyson resummed recoiling jet to produce the prediction, as the fixed
order result is ill-defined at threshold, as described in detail in Section 7.2.2. In principle, the
narrow resolution calculation also passes through the thresholds for W+W−, ZH, tt̄. As these
channels open up only at NLO and further the plot shows the integrated cross-section, these are
not visible on the scale of the plot.

In contrast, the intermediate resolution calculation, which is not sensitive to any masses in the
recoiling jet function, is clearly not applicable below the γZ-threshold.4 However, it still provides
an accurate prediction well into the narrow resolution regime, as does the narrow calculation
for most of the region of validity of the intermediate resolution calculation. Even beyond the
validity of the intermediate calculation, e.g., for the highest value depicted Eγres = 1 TeV, the two
calculations only differ by O(10 %). Whilst this is somewhat expected for lower masses, as the
regions of validity are close to each other, matching the predictions also works for higher masses.
For those, the regions of validity are well separated, e.g., in the lower panel of Figure 8.2. In fact,
this suggests that we can merge the two calculations, providing an accurate prediction, from
the endpoint to at least Eγres = 4mW . Such a merging procedure is described in Appendix F,
together with a merging procedure to the EW parton shower calculation provided with the
PPPC4DM-package [175].

Finally, we take a look at the differential spectrum d(σv)/dx, where x is defined as x = Eγ/mχ.
To create this spectrum, we use the above cumulative prediction, construct an interpolating
function from it, and then finally take the derivative. The reason why we do not directly use
the differential prediction, as provided by our factorization formula, lies in the fact that the
appearing delta and star-distributions are somewhat hard to handle in numerical calculations,
which we circumvent by using the above procedure. Let us note that the procedure is a mere
convenience choice and not a conceptual limitation. With additional effort, the direct use of the
factorization formula in the numerical code should be possible.

In Figure 8.3, we show the differential prediction using NLL’ resummation and the NLO
potentials for a selection of mass values. The plots show, the narrow resolution differential
spectrum in blue/dash-dotted, the intermediate resolution prediction in red/dotted and the
PPPC4DM [175] implemented as in Appendix F in teal/solid. The merged prediction of the three
regimes is shown in green/dashed. The spectra can be integrated to obtain the cumulative
predictions, similar to Figure 8.2. However, we note that the “zeroth”-bin would need to be added
due to delta-function contribution from the γγ-final state and the respective virtual corrections
to this final state.

recoiling jet function. The procedure would be similar to the corresponding modifications for the NLO potential,
cf. Section 3.4.1. The regime, where the first modifications are expected, starts around Eγres ∼ m2

b/m
2
χ, i.e., around

the threshold for a photon splitting into bb̄, meaning about two orders of magnitude in Eγres below the γZ-threshold.
Note that our prediction, due to the massless light-fermions, suffers from a log-divergence, for Eγres → 0, which,
however, is very mild and would be cured by matching onto theories with massive light fermions.

4Additional, to the missing sensitivity to the γZ-threshold, for very small Eγres also the resolution-dependent
logarithms in the intermediate resolution calculation become inaccurate. Using a log-expansion to two-loops, the
functions θfR , ϕfR , λR, κR vanish for Eγres → 0, the logarithm lR changes sign at 2Eγres/mW = 1, and logarithmically
diverges for Eγres → 0. At some point, this leads to an increasing cross-section prediction for smaller bin size, which
is, of course, unphysical, though never relevant, as it happens typically below the γZ-threshold, where the narrow
resolution calculation is to be applied. For more details and the definition of the functions, see the logarithmic
expansion to two-loops in [101].
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Figure 8.3: Differential spectra d(σv)
dx as function of (1− x) = Eγres/mχ for DM masses of mχ = 2 TeV

and 10 TeV. In addition to the merged spectrum (green/dashed), as described in the text, we
also show the narrow (blue/dash-dotted), intermediate (red/dotted), and PPPC4DM prediction
(teal/solid) from which the merged spectrum was created.

Starting from the right, i.e., for small 1− x, we observe the rising differential cross-section
towards the endpoint, that originates from light-fermionic splittings, i.e., χχ→ γff̄ . Then at
1 − x = m2

Z/(4m2
χ), we recognise the Dyson resummed γZ final state, entering the spectrum.

Following this, at 1− x = m2
W /m

2
χ, there is a kink in the narrow and merged spectra. This kink

arises from the onset of the γW+W− final state. In principle, at 1−x = (mZ +mH)2/(4m2
χ) and

m2
t /m

2
χ, also the γZH and γtt̄-final states enter the spectrum. However, even zooming into the

respective regions, it is tough to see respective kinks, as their contribution is tiny in comparison
to the W+W− threshold.

The intermediate resolution spectrum is not sensitive to any recoiling jet masses, i.e., no such
thresholds are seen. However, the slope encodes the aforementioned particles in the recoiling
jet splittings (now taken as massless) and further allows for soft isotropic W -boson radiation.
Finally, in the PPPC4DM [175], the full electroweak collinear splittings, multiplied on the tree-level
annihilation matrices into W+W−, ZZ, γZ, and γγ contribute. For x → 1, these diverge as
expected for the fully inclusive DM annihilation spectrum. In the low mass regime between
500 GeV − 1 TeV, the merging can look a bit odd to the human eye. However, as discussed in
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Appendix F, this does not significantly affect the cumulative prediction integrated over a bin.
Let us mention, that a matching/merging into the wide resolution case Eγres � mW , imple-

mented in [98, 99], would be interesting as well, before matching onto the PPPC4DM prediction.
However, given the expected resolutions for, e.g., CTA [112], this should only be relevant for
mχ & 10 TeV (cf. Figure 2.2). In any case, we would expect that the wide and intermediate
calculation would match onto each other similar to the intermediate and narrow calculations,
such that the errors by only using the PPPC4DM and our calculations should be small even beyond
mχ & 10 TeV.

8.2 Higgsino endpoint spectrum

In a similar fashion to the above discussion for wino dark matter, the respective results can
also be considered for Higgsino dark matter. We again start with the cumulative cross-section
at an energy resolution of Eγres = mW , shown in Figure 8.4. In contrast to the wino, the
Sommerfeld enhancement is considerably weaker for the Higgsino. We can intuitively understand
this considering the high-energy regime of the potentials that resembles QCD/QED. In this
regime, the potentials and states can be diagonalized, similar to the singlet/octet decomposition
in QCD, and their strength is proportional to the Casimir of the representation. For the
SU(2)-part of the potentials, the Casimir invariant is c2(j) = j · (j + 1), with j the size of the
multiplet. Meaning the high-energy potentials are quadratically dependent on the multiplet-size,
i.e., neglecting hypercharge effects, the SU(2) potentials are four times stronger for the wino
than for the Higgsino at small distances. Therefore, it is not surprising that the enhancement
factors are roughly an order of magnitude smaller (away from resonance) than for comparable
wino masses and that in the mass range from (0.5− 20) TeV only one resonance is seen. By a
similar argument, the resummation effects are expected to be smaller for the Higgsino.

The corresponding ratio plot comparing to the tree-prediction is shown in the lower plot
of Figure 8.4. For large mass values, the picture is similar to the wino. A generic suppression
regardless of resummation level is seen. At low masses, the picture is completely different. The
Sudakov suppression, still present for LL resummation, turns into an enhancement for the NLL
and NLL’ resummed predictions.

The reason for the low mass enhancement can be attributed to the interplay of two points.
First, at large masses, as for the wino, the Sommerfeld elements SIJ are all of similar size.
Therefore, the Γ(+−)(+−) element, which is the only one to possess a tree-level contribution,
dominates the annihilation rate. As the (+−)(+−)-term receives the standard double logarithmic
suppression, the high mass annihilation cross-section is suppressed. At low masses, the Sommerfeld
enhancement is considerably weaker, and the channels are not mixed democratically. The
hierarchy between the Sommerfeld elements can therefore compensate for loop factors suppressing
(11/22)(11/22), and to a different extent (11/22)(+−) channels, that start at higher-order in α1
and α2. This allows for partial cancellations and enhancements among the matrix elements.

The second reason for the enhancement behaviour is rooted in the size of Sudakov resummation.
For small masses, i.e., smaller ratios of dark matter mass scale and electroweak scale, it is not
guaranteed that the leading logarithms make up the dominant contribution to the cross-section.
Furthermore, in the neutral annihilation channels, the leading logarithms are of positive sign,
which can overwhelm the suppression in the (+−)(+−) channel, and the negative interference in
the (11)(+−) and (22)(+−) channels. Let us note that the effect only appears for the intermediate
resolution calculation and the narrow resolution calculation above the γZ threshold, as discussed
in detail below.

However, before proceeding with the discussion on the origin of the low-mass enhancement,
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Figure 8.4: The cumulative cross-section (8.1) as a function of mass mχ for an energy resolution Eγres =
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we discuss some more explicit results highlighting the numerical size of the enhancement and
suppression effects at the relevant mass scales. We begin with the two benchmark mass values
chosen as 1 TeV (10 TeV), i.e., the mass value that approximately reproduces the thermal Higgsino
and a high mass value. The ratio to the tree for a resolution of Eγres = mW , i.e. Sommerfeld-
only rate is 0.750+0.091

−0.025 (0.587+0.062
−0.052) at LL, 0.939+0.327

−0.180 (0.604+0.022
−0.024) at NLL and 0.993+0.010

−0.034
(0.567+0.004

−0.003) at NLL’. The theoretical uncertainty for the thermal Higgsino mχ = 1 TeV is
therefore ±8% at LL, ±27 % at NLL and ±2 % at NLL’.

To emphasize, this we examine the NLL’ cross-section at mχ = 1 TeV (with definitions as for
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the wino case above), we write

〈σv〉 = 2×
{
S(11)(11) [σv](11)(11) + 2 Re

[
S(11)(22) [σv](11)(22)

]
+2 Re

[
S(11)(+−) [σv](11)(+−)

]
+ S(22)(22) [σv](22)(22)

+2 Re
[
S(22)(+−) [σv](22)(+−)

]
+ S(+−)(+−) [σv](+−)(+−)

}
. (8.6)

The individual elements are (upper/lower components correspond to LO/NLO potential Som-
merfeld coefficients, respectively)

〈σv〉 = 2×
[{

1.0486
1.0436 × 1.0955 + 2 Re

[{
0.1326
0.1256 × 1.0955

]

+2 Re
[{

0.1481
0.1382 × (−3.8233 + 7.6627i)

]
+
{

0.01676
0.01512 × 1.0955

+2 Re
[{

0.01872
0.01664 × (−3.8233 + 7.6627i)

]
+
{

0.02092
0.01831 × 115.81

]
×10−29cm3/s

=
{

5.2086
4.7423 × 10−29cm3/s (8.7)

which illustrates the above points. The hierarchy between the elements SIJ , which ranges
from S(11)(11) ≈ 1, to the off-diagonal contributions that are ∼ 0.1, to finally ∼ 0.01 for the
(22)(22), (+−)(+−) elements, is compensated by a roughly opposite hierarchy between the [σv]
elements, making the contributions between the various elements I, J democratic.

The tree-level cancellation for all channels involving (11) or (22) (hereafter, referred to as
combined neutral state (00)), originates from the cancellation between the three operators O1,4,6,
and other than for the wino case, is not preserved by renormalization group evolution. The
operators have different anomalous dimension and do not mix. Choosing a different basis, e.g.
the mass basis, where the cancellation for the (00) elements is part of the Wilson coefficient, does
not remedy the situation, as in that case, the annihilation operators link to γ, Z, instead of the
unbroken gauge bosons. As photon and Z are not electroweak eigenstates and mix, the same
effect is observed in this basis as well.

The consequence of this non-preservation under RG evolution is therefore, a double-logarithm
L2 = ln2(4m2

χ/m
2
W ) in the one-loop elements for (00)(00), (00)(+−), (+−)(00), even though the

tree-level term cancels. Therefore, the first non-vanishing terms at NLL for (00)(00) that are
of order O(α4

1,2) carry an L4 enhancement, whilst for the wino, the corresponding annihilation
matrix element ΓNLL

(00)(00) only contains at most L2 terms at O(α̂4
2).5 The underlying reason

for the different logarithmic structure lies in the non-zero hypercharge of the Higgsino model,
which allows for tree-level Z with neutral DM couplings. Therefore, χ0

iχ
0
i → ZZ is already

non-vanishing at the tree-level.
Finally, the largeness of the NLL error band is also traceable to the L4 leading terms in

the (00)(00) element at O(α̂4
1,2). The existence of L4 terms implies that at NLL, the L2 and L

terms are not yet accurately summed. Therefore, they are dependent on the individual scales,
which together with a large π2-enhanced coefficient for L [101] leads to the error band. The
origin of the π2-terms is the imaginary part of the one-loop anomalous dimensions, which was

5In principle, the lowest order term that contributes to this channel arises from χ0
iχ

0
i → γW+W−, which is of

order O(α̂3
1,2) for both wino and Higgsino. However, this process enters through the one-loop corrections, i.e., at

NLL’ order.
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Figure 8.5: Ratio of NLL’ resummed narrow resolution cumulative cross-section vs. the tree (Sommerfeld-
only) prediction, for the mass range (0.5− 20) TeV and various values of detector energy bin.
All values are extracted for central resummation scales. Note that, below the γZ threshold,
also the tree-level prediction in the ratio changes.

understood as a Glauber-mode that is part of the soft function in [99] for the wino case, and here
causes O(1) scale variations at low masses. A similar scale-dependence is also present for the LL
terms. However, in that case, an accidental cancellation between (00)(00) and (00)(+−) results
in an asymmetric and much smaller error band. At NLL’ order, the inclusion of the one-loop
fixed-order terms cancels the large scale variation, leading to a drastic reduction in the error
band size.

The above arguments also hold in the narrow resolution case, above the γZ threshold, as
in that case, the recoiling jet-function J34

nrw ∼ O(α̂1,2) compared to the recoiling jets J33
nrw, J

44
nrw

making the cancellation similar to the above discussed intermediate resolution discussion. Below
the Z-pole, however, J34

nrw ∼ O(1) of the same order as the other recoiling jet functions. The
cancellation now proceeds differently, and the enhancement effectively ceases. Physically, this is a
manifestation of the fact, that if the Z-boson cannot appear in the final state, we can choose the
mass basis for the annihilation operators. The photon and Z do not mix on-shell for invariant
jet masses p2 < m2

Z , meaning that the L4 term for the (00)(00) element above, is turned into an
L2 term, similar to the wino case.

To visualize this fact, we plot in Figure 8.5 the same ratio plot for the mass spectrum above
(cf. Figure 8.4 - lower panel). However, now for different resolutions around the Z-pole and using
the narrow resolution calculation at NLL’. We show the prediction, away from the γZ-threshold,
namely at a tenth and ten times the threshold value. Furthermore, we show two values, at ten
percent below and above the threshold value and directly at the Z-pole.6 As indicated above,
below the γZ threshold, the enhancement ceases, and the situation is similar to the wino case.

The cumulative cross-section for Higgsino dark matter matches the narrow and intermediate
resolution predictions, similar to the wino above, as shown in Figure 8.6. Also, most of the
other comments made for the wino above apply. We remark that the matching of narrow and

6Note that we choose the tree-level for Eγres = m2
Z/(4m2

χ) at the value above the Z-pole as a convention. In
principle, any value between the tree-level before and after the γZ threshold is possible, as the tree-level recoiling
jet functions are not well-defined at p2 = m2

Z due to the appearing delta-function.
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intermediate resolution calculation is slightly worse for the Higgsino, especially for lower masses.
Over the region of validity of the narrow resolution calculation, both calculations match on the
percent to sub percent level, also visualized by the subtended ratio plot. However, starting with
the onset of the intermediate resolution validity, deviations on the percent level arise, different
from the wino, where the matching extends well into the intermediate regime.

Still, the results in both resolution regimes agree well enough with each other, such that we
can again match both predictions and create a differential spectrum also beyond the endpoint
region, as described above for the wino and in Appendix F. The resulting spectrum is shown in
Figure 8.7.

Similar to the wino above, the resummed Z-pole at 1− x = m2
Z/(4m2

χ) presents the main
feature of the differential spectrum. Note, however, that in the Higgsino case, in addition to the
function J33

nrw in the recoiling jet, also the combinations J34
nrw and J44

nrw contribute. Similar to the
wino, we also recognize the γW+W− threshold, and also the other thresholds γZH, γtt remain
invisible on the scale of the plot. Even though the merging into the intermediate resolution
calculation works rather well, it is not quite as good as in the wino case. The reason is similar
to the cumulative cross-section above. Finally, the matching onto the PPPC4DM [175] also works,
however, again with some difficulties at low masses. Nevertheless, this does not change the
prediction obtained from integrating the differential spectrum considerably. For high masses, the
matching is again essentially perfect on the scale of the plot (cf. lower panel of Figure 8.7).

In summary, the above results allow for an analysis of the indirect detection prediction.
Contrary to the wino, the suppression for the thermal mass value is only about 1% for an energy
resolution of Eγres = mW and the NLO potential. However, this suppression can be altered,
e.g., by a smaller bin size, or even be turned into an enhancement if the energy bin is enlarged
(cf. Figure 8.5). Using NLL’ resummation, we decreased the theoretical scale uncertainty to the
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Figure 8.7: Differential spectra d(σv)
dx as function of (1− x) = Eγres/mχ for DM masses of . In addition

to the merged spectrum (green/dashed), as described in the text, we also show the narrow
(blue/dash-dotted), intermediate (red/dotted), and PPPC4DM prediction (teal/solid) from which
the merged spectrum was created.

percent level, which for a practical experimental analysis should be sufficient. At this level, of
uncertainty, one might worry about power corrections, e.g., from terms proportional mW /mχ,
which for the TeV Higgsino would be of order mW /mχ ∼ 0.1 × (1 TeV/mχ) and might spoil
the accuracy of the calculation. Fortunately, as discussed in [102], the power corrections for
the annihilation cross-section are of order O(m2

W /m
2
χ), and also come with a small coefficient.

Therefore, the power corrections are not expected to lessen the percent accuracy of the NLL’
result. For a detailed discussion, including explicit terms and further details, see [102].
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Conclusions and Outlook

This thesis investigates the effect of electroweak corrections on WIMP relic abundance and
indirect detection signal using effective field theories. While typical electroweak corrections are
expected to amount to changes of a few percent, we demonstrated that the impact of electroweak
corrections is sizeable and oftentimes well beyond the naive estimate.

We calculated the one-loop correction to the potential using potential non-relativistic dark
matter theory [84], first for the pure wino model and following this for general arbitrary SM
multiplets also including hypercharge. For the wino, we find that even though the potential is
corrected only on the few percent level, the phenomenological implications for indirect detection
are sizeable for the entire thermal mass range interesting. The reason is identified as a shift in
the zero-energy resonances of the Sommerfeld effect due to the slightly weaker potential, leading
to O(> 10 %) corrections for essentially all mass values.

Similarly, we have investigated the effect of the NLO Sommerfeld effect on the relic abundance
prediction. The effect is of the order of a few percent, as the NLO potentials affect the early and
late time Sommerfeld effect differently. In addition, we included O(v2) [85] corrections to the
annihilation matrices, thereby nevertheless providing the most precise prediction for the thermal
pure wino mass mχ = 2.842 TeV to date.

Apart from examining various field-theoretical aspects of the NLO potential correction, we
also proved that the one-loop corrections to the electroweak potentials are universal, in the
sense that the correction is proportional to the tree-level potential (“Casimir-like” scaling). The
universality holds not only for the pure SU(2) sector of the SM but also pertains to a possible
hypercharge generalization. The calculation was performed assuming general SM multiplets
without any reference to DM. Therefore, the result is relevant for all TeV-scale (and beyond)
particles coupled to the electroweak gauge group. In this sense, we have uncovered a “low-energy”
property of the electroweak SM bosons.

The second large electroweak correction in TeV-WIMP annihilation are electroweak Sudakov
double logarithms of DM mass to electroweak scale that require resummation. We performed this
resummation within the soft-collinear effective theory framework, first showing how the differential
cross-section factorizes for generic fermionic minimal DM models in two detector resolution
regimes. We provided the factorization formula for narrow resolution, where Eγres ∼ m2

W /mχ, and
for intermediate resolution Eγres ∼ mW . Secondly, we specialized on two often discussed models
in the literature, the pure wino and Higgsino, and performed resummation to the next-to-leading
logarithmic prime order, thereby combining next-to-leading logarithmic resummation with the
full one-loop fixed order result.

The predictions after resummation show a suppression effect of about 30 % for the thermal
wino cross-section at Eγres = mW . Similar results are obtained for the thermal Higgsino, though
the suppression effect is smaller due to the lower DM mass. Furthermore, in the Higgsino case,
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the result is highly resolution-dependent. While for resolutions below Eγres . m2
Z/(4m2

χ), the
generic suppression picture of the wino persists, at higher resolutions, the cross-section may even
be enhanced due to the delicate interplay of Sommerfeld and Sudakov resummation effects, as
well as, some subtleties originating from non-zero hypercharge in EWSB.

The residual theoretical uncertainty is on the level of . 1 % for the thermal wino and about
2 % for the thermal Higgsino. Generically for essentially all resolutions, the theoretical uncertainty
of the NLL’ result stays within the 1 % range, except for very low masses where the enhancement
effect can lead to slightly larger error bars. Furthermore, the calculation revealed that considering
only NLL resummation is not sufficient for the Higgsino DM model, as there are significant
uncertainties of up to a factor of two for low masses mχ ∼ 500 GeV. In general, the precision of
the results in both models is more than sufficient, given the potential astrophysical uncertainties
that may enter a complete indirect detection analysis.

In addition to Sudakov resummation and the NLO potential, which were also examined
separately in the corresponding publications [100, 101, 102, 103, 104], in this thesis, we show for
the first time the combined effect of both results. Consequently, we provide the most precise
predictions for the indirect detection process χ0χ0 → γ +X in these models to date. For the
entire TeV-mass range, the effects on the cross-section are large and emphasize the need for
including EW corrections to make precise predictions for DM indirect detection.

In this thesis, we furthermore examined the differential spectrum for the full range of
kinematically possible photon energies. To this extent, we merged our calculations for the narrow
and intermediate resolution, which provides an accurate prediction from the endpoint to at least
Eγres ≈ 4mW . Together with the spectra provided in the PPPC4DM [175], that tabulates the results
of EW parton shower calculations and is merged with our result, we provide the entire photon
spectrum from Eγ = mχ to Eγ → 0. In this form, the differential spectra can serve as an input
for future analyses, e.g., a reanalysis of the H.E.S.S. data set [65] or also in the upcoming CTA
experiment [67]. According to projections, the CTA experiment will then be able to confirm or
rule out the thermal wino, even under conservative assumptions on possible astrophysical inputs,
such as DM halo profiles. Also, for the thermal Higgsino, CTA might be able to probe a large
part of the theoretical parameter space. However, it is not yet clear if the model can definitely
be confirmed or ruled out in this case.

The frameworks developed in this thesis also allow for the treatment of more general models.
It might be interesting to investigate models where EW bound states have a sizeable impact in the
future. For example, in the minimal fermionic quintuplet, bound states play a significant role in
the DM relic abundance and may further impact the indirect detection prediction [119]. In such
a case, both the Sudakov resummation and the NLO potential may provide large modifications
of the results in the literature. The resummation framework and the NLO potential allow to
challenge electroweak TeV-WIMPs for essentially all models within the minimal DM paradigm.
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NLO loop topologies - NREFT

In this Appendix, we collect the NLO topologies and integrals necessary to determine the one-loop
corrections to the potential presented in Chapters 3 and 4. The result and presentation are
similar to Appendix A of the corresponding publication [104].

A.1 Feynman gauge results
We begin collecting the results in Feynman gauge for the diagram topologies presented in
Figures 3.1, 3.2, 3.3. To shorten notation, we use the vector vµ = (1,0) and the abbreviation for
the loop integral measure

[dl] = µ̃2ε ddl

(2π)d =
(
µ2eγE

4π

)ε
ddl

(2π)d , (A.1)

where d = 4− 2ε and γE is the Euler-Mascheroni constant. The loop integrals can be calculated
using the standard methods for non-relativistic effective theories. Note that for all topologies
involving pinched poles at v · l = ±iε, the residues of these poles must not be taken into account.
In the case at hand this only affects ordinary box topologies, for which these residues are part of
the leading order potential ladder.

A.1.1 Box topologies

We first consider the box topologies, e.g., in the first line of Figure 3.1. Crossed-box diagrams
are related trivially by a minus sign to the box topologies. We define the triangle function
λ(a, b, c) = (a− b− c)2 − 4bc. In the case of two unequal-mass bosons, we obtain

Ibox(αi,mi;αj ,mj) = ig2
i g

2
j

∫
[dl] −i

l2 −m2
i + iε

· −i
(l + q)2 −m2

j + iε
· i

v · l + iε
· i

−v · l + iε

= 4αiαj
λ1/2(−q2,m2

i ,m
2
j )

ln
[
m2
i +m2

j + q2 + λ1/2(−q2,m2
i ,m

2
j )

2mimj

]
. (A.2)

The box integral with masses is finite in d = 4. q2 ≈ −q2 denotes the exchanged potential
three-momentum. If the masses of the exchanged bosons are equal, the expression takes the
simpler form

Ibox(αi,mi;αj ,mi) = 4αiαj
|q|
√

4m2
i + q2

ln

2m2
i + q2 +

√
4m2

iq2 + q4

2m2
i

 . (A.3)
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Furthermore, there are also situations in which either one or two of the exchange bosons are
massless. In these cases, the topologies are divergent and require regularization. Expanding in ε
and retaining finite terms, we find

Ibox(αi,mi;αj , 0) = − 2αiαj
m2
i + q2

(
1
ε

+ ln
[

µ2

m2
i + q2

]
+ ln

[
m2
i

m2
i + q2

])
, (A.4)

Ibox(αi, 0;αj , 0) = −4αiαj
q2

(
1
ε

+ ln µ
2

q2

)
. (A.5)

A.1.2 Vertex corrections

The soft correction to the vertex (e.g., first diagram second row of Figure 3.1) is known as it
appears also in soft corrections to exclusive DM annihilation [101], and is also discussed in the
context of the wino soft function in Appendix E. We choose

Ivertex(αi,mi) = g2
i

∫
[dl] −i

l2 −m2
i + iε

· i

v · l + iε
· i

−v · l − iε
= −αi2π

(
1
ε

+ ln µ2

m2
i

)
. (A.6)

The soft vertex correction involving the triple gauge vertex (cf. Figure 3.1) vanishes in Feynman
gauge, as the vertices project on the zero-component of the propagator

I
γ/Z/W
3 gauge = 0 . (A.7)

A.1.3 DM field renormalization

The field and mass renormalization of the heavy DM field can be obtained in analogy to HQET.
We find

Iheavy DM(gi,mi) = g2
i

∫
[dl] −i

l2 −m2
i + iε

i

v · (l + p) + iε

= i αi v · p
2π

(
1
ε

+ ln µ2

m2
i

)
− i αimi

2 +O
(
(v · p)2

)
. (A.8)

From the term proportional to v · p, we extract the on-shell static fermion field renormalization
constants. For the wino, they read

δZχ0 = α2
4π

[
2
ε
− 2 ln m

2
W

µ2

]
, (A.9)

δZχ+ = δZχ− = α2
4π

[
1 + c2

W

ε
− ln m

2
W

µ2 − c
2
W ln m

2
Z

µ2

]
. (A.10)

The v · p independent term generates the one-loop mass difference between the neutral and
charged DM fermions in the non-relativistic theory. In the wino case, we find [178]

δmχ0 = −α2mW , (A.11)

δmχ+ = −α2
2 mW −

α2c
2
W

2 mZ , (A.12)

δmχ = δmχ+ − δmχ− = 1− cW
2 α2mW . (A.13)
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A.1.4 Gauge boson self-energies

The self-energies in Feynman gauge are not given explicitly for brevity, as we give the self-energies
in Rξ-gauge in the following Section. They can e.g. be found in [101, 128].

A.2 Expressions in Rξ-gauge
All gauge parameter dependent parts of the diagram topologies and counterterms can be expressed
in terms of the Passarino-Veltman (PV) functions [160] (expanded to O(ε0))

A0(m) = m2
[

1
ε

+ ln µ2

m2 + 1
]
,

B0(p2, 0, 0) = 1
ε

+ ln
(
−µ

2

p2

)
+ 2 ,

B0(p2, 0,m) = 1
ε

+ ln µ2

m2 + 2−
(

1− m2

p2

)
ln
(

1− p2

m2

)
,

B0(p2,m,m) = 1
ε

+ ln µ2

m2 + 2 +
√

1− 4m2

p2 ln
(

2m2 − p2 +
√
p2(p2 − 4m2)

2m2

)
,

B0(p2,m1,m2) = 1
ε
− m2

1 −m2
2

2p2 ln m
2
1

m2
2

+ 1
2

(
ln µ2

m2
1

+ ln µ2

m2
2

)
+ 2

+ λ1/2(m2
1,m

2
2, p

2)
p2 ln

(
m2

1 +m2
2 − p2 + λ1/2(m2

1,m
2
2, p

2)
2m1m2

)
, (A.14)

where λ(a, b, c) is the triangle function defined above. We use the abbreviation ∆i = 1 − ξi,
where ξi denotes the gauge fixing parameter for boson i = γ,W,Z. The integrals IX provided
below in general gauge are defined in terms of those for ξi = 1 by substituting

gµν
l2 −m2

i

→
gµν −∆i

lµlν
l2−ξim2

i

l2 −m2
i

(A.15)

in the appropriate gauge boson propagators.

A.2.1 Box topologies

The massive boxes evaluate to

Iξbox(αi,mi;αj ,mj) = Iξ=1
box (αi,mi;αj ,mj)

+ αiαj
12q2

∆j
A0(mi)−A0(ξ1/2

i mi)
m2
i

+ ∆i
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m2
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− 1
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im

2
j

((
12q2(m2

i +m2
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2
j )
)
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+
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+
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2
i , ξjm

2
j ) B0(−q2, ξ

1/2
i mi, ξ

1/2
j mj)

)]
, (A.16)
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where the gauge parameter with index i is associated with the boson of mass mi. For one
vanishing mass (where ∆j , ξj are associated to the massless boson coupling with αj)

Iξbox(αi,mi;αj , 0) = Iξ=1
box (αi,mi;αj , 0)

− αiαj

[
∆j

2(A0(mi)− q2) + (q2 −m2
i )B0(−q2, 0,mi)

(q2 +m2
i )2

+ B0(−q2, 0,mi)−B0(−q2, 0, ξ1/2
i mi)

m2
i

− ∆j

4q2m2
i

(
A0(mi)−A0(ξ1/2

i mi) + (q2 −m2
i )B0(−q2, 0,mi)

− (q2 − ξim2
i ) B0(−q2, 0, ξ1/2

i mi)
) ]

. (A.17)

The massless box is given by (∆i, ξi and ∆j , ξj are associated to massless bosons coupling with
αi and αj , respectively)

Iξbox(αi, 0;αj , 0) = Iξ=1
box (αi, 0;αj , 0)

− αiαj
q2

[∆i∆j

2 + (∆i + ∆j)(B0(−q2, 0, 0)− 2)
]
. (A.18)

A.2.2 Vertex topologies

The ordinary soft vertex correction reads in general covariant gauge

Iξvertex(αi,mi) = Iξ=1
vertex(αi,mi)−

αi
4π

A0(mi)−A0(ξ1/2
i mi)

m2
i

. (A.19)

The non-abelian vertex correction involving the triple gauge boson vertex vanishes in Feynman
gauge. In arbitrary Rξ-gauge it is, however, non-zero. Which gauge bosons are involved, depends
on the tree-level potential exchange. For tree-level photon and Z-exchange, the loop contains
two W -bosons and, hence only depends on ξW . If the tree-level exchange boson is a W -boson,
the loop is a mixture of W and either photon or Z, i.e., depends on two gauge parameters, and
either one or two masses. The integral with W/Z bosons in the loop is given by

IWZ
3 gauge = −ig2

2c
2
W

∫
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Z
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2
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+
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]
. (A.20)

If the Z-boson is replaced by the massless photon, we find

IWγ
3 gauge = α

4π

[
2∆γq2

q2 +m2
W

+ ∆W

6

+
(

2∆γq2

q2 +m2
W
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(A.21)

+
([
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.

Finally, if both bosons involved are W -bosons, we have

IWW
3 gauge = α

4πs2
W
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2
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]
. (A.22)

A.2.3 DM field renormalization

The heavy DM field renormalization constants for the wino in Rξ-gauge are

δZξχ0 = δZξ=1
χ0 + α2

4π
A0(mW )−A0(ξ1/2

W mW )
m2
W

, (A.23)
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δZξχ+ = δZξ=1
χ+ + α2

8π
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+ α2c
2
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8π
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Z mZ)
m2
Z

. (A.24)

A.2.4 Gauge boson self-energies

The transverse self-energies (including tadpole diagrams) are split into the three separately gauge
invariant pieces discussed in the main text according to

Σij
T = Σij

T, light ferm. + Σij
T, 3rd gen. quarks + Σij

T, electroweak . (A.25)

The photon self-energy

The fermionic self-energy contributions are

Σγγ
T, light ferm.(p

2) = α

4π
76
9 p

2
[
B0(p2, 0, 0)− 1

3

]
, (A.26)
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. (A.27)

The electroweak part of the self-energy reads

Σγγ
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. (A.28)

The photon-Z self-energy

ΣγZ
T, light ferm.(p

2) = α

4πsW cW
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, (A.29)
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, (A.30)
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4πsW cW

[
p2

9
(
1− 6c2

W∆W

)
+ m2

W

3 (12c2
W − 2 + ∆W )

+
(
−∆W

6
m2
W

p2 −
1
6
(
1 + c2

W (24− 2∆W )
)

+ c2
W (10−∆W )

6
p2

m2
W

)
A0(mW )

+
(

∆W

6
m2
W

p2 + 1
6
(
5− 2c2

W∆W

)
− c2

W (10−∆W )
6

p2

m2
W

)
A0(ξ1/2

W mW )

− c2
W

(
p2 − 4m2

W

)(
1 + 5

3
p2

m2
W

+ 1
12

p4

m4
W

)
B0(p2,mW ,mW )

+

c2
W

(
1− p2

m2
W

)2

+ s2
W

(∆2
W

6
m2
W

p2 + 4 + ∆W

3 + 1
6
p2

m2
W

)
m2
WB0(p2,mW , ξ

1/2
W mW )

−c
2
W

12
p4

m4
W

(
p2 − 4m2

W (1−∆W )
)
B0(p2, ξ

1/2
W mW , ξ

1/2
W mW )

]
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The Z-boson self-energy

The fermionic contributions are given by

ΣZZ
T,light ferm.(p2) = α

4πs2
W c
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(
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.

The Z- and W -boson self-energies receive contributions from tadpole diagrams. In terms of the
gauge invariant parts, the tadpoles belong to the electroweak contributions and are related by a
simple prefactor such that

ΣWW, tadpole
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The electroweak part is then given by
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The W -boson self-energy

The fermionic contributions are gauge invariant and given by
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The electroweak contribution is
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B

Fourier transforms of momentum space
potentials

In this Appendix, we collect the analytic Fourier transformations necessary to tranform the
NLO potentials from momentum to position space, similar to Appendix B in the corresponding
publication [104]. The position space representation then allows to solve the Schrödinger equation
and thereby obtain the Sommerfeld factors. If analytic transformations are possible, we give
these, whilst we also describe how to determine stable numerical Fourier transforms in cases, in
which no analytic transform is possible or known.

As the NLO potential correction is rotationally invariant, we may rewrite the Fourier
transfrom (3.6) as

V (r = |x|) =
∫

d3k
(2π)3 e

ik·x Ṽ (k) = 1
2π2r

∫ ∞
0

d|k| |k| sin(|k|r) Ṽ (|k|) . (B.1)

B.1 Analytic transforms
All structures, except for logarithms involving the triangle functions discussed below, that arise
in the momentum space NLO potentials can be Fourier transformed using the expressions in
Table B.1. To get to the listed structures, it can be necessary to apply, e.g., partial-fractioning
identities, such as

1
AB

= 1
B −A

( 1
A
− 1
B

)
. (B.2)

Furthermore, an analytic evaluation in some cases requires rewriting logarithms using

1
(k2 +m2)n

(
k2 +m2

m2

)ε
= 1

(k2 +m2)n + ε
ln
(

k2+m2

m2

)
(k2 +m2)n +O(ε2) . (B.3)

Moreover, some transforms are also related by taking derivatives. For example, the transform of
1

(k2 +m2
W )2 = − ∂

∂(m2
W )

1
k2 +m2

W

, (B.4)

can be obtained by recognizing the transform of the Yukawa potential and afterwards taking
the derivative. Finally, the derivative of the Bessel Kν function for ν = ±1/2 which is the case
relevant here

∂Kν(z)
∂ν

∣∣∣∣
ν=±1/2

= ±
√
π

2z Γ(0, 2z) ez , where Γ(s, z) =
∫ ∞
z

dt ts−1e−t (B.5)
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Ṽ (k) V (r)

1
k2

1
4πr

1
(k2)n

Γ(2− 2n) sin(nπ)
2π2r3−2n (n < 3/2)

1
k2 +m2

1
4πre

−mr

1
(k2 +m2)2

1
8πme−mr

1
(k2 +m2)n

2−n− 1
2m

3
2−nrn−

3
2K 3

2−n
(mr)

π3/2Γ(n)
(n ≥ 1/2)

ln k2+m2
W

m2
W

k2 +m2
W

emW r Γ(0, 2mW r)
4πr − e−mW r

8πr ln
(
m2
W r

2e2γE

4

)

ln k2+m2
W

m2
W

(k2 +m2
W )2

e−mW r

8πmW
− emW rΓ(0, 2mW r)

8πmW
− e−mW r

16πmW
ln
(
m2
W r

2e2γE

4

)

1
k2 +m2

W

(
k2

m2
t

)ε sin(πε)Γ(2ε) (mtr)−2ε
1F2

(
1; 1

2 − ε, 1− ε;
1
4r

2m2
W

)
2π2r

−
sec(πε)

(
m2
W

m2
t

)ε
sinh (rmW )

4πr
ln k2+m2

t

m2
t

k2 +m2
W

− 1
4πr

(
emW rEi(−(mt +mW )r) + e−mW rEi((mW −mt)r)

+e−mW r ln m2
t

m2
t −m2

W

)
(mt > mW )

Table B.1: Table of Fourier transforms. Kn denotes the modified Bessel function of the second kind, Ei
the exponential integral function, nFm the generalized hypergeometric function.

is the incomplete Gamma function.
As an example on how to obtain the analytic Fourier transforms, we discuss an example

that appears in channels, where a massive gauge-boson is exchanged at tree-level. The terms
are responsible for the long-distance asymptotic behaviour in such channels, if only a massive
exchange is present at tree-level. We consider the linear combination presented in (3.27) (similar
terms appear for the Z-only exchange Eqs. (4.29) and (4.31)). Using the second to last result of
Table B.1 and relations among derivatives of special functions, the O(ε) term evaluates to

ln k2

m2
W

k2 +m2
W

→ − 1
4πr

[
emW rEi(−mW r) + e−mW rEi(mW r)

]
(B.6)
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For r →∞ the right hand side of (B.6) has the behaviour

− 1
2πm2

W

(
1
r3 + 6

m2
W r

5 +O
(
r−7

))
. (B.7)

In (3.27), we have the linear combination

ln k2

m2
W

[
m2
W

(k2 +m2
W )2 −

1
k2 +m2

W

]
= − ln k2

m2
W

∂

∂(m2
W )

m2
W

k2 +m2
W

(B.8)

which explains why the asymptotics is proportional to r−5. In the case of the MS-scheme in
momentum space (see footnote 14 in Chapter 3) the second term on the left-hand side of (B.8)
is not present. Therefore in this case the asymptotic behaviour goes as r−3 (cf. Eq. (3.43)).
Similarly, for Z-exchange in overall charged two-particle states, the γ-Z-mixing also gives rise, to
such terms, ultimately resulting in an r−3 asymptotic behaviour (cf. Eq. (4.32)).

B.2 Numerical transforms
In cases, where the logarithms of the triangle function, arising, e.g., from box-topologies or
self-energies, the analytic Fourier transform is not readily available. In the following, we discuss
using an example, how to obtain stable numerical transforms in such cases.

The example arises from the self-energies, namely from the Higgs-Z loops, and is given by

λ1/2(−k2,m2
H ,m

2
Z)

k2(k2 +m2
Z) ln

[
k2 +m2

H +m2
Z + λ1/2(−k2,m2

H ,m
2
Z)

2mHmZ

]
. (B.9)

The naive numerical transform using (B.1) is not always stable, depending on the precise value
of r. For k→ 0, (B.9) scales as 1/k2. In the final expression, however, it may happen that the
corresponding 1/r behaviour in position space cancels against another term in the complete
expression for the NLO potential. The subleading terms are exponentially suppressed for large r,
which is hard to resolve numerically. We solve this issue by undoing the Feynman-parameter
integration that led to the logarithm, writing

λ1/2(−k2,m2
H ,m

2
Z)

k2(k2 +m2
Z) ln

[
k2 +m2

H +m2
Z + λ1/2(−k2,m2

H ,m
2
Z)

2mHmZ

]

= λ(−k2,m2
H ,m

2
Z)

k2(k2 +m2
Z)

∫ 1

0
dx

1
2(m2

Z + (k2 +m2
H −m2

Z)x− k2x2) . (B.10)

We then subtract the Coulombic behavior in the limit k→ 0 by adding the term1

−m
2
H −m2

Z

2m2
Zk2 ln m

2
H

m2
Z

. (B.11)

The Fourier integral over |k| can now be performed analytically, resulting in∫ 1

0
dx

1
8πr(m2

Z(1− x)2 +m2
Hx)

[
e−mZr

m2
H(4m2

Z −m2
H)

m2
Z

1In some cases such a subtraction can even be necessary, e.g., for terms that behave as 1/k4. Only the full
NLO potential is guaranteed to have a k→ 0 behaviour which is not more singular than (ln k2)/k2. Sometimes,
the integrand of the Feynman-parameter representation is more singular than 1/k2 even though the integral is
not, and to perform the analytic transform the subtraction of an expression that vanishes after integration over
Feynman parameters is necessary.
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+ e
−r
√

m2
Z
x

+
m2
H

1−x

(
m2
Z(1− x)2 −m2

Hx
2)2

(1− x)x(m2
Z(1− x) +m2

Hx)

 . (B.12)

The above expression looks complicated, however, the numerical integration that has to be
performed is now only an integral from x = 0 to 1 instead of an integral from |k| = 0 to ∞. This
stabilizes the large-r tail as the exponential suppression of the final result is already captured
in the integrand before the Feynman-parameter integration, and the numerical difficulty of
accurately determining the exponential tail is thus circumvented.



C

Expressions for asymptotic behaviour

In Sections 3.4.1 and 4.3.1, we discussed the asymptotic behaviour of the NLO correction to the
potentials in the limits r → 0 and r → ∞. In this Appendix, we provide the mass-dependent
functions appearing in the main text. The arctan terms in the expressions below stem from
simplifying the real parts of self-energies.

C.1 The r → 0 asymptotics - wino

A(mW ,mZ ,mt) =− 80s2
W

27 + (64c2
W − 16)
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W
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t
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Z
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√
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(

8
3 + 1

2s2
W

− 32s2
W

9

)
m2
t

m2
Z

)
(C.1)
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√
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C.2 The r →∞ asymptotics - wino
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C.4 The r → 0 asymptotics - arbitrary SM representation
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H
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D

NLO potentials arbitrary representations -
Technical details

This Appendix presents the derivation of the prefactors for arbitrary minimal DM, which is
necessary to construct the NLO results discussed in Chapter 4. We do not repeat the calculation
of loop integrals, as all loop integrals are proportional to corresponding wino topologies, discussed
at length in Appendix A. The notation for the channels is as laid out in the main text, in
particular in Chapter 4.

D.1 Self-energies and counterterms

Some terms are trivially related to the tree-level potentials. Such terms are the self-energies and
all counterterms except the wave-function renormalization, which we treat together with the
vertex corrections in the next Section. For the W -potentials, self-energies and counterterms lead
to

δV W
(ij),(kl)

∣∣∣
self-en./ct.

= V W
(ij),(kl)

(
2δZe − 2δsW

sW
+ ΣWW

T (−k2)− δm2
W

k2 +m2
W

)
. (D.1)

The T 3T 3 contribution receives the correction

δV T3T3
(ij),(ij)

∣∣∣
self-en./ct.

= +4πα
k2

(
T 3
R,iiT

3
R,jj

)(
2δZe + Σγγ

T (−k2)
k2

)

+ 4πα
k2 +m2

Z

(
T 3
R,iiT

3
R,jj

) c2
W

s2
W

(
2δZe + 2δcW

cW
− 2δsW

sW
+ ΣZZ

T (−k2)− δm2
Z

k2 +m2
Z

)

+ 4πα
k2(k2 +m2

Z)
(
T 3
R,iiT

3
R,jj

) −2cW
sW

ΣγZ
T (−k2) . (D.2)

For the mixed T 3Y contribution, we have

δV T3Y
(ij),(ij)

∣∣∣
self-en./ct.

= +4πα
k2

(
T 3
R,iiYj + T 3

R,jjYi
)(

2δZe + Σγγ
T (−k2)

k2

)

− 4πα
k2 +m2

Z

(
T 3
R,iiYj + T 3

R,jjYi
)(

2δZe + ΣZZ
T (−k2)− δm2

Z

k2 +m2
Z

)

+ 4πα
k2(k2 +m2

Z)
(
T 3
R,iiYj + T 3

R,jjYi
)(sW

cW
− cW
sW

)
ΣγZ
T (−k2) . (D.3)
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i

j l

k

T−
R,jl/T

+
R,jl

T+
R,nm/T−

R,nm

T−
R,mk/T

+
R,mkT+

R,in/T
−
R,in

Figure D.1: Example of a vertex correction to the W -Yukawa potential.

Finally the Y 2 contribution results in

δV Y Y
(ij),(ij)

∣∣∣
self-en./ct.

= +4πα
k2 (YiYj)

(
2δZe + Σγγ

T (−k2)
k2

)

+ 4πα
k2 +m2
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W

(YiYj)
(

2δZe − 2δcW
cW

+ 2δsW
sW

+ ΣZZ
T (−k2)− δm2

Z

k2 +m2
Z

)

+ 4πα
k2(k2 +m2

Z) (YiYj)
2sW
cW

ΣγZ
T (−k2) . (D.4)

D.2 Vertex and wave-function correction
We treat the vertex contribution and the wave-function correction together. The reason is that
both corrections only contain poles and logarithms but no finite pieces. Also, as we will see, there
is a partial cancellation necessary to prove the universal behaviour of the potential correction.

The wave-function correction for a fermion/scalar i in the multiplet reads

δZχi =
{
T+
R , T

−
R

}
ii

α2
4π

(
1
ε
− ln m

2
W

µ2 + A0(mW )−A0(ξ1/2
W mW )

2m2
W

)

+ α

4π

(
cW
sW

T 3
R,ii −

sW
cW

Yi

)2
(

1
ε
− ln m

2
Z

µ2 + A0(mZ)−A0(ξ1/2
Z mZ)

2m2
Z

)
, (D.5)

see Appendix A.1.3 for the wino result and integrals.
The vertex correction is assembled in the standard way. As an example, we discuss the

diagram given in Figure D.1. Useful identities are[
T 3
R, T

+
R

]
= −T+

R ,
[
T 3
R, T

−
R

]
= T−R ,

[
T+
R , T

−
R

]
= −T 3

R . (D.6)

The diagram results in[(
T+
R T

+
R T
−
R

)
ik
T−R,jl +

(
T+
R T
−
R T
−
R

)
ik
T+
R,jl +

(
T−R T

+
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+
R

)
ik
T−R,jl +

(
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]
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=
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. (D.7)
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As T± are creation and annihilation operators, the linear combination T±T∓ is a diagonal matrix,
therefore we can simplify (T+

R T
+
R T
−
R )ikT−jl = (T+

R T
−
R )kkT+

R,ikT
−
R,jl, which makes the connection

to the tree-level apparent. Together with the loop attached to the lower line, the W -loops are
then proportional to the tree-level potential. The same diagram involving a Z-boson in the loop
is trivially proportional to the tree-level, as the index at the upper line did not change due to
Z-exchange.

For the W -exchange channel, we find for vertex and wave-function correction

δV W
(ij),(kl)

∣∣∣
WF/vertex

= V W
(ij),(kl)

(
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R
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R
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R

}
jj

+
{
T+
R , T

−
R
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+1
2
(
−T 3
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sW
cW

Yk

)
,mZ

)
+ V W

(ij),(kl)Ivertex

(
α

(
cW
sW

T 3
R,jj −
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)
(D.8)

the crucial observation here is that wave-function and vertex correction cancel such that there is
always the same term in the bracket, multiplying the tree-level potential. Furthermore note that
Yi = Yk and Yj = Yl. To obtain the final result, we have made use of the fact that

T+
R,ik(T

3
R,kk − T 3

R,ii) = T+
R,ik T−R,ik(T

3
R,kk − T 3

R,ii) = −T−R,ik , (D.9)

and that vertex and wave-function poles/logarithms cancel except for the common remnant.
Similar observations hold in the γ/Z exchange channels. To find the necessary cancellations, we
make use of (

T+
R T

3
RT
−
R + T−R T

3
RT

+
R

)
ii

= −T 3
R,ii +

{
T+
R , T

−
R

}
ii
T 3
R,ii . (D.10)

The terms proportional T 3T 3 receive the correction

δV T3T3
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∣∣∣
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)
. (D.11)
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For T 3Y -terms we find

δV T3Y
(ij),(ij)

∣∣∣
vertex/WF

= V T3Y
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(D.12)

and finally for Y 2 terms, we have the vanishing combination

δV Y Y
(ij),(ij)

∣∣∣
vertex/WF

= V Y Y
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)
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)
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D.3 Triple gauge vertex topologies
The structure of the triple gauge boson diagrams allows, in the case of the W -Yukawa potential,
only Wγ and WZ loops, as between the upper and lower line of the diagram, one charge unit
needs to be transferred. The structures appearing are the same as in the case of the wino, with
adjusted couplings. Note that, in addition, now further diagrams are in principle possible, as
multiply charged fermions are possible within general multiplets.

δV W
(ij),(kl)

∣∣∣
triple−vertex

= (−1)nQ 4πα2
k2 +m2

W

(
IWγ

3 gauge + IWZ
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)
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)
= V W
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(
2IWγ

3 gauge + 2IWZ
3 gauge

)
, (D.14)

where the various minus signs in the first equality stem from particle exchange for the triple
gauge boson vertex. Note that the abelian piece ∼ Y cancels among the diagrams. To obtain the
tree-level structure in the last line, we used Eq. (D.9) which flips the crucial signs. Similarly, for
γ/Z exchange, only a WW -loop is possible. We again decompose the correction into the T 3T 3

proportional terms

δV T3T3
(ij),(ij)

∣∣∣
triple−vertex

=
(

4πα
k2 + 4πα
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Z
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(
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(
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3 gauge

)
(D.15)
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where we have used that the triple-vertex changes sign under exchange of W+ ↔W−, leading to
structures of the form [T+

R , T
−
R ] = −T 3

R. Furthermore, there are the T 3Y terms

δV T3Y
(ij),(ij)

∣∣∣
triple−vertex

=
(

4πα
k2 −

4πα
k2 +m2

Z

)(
T 3
R,iiYj + T 3

R,jjYi
)
IWW

3 gauge

= V T3Y
(ij),(ij)I

WW
3 gauge (D.16)

and finally Y 2

δV Y Y
(ij),(ij)

∣∣∣
triple−vertex

= 0, (D.17)

which is understood from the unbroken theory. The triple gauge vertex stems from the W aW bW c

interaction. Two DM-gauge boson interactions are fixed to W , which leaves only one vertex to
mix W 3 into a photon or Z, therefore at maximum, we have T 3Y , but no Y 2 contribution.

D.4 Box topologies
For the W -Yukawa potential, the box corrections must involve exactly one W -boson, due to
charge conservation. Therefore there are four box and four crossed box diagrams possible. The
contribution reads

δV W
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∣∣∣
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(D.18)

we used the factor (−1)nQ already present for the tree-level potential to determine the sign due
to fermion flow (the signs for γ/Z are determined by T 3 and Y ). The first four lines give the box
contributions, whilst the last four lines denote crossed box contributions. The proportionality to
the tree-level contribution is evident, as each box diagram depends on (−1)nQ(T+T−+T−T+) in
the W -couplings. Furthermore, note that Yi = Yk and Yj = Yl, which together with the linearity
of Ibox in the couplings leads to

δV W
(ij),(kl)

∣∣∣
boxes

= (−1)nQ(T+
R,ikT

−
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2
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,mZ

)]
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= (−1)nQ(T+
R,ikT

−
R,jl + T−R,ikT

+
R,jl)

[
−Ibox (α2,mW ;α, 0)− Ibox

(
α2,mW ;αc

2
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s2
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,mZ

)]
(D.19)

where we observe that the hypercharge contribution drops, which is unsurprising, noting the
non-vanishing unbroken theory contribution arises from T aT b⊗T aT b−T aT b⊗T bT a. The colour
factor is the same as for the tree-level potential V W

(ij),(kl).
In the γ/Z-channels, only W -boson boxes are present. The reason is that possible γ/Z

boxes, if possible, are always accompanied by the respective crossed box counterparts. As there
would be no W ’s involved, i.e., the heavy DM content internally does not change, the crossed
boxes exactly cancel the regular box diagrams. We follow the decomposition in the previous
Sections and define corrections for T 3T 3, T 3Y and Y 2. The W -boxes are needed to cancel the
gauge dependence for T 3T 3, which is non-surprising considering the unbroken theory diagrams
T aT bT aT b that they originate from. The correction for the other linear combinations vanishes

δV T3T3
(ij),(ij)

∣∣∣
boxes

= Ibox
(
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+
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R,inT

+
R,mj ,mW ;α2T
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= 0 . (D.20)

Note that here the factor (−1)nQ does not appear, as two W -bosons are involved and therefore
(−1)2nQ = 1. The contribution is proportional to the tree-level T 3T 3 contribution and confirms
the findings of the wino case. We have used that Ibox is linear in the couplings and that(
T+
R T
−
R

)
ii

(
T−R T

+
R

)
jj

+
(
T−R T
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ii
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−
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+
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+
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+
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−
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= T 3
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]
ii

= −T 3
R,iiT

3
R,jj . (D.21)

D.5 No one-loop induced potentials

The above considerations cover off-diagonal channels with charge transfer from upper to lower
line of one, e.g. χ0χ0 → χ+χ− for the wino and diagonal channels with T 3 and Y couplings. In
principle, there are two further possibilities, which have no tree-level potential. One possibility is a
channel with charge change two from upper to lower line, e.g. in the quintuplet χ±±χ±± → χ0χ0.
The second possibility is a channel without charge change, but vanishing tree-level, e.g., the
χ0χ0 → χ0χ0 channel in the wino. Channels with higher charge change are not possible at
one-loop, as these would involve more than two W -bosons.

Both cases can only be realized with box diagrams. The charge zero transitions are covered
by T 3T 3 (the box part) above and vanish if the tree-level potential vanishes, as can easily be
seen from the expressions above (D.20). Similarly, for charge change two between the upper and
lower line

δV ∆Q=2
(ij),(kl) = Ibox

(
α2T

+
R,inT

−
R,jm,mW ;α2T

+
R,nkT

−
R,ml,mW

)
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+ Ibox
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as expected. Therefore, the NLO correction does not introduce any potentials in channels that
are not present at tree-level.





E

The wino soft function

In this Appendix, we present the one-loop calculation of the wino DM soft function, similar to
the corresponding Appendix C in [101]. In particular, we provide the technical details on the
soft function omitted in the main text (cf. Section 7.3) and give the necessary loop integrals for
real and virtual contributions. Furthermore, we introduce the rapidity regularization scheme
used throughout the main text. The soft integral results in this Appendix were independently
calculated by A. Broggio, C. Hasner, and the author. The linear combinations of integrals and
the resulting soft function coefficients were checked between C. Hasner and the author.

E.1 Rapidity regularization

Throughout this thesis, we use the rapidity regulator introduced in [110, 111], for all integrals
and functions of virtuality µ ∼ mW that suffer from rapidity divergences. From a technical
standpoint, this regulator amounts to changing the loop integrals from

µ̃4−d
∫

ddk

(2π)d =
∫

[dk] −→
∫

[dk] νη

|2k3|η
, (E.1)

with ν the analogue of the dimensional regularization scale µ, and µ̃ defined as in (A.1). The
newly introduced regulator needs to be expanded in the region under consideration, meaning
|2k3| = |(n+−n−) · k| → |n±k| in the (anti-)collinear limits. When calculating a specific integral,
we can proceed as in standard dimensional regularization. However, the limit η → 0 always has
to be taken before ε→ 0, i.e., η/εn → 0 for all n. Physically, this order of limits arises from the
requirement that the rapidity regularization has to keep the integrals on their invariant mass
hyperbola [111]. Furthermore, the sum of all rapidity poles in η necessarily cancels, as the full
theory is rapidity finite. If one considers the effective theory integrals as asymptotic expansions
of the finite full theory result, it is clear that the sum has to be finite in η. Finally, let us remark
that the above regulator preserves gauge invariance within the individually regulated sectors.
The result can be proven using exponentiation into Wilson lines [111].

E.2 Wino soft function

The integrated soft function in the factorization theorem is defined in (6.47). For wino dark
matter at NLL’, further simplifications are possible, as, e.g., only the 33 components of the
photon jet function contributes. Therefore, we find it convenient to calculate (6.48)

W
SU(2),ij
IJ,WY

wino NLL’−→ W
SU(2),ij
IJ,33 = Wwino,ij

IJ (E.2)
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v v

vv

n−

n+ n+

n−

Figure E.1: Diagrammatic representation of the one-loop soft function.

which covers all non-zero elements at NLL’ order. From a practical point, the calculation is
also more convenient if all Wilson lines can be evaluated at the same point. Therefore, we shift
the Wilson lines in (6.47) to x = 0 and then perform the n+y integration resulting in a delta
distribution

Wwino,ij
IJ (ω) =

∑∫
Xs

δ(ω − n−pXs)
〈

0
∣∣∣ T̄[[S†]jJ,V 3(0)]

∣∣∣Xs

〉〈
Xs

∣∣∣T[SiI,V 3(0)] |0
〉
. (E.3)

For nomenclature, we will use the diagrammatic representation sketched in Figure E.1. The
one-loop correction is associated with the connection of any two distinct (red) dots on the legs.
The integrals are then named after the legs, they are connected to, and are categorized as real or
virtual, depending on if they cross the cut (red/dashed). Therefore, for example, the soft gauge
boson that connects one of the v dots on the left, with n+ to the right of the cut, is called vn+
real integral.

To conclude this preface on the integral calculation, let us introduce the phase-space measure
for real integrals in light-cone coordinates∫

ddk θ(k0)δ(k2 −m2
W ) = 1

2

∫ ∞
0

dn+k

∫ ∞
0

dn−k

∫
dd−2k⊥δ(n+k n−k + k2

⊥ −m2
W )

= Ωd−2
2

∫ ∞
0
dn+k

∫ ∞
0
dn−k

∫ ∞
0
dkT k

d−3
T δ(n+k n−k − k2

T −m2
W ) , (E.4)

where k2
T = −k2

⊥ > 0, and the delta- and theta-functions from the Cutkosky rules enforce
n+k, n−k ≥ 0.

E.2.1 Virtual soft integrals

In this Section, the virtual integrals necessary for the soft function calculation are discussed.
Some of the results shown here are also presented in [98] in agreement with the results below.

The n+n− virtual integral

We begin with the n+n− virtual integral, i.e., the connection of n+n− line without crossing the
cut in Figure E.1. Therefore, pXs = 0, and after expanding the Wilson lines to the one-loop
order, we find

Ivirt.n+n− = −iĝ2
2δ(ω)(n+ · n−)

∫
[dk] νη

[k2 −m2
W + iε][n−k + iε][n+k − iε]|2k3|η

. (E.5)
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To evaluate the integral we begin by performing the contour integral in k0. To identify the
location of the residues, we write the integral as

Ivirt.n+n− = −2iĝ2
2δ(ω)µ̃2ε

∫
dk0dk3dd−2k⊥

(2π)d
νη

|2k3|η

× 1
[(k0)2 − E2

k + iε][k0 − k3 + iε][k0 + k3 − iε] , (E.6)

where E2
k = (k3)2 +k2

T +m2
W . The location of the poles in k0 depends on the sign of k3. Therefore,

we distinguish the positive and negative k3 regime, which has the additional advantage, that
we can remove the absolute value in the rapidity regularization factor |2k3|η. For k3 > 0 there
are four poles in k0 located at ±(Ek − iε), and ±(k3 − iε), two in the upper and two in the
lower half-plane. We close the contour in the lower half-plane, thereby picking up a factor −2πi.
For k3 < 0, the poles in ±(k3 − iε) move from positive to negative k0 domain, and vice versa.
Therefore, after k0 integration, we are left with

Ivirt.n+n− = 2iĝ2
2δ(ω)µ̃2ε

∫
dd−2k⊥
(2π)d

{∫ ∞
0

dk3 νη

(2k3)η
2πi

k2
T +m2

W

[ 1
2Ek

− 1
2k3 − iε

]

+
∫ 0

−∞
dk3 νη

(−2k3)η
2πi

k2
T +m2

W

[ 1
2Ek

− 1
2k3 − iε

]}
. (E.7)

The first terms in the two square brackets (E.7) give the same contribution, as can be seen by
replacing k3 → −k3 in either. The following integrals in k3 and k⊥ are straightforward and yield

− ĝ2
2

4π2 δ(ω)
(

µ

mW

)2ε
eγEε

(
ν

mW

)η Γ
(1

2 −
η
2
)
Γ
(
ε+ η

2
)

2η π 1
2 η

. (E.8)

The second terms in the square brackets of (E.7) lead to a purely imaginary part that is associated
with an electroweak Glauber mode [179], as pointed out in [99]. However, the soft function
correctly captures this term, making further factorization unnecessary. The k3 integral in these
terms leads to∫

dk3 (−2πi)νη
[2k3 − iε]|2k3|η

=
∫ ∞

0
dk3 (−2πi)νη

(2k3)η
[ 1

2k3 − iε
+ 1
−2k3 − iε

]
= (−iπ)νηπ csc(πη)

(
(−iε)−η − (iε)−η

)
= (2π2)νη csc(πη) ε−η sin(η π/2)

= π2 +O(η) , (E.9)

independent of iε to O(η0). Performing the final k⊥ integral, and summing both contributions
leads to the final result

Ivirt.n+n− = − ĝ
2
2δ(ω)
4π2

(
µ

mW

)2ε( ν

mW

)η
eγEε

[
Γ
(1

2 −
η
2
)
Γ
(
ε+ η

2
)

2η π 1
2 η

−
Γ
(
ε+ η

2
)

Γ
(
1 + η

2
) ( i π

2 +O(η)
)]

= − α̂2
2πδ(ω)

[
− 1
ε2

+ 2
εη
− iπ

ε
+ 2
ε

ln mW

µ
− 2
ε

ln mW

ν
− 4
η

ln mW

µ

+π2

12 + 2πi ln mW

µ
− 2 ln2 mW

µ
+ 4 ln mW

µ
ln mW

ν

]
. (E.10)
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vn+ and vn− virtual integrals

The virtual integrals vn+ and vn− yield the same integral, as the soft function is symmetric
under exchange of n+ ↔ n−, in the virtual parts. The relevant integral for this initial-final state
virtual soft correction is

Ivirt.vn+ = −iĝ2
2δ(ω)(v · n+)

∫
[dk] νη

[k2 −m2
W + iε][n+k − iε][v · k − iε]|2k3|η

. (E.11)

As above for Ivirt.n+n− , the integral can be performed using residue calculus. The contour integration
in k0 again has four poles in the complex plane. Only one of these is located in the lower
half-plane at Ek − iε. Therefore, we close the contour in the lower half-plane, for both positive
and negative k3-region, as distinguished by the rapidity factor. The sum of both k3 cases can be
easily integrated in k3, k⊥, and yields

Ivirtvn+ = − ĝ2
2

8π2 δ(ω)
(

µ

mW

)2ε ( ν

mW

)η
eγEε

Γ
(1

2 −
η
2
)
Γ
(
ε+ η

2
)

2η π 1
2 η

= − α̂2
4πδ(ω)

[
− 1
ε2

+ 2
εη

+ 2
ε

ln mW

µ
− 2
ε

ln mW

ν
− 4
η

ln mW

µ

+π2

12 + 4 ln mW

µ
ln mW

ν
− 2 ln2 mW

µ

]
. (E.12)

The vv virtual integral

The final virtual integral corresponds to the connection of the two heavy DM Wilson lines. The
integral reads

Ivirt.vv = −iĝ2
2δ(ω)(v · v)

∫
[dk] 1

[k2 −m2
W + iε][k0 + iε][k0 − iε] . (E.13)

The integral is rather simple to evaluate. However, one has to note that the pinched k0 = ±iε
poles are not supposed to be picked up. The reason is that they reproduce the potential region
and are already taken into account when solving the Schrödinger equation with the LO potential.
The integral evaluates to

Ivirt.vv = − α̂2
2πδ(ω)

[
1
ε

+ ln µ2

m2
W

]
. (E.14)

E.2.2 Real soft integrals

The real integrals are defined in analogy to the virtual integrals, replacing the gauge boson
propagators with

1
k2 −m2

W + iε
→ −2πi δ(k2 −m2

W ) θ(k0) , (E.15)

following the Cutkosky rules. Rapidity regularization is still necessary and leads to the appearance
of star distributions [170]. For star distribution definitions and identities, we point to Section 7.2.1
in the main text, where the treatment is discussed in the context of the intermediate resolution
recoiling jet function. Again some of the integrals are also discussed in [98], with which the
results agree.
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The n+n− real integral

Beginning with the n+n− real integral

Irealn+n− = (n+ · n−) ĝ2
2

∫
[dk] −2πδ

(
k2 −m2

W

)
θ(k0)

(n+k)(n−k) δ(ω − n−k) νη

|2k3|η
, (E.16)

we perform the trivial n−k integration over the delta-function δ(ω − n−k). This leaves

Irealn+n− = − α̂2e
γEε

2π2−ε µ
2ενη

∫
d(n+k) dd−2kT

δ(ωn+k − k2
T −m2

W )θ(ω + n+k)
ωn+k |n+k − ω|η

. (E.17)

The second integral in n+k is also simple due to the additional delta function. Note that the
Heaviside function can be dropped, as it only ensures n+k > −ω. However, as ω is positive, and
as furthermore k2

T +m2
W > 0, the Heaviside function does not introduce any restriction beyond

the information encoded in the delta-function. The integral becomes

Irealn+n− = − α̂2e
γEε

πΓ(1− ε) µ
2εωη−1νη

∫ ∞
0

dkT
k1−2ε
T

k2
T +m2

W

1∣∣k2
T +m2

W − ω2
∣∣η . (E.18)

To carry out the integral over kT , we have to remove the absolute value and distinguish the
various cases. Above, we have pulled a factor of ωη into the absolute value as ω is positive. The
relevant cases for the absolute value are: Either mW > ω, in which, case the absolute value can
be dropped, as kT ,mW > 0. Secondly, if ω > mW , then the integrand is split into an integral
from 0 to

√
ω2 −m2

W with a factor (−1)η to remove the absolute value, and a second integral

from
√
ω2 −m2

W to ∞, where the absolute value can be dropped altogether.
For additional emphasis, on the arising structures, we substitute the dimensionless quantities

k′T = kT /mW and ω′ = ω/mW . The integral then reads

Irealn+n− = − α̂2
π

(
µ2eγE

m2
W

)ε(
νω

m2
W

)η 1
ωΓ(1− ε)

∫ ∞
0

dk′T
k′1−2ε
T(

k′2T + 1
) ∣∣k′2T + 1− ω′2

∣∣η . (E.19)

We begin with ω′ < 1, in which case the absolute value can be dropped and we find for the
integration

Irealn+n− = − α̂2
2π

(
µ2eγE

m2
W

)ε(
νω

m2
W

)η 1
ωΓ(1− ε)

{(
ω′
)−2η Γ(ε+ η)Γ(1− ε− η)

+
(
1− ω′2

)1−ε−η Γ(1− ε)Γ(ε+ η − 1)
Γ(η) 2F1

(
1, 1− ε, 2− ε− η, 1− ω′2

)}
(E.20)

with 2F1 the hypergeometric function, exact to all orders in both ε and η. The terms in the
curly brackets are finite for ω, η → 0, hence the only rapidity poles may arise from ωη−1m−ηW =
δ(ω)
η +

[
1
ω

][mW ]

∗
+O(η). The delta-distribution term, therefore requires an expansion up to O(η) in

the curly brackets. However, in this term due to the multiplication with δ(ω′), we can set ω′ = 0,
which allows to simplify the hypergeometric function. The term involving the star distribution
requires to keep ω′ general, however, only terms up to O(η0) have to be retained in the curly
bracket. Hence, we can write

Irealn+n− = − α̂2
2π

(
µ2eγE

m2
W

)ε(
ν ω

m2
W

)η Γ(ε+ η)
ωΓ(1 + η) +O(η, ε)
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= − α̂2
2π

[
δ(ω)

(
− 1
ε2

+ 1
ε η

+ 1
η

ln µ2

m2
W

+ 1
ε

(
− ln µ2

m2
W

+ ln ν

mW

)

+ π2

12 −
1
2 ln2 µ2

m2
W

+ 1
2 ln µ2

m2
W

ln ν2

m2
W

)

+
[ 1
ω

][mW ]

∗

(
1
ε

+ ln µ2

m2
W

)]
. (E.21)

In the second case ω′ > 1, we will show that the integral can be written in the same form as
above, i.e., that the same result applies for all ω ≥ 0. Therefore, going back to the kT integral,
we distinguish the two regions∫ ∞

0
dk′T

k′1−2ε
T(

k′2T + 1
) ∣∣k′2T + 1− ω′2

∣∣η =
∫ √ω′2−1

0
dk′T

k′1−2ε
T(

k′2T + 1
) (
k′2T + 1− ω′2

)η
+
∫ ∞
√
ω′2−1

dk′T
k′1−2ε
T(

k′2T + 1
) (
−k′2T − 1 + ω′2

)η . (E.22)

The two resulting integrals can be evaluated to∫ √ω′2−1

0
dk′T

k′1−2ε
T(

k′2T + 1
) (
k′2T + 1− ω′2

)η
=
(
ω′2 − 1

)1−ε−η
2

Γ(1− ε)Γ(1− η)
Γ(2− ε− η) 2F1(1, 1− ε, 2− ε− η, 1− ω′ 2) ,∫ ∞

√
ω′2−1

dk′T
k′1−2ε
T(

k′2T + 1
) (
−k′2T − 1 + ω′2

)η
=
(
ω′2 − 1

)−ε (1− ω′2)−η
2

Γ(1− η)Γ(ε+ η)
Γ(1 + ε) 2F1

(
1, ε+ η, 1 + ε,

1
1− ω′2

)
. (E.23)

The following discussion is analogous to the previous discussion on ω′ < 1. If appropriately
expanded to O(η, ε), the same result as in (E.21) is found.

The vn+ real integral

For real integrals, contrary to the virtual calculation above, vn+ and vn− yield distinct results.
The vn+ real integral is given by

Irealvn+ = (v · n+)ĝ2
2

∫
[dk]

(
−2πδ(k2 −m2

W )θ(k0)
)

(v · k)(n+k) δ(ω − n−k) νη

|2k3|η
. (E.24)

The integration in the light-cone components n+k, n−k can be performed using both delta-
functions

Irealvn+ = − α̂2
π

µ2εeεγE

Γ(1− ε)ν
ηωη+1

∫ ∞
0

dkT
k1−2ε
T

k2
T +m2

W

1
ω2 + k2

T +m2
W

1∣∣ω2 − k2
T −m2

W

∣∣η . (E.25)

Other than in the n+n− case above, there is no rapidity divergence for ω, η → 0, as marked by
the different prefactor ωη+1 which is finite in these limits. Therefore, we can perform the integral
setting η to 0, which results in a standard easily solved integral

Irealvn+ = − α̂2e
εγE

2πω µ2εΓ(ε)
(
m−2ε
W − (m2

W + ω2)−ε
)

+O(η)
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= − α̂2
2π

1
ω

ln
(
m2
W + ω2

m2
W

)
+O(η, ε) , (E.26)

which is finite. When combining this integral with other terms that contain, e.g., star-distributions,
we may replace 1

ω →
[

1
ω

]
∗
, as the integral is finite for ω → 0, meaning ω−1 is equivalent to the

star-distribution in this particular case.

The vn− real integral

The integral for the vn− real combination can be derived from the two previous integrals. To
this end, we use the identity

(n+ · n−)
(n+k)(n−k) −

(v · n+)
(v · k)(n+k) = (v · n−)

(n−k)(v · k) , (E.27)

which means that the integral obeys the relation

Irealvn− = Irealn+n− − I
real
vn+ . (E.28)

The vv real integral

Finally, we consider the real contribution connecting the two heavy DM Wilson lines. The
starting expression is

Irealvv = (v · v) ĝ2
2

∫
[dk] 1

(v · k)2 (−2πδ(k2 −m2
W )θ(k0))δ(ω − n−k) νη

|2k3|η
. (E.29)

As before, the light-cone components of the loop integral can easily be evaluated using the two
delta-functions, and yield

Irealvv = −2α̂2
π

µ2εeεγEνη

Γ(1− ε) ω
η+1

∫ ∞
0

dkT
k1−2ε
T(

ω2 + k2
T +m2

W

)2 1∣∣ω2 − k2
T −m2

W

∣∣η . (E.30)

As for the vn+ integral, the integral is finite in the limits ω, η → 0. Therefore, we can again
expand to O(η), which allows to perform the kT integral

Irealvv = −2α̂2
π

µ2εeεγE

Γ(1− ε) ω
∫ ∞

0
dkT

k1−2ε
T(

ω2 + k2
T +m2

W

)2 +O(η)

= − α̂2
π
εΓ(ε)µ2εeεγEω

(
1

m2
W + ω2

)1+ε

+O(η)

= − α̂2
π

ω

m2
W + ω2 +O(η, ε) . (E.31)

The same result can also be obtained by retaining the full η-dependence and then expanding the
hypergeometric functions that arise in this case. The integral is finite in both dimensional and
rapidity regularization. The latter is expected, as the rapidity divergences are associated with
the overlap of soft and (anti-)collinear contributions. As the heavy DM does not contribute to
the (anti-)collinear physics, a rapidity divergence is not expected in the first place.
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E.3 Wino soft functions in momentum space

In this Appendix we give the individual components of the index-contracted soft function as
defined in (6.48) and (E.3) for the wino model. For the operator combination ij = 11 we find

Wwino,11
(00)(00)(ω, µ, ν) = Wwino,11

(00)(+−)(ω, µ, ν) = W 11
(+−)(00)(ω, µ, ν) = W 11

(+−)(+−)(ω, µ, ν)

= δ(ω) + α̂2
4π

[
δ(ω)(−16) ln mW

µ
ln mW

ν
+
[ 1
ω

][mW ]

∗
(−16) ln mW

µ

]
. (E.32)

The operator combinations ij = {12, 21} are given by

Wwino,12
(00)(00)(ω, µ, ν) = Wwino,21∗

(00)(00) (ω, µ, ν)

= α̂2
4π

[
δ(ω) (8 + 8πi) ln mW

µ
+
[ 1
ω

][mW ]

∗
8 ln

(
m2
W + ω2

m2
W

)]
,

Wwino,12
(00)(+−)(ω, µ, ν) = Wwino,21∗

(+−)(00)(ω, µ, ν)

= δ(ω) + α̂2
4π

[
δ(ω)

(
(4 + 4πi) ln µ

mW
− 16 ln mW

µ
ln mW

ν

)
+
[ 1
ω

][mW ]

∗

(
−4 ln

(
m2
W + ω2

m2
W

)
+ 8 ln µ2

m2
W

)]
,

Wwino,12
(+−)(00)(ω, µ, ν) = Wwino,21∗

(00)(+−)(ω, µ, ν) = Wwino,12
(00)(00)(ω, µ, ν) ,

Wwino,12
(+−)(+−)(ω, µ, ν) = Wwino,21∗

(+−)(+−)(ω, µ, ν)

= Wwino,12
(00)(+−)(ω, µ, ν) + α̂2

4π

[ 1
ω

][mW ]

∗
(−2) ln

(
m2
W + ω2

m2
W

)
. (E.33)

Finally, the operator combination ij = 22 is

Wwino,22
(00)(00)(ω, µ, ν) = α̂2

4π

[ 1
ω

][mW ]

∗

(
8 ln

(
m2
W + ω2

m2
W

)
− 8 ω2

m2
W + ω2

)
,

Wwino,22
(00)(+−)(ω, µ, ν) = Wwino,22∗

(+−),(00)(ω, µ, ν)

= α̂2
4π

[
δ(ω) (8− 8πi) ln mW

µ
+
[ 1
ω

][mW ]

∗

(
4 ln

(
m2
W + ω2

m2
W

)
+ 4 ω2

m2
W + ω2

)]

Wwino,22
(+−)(+−)(ω, µ, ν) = δ(ω) + α̂2

4π

[
δ(ω)

(
−8 ln mW

µ
− 16 ln mW

µ
ln mW

ν

)
+
[ 1
ω

][mW ]

∗

(
−6 ln

(
m2
W + ω2

m2
W

)
− 2 ω2

m2
W + ω2 + 8 ln µ2

m2
W

)]
. (E.34)

Let us remark, that Ireal
vv only contributes to the ij = 22 operator combination. The reason lies

in the fact, that for operator O1 (6.28) the relevant Wilson line structure reads[
Y †v T

AB
1 Yv

]
ab

= δAB
[
Y †v Yv

]
ab

= δABδab , (E.35)

to all orders. Correspondingly, the virtual heavy DM Wilson line only correction Ivirt.
vv cannot

appear for ij = 11.
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E.4 Expressions for the resummed wino soft coefficients Ŵ ij
IJ

In this Section, we collect all inverse Laplace transformed soft coefficients Ŵwino, that are
necessary for NLL’ resummation. The corresponding discussion of the respective Laplace
transformations and functions is given in Section 7.3, and the coefficients Ŵwino

IJ defined in (7.62).
The inverse Laplace transforms F (ω), P (ω) are defined in (7.64), (7.65), respectively. For the
index combination ij = 11, the coefficients read

Ŵ 11
(00)(00)(ω, µs, ν) = Ŵ 11

(00)(+−)(ω, µs, ν) = Ŵ 11
(+−)(00)(ω, µs, ν) = Ŵ 11

(+−)(+−)(ω, µs, ν)

=
(

1 + α̂2
4π (−16) ln mW

µs
∂η

)
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
. (E.36)

We emphasize that η is defined in (7.34) and is not to be confused with the rapidity regulator
used for the loop integral calculation (cf. Section E.1). For the operator combination ij = 12, we
find

Ŵ 12
(00)(00)(ω, µs, ν) = Ŵ 12

(+−)(00)(ω, µs, ν)

= α̂2
4π

[
(8 + 8πi) ln mW

µs

]
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
+ α̂2

4π [8F (ω)] ,

Ŵ 12
(00)(+−)(ω, µs, ν) =

[
1 + α̂2

4π

((
−16 ln mW

µs
∂η

)
− (4 + 4πi) ln mW

µs

)]
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
+ α̂2

4π [−4F (ω)] ,

Ŵ 12
(+−)(+−)(ω, µs, ν) = Ŵ 12

(00)(+−)(ω, µs, ν) + α̂2
4π [−2F (ω)] . (E.37)

The combination ij = 21 is related to ij = 12 by complex conjugation and exchange of two-
particles states IJ → JI, via

Ŵ 21
(00)(00)(ω, µs, ν) = Ŵ 12∗

(00)(00)(ω, µs, ν)
Ŵ 21

(00)(+−)(ω, µs, ν) = Ŵ 12∗
(+−)(00)(ω, µs, ν)

Ŵ 21
(+−)(00)(ω, µs, ν) = Ŵ 12∗

(00)(+−)(ω, µs, ν)
Ŵ 21

(+−)(+−)(ω, µs, ν) = Ŵ 12∗
(+−)(+−)(ω, µs, ν) . (E.38)

The last operator combination is ij = 22

Ŵ 22
(00)(00)(ω, µs, ν) = α̂2

4π [8F (ω)− 8P (ω)] ,

Ŵ 22
(00)(+−)(ω, µs, ν) = Ŵ 22∗

(+−)(00)(ω, µs, ν)

=
[
α̂2
4π (8− 8πi) ln mW

µs

]
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
+ α̂2

4π [4F (ω) + 4P (ω)] ,

Ŵ 22
(+−)(+−)(ω, µs, ν) =

[
1 + α̂2

4π

((
−16 ln mW

µs
∂η

)
− 8 ln mW

µs

)]
e−γEη

Γ(η)
1
ω

(
ω

ν

)η
+ α̂2

4π [−6F (ω)− 2P (ω)] . (E.39)





F

Merging and differential spectra

In this Appendix, we provide the technical details on merging differential and cumulative cross-
sections between the various resolution cases and the PPPC4DM [175] as presented in the main
text (cf. Chapter 8). Furthermore, we discuss implementing the wino and Higgsino dark matter
model using the PPPC4DM, and a technical addition to ensure an appropriate matching procedure.
The technical addition and merging of PPPC4DM and the resummed intermediate endpoint results
were originally developed by M. Vollmann (PPPC4DM and merging to intermediate resolution) and
independently checked and implemented by the author to supply fully differential spectra away
from the endpoint.

F.1 Merging procedures

To merge the differential and cumulative cross-section between narrow Eγres ∼ m2
W /mχ and

intermediate Eγres ∼ mW resolution calculation, we define the following function

w1(x, ε) =


0 if ε < 1− x

1
1−4ε

(
1− 1−x

ε

)
if 4ε2 ≥ 1− x ≥ ε

1 if 1− x < 4ε2
(F.1)

with ε = mW /(2mχ), chosen as some resolution-dependent logarithms for intermediate resolution
are typically dependent on xγ = 2Eγres/mW = 1

ε − 2Eγ/mW (cf. Section 5 and Appendix E
of [101]). We use the dimensionless variable x = Eγ/mχ. In this way, x = 1 correspond to the fully
exclusive case χ0χ0 → γγ, whilst x = 0 describes the fully inclusive χ0χ0 cross-section. The above
function is chosen so that it vanishes if the photon energy is within the intermediate resolution
regime. The lower boundary of the intermediate resolution regime is chosen at Eγres = mW /2.
Other choices are possible, as well. However, the above value still leaves separation to the
narrow resolution boundary chosen at 4ε2 = m2

W /m
2
χ. This choice enables a smooth merging

procedure also for low DM mass value mχ ∼ 500 GeV. The narrow resolution boundary is
picked such that it is well above the Z-pole at Eγres = m2

Z/(4mχ). In fact, we start the merging
at the W+W−γ threshold to ensure an extended enough merging region between narrow and
intermediate resolution calculation. We tested that varying the boundaries within factors of
two, without overlapping narrow and intermediate resolution regimes, produces similar results
within the theoretical uncertainty determined in the main text for cumulative results. For mass
values above mχ ∼ 1 TeV, this also holds for the differential spectrum. Some changes can be
visible at small mass values, as the narrow and intermediate calculation do not merge perfectly
in the differential spectrum for low masses. However, as stated, the differences in the cumulative
cross-sections are always negligible. The cross-section is then merged, with the linear function
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w1 between the boundaries using

d(σv)
dx

∣∣∣∣
merged

= w1(x, ε) d(σv)
dx

∣∣∣∣
narrow

+ (1− w1(x, ε)) d(σv)
dx

∣∣∣∣
intermediate

(F.2)

and analogously for the cumulative cross-section. For the merging to the PPPC4DM implemented
as discussed below, we define a second function in the same spirit

w2(x, ε) =


0 if min(20ε, 0.5) ≤ 1− x ≤ 1
1− 1−x−min(4ε,0.2)

min(20ε,0.5)−min(4ε,0.2) if min(4ε, 0.2) ≤ 1− x ≤ min(20ε, 0.5)
1 if 0 ≤ 1− x ≤ min(4ε, 0.2)

(F.3)

The boundaries of the validity regions are picked, such that the PPPC4DM prediction is taken as
the true value within the boundaries of the minimum of 0.5 or 20ε, where the former is motivated
for small masses where mW and mχ might be rather close. The latter is chosen to allow for an
extended merging region between intermediate and PPPC4DM calculation. The lower boundary,
where the intermediate resolution calculation is taken as the true value is set at the minimum of
4ε and 0.2, with the latter again necessitated to cover the low mass regime. Note that in this
way, there is no overlap between narrow/intermediate and intermediate/PPPC4DM merging, as
long as 4mW > mχ. The differential cross-section, and analogously the cumulative counterpart,
are then merged according to

d(σv)
dx

∣∣∣∣
full merged

= w2(x, ε) d(σv)
dx

∣∣∣∣
merged

+ (1− w2(x, ε)) d(σv)
dx

∣∣∣∣
PPPC4DM

. (F.4)

F.2 PPPC4DM implementation

The PPPC4DM [175] provides the electroweak parton shower prediction away from the endpoint,
using Monte-Carlo event generators and the EW evolution equations following [180]. In our
implementation, we use

d(σv)
dx

∣∣∣∣
PPPC4DM

= 2
∑
I,J

SIJ

[
Γ̂WW
IJ

dNWTWT→γ+X
dx

+ Γ̂ZZIJ
dNZTZT→γ+X

dx

+Γ̂γZIJ
dNγZT→γ+X

dx
+ Γ̂γγIJ

dNγγ→γ+X
dx

]
(F.5)

to generate the PPPC4DM prediction, where the functions dN/(dx) are supplied within the package.
The tree-level annihilation matrices Γ̂ in method-II [86] are given below for the wino and Higgsino
model. Finally, the Sommerfeld factors are calculated as in the main text (6.25). For definiteness,
we do evaluate the tree-level annihilation matrices using running couplings at two-loops at the
scale µh = 2mχ.

In principle, this suffices to generate the PPPC4DM prediction. However, the provided interpo-
lating tables are not very dense for x ≥ 0.7, i.e., precisely in the region where we want to merge
to the resummed endpoint results discussed in the main text. To ensure a smooth matching
procedure, we therefore add further points to these tables. We identified that the dominant
contribution in the merging region 1 − x � 1 comes from the splittings associated with the
tree-level χχ → W+W−. Of the needed splitting function, the dominant contribution can be
approximated by

dNWT→γ
d ln x ≈

∫ 1

x
dz DEW

WT→γ(z)
dNMC

γ→γ
d ln x

(
zmχ,

x

z

)
(F.6)
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where the splitting kernel DEW is given by [180]

DEW
WT→γ(z) = α

2π · 2
[

z

1− zL(1− z) +
(1− z

z
+ z(1− z)

)
ln 1
ε2

]
. (F.7)

This approximation merges very well with the existing points and allows a smooth merging
into the region where the endpoint results have superior accuracy (cf. Chapter 8). The massive
logarithm L(x) following [180] is given by

L(x) = ln
m2
χx

2

m2
W

+ 2 Re

ln

1 +

√√√√1− m2
W

x2m2
χ

 (F.8)

As we do not have the Monte-Carlo results available in this region, we use the leading approxi-
mation for 1− x→ 0, which is given by the delta-function contribution, up to corrections of the
order of the electromagnetic coupling

dNMC
γγ→γ+X
dx

= 2 δ(1− x) +O(α) . (F.9)

Wino tree-level annihilation matrices
The necessary tree-level annihilation matrices for the wino in method-II read [74, 85]

Γ̂WW = πα̂2
2

m2
χ

(
1 1√

2
1√
2

1
2

)
, Γ̂ZZ = πα̂2

2
m2
χ

(
0 0
0 ĉ4

W

)
,

Γ̂γZ = πα̂2
2

m2
χ

(
0 0
0 2ŝ2

W ĉ
2
W

)
, Γ̂γγ = πα̂2

2
m2
χ

(
0 0
0 ŝ4

W

)
, (F.10)

where the matrix entries refer to the state vector (00,+−)T

Higgsino tree-level annihilation matrices
The necessary tree-level annihilation matrices for the Higgsino in method-II read [74, 84]

Γ̂WW = πα̂2
2

16m2
χ

 1 1
√

2
1 1

√
2√

2
√

2 2

 ,

Γ̂ZZ = πα̂2
2

16ĉ4
Wm

2
χ


1
2

1
2

1√
2(ĉ2

W − ŝ2
W )2

1
2

1
2

1√
2(ĉ2

W − ŝ2
W )2

1√
2(ĉ2

W − ŝ2
W )2 1√

2(ĉ2
W − ŝ2

W )2 (ĉ2
W − ŝ2

W )4

 ,

Γ̂γZ = πα̂2
2ŝ

2
W

2ĉ2
Wm

2
χ

0 0 0
0 0 0
0 0 (ĉ2

W − ŝ2
W )2



Γ̂γγ = πα̂2
2

m2
χ

0 0 0
0 0 0
0 0 ŝ4

W

 , (F.11)

where the matrix entries refer to the state vector (11, 22,+−)T .
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