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Abstract. The current status of the development for emotion recogni-
tion systems in cars is mostly focused on camera-based solutions which
consider the face as the main input data source. Modeling behavior of
the driver in automotive domain is also a challenging topic which has
a great impact on developing intelligent and autonomous vehicles. In
order to study the correlation between driving behavior and emotional
status of the driver, we propose a multimodal system which is based on
facial expressions and driver specific behavior including steering wheel
usage and the change in vehicle acceleration. The aim of this work is
to investigate the impact of integration of driver behavior into emotion
recognition systems and to build a structure which continuously classi-
fies the emotions in an efficient and non-intrusive manner. We consider
driver behavior as the typical range of interactions with the vehicle which
represents the responses to certain stimuli. To recognize facial emotions,
we extract the histogram values from the key facial regions and combine
them into a single vector which is then used to train a SVM classifier.
Following that, using machine learning techniques and statistical meth-
ods two modules of abrupt car maneuvers counter, based on steering
wheel rotation, and aggressive driver predictor, based on a variation of
acceleration, are built. In the end, all three modules are combined into
one final emotion classifier which is capable of predicting the emotional
group of the driver with 94% of accuracy in sub-samples. For the eval-
uation we used a real car simulator with 8 different participants as the
drivers.
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1 Introduction

The recognition of emotions has wide implications in the different applications
and recently got the attention of the researchers in the field of automotive for the
purpose of driver fatigue detection [9,41,45,54], human-car interaction [9,29] and
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respectively the highly and fully autonomous driving scenarios [21,37]. Accord-
ing to the 7-38-55 Rule, 93% of human communication is performed through
nonverbal means, which consist of facial expressions, body language and voice
tone [38]. Therefore, a system which aims at automatically analyzing the emo-
tions of humans should mainly focus on these non-verbal channels. This research
field respectively is called Affective Computing which is an emerging research
field in enabling intelligent systems to recognize human emotions. The main
challenges in automated affect recognition are head-pose variations, illumination
variations, registration errors, occlusions, identity bias and (subject-independent
affect recognition) [47]. The most common approach in the field of affective clas-
sification are multimodal methods. The general aim of multimodal fusion is to
increase the accuracy and reliability of the estimates. Based on empirical stud-
ies and statistical measures, multimodal systems were consistently more accu-
rate than their unimodal counterparts, with an average improvement of 9.83%
(median of 6.60%) [14,43]. Fusion of multiple modalities into one single final
output is a challenging task. The right fusion method highly depends on the
underlying data. Common fusion techniques in the field of affective computing
are feature-level fusion, kernel-based fusion, model-level fusion, score-level fusion,
decision-level fusion, and hybrid approaches [14,43,44,53]. The most common
fusion techniques are feature-level fusion and decision-level fusion. In feature-
level fusion the data from separate modalities are first aggregated and then used
as a single input into one model. In decision-level fusion each modality has its
own trained model, and the predictions are then combined to a single output.

Moreover, most of the state-of-the-art systems have high complexities and
are mostly benchmarked in ideal environments and on powerful computers with
access to Graphics Processing Units (GPUs) [10,14,39,43]. This limits the appli-
cability of using such systems for in-cabin environments due to the existing lim-
itations regarding computation power in such environments. Considering this,
no publicly accessible research, to this date, aims at enabling automated, robust
affect recognition for car-drivers on embedded devices. In this work, we propose
a system which is designed exclusively for in-cabin environments to tackle the
important challenges of affect recognition in automotive and help to increase
the emotional awareness of in-cabin environment by investigating the behavior-
related modalities of the driver through monitoring the steering wheel for per-
formed maneuvers and the change in acceleration of the car. We study (RQ1)
the effects of emotions on behavior of the driver while driving, (RQ2) modeling
the change in acceleration and steering wheel usage by the driver, according to
the current emotional status and (RQ3) will try to demonstrate the benefits of
multimodality in emotion recognition systems for robust predictions.

In the following remainder, we discuss in Sect. 2 relevant state-of-the-art
methods in affective computing. Based on this knowledge, we tackle the afore-
mentioned challenges of automatic emotion recognition for in-cabin environ-
ments with the help of our proposed approach at Sect. 3. In Sect. 4 we represent
the integration of the considered modalities into our system beside the achieved
results, and finally, in Sect. 5 we draw an outlook and list the open directions
and challenges for future studies.
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2 Related Works

Ekman and Friesen [17] proposed 6 universal human emotions (anger, disgust,
fear, happiness, sadness, and surprise) and respectively developed the Facial
Action Coding System (FACS). Their system interprets one or more facial mus-
cle as Actions Units (AU) and the predefined combination of AUs represents
one of the emotions. FACS acts as a basis for most of the automatic facial emo-
tion recognition systems. Similarly, EMFACS (Emotional Facial Action Coding
System) [18] which includes only emotion-related action units, is among the
widely used systems. Alshamsi et al. [2] proposed a method for real-time emo-
tion recognition on mobile phones. The system has two main parts as feature
extraction and emotion classification. In order to extract features, authors label
every pixel of a frame as 0 or 1 based on the intensity of pixels using BRIEF
binary descriptor [7] a.k.a appearance-based approach. BRIEF differs from its
competitors with higher recognition rates. Feature extraction step, can process 15
frames/second on mobile phones and as a result generates the 256-bit feature vec-
tor. Authors used the K-Nearest Neighbor (KNN) classification algorithm which
uses Euclidean distance to compute the nearest point and requires minimal data
distribution information. The trained system could achieve around 85% accuracy
on a classification of 6 basic emotions using Cohn-Kanade dataset. Performance
of BRIEF feature extractor outperforms previously used methods as Similar-
ity Normalized Shape Features (SPTS) and Canonical Normalized Appearance
(CAPP) [52]. Combination of SPTS and CAPP achieves 83% average detection
rate which is still lower than BRIEF.

The majority of the researches in this field are focused on emotion recog-
nition using a combination of several modules, but none of them considered
classifying the emotions of driver based on his behavior during the ride. Behav-
ior can be defined as the typical velocity and movements of body parts which
then may be used to imply emotions as interest or boredom [4]. Some works
with the help of biometric devices try to evaluate the stress, and the distraction
level of the driver with the help of biometric devices like electroencephalogram
(EEG) checkers [16,23]. Kamaruddin and Wahab [28] investigated the correla-
tion between drivers speech and behavior in order to build a driver emotional
indicator system. Their main goal was to identify the behavioral state of the
driver through speech emotion recognition. For this purpose, they use the Mel
Frequency Cepstral Coefficient (MFCC) [8] to extract features from the audio
signals of a driver. Then these features were used to classify speech into 4 states
of driver behavior, specifically as talking, sleeping, laughing and neutral. As a
classifier, three different methods of Multi-Layer Perceptron (MLP) and a fuzzy
neural network such as Adaptive Neuro-Fuzzy Inference System (ANFIS) and
Generic Self-organizing Fuzzy Neural Network (GenSoFNN) were considered in
their work. Dataset to train models was built from the mix of Real-time Speech
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Driving Dataset (RtSD) [32], Berlin Emotional Speech Database (Emo-DB) [5]
and NAW dataset [27]. Unlike the previous works, they not only consider words
and speech but any vocal voice generated by the driver. A best example is laugh-
ing which is the main sign of being happy. There are various implementations
of MFCC, but according to the comparison performed by Ganchev et al. [20]
and Slaney’s implementation [48] considerable improvement in performance was
observed by integration of speech modality. However, this approach was not
considered as an independent system in emotion recognition, but rather as an
add-on to already existing functionality. This was due to the fact that speech
is not a regular act while driving especially when the driver is alone in the car.
Another complementary module to facial emotion recognition is the identifica-
tion of head movements. The work of Samanta and Guha [46] shows an impact
of head motions in affective recognition. In order to analyze head motions, the
authors used Acted Facial Expression in the Wild (AFEW) dataset [13] which
includes small video clips from 54 movies. All clips are labeled with seven basic
emotion categories. After splitting these clips into frames, they consider the head
as a 3-D rigid body which is defined by Euler angles (pitch, yaw, and roll) and
use incremental face alignment method [3] to detect the head in each frame.
As the first step of head motion inspection, root-mean-square (RMS) values of
angular displacement, angular velocity, and angular acceleration are considered.
For each emotion class, the nine-time series of RMS values are calculated. Their
results show that anger, joy, and neutral states were more distinguishable from
the rest. RMS measurements of sadness and surprise were very similar. In the
next stage, they evaluated the impact of RMS measurements in emotion clas-
sification. As a classifier k-Nearest Neighbor method was used. After 10-fold
cross-validation, overall accuracy of around 34% was achieved which was two
times more than random guessing. It was also interesting for the authors to
know whether head motions hold information complementary to facial expres-
sion. Experiments on AFEW dataset show that accuracy is increased 10% when
RMS measurements of head motions are used jointly with facial expression. Find-
ings of Hammal et al. [24] demonstrate that angular velocity and acceleration of
head movements are considerably higher during negative affect relative to posi-
tive one. Behoora and Tucker [4] were able to find a link between body language
and emotional state. By using non-wearable sensors, they tracked human skele-
tal joints and calculated velocity beside acceleration for each joint. Afterwards,
machine learning techniques are applied to quantify body language states. From
the perspective of methods, achieved results by previous experiments depict that
during classification stage, decision tree based methods (like random forest and
IBK) outperform others (like Naive Bayesian and C4.5) and can achieve up to
99% accuracy in recognition of 4 emotions. Vehicle acceleration and deceleration
events also have been investigated in similar researches where the aim was to
identify the driver and predict the age group [19,34].

The steering wheel is a part of the steering system which is manipulated
by the driver. Zhenhai et al. [55] were able to detect driver drowsiness after
analyzing time series of steering wheel’s angular velocity. As a starting point,
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steering behavior under the fatigue state was inspected. Then after collecting
some portion of data, the sliding window technique was applied and respec-
tively the drowsiness state was recognized after examining high fluctuations in
a temporal window. Moreover, the likelihood of eyes holding information about
the behavior and emotional state was investigated by Cabrall et al. [6]. With
the help of eye tracker apparatus, the authors tried to evaluate the distraction,
drowsiness, and cognitive load of the driver during automated driving.

3 Proposed Approach

In order to identify the emotional state, we consider behavior-related data and
facial expressions as the sources of input. The modality of facial expression is
used as our main input to classify the emotions of driver and in order to increase
the confidence and robustness of the predictions, we incorporate the behavior-
modality. We model all modalities separately, meaning we use decision-level
fusion in order to combine their outcomes. Therefore, each modality needs to
be trained separately and then the outcomes need to be weighted and com-
bined together. This architecture is visualized at Fig. 1. The facial expressions
is represented by the node Facial Expressions. We evaluate this modality by
an individual module of Facial Modality. The behavior-modality is composed of
Steering Wheel Usage, and Change in Acceleration signals. The variables rep-
resent input data to the second module of Behavior Modality. Both modules
analyze the emotional state individually and are fused on the decision-level to
output the final classification of the emotional state.

Facial Expressions

Steering Wheel  

Acceleration

Facial
Modality

Behavior
Modality

Fusion of
Modalities

Emotion Classification 

Data Input 
Stream

Fig. 1. Different modalities of the proposed system

3.1 Experimental Set Up

We set up a real car simulator for testing and evaluating our approach. On the
simulator, driver has almost 180◦ of view and can easily watch over the cars in
other roads at an intersection using the side monitors. Car controlling systems as
the steering wheel, accelerator, brake, and transmission are almost identical in
size and way of functioning with a real car. Sound system installed in the cabin
also helps to convey a real sense of driving. During experiments, 15 drivers have
participated, each of drove 36 min on average. Drivers got a chance to drive one
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route three times. Their attitude was different due to a prehistory condition nar-
rated to them and the predefined situations on the road. Real emotional states
of the drivers were collected using a questionnaire organized right after each
ride. During the rides, drivers were being recorded using an external camera in a
resolution of 960× 720 and all other internal vehicle parameters as speed, accel-
eration and steering wheel position were collected by virtual test drive software
of the simulator.

3.2 Facial Modality

To detect the Region of Interests (ROI) we used a facial landmark detector
as designed by Kazem et al. [30]. After that, we used Histogram of Oriented
Gradients (HOG) descriptors by applying a fixed sized sliding window over an
image pyramid build upon them. The normalized HOG orientation features make
this method capable of reducing false positive rates far better in comparison
with Haar Wavelet-based Detectors [11]. Support Vector Machines (SVM), Ran-
dom Forest, and K-Nearest Neighbours (KNN) algorithms are most widely used
supervised machine learning techniques for classification tasks. Our model was
built based on linear kernel SVM with decision function of One-vs-Rest. In order
to train our model, k-Fold Cross Validation method was used with a ‘k’ set to
10. The respective algorithm is represented at Algorithm 1. Facial data is repre-
sented by the aggregation of extended Cohn-Kanade (CK+) [35] and Japanese
Female Facial Expression (JAFFE) [36] database.

Algorithm 1. The Facial Emotion Classifier
1: featureVector ← init list
2: SVMClassifier ← load model
3: while newFrame is exist do
4: frame ← FetchV ideoStream()
5: grayFrame ← GrayscaleImage(frame)
6: if faceTracker(grayFrame).Score < threshold then
7: face ← detectFace(grayFrame)
8: else
9: face ← faceTracker(grayFrame).Position

10: end if
11: ROIarray ← FetchROI(face)
12: for each ROI in ROIarray do
13: hog ← HOGDescriptor(ROI)
14: featureV ector ← featureV ector + hog
15: end for
16: result ← SVMClassifier(featureV ector)
17: end while
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3.3 Behavior Modality

Steering wheel angular velocity is one of the primary factors which was consid-
ered to be collected during all rides. Due to the fact that some situations like
avoiding obstacles may require a sharp steering movement, we should observe
the driver usage of steering wheel for some predefined period of time. Later,
based on collected initial data, the average of angular velocity in steering wheel
is calculated for small fraction of time. This averaged value will be used later
as the threshold. Our aim is to detect angular velocity higher than dynamically
defined threshold and mark this fraction of time as abnormal and when there
is consecutively several abnormal values, the system will identify the emotional
state of the driver accordingly. Another measurement factor which infers infor-
mation about the behavior of driver during a ride, is the intensity of the changes
in vehicle acceleration. In order to combine the modalities we use decision-level
fusion as it was mentioned earlier. However, since not all of emotions extracted
by facial expressions can be reflected in behavior modality, there is a need for
high level representation of the emotional state of the driver. This is commonly
performed by representing the emotional state with valence and arousal [31] as
depicted at Fig. 2. Valence is positive or negative affective [22] and defines the
description level on a scale from pleasantness/positive emotions to unpleasant-
ness/negative emotions. Similarly arousal measures, is an indicator of how calm
or excited the subject is and implies reactiveness of the subject to a stimuli [31].

High Valence
(Positive Emotions)

Low Valence
(Negative Emotions)

Low Arousal
(Tired)

High Arousal
(Awake)

Relaxed

Neutral

Happy

Suprised

Angry

Tired

Sad

Confused

Stressed

Calm

Category II Category I

Category III Category IV

Fig. 2. Different categories of arousal-valence graph

Generally speaking, drivers tend to drive more actively and make more often
abrupt movements when they are angry, happy or excited. Respectively their
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driving behavior becomes more passive, and most likely don’t make eye/body
movements as actively as they do when they are tired or sad. These emotions
can exactly match with the emotional categories depicted at Fig. 2. Here we
achieve our main pattern based on the fact that active and aggressive driving
skills are related to category I and II, whereas category III represents passive
driving behavior and category IV depicts a neutral state of the driver.

(a) Category I (b) Category II

(c) Category III (d) Category IV

Fig. 3. Frequency distribution of vehicle acceleration in 4 groups of emotional status

In order to compare the vehicle acceleration distribution during different
emotional states, the histogram of frequency distribution is plotted at Fig. 3. The
vehicle acceleration collection for category I, III and IV are very similar and do
not hold much sign of distinction. On the other hand, Fig. 3b shows a wider range
of values (–10 to +6) for category II which indicates the angry/stressed/confused
drivers tend to accelerate and decelerate faster. We construct a single decision
tree using 50 samples and export its flowchart tree at Fig. 4. The result reveals
a considerable impact of the vehicle acceleration in prediction of emotions from
category II. All 18 samples of category II are grouped using only one condition
from vehicle acceleration (VA) which shows the important role of this module in
prediction of anger, nervousness and stress of the drivers. The second condition
in the decision tree uses the proportion of sadness emotion felt by the driver.
This feature helps to group all 5 samples from category III. After this step,
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only samples from category I and IV are left un-grouped. For this purpose,
conditions formulated by steering wheel (SW) rotation and happy, neutral and
sadness features from the facial expressions module, are considered together. The
feature vector is generated from the output of the three modules. The first and
second values refer to VA and SW modules, and respectively last 7 values of the
vector represent the output of facial expressions module which all are depicted
at Table 1. The frequency for generating the feature vector is fixed to 2 min. For
this period of time, SW parameter counts a number of abnormal steering wheel
rotations, VA parameter makes a decision whether the driver is stressed or not
and facial expression parameter counts the occurrences of the driver feeling each
one of the seven basic emotions and gets normalized accordingly.

Fig. 4. Decision tree of combining the 3 different modules

After analyzing a single decision tree, we use the same feature vectors from
50 samples to train a random forest classifier (collection of decision trees), in
order to achieve higher accuracy while increasing the robustness of the model.
Hyper-parameters of the random forest are tuned using grid search and we set
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the minimum sample lead to 2, maximum depth to 2, number of estimators to
6 and set the maximum features variable to ‘auto’.

Table 1. Feature vector of final emotion classifier

Module Vector index Parameter name Value

VA 1 Acceleration 0 or 1

SW 2 Steering rotation 0 to ∞
Facial expression 3 Neutral 0 to 1

4 Anger 0 to 1

5 Disgust 0 to 1

6 Fear 0 to 1

7 Happy 0 to 1

8 Sadness 0 to 1

9 Surprise 0 to 1

4 Evaluation and Results

Our proposed method for facial expression-based emotion recognition achieves
93% of accuracy after 10 fold cross-validation. Comparison of achieved result
with the state-of-art methods which similarly tested on CK+ dataset is shown
at Table 2. Obtained accuracy is higher than most of the previously proposed
methods and only 2% less than work of Khan et al. [33], and Donia et al. [15].

Table 2. Comparison of different facial expression-based methods on CK+

Authors Method Accuracy

Cohn and Kanade et al. [35] Active Appearance Models 83%

Alshamsi et al. [2] BRIEF Feature Extractor 89%

Swinkels et al. [49] Ensemble of Regression Trees 89.7%

Ouellet [42] Convolutional Network 94.4%

Khan et al. [33] HOG-based 95%

Donia et al. [15] HOG-based 95%

Our Method HOG on ROI regions 93%

Confusion matrix of our proposed approach at Fig. 5, demonstrates a nearly
perfect performance in detection of happiness (100%), surprise (96%) and dis-
gust (93%). A human face is mostly in a neutral state which is also true in driving
situations, therefore it is important to detect the neutral state accurately, and
in this case, our method achieves 99% of positive predictions. There is slightly
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(a) Without normalization (b) With normalization

Fig. 5. Confusion matrix of facial-based emotion recognition classifier

a considerable margin of 20% in recognition of sad emotional status which was
caused by the low number of samples for this emotion and high level of similarity
shared with a neutral state in a human. In total, collected data of 10 rides from 8
different drivers was studied for evaluation of the system. Each ride was divided
into sub-samples with the length of 2 min and gave us 79 samples for evaluation.
Prediction of the driver emotion in one single ride is obtained from prediction
results of its sub-samples. According to Table 3, final outcome of the tests on a
single ride, represents that our proposed multi-modal emotion recognition sys-
tem, achieved better results in comparison with each one of the modules alone.
As it was initially considered, facial expression-based module plays the main role
in final decision prediction, and SW along with VA are complementary modules.

Table 3. The results of each module in comparison with the fused one, in a single ride

Method Accuracy Precision F1 score Recall

Facial-based Module 54.54% 54.75% 50.45% 49.86%

SW-based Module 37.5% 10.3% 13.6% 25%

VA-based Module 68.18% 35.51% 37.76% 41.37%

Fusion of All Three Modules 77.27% 73.39% 73.59% 75.89%

The 77.27% of accuracy is obtained using multimodal emotion recognition
system on data samples with 2 min of length. This condition is prone to errors
and false predictions since in real-life situations the 2-min range could be eas-
ily falsified by situations like staying behind a red light. In order to cope with
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such situations and increase the reliability of the results, we consider the deci-
sion taking step at the end of each ride by summarizing the emotion predictions
performed for only sub-samples and choosing the most frequently felt emotion.
In this way, our multimodal system achieves 94.4% of accuracy for classification
into 4 emotional categories. Interestingly, the fusion of only behavioral-based
modules (SW + VA) leads to 72.2% of accuracy in the same experiments. This
demonstrates that in case of failures in camera(s) used for facial-based emotion
recognition or highly illuminated situations, our proposed system is still capa-
ble of functioning in an acceptable level by relaying only on behavioral-related
factors in order to predict the emotional status of the driver.

Table 4. Comparison of different unimodal and multimodal emotion recognition sys-
tems based on accuracy and different number of emotional classes

System Type Method Classes Accuracy

[40] Unimodal Electrodermal Activity (EDA) 3 70%

[51] Unimodal Facial Emotion Recognition 6 70.2%

[50] Unimodal Speech Emotion Recognition 3 88.1%

[26] Unimodal Speech Emotion Recognition 2 80%

[1] Multimodal EDA and Skin Temperature 4 92.42%

[12] Multimodal Speech & Facial Emotion Recognition 7 57%

[25] Multimodal Acoustic & Facial Emotion Recognition 3 90.7%

Our system Multimodal Facial and Vehicle Parameters 4 94.4%

A brief comparison of the state-of-the-art unimodal and multimodal works is
presented at Table 4. Most of the multimodal approaches focus only on the fusion
of speech and facial modules where the highest achieved accuracy is 90.7% by
Hoch et al. [25]. However, they did consider only 3 classes as neutral, positive and
negative emotion. Another notable method was proposed by Ali et al. [1] where
they used the combination of EDA and skin temperature parameters of a driver
as the input for a convolutional neural network and were able to get 92.4%
of accuracy. Our proposed system by using the signals of vehicle controlling
systems (steering wheel and acceleration/deceleration), along with the real-time
facial expression-based approach achieved the highest accuracy rate of 94.4%.

5 Conclusion and Outlook

Many studies on emotion recognition are based on unimodal approaches where
only visual or audio is examined and usually are aimed at classifying relatively
basic emotions. There are multiple modalities that can be used to detect emo-
tions. However, context in which the emotion is elicited and what modalities are
most likely to be correlated should be taken into account. Various behavioral-
based methods show promising results to such an approach. This can be more
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general in nature, for example head movement, gestures, and eye gaze, or can be
specific to the environment of the vehicle. Some behaviors specific to the vehicle
context can include acceleration, velocity, speeding, and steering wheel usage.
Our main focus in this work was on developing a system with three different
modalities of steering wheel and vehicle acceleration (as behavior modalities)
beside the facial expression in order to study the correlation between emotional
status and in-cabin behavior of the driver during a ride and more importantly,
investigate the possibility of increasing the accuracy and robustness of emo-
tion recognition systems by employing such related factors. We were able to
represent the advantages of integration of behavior-based modalities into the
emotion recognition systems and depict an structure for further developments
on different other modalities. Our system was able to achieve relatively high
accuracy rate after fusion of the modalities in comparison with each modality
alone. Respectively we did demonstrate that our system stands on top of the
similar multimodal works in this domain capable of classifying the emotions into
4 main categories with the accuracy of 94.4%. For the future, we plan to extend
our system by integration of other different modalities and will try to study the
shared models among all of the drivers according to their emotional states.
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