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Abstract

Social media has transformed political communication. Nowadays, political discourse
occurs mostly in public and private digital spaces. Originally, social media was regarded
as a tool that gave everyone a voice, especially in oppressive systems. However, it has
proved to also have dangerous side-effects as it potentiates negative sentiments ingrained
in society, such as polarization, extremist rhetoric, and racism. During the second decade
of the twenty first century, social media companies have been in the news limelight, seen
as important stakeholders that oversee and indirectly control the flow of communication.
A new area of research has emerged, which studies the effect of algorithms and design
on political communication. However, social media remains a complex ecosystem, and
specific platform analyses do not suffice to explain the dynamics of politics-laden digital
spaces. Multiplatform analysis consists of evaluating different platforms based on a
common theme, actor, or political event. Enough data makes possible the performance
of a cross-platform analysis that additionally investigates the diffusion of information
between platforms.

This thesis presents a framework for understanding three of the main stakeholders
in political discourse on social media: political actors, partisan users, and bad-natured
agents. The last encompasses different types of entities that make the political con-
versation toxic, irrespective of their degree of automation. Throughout a series of case
studies, this work tries to understand these stakeholders and their interactions on differ-
ent social media platforms. This thesis underlines the importance of monitoring social
media to gain insights into these interactions. In the case of political actors, this thesis
investigates the rise of the populist right-wing German political party, the Alternative
fiir Deutschland (AfD). Additionally, it studies the online political advertising of the
AfD and the other main German political parties, in the months leading up to the 2019
European election. Regarding partisan users, this work presents the first analysis of po-
litical communication on TikTok. The analysis also focuses on the interactions between
Democratic and Republican users in the United States and on the new distinct feature
called the duet. The final case study concentrates on bad-natured agents on YouTube,
in the context of misinformation about the COVID-19 pandemic. With the help of
state-of-the-art natural language processing (NLP) methods, the case study shows how
to detect conspiratorial videos based on the user comments. To conclude, this thesis
presents the challenges and future research needed to study political communication on
new platforms and how to address the social problems that have manifested in the offline
world.
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Zusammenfassung

Soziale Netzwerke haben die politische Kommunikation verédndert. Heutzutage findet der
politische Diskurs vor allem in o6ffentlichen und privaten digitalen Raumen statt. Ur-
spriinglich wurden Soziale Netzwerke als ein Instrument angesehen, das jedem Biirger,
besonders in repressiven Systemen, eine Stimme verleiht. Es hat sich jedoch gezeigt, dass
es auch gefdhrliche Nebenwirkungen gibt, da in der Gesellschaft verankerte negative
Phanomene wie Polarisierung und extremistische Rhetorik potenziert werden konnen.
Social-Media-Unternehmen stehen im Fokus der Nachrichten, da sie als wichtige Akteure
angesehen werden, die den Kommunikationsfluss iiberwachen und indirekt kontrollieren.
Es ist ein neuer Forschungsbereich entstanden, der die Auswirkungen von Algorith-
men und Plattformdesign auf die politische Kommunikation untersucht. Soziale Netzw-
erke sind jedoch nach wie vor ein komplexes Okosystem und spezifische Plattformanal-
ysen reichen nicht aus, um die Dynamik politischer digitaler Radume zu erkldaren. Eine
Multiplattform-Analyse besteht darin, verschiedene Plattformen anhand eines gemein-
samen Themas, Akteurs oder politischen Ereignisses auszuwerten. Wenn geniigend
Daten zur Verfiigung stehen, ist es moglich, eine “Cross-Plattform Analyse” durchzufiihren,
die dariiber hinaus die Diffusion von Informationen zwischen Plattformen untersucht.

Diese Arbeit stellt einen Rahmen vor, um drei der Hauptakteure des politischen
Diskurses in Sozialen Netzwerken zu untersuchen: politische Akteure, “partisan”-Nutzer
und “bad-natured agents”. Letztere umfassen verschiedene Arten von Entitéiten, die
die politische Konversation unabhéngig von ihrem Automatisierungsgrad kontaminieren.
Anhand einer Reihe von Fallstudien versucht diese Arbeit, diese Akteure und ihre In-
teraktionen auf verschiedenen Plattformen zu untersuchen. Dabei wird die Bedeutung
des Monitorings Sozialer Netzwerke hervorgehoben, um Einblicke in deren Interaktionen
zu erlangen. Im Bezug auf die politischen Akteure untersucht diese Arbeit den Aufstieg
der rechtspopulistischen Partei Alternative fiir Deutschland (AfD). Dartiber hinaus un-
tersucht sie die politische Online-Werbung der AfD und der anderen grofien deutschen
Parteien in den Monaten vor der Europawahl 2019. Im Hinblick auf “partisan”-Nutzer
prasentiert diese Arbeit die erste Analyse der politischen Kommunikation auf TikTok.
Die Analyse konzentriert sich auch auf die Interaktionen zwischen demokratischen und
republikanischen Nutzern in den Vereinigten Staaten und speziell auf das Feature na-
mens “duet”. Die letzte Fallstudie untersucht “bad-natured agents” auf YouTube im
Kontext von Falschmeldungen iiber die COVID-19-Pandemie. Mit Hilfe von “Natural
Language Processing” (NLP) zeigt die Fallstudie, wie man konspirative Videos anhand
der Nutzerkommentare erkennen kann. AbschlieBend werden in dieser Arbeit die Her-
ausforderungen und der zukiinftige Forschungsbedarf fiir die Untersuchung politischer
Kommunikation auf neuen Plattformen und die Bewéltigung der sozialen Probleme, die
sich in der Offline-Welt manifestiert haben, dargestellt.
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1 Introduction

The real problem with humanity is the following: We have paleolithic emotions, medieval
institutions, and god-like technology.
- Edward O. Wilson [14]

Social media is now an important part of many people’s lives [15]. It defines how people
communicate, interact, and form groups in the digital world. This has repercussions for
how society evolves over time [16]. One of the main aspects that these new media have
transformed is political communication. Even though social media platforms were not
designed to foster political conversations, they have become central spaces for political
exchange, communication, and campaigning. Citizens discuss political issues, externalize
their political preferences, and take part in online groups for political activism [17, 18].
At the time that social media started to become ubiquitous in daily life, it provided hope
for a more diverse, open, and democratic political discourse [19, 20]. Especially, as it
provided a new space for every politician to share his or her message [21], and could help
to raise voices that authoritarian regimes have repressed [22, 23]. The hope depended on
social media providing a space for information [24], connection [25], civic responsibility
[26], and diversity [27].

Nowadays, politics plays a large role in social media. Political parties have developed
new methods and tools for externalizing party attitudes and evaluating the reactions of
potential voters. They deploy digital political campaigns in order to influence public
opinion, especially in the form of personalized advertising [28]. Political parties train
data-intensive models used for decision-making, using large databases that contain de-
mographic and personal information [29, 30]. However, negative events have shadowed
the benefits that social media brings to political discourse. Social media can foster nega-
tive and toxic content that damages political communication. In turn, this makes social
media spaces a fertile ground for various actors to exploit. Notable examples are auto-
mated, fake, and militant accounts that spread misinformation as part of disinformation
campaigns targeting vulnerable groups [31, 32]. Detecting the different types of manip-
ulation techniques on social media is a considerable challenge, given that they evolve
over time with new strategies to fool the audience, the politicians, and maybe even the
researchers.

The users that produce political content on social media are not the only actors
that influence political communication. The algorithms that decide what to present
to users directly impact it. They can even lead to a reality construction for the users
[33]. Through these automated decision-makers, social media platforms play a role in
forming users’ opinions. The knowledge that users obtain from these channels then
can be transformed into action in both the online and offline worlds. The closeness of
algorithms and politics has led to the emergence of data politics [34], which deals with
the functionality of algorithms [35], the biases they may introduce [36, 37], and, most
importantly, how do they influence users and social groups [38, 39]. Researchers have
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attempted to investigate whether social media helps to the democratization of society or
has a net negative political impact [40, 41, 42]. This question relates to studies on the
detrimental aspects of using social media, which expose how the data business model
behind platforms does not always align with ensuring civic political discourse [43].

This dissertation presents several case studies of political communication on social
media. It focuses on the online political landscape of Germany and the United States.
It presents a framework that identifies the different stakeholders of political communi-
cation on online platforms. The cases show the importance of monitoring social media
to understand political communication. Finally, this work calls for the use of statistical
algorithms to defend the discourse from bad-natured agents, but warns of the oversim-
plification of content moderation.

1.1 A Reality Check

At the time of this writing, Joe Biden has been officially inaugurated as the 46th president
of the United States. The era of Donald Trump comes to its end (for now). In the last
three years since I started my dissertation, politics and online digital platforms have
lived through many ups and downs. I feel the need to perform a quick reality check
of what were the events that occurred in this period, as they strongly influenced my
research. This also gives to you, the reader, the political context in which the included
publications were written. This period starts with the Cambridge Analytica data scandal
in 2017, where the personal data of millions of Facebook users were acquired without their
consent. Some assume that the data helped in electing Donald Trump [44]. Although
the veracity of this assumption is contested, this event changed how the public and the
government regard social media. It is no longer all about connecting people for the
social good [45]. It is also a helpful tool for extremist voices. In my first publication
[1], I studied how the Alternative fiir Deutschland, Germany’s far-right populist party
successfully employed social media to spread its message.

As a response to the Cambridge Analytica scandal, Facebook and the other major
tech companies pledged more transparency. In 2019, they introduced ad libraries that
reported the advertisements with political content. These libraries provided previously
undisclosed data regarding online political campaigns. I performed the first analysis of
these libraries in the context of the European election in 2019 [3]. Apart from trans-
parency, the social media companies promised to increase their content moderation of
misinformation. After the 2016 U.S. election, the topic of disinformation on social media
became a relevant topic of research. However, the real consequences of disinformation
campaigns for the offline world were not evident. This all changed with the COVID-19
pandemic that not only changed the world but it also created a misinfodemic [46]. In
this light, I studied how conspiracy theories spread on YouTube, and I developed an
algorithm to detect videos with conspiratorial content [5].

The digital world changes fast, and social media evolves at a similar pace. In 2019,
TikTok, a new video-sharing social media platform, arose to popularity. It became the
most downloaded app in 2020. As on Facebook and Twitter, politics play an important
role on TikTok. I performed the first analysis of political communication on this platform
[4]. In ten years, the social media ecosystem may be completely different. Thus, research
that is relevant now may not seem so in the near future. Nevertheless, I hope this work
can help future researchers in the study of political communication on social media.
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1.2 Political Communication on Social Media

Communication between the government and the people is central to any political sys-
tem [47]. The political discourse permeates the civic discourse in a society [48] and is
an essential part of a democracy [49]. Denton and Woodward [50] characterize political
communication in terms of the intentions of its senders to influence the political envi-
ronment. Therefore, its content and purpose characterize political communication. The
elements of political communication reside in the actors that undertake it: citizens, the
media, and political organizations [51]. Social media has allowed for a large part of po-
litical communication to move to digital spaces. These new digital public squares allow
users to interact and exchange ideas. Social media platforms also create online groups
that share interests or ideologies. Facebook, Twitter, TikTok, YouTube!, and other plat-
forms have transformed how political communication takes place. In this subsection, I
present first related work and then the main framework of this thesis.

1.2.1 Related Work

There is vast research on the topic of political communication and social media. In this
subsection, I only consider general and relevant studies. This omits countless research
papers on specific political events in countries around the world (e.g., general elections,
debates, social issues, policy-related topics). Such a compilation is outside the scope of
this thesis. Coelho et al. [52] provide a literature review of the importance of public and
political communication through social media. Others focus on the disruption by social
media of political communication [53, 54].

The first general topic on social media and political communication is the effect of
the new media on democracy. Iosifidis and Wheeler [55] tried to find out if social media
is an aid to democratic representation or contributes to a greater destabilization of
modern politics. They conclude that engagement with social media in preserving political
consensus is highly questionable, and it has exposed the fissures in modern democracies.
The work of Van Aelst et al. [56] supports this, focusing on the main concerns that social
media present as a challenge to democracy: a high-choice media environment, declining
quality, and diversity of news; increasing media concentration, increasing fragmentation
and polarization, and increasing inequality in political knowledge.

The second general topic focuses on the usage of social media by politicians. Stier
[57] investigated how politicians use different social media platforms for political com-
munication. Similarly, Hegelich et al. [58] investigated how politicians use social media
to interact with the public. Varol et al. [59] studied how promoted political campaigns
dynamically develop on social media. Xi et al. [60] tried to understand how images on
social media convey the political ideology of politicians. With text, images and videos,
social media gives politicians the ability to control the online political landscape. For
example, through his political messages, Donald Trump successfully diverted the media
from topics that he considered threatening [61].

The third general topic focuses on user behavior in politically-laden circumstances.
Himelboim et al. [62] find that interpersonal informational trust is positively associated
with the perception of online activities as political participation. Kruikemeer et al. [63]

! Although YouTube is not a social media platform per se, it is often considered under the same umbrella.
YouTube videos are shared on social media platforms, they have a comment section, and users can
follow channels.
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show that highly interactive and personalized online communication increases citizens’
political involvement. This effect differs across age groups, and it can directly influence
people’s inclination to participate politically [64]. Studies in political participation show
that users are likely to argue over wide ideological divides and increasingly likely to
engage with those who differ from them [65]. This suggests that users have an interest
in engaging in prolonged political discussions. Barnidge [66] studied the exposure to
political disagreement in social media versus face-to-face and anonymous online settings.
The political news diet that users have implies different political alignments [67]. In
his seminal paper, Barbera [68] demonstrates an approach to determining ideological
positions based on the social network of users.

Social media gives researchers the possibility of performing large studies of behavior
[69] and classical political-science research on large datasets [70]. Facebook performed
one of the most famous examples of large-scale experiments on voter mobilization, with
61 million users [71]. Researchers should be careful when interpreting social media
results, as the sample is often not representative of the general population [72]. However,
social media can complement survey data as an indicator of changes in public opinion [73]
or as signals in unpolled topics [74]. Stieglitz and Dang-Xuan [75] propose a framework
for social media analytics in a political context, from data tracking and data analysis to
analytical methods that gather insights into political discussions. Additionally, network
analysis enables depicting political communication as graphs, where users are nodes, and
their connections represent communication patterns. Pfeffer [76] presents a thorough
review of political networks visualizations.

The thesis by Kalsnes [77] is the most similar to the present dissertation; she tries to
understand the logic of social media in the presence of political communication. However,
the similarities only apply to the general setting; the study cases and focal points differ
substantially. Both works complement each other by focusing on the impact of social
media and how disruptive technology translates into real-world events. Whereas Kalsnes
focuses on the new mechanisms for attention, visibility, and popularity on social media
platforms, this thesis focuses on a multiplatform framework.

This thesis’s main framework is grounded on previous theories of political commu-
nication. The basics were developed by Harold Lasswell in his studies on propaganda
effects [78]. He proposed a simple communication framework that starts with the source,
then the message, followed by the channel, and ends in the receiver. For much of human
history, the flow of communication was mostly a linear, top-down process from leaders
to people [47]. Democratization of the political process allowed political involvement
from other actors in the community. Technology has always been at the center of the
changes in political communication, transforming the paths of interactions. From the
press, the radio, the television, the Internet, and most recently social media, theories
of political communication have been adopted to understand the complex processes the
occur between actors. Dahlgren [79] presents the role of the Internet as a destabiliza-
tion of political communication systems, where the destabilization can present positive
effects as it extends and pluralizes the public sphere. Shah et al. [80] present a model
that identifies two types of actors; those that encourage civic engagement and those that
erode institutional legitimacy, foster distrust, and partisan divergence. Political com-
munication models, irrespective of the technological channels, include opinion leaders
as a central part of the ecosystem [81]. These leaders, including government officials,
opposition, and pressure groups, use communication channels to convey their ideas and
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exert influence. The following subsection presents a general framework that puts social
networks on center stage.

1.2.2 Main Framework

I introduce a framework that considers the main stakeholders who define how polit-
ical communication occurs on social media. It is platform-independent and can also
function for future social media applications. Figure 1.1 presents a visual guide to this
framework (including emojis to keep up with the zeitgeist of the social media era). The
main subjects in the framework appear as circles. Political actors can be politicians,
governmental organizations, political parties, or institutions, such as unions. They rep-
resent the decision-making actors in a government, the opposition to the government,
or a system that supports a group’s interest. The news media include organizations
and the journalists working for them. They play the role of gatekeepers of information,
even though this role is thwarted in the social media era [82]. In the framework, I divide
users into two categories: partisan users and passive users. Partisan users actively
create political content, either by means of original posts, commenting on others’ posts,
or directly communicating with political actors. Partisan does not necessarily imply
that the content supports one specific political actor, but that the users have a political
ideology or ideologies that they share on social media. On the other hand, passive
users do not actively create political content. However, they are still interested in polit-
ical communication and interact with political content through reactions or shares. The
normal definition of passive users refers to any user who follows and consumes content
on a social network, without interacting with it. In the proposed framework, passive
users do interact with political content and are interested in politics. For this reason,
they are an important part of this political communication framework.

The fifth type of actor is part of the framework: the bad-natured agents. They
encompass different types of entities that make the political conversation toxic. Toxicity
includes false information, hate speech, racism, and sexism [83]. The accounts may
be automated (trolls, bots, coordinated accounts) [84], fake personas controlled by real
users [85], or real users. I decided not to separate them, as there is no consensus on the
real taxonomy of fake accounts. It is hard to define the boundaries of these entities, as
they are most commonly a mixture of automated sources and real persons. It is more
important to measure these agents at the level of what they share in the network and
the implications they may have for the political environment, irrespective of the type
of agent. Bad-natured agents distort reality and undermine the principles of respectful
argumentation. Especially difficult is categorizing users, political actors, or news media
as completely bad-natured agents, as they may sometimes behave in a toxic manner
and sometimes not. This means that the concept of bad-natured agents is fluid and
depends on the conversation, topic, and social media "place” (forum, post, page, or
similar venue). Extensive studies on bad-natured agents employ classifiers that divide
accounts into two classes (social bots or not, coordinated accounts or not, trolls or not)
by assigning strict thresholds that divide them [86, 87, 88]. This is acceptable for a
computer science approach but does not depict the social reality that is almost never
black or white. Rauchfleisch and Kaiser [89] discuss the problem of false positives in the
study of bot detection. These facts are highlighted with the dashed lines in Figure 1.1
and the hexagon instead of the circle for the bad-natured agents.
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Figure 1.1: Framework of stakeholders in the political communication taking place on a social
media platform.

Two other important agents have a high impact on the political communication that
occurs on social media: the recommenders and the monitors. Whereas the previously
discussed actors also apply to offline settings, these two are specific to the Internet era.
Additionally, they are a combination of programmed algorithms and heuristics that each
social media company introduces. The recommender is in charge of deciding which po-
litical content to present to a user, based on user interactions, preferences, and optimized
algorithms. The algorithms contain parameters that engineers of the recommender sys-
tems can tweak. For this reason, recommenders are not only pieces of software, but
also a product of people’s decisions. In the extreme case, editorial decisions without
the use of algorithms determine what to show to the user. For example, Facebook uses
human intervention at almost every stage of its trending news headlines, similar to a
traditional media organization [90]. Months before the U.S. election in 2020, Facebook
even changed its recommendation system to lift news from authoritative outlets, over
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hyperpartisan sources, and rolled it back at the end of the year [91]. Apart from the en-
gineers and decision-makers at social media companies, monetary offerings can influence
the recommenders to push specific political views through political advertising. On
the other hand, the monitor is the agent who oversees the political communication and
can directly or indirectly affect it—directly, by influencing the recommender agents (e.g.,
if users are engaging more, decide to increase the political content; if polarized politics
affect users, decide to decrease the amount of polarized news, probably to the detriment
of user engagement); indirectly through advertising platforms that show user trends
(e.g., users that like a specific type of music are right-leaning) and can be employed for
microtargeting techniques (Section 1.3.1).

The arrows determine the flow of political communication between the stakeholders.
The center dot in black is the abstract representation of political communication itself.
On social media, the flow of communication follows a different broadcasting model than
the classical one, where the news media had the main agenda-setting effect [92]. As
Figure 1.1 shows, the communication path is two-sided for all actors. This is evident for
political actors and partisan users who are creators of political content and have a high
number of two-sided interactions on the platform. For news media accounts, they report
politically relevant stories but also decide what to report, depending on what is popular.
For example, trending topics can become agenda-setting mechanisms [93]. Passive users
mainly receive political content. However, they also interact with it, by sharing it with
their network or by simply reacting to it. Even passive users who consume political
content impact the political communication flow. The more political content, the more
it is expected to be recommended to them. At the same time, similar users will receive
similar political content. Thus, passive users contribute to the flow of communication,
albeit with a lower degree of influence. Social media provides the channels for different
interests and opinions to be expressed, heard and counterposed [11]. These elements
constitute the very essence of political communication.

Users perceive social media platforms as different entities and decide where to share
their experiences, ideas, or other content. The distinction comes primarily from the de-
sign of each platform, what the user sees, and how the user interacts with it. Therefore,
design affects the user experience on the platform and the way political communication
can take place on it. I divide design into two main subcategories: visuals and features.
Visuals relate to the user interface (UI), such as how to use screen space, the interaction
mechanisms, the colors, and the fonts, specifically, the adaptation to different displays:
mobile, web, and tablet [94]. A successful visual design is the first step toward having
satisfied users who stay engaged with the platform [95]. For example, the color of a plat-
form can directly influence how much time a user spends on it [96], or how much users
interact with it [97]. The second step is implementing features that allow the users to
interact with other users. These are related to the user experience (UX) and define how
information flows in a social network. From Facebook shares and Twitter retweets to
Twitter trending topics and TikTok duets, each feature affects political communication
and provides measurements to identify relevance on the network.

Not only the actors in the network but also by the algorithms that decide what
information is shown to a specific actor determine the flow of political communication.
I select three main types of algorithms that influence political communication:

¢ Recommendation: This is the principal component of a social media platform,
with the responsibility of either giving the user choices of what to consume next
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or automatically populating a content feed (naturally, directly connected to the
recommender actor described before). The algorithms are based on the users’
actions and the general dynamics of the information flow. Usually, they are trained
to solve an optimization problem, set specifically to each social media platform,
but most probably set to try to maximize user engagement [98]. The effects of
recommendation systems have been studied before [11] and do not play a central
part in this thesis.

e Ranking: Similar to the recommendations, these algorithms make decisions about
what to show to a user. However, they differ in that ranking will also affect content
that is not a recommendation to the user. For example, responses to a user post
are not recommendations, but direct contact from other users. The responses can
be ordered simply by time of posting or by a more complex ranking mechanism
that decides which is more relevant. Ranking mechanisms play a larger role for
content that receives a high number of interactions. Most of the users to whom this
content appears will contextualize it, depending on the top responses the ranking
algorithm selects.

e Moderation: Social media platforms depend on moderation algorithms to keep
undesired content away from the platform or to advise its users of inappropriate
content. The algorithms may be simple, from removing content containing swear
words to more complex ones that detect hate speech or label false claims. What
is moderated will directly influence political communication. An example is the
moderation of Donald Trump’s tweets after the 2020 U.S. election [99]. Gillespie
[100] states that moderation shapes social media platforms as tools, as institutions,
and as cultural phenomena, resounding more in the context of political content that
may affect public opinion.

Figure 1.1 shows on the top right a second social media platform. Although its design,
functionality, and algorithms may work differently, the political communication frame-
work presented also holds for any of the existing social media platforms. The connections
between them correspond to the information that flows between them. Nowadays, the
possibility of sharing content between some platforms is a built-in feature. In case
this functionality does not exist, users also share screenshots, or re-upload videos from
other platforms. Additionally, a user can share a link found in one platform on another
one. All these possibilities make the social media ecosystem complex, and political
communication dynamic. Political content flows from fringe social media platforms to
the dominant platforms and the other way around. Given that users, political actors,
and even bad-natured agents can have profiles on more than one social media platform,
defining and understanding how political communication takes place on social media is a
complex task. For this reason, political communication must be studied simultaneously
on multiple platforms.

1.3 Motivation

The first motivation behind the presented framework relies on identifying the actors that
influence political communication online and their interactions. Given that social media
play a significant role in the learning of political information within the modern media
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environment [101], it is important to identify how the structure has changed in relation to
traditional mass media. According to Klinger [102], social media platforms operate with
a distinctly different logic from that of traditional media, though overlapping with it.
By providing a framework, this thesis tries to fill in the gap between research on classical
political communication and countless analysis of political events on social media.

A different approach would be to focus on the content and treat the actors as users of
a platform without differentiating their political roles. This would be correct, as every
user has the same possibilities of online interaction and have the same tools at their
disposal (apart from blue ticks that signify the account’s authenticity of a person of public
interest). However, this approach would fail to identify the intent that different actors
have. Although the discussed topics may be similar, the user that creates a post on social
media will have a varied impact depending on the role they represent. Moreover, avoiding
an actor-centric approach would neglect the communication mechanics between different
platforms. Political actors and campaign strategies depend on exploiting the various
social media to reach different demographics and interest groups. The second motivation
of this thesis is to show the importance of a multi-platform analysis. Studying political
actors throughout the social media ecosystem allows understanding the strategies and
communication channels that reach citizens.

This thesis presents to the reader a collection of papers that navigate the different
political actors present in digital channels. The case studies undertake the analysis of
different social media platforms, actors, and political events with a particular focus on
US and German politics. This work represents an addition to the research of social
media and politics. Its uniqueness relies on presenting a unifying framework of political
communication that can be useful to study current and future digital platforms.

1.4 Selected Topics

This section presents a selection of topics from social media analysis that provides a
better theoretical background for the papers I present in the next chapters. I selected
them in terms of relevance, complexity, and impact on social media research. Important
omissions include political polarization, hyperactive users, and bias in social media
analysis. These topics are extensively discussed in two theses to which I contributed:
[103] and [104] (Section 1.4).

1.4.1 Microtargeting

With the coming of the Big-Data era, increasing number of fields of human behavior can
be categorized, quantified, and aggregated, especially through social media where large
amounts of information are obtained from users, most of whom do not know the power
that sharing their data gives to third parties. One of the most familiar usages of this
data was in the U.S elections, by political parties who used microtargeting to influence
voters [105].

Microtargeting is a strategic process in which detailed information is collected and
processed to obtain results that will allow influencing voters. It tries to find out political
preferences and form a precise description of each voter, so it is a personalized method.
Microtargeting includes not only relevant data from the voter, such as names, addresses,
and gender, but also abstract characteristics, e.g., social interactions, cultural inter-
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ests and sociodemographic factors [7]. The term was first used by political consultant
Alexander P. Gage.

The usage of microtargeting was first identified in the 2000 U.S. presidential elections,
when the Republican party tried to use it to influence voters. Nevertheless, the full
effects of microtargeting where seen in 2008, with Obama’s campaign [106]. Since then,
the use of microtargeting has been an essential part of U.S. elections. U.S. laws allow
companies to store users’ data and pass it to third parties for analysis. This is not the
case in Germany, where the laws are very sensitive regarding data protection. But even
in Germany, it is possible to use microtargeting in the elections [6]. Inferences can be
made by tracking users who have interacted with different public pages. One example
is the case of users who have interacted with more than one of the political-party pages.
They are presumably the ones to convince to vote for one of those parties since they can
appear as indecisive users interested in politics.

One of the main elements of microtargeting is profiling, which is the generation of user
profiles generated by computer analysis of data. The company Cambridge Analytica used
this method heavily to influence past political events. According to [107], microtargeting
was mixed with psychological operations, normally used in military strategies on the
civilian population. The study of microtargeting as a phenomenon has increased in
the last few years. Endres [108] and Kruikemeier et al. [109] studied the impact of
microtargeting on the creation of knowledge in individuals. Bodé et al. [110] discussed
the abilities of microtargeting to influence individuals and its limits. Schipper et al. [111]
investigated its efficiency in comparison to other information channels, with the help of
simulations. Zarouali et al. [112] showed that users are more strongly persuaded by
political ads that match their own personality traits. This result elevates the relevance
of personalization in political campaigns.

1.4.2 Social Bots

Social bots are automated accounts that try to appear as real users, often with the
specific goal of manipulating public opinion [113]. Social bots do not act alone and are
often part of bot networks of thousands [114]. They amplify articles from low-credibility
sources in the early spreading stages before an article goes viral [115]. Investigations
of their activity during different political events, such as Brexit [116], the U.S. 2016
elections [117], a 2017 German state election [118], and many more, have occurred.
Oxford’s computational propaganda research project monitors the use of algorithms,
automation and computational propaganda in politics across the world?.

The main problem in tackling misinformation through automated accounts is that
detecting social bots is a hard job. Their behavior varies and evolves over time to avoid
detection. The developed algorithms to detect them are far from perfect and have varying
accuracy, depending on the data available. The literature shows two main approaches
to dealing with social bots: machine learning approaches [119] and heuristic approaches
[120]. The Botometer tool [121] appears extensively in the literature, used for detecting
bot accounts on Twitter. It is based on a machine learning model, trained on hundreds
of thousands of English tweets. Recently, more advanced tools from deep learning have
been applied in bot detection [122].

2https://comprop.oii.ox.ac.uk/

10



1.4 Selected Topics

The direct effect of social bots on users has not yet been quantified. However, simu-
lations show that they can have a profound impact on content popularity [123]. Even
with the complete support of platforms like Twitter and Facebook, understanding the
reach of social bots is a challenging task. For example, one of the most documented
events of organized manipulation was the Internet Research Agency’s (IRA) attempt
to influence the 2016 U.S. election. Twitter provided the U.S. Congress with the data
on the accounts involved. Since then, researchers have analyzed the data thoroughly
[124, 125, 126, 127]. Although the results are helpful in understanding the IRA strategy,
no real quantification of the effect of the misinformation campaign on the U.S. election
exists.

1.4.3 Fake News Detection

Fake news is a loose term, used increasingly in the literature and in the media. Lazer et
al. [128] define it as “fabricated information that mimics news media content in form but
without the editorial norms and process to ensure the credibility of the information.”
There are different categories of fake news, for which different classification frameworks
have been developed. For example, Rubin et al. [129] present three types of deceptive
news: serious fabrications, large-scale hoaxes, and humorous fakes. A major problem
with fake news is that it can deceive and transform the perceived reality of targeted
groups. Moreover, it can spread online faster than the truth [130].

The spread of fake news has been in the limelight of traditional media since the
aftermath of the 2016 U.S. election. According to several reports, fake news did not play
a significant role in the 2016 U.S. election [131], nor in the 2017 German election [132].
However, they are part of misinformation campaigns whose goal is to create a different
perspective on world events and to polarize the discourse. The techniques used often
incite aggressive behavior that goes hand-in-hand with sensationalist reporting.

The task of detecting fake news is as loose as the definition of the concept. Most of
the time, it revolves around a classification problem between “fake” or “not”. However,
most fake news presents some true information and misleads the reader only through
some controversial claims. So, the task can also correspond to finding veracity on the
claim level. Since users tend to only read the news headline, some fake news simply
uses a fake headline that does not correspond to the content of the article. For this
reason, some research studies means of detecting whether the title corresponds to the
news article’s text [133].

Automatic classification methods should be able to tackle disinformation on the World
Wide Web [134]. As with any classifier, the features used to categorize an item define the
accuracy of the model. Shu et al. [135] distinguish between news-content features that
include linguistic and visual content from and social-context features based on user and
publisher interactions. As with the bot detection problem, machine learning approaches
are used to identify fake content.

Increasingly, deep learning techniques like CNNs, LSTMs, and Transformers (Section
2.1.5) are also being used for fake news detection [136, 137, 138, 139]. Most present work
combines network analysis with deep learning approaches [140]. Zhou and Zafarani [141]
present a complete overview of research on fake news.
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1.4.4 Cross-Platform Social Media Analysis

The analysis of political communication on social media comprises three categories:

e Single Platform Analysis: The analysis centers on one social media platform
and treats it as a single entity.

e Multiplatform Analysis: The analysis centers on more than one social media
platform. It quantifies the interactions between actors for each platform separately.
It treats social media platforms as separate entities.

e Cross-Platform Analysis: The analysis compares more than one social media
platform and the communication units between them. The social media ecosystem
allows users to share entries from one platform to another. In this way, content
flows throughout the whole ecosystem.

These three categories are integrated with the framework presented in the last sec-
tion. However, the title of this thesis refers to multiplatform analysis. The reason for
this is that most of the research I present here considers either multiplatform or single
platform analysis. I preferred to keep this thesis in the mulitplatform category as I do
not focus on understanding the flow of information throughout social media channels
(With the exception of [1], where I introduce a framework to compare interactions be-
tween platforms). Nevertheless, I have contributed to research regarding cross-platform
analysis. In [13], we try to explain how content moderation on one platform affects the
virality of content on other platforms. The methodology comes from previous research
by Zannettou et al. [142]. They analyzed how mainstream and alternative news flows
between Twitter, Reddit, and 4chan. Spangher et al. [125] analyzed the aforementioned
IRA Russian strategy on Twitter, Facebook, and Bing. They focused on finding sim-
ilarities between platforms, to identify which platform had taken a larger role in the
disinformation campaign.

Cross-platform analysis enables understanding how moderation policies on some plat-
forms affect misinformation on others. Information or discussion boards that start on
4chan or Reddit can move to Facebook and Twitter and then back to other fringe social
media platforms. Ribeiro et al. [143] analyzed two communities that Reddit banned and
that subsequently migrated to their own websites. New social media platforms emerged
after content moderation practices arose on Twitter and Facebook—for example, Par-
lor, and Gab [144]. The social media ecosystem is changing rapidly, and without a
thorough understanding of the flow of political content between platforms, there is no
way to completely understand the ecosystem and act accordingly, to prevent the spread
of misinformation.

1.5 Thesis Structure

This work is a collection of five peer-reviewed papers that try to explain the different
aspects of political communication on social media. The main research question that
this thesis seeks to answer is:

Research Question How do different actors (defined in Section 1.2) express
their political ideas on multiple social media platforms?

12
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The approach to answering this question stems from investigating relevant case studies.
In this case, relevance is confined to political and social events that happened between
2017 and 2020. The social media ecosystem transforms itself often, and new platforms
start to overshadow old ones. With this thesis, I try to explore aspects of political
communication that did not exist a couple of years ago and may not exist in the near
future. For this reason, my goal is not to provide a generalized theory of political
communication on social media. Doing so would require an ever-evolving framework
that copes with a disruptive ecosystem. My approach is more practical as it provides
selected examples of how to perform multiplatform social media analysis. These
approaches are still useful even for new social media platforms in the future. The main
platforms in this study are Facebook, Twitter, Instagram, YouTube, and TikTok.

For a complete contextual background, I feel obliged to present two other theses that
are closely connected to this work. With the permission of both authors, I assert they
can be considered the first two volumes of a trilogy. The three works complement each
other, by portraying different aspects of online political ecosystems:

e Shahrezaye [103] presents the infrastructure to gather social media data also used
in this thesis. He introduces a framework to continuously store the raw data on
scalable distributed databases. Additionally, he studies polarization in social
media and how to detect political orientations on networks of friends and follow-
ers. He approaches political communication from the big data side, by providing
methodologies to detect political patterns in large-scale datasets.

e Papkyriakopoulos [104] presents a generalized theory of political machines. He
defines a political machine as an extension of Wiener’s social machine theory [145].
He provides an overview of machine learning and natural language processing tech-
niques for the evaluation of political interactions. His main focus is on hyperactive
users, recommendation systems, and bias in machine learning models. His ap-
proach to political communication is more theoretical in nature; he focuses on in-
terpreting the human-computer-social media interaction as a complete cybernetic
system.

As an extension of these two theses, my work provides a practical approach to studying
political communication on multiple social media platforms. The focus of this work relies
on five case studies to explain the dynamic transformation of political communication.
The thesis is divided into the following four sections:

A: Monitoring Political Communication

The first step to correctly understand how political communication occurs on social me-
dia is through data collection and monitoring. For researchers, accessing the data is not
always possible. Twitter only provides a percentage of the total tweets at a given mo-
ment in time, and this sample has proved to be biased [146]. Facebook severely restricted
access to platform data via its Application Programming Interface (API), in the after-
math of the Cambridge Analytica controversy [147]. Other social media, such as TikTok,
do not even have official APIs. This makes monitoring political communication difficult.
However, it is important to try to understand as much as possible of what happens on
the platforms. In The Political Dashboard: A Tool for Online Political Transparency, 1
present a dashboard that monitors the German online political landscape. It shows live
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analysis of Twitter, Facebook, and online news media. The dashboard also covered anal-
ysis for the 2020 U.S. election. Dashboards are useful tools for researchers, journalists,
and politicians to get an understanding of the current environment. They present a more
unbiased view than navigating the social media platform itself, as such an experience is
highly personalized.

B: Political Actors

Political actors use social media as a major channel of communication to present their
ideas to the public in a more direct manner, without such gatekeepers as journalists
or news media. Some politicians are avid social media producers (e.g., Donald Trump),
others stay mostly quiet (e.g., Angela Merkel). Political parties as entities also have their
presence online to persuade and mobilize voters. As Section 1.2 discusses, there are two
types of communication from political actors to users: organic content, and sponsored
content. The spread of organic content depends on the structure of the follower network
and the users that spread their content. On the other hand, the reach of sponsored
content depends on the parties’ financial investment. In the 2016 campaign, Hillary
Clinton spent 38 million dollars on Facebook ads, and Donald Trump spent 44 million
dollars [148]. By comparison, in 2020, Joe Biden spent 103 million dollars, and Donald
Trump spent 85 million dollars on this platform [149]. Political content is booming
on social media, from which political actors try to profit. At the same time, social
media platforms should keep political actors accountable for the content they share.
Researchers can help with auditing whether the platforms are following the norms and
laws that regulate online political communication.

In The Rise of Germany’s AfD: A Social Media Analysis, I investigate the extent to
which Germany’s far right-wing party, the Alternative fiir Deutschland, employed social
media to attract attention in its first five years of existence. I also analyze their content
and their reach on four social media platforms. At the same time, I compare their suc-
cess with the rest of the German political parties, considering both federal and regional
accounts. In this study, I only consider the organic content that the political parties
created. By contrast, in Exploring Political Ad Libraries for Online Advertising Trans-
parency: Lessons from Germany and the 2019 Furopean Elections, 1 focus on studying
the political ads that generated German political parties generated during the period
leading up to the 2019 European election. They comprise ads on Facebook, Instagram,
Google, and YouTube, the main platforms for political advertising. Other platforms, in-
cluding Twitter and TikTok, prohibited political ads [150]. I could investigate sponsored
content only because in 2019, Facebook and Google created ad archives that included
the political ads that ran on their respective platforms. Although these archives do not
provide the complete information on the advertisers’ targeting schemes, they represent
a step towards accountability and transparency.

C: Partisan Users

Social media allows citizens to express their political opinions and share their ideologies.
Some social media users are highly active in political discussions, whereas others are
rather passive users who perceive social media as a source of information. Journalists
and politicians are no longer the only sources of political content. Partisan users belong
to the active user category. They create content that supports their party or their
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political ideas. Popular partisan users become influencers on a social media platform,
therefore, play an important role in the political communication. Exchanges between
partisan users of different political parties tend to permeate the political fabric of social
media.

TikTok, a new social media platform, has taken the spotlight in terms of creating new
forms of political communication. Its user base increased 75% in 2020 and is predicted
to soon reach more than 1 billion monthly active users [151]. Based on short videos
propelled by music trends, TikTok’s algorithm rewards creativity more than popularity
[152], which lowers the entry bar for new users with good ideas. In Dancing to the
Partisan Beat: A First Analysis of Political Communication on TikTok, 1 study how
users create and interact with political content on this platform. This study centers
around U.S. politics, given the high amount of political content on the platform leading
up to the U.S. 2020 election [153]. I investigate the patterns of communication and
interaction between Republican and Democratic users. On TikTok, users are the central
part of the political communication. Although some politicians are already on this
platform [154], they stay at the outskirts of the conversation. This user-driven political
ecosystem allows users to find new, creative paths to persuading others of their political
ideologies.

D: Bad-Natured Agents

The final section of the thesis deals with bad-natured actors, who behave against the code
of conduct of a platform, share misinformation, or constantly spread toxic comments. As
previously discussed in Section 1.2, these actors can be automated or not, political actors
or partisan users. The distinction is not straight-forward, especially if users share ideas or
links to stories that they believe are the truth because they trust a source (cable news,
newspaper, blog, or other) that provides false information. Research on bad-natured
agents increased after the 2016 U.S. election, but the consequences of these actors in the
real world were hard to measure. However, the 2020 coronavirus pandemic originated
an environment of misinformation on social media, a misinfodemic [155] that has had
spillover effects on real events. Conspiracy theories, such as coronavirus being a product
of 5G towers or the QAnon conspiracy [156], are at the center of social media discourse.
In NLP-based Feature Extraction for the Detection of COVID-19 Misinformation Videos
on YouTube, I propose an algorithm to detect YouTube videos containing conspiracy
theories related to COVID-19. Instead of analyzing the video itself, the methodology
looks at the comment section. It classifies comments as conspiratorial or not, using
state-of-the-art natural language processing techniques. Videos with a high number of
conspiratorial comments tend to include conspiracy theories in their content. In this way,
I exploit the published content from bad-natured agents as input to an early-detection
mechanism for identifying malicious videos.

As a complement to the papers in this thesis, I append two other first-author works
that I wrote during work on the thesis, related to bad-natured agents. In Appendix A, I
present excerpts from Social Media Report: The 2017 German Federal Elections [132], a
published (non-peer-reviewed) report that analyzed social media activity in the months
leading to the 2017 German election. The excerpts discuss the effects of social bots and
trolls on Twitter. I explore the activity of the Russian trolls detected during the 2016
U.S. election [157] as they were also active during the months before the German election.
In Appendix B, I include the unpublished article Coordinated and Suspended Accounts
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on Twitter in the run-ups to General Elections. This study investigates coordinated
behavior and suspended accounts on Twitter during the fourteen days leading up to the
general elections in the United Kingdom, Mexico, Germany, and Greece. I manually
labeled the partisanship from a sample of both coordinated and suspended accounts
to understand their political intent. In this way, I show how Twitter responded to
coordinated accounts in different elections, and which political party these accounts
supported.

1.6 Theoretical Contributions

Here I state the theoretical contributions of my thesis. Contributions measure the impact
of the research and the key takeaways. The methodological counterpart appears at the
end of the next chapter.

I propose a multiplatform approach that unifies the different features of
social media channels. This allows researchers to compare the reach of
political accounts on multiple social media. The approach reflects four cat-
egories: party engagement, user engagement, user support, and message
dissemination.

e [ show the superior social media popularity of the AfD in comparison to the
other German political parties.

e [ demonstrate that as part of its social media strategy, the AfD avoided
discussion of its economic proposals and instead focused on pushing its anti-
immigration agenda to gain popularity.

e [ provide the first analysis of political advertising in Germany and show that
the German political parties are still not deploying large-scale microtarget-
ing in their ad campaigns.

o [ illustrate the shortcomings of Facebook’s and Google’s ad archives, and
discuss the challenges for enhancing transparency in the online advertising
ecosystem.

e [ perform the first analysis of political communication on TikTok. I show
that politics is an important part of the TikTok ecosystem in the United
States. I find that the duet feature creates new forms of communication
between partisan users, which I describe as a communication tree.

e [ show that Democratic users on TikTok engaged significantly more in cross-
partisan discussions, whereas Republican users preferred to duet with users
who professed their same ideology to boost their message.
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2 Methods

In this chapter, I discuss the methodological techniques that I employed for this thesis.
I do not include an exhaustive list of statistical methods that can be applied to analyze
online political communication (For a thorough presentation of methods, please refer to
one of these books [158, 159, 160, 161]). I group the methods according to the different
schools of statistical inference and statistical learning. I provide a short explanation of
the different paradigms and the algorithms I employed from each of them. Although
most statistical techniques tend to be labeled as artificial intelligence (AI) [162], it is
crucial to understand their difference and how the interpretation of the results depends
on the paradigm that the method belongs to. At the end of the chapter, I present the
methodological contributions of this thesis.

2.1 The Different Paradigms of Data Science

Data science is a “concept to unify statistics, data analysis, and their related methods”
to “understand and analyze actual phenomena” with data [163]. It combines classic
statistical methods with computational methods from artificial intelligence and computer
science fields. Its potential relies on the fact that data science can be applied to any field
of research. However, expert knowledge in a given field is necessary for data science to be
useful. Without this knowledge, the algorithms can provide good accuracy to a problem,
but the interpretation would be missing. In politics, sociology, and other social sciences,
a better term for applied data science is computational social science [164]. Social
science research has always been based on the classic statistical methods to understand
social phenomena. By including computational approaches, computational social science
employs more advanced statistical methods that heavily rely on computational power.
Given the plethora of methods available for statistical modeling, it is important to
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Figure 2.1: Different paradigms of data science and their connections.
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understand the different paradigms of data science (or similarly computational social
science) to decide which methodology to use to answer a research question. Figure
2.1 show a categorization of the different paradigms. On the top, the two schools of
statistical inference appear: frequentist and Bayesian statistics. The dotted line shows
that frequentist statistics can be expanded to a Bayesian setting. The next level is
machine learning, which focuses more on learning from data and predicting. However, it
needs a solid base on the statistical methods for inference. The deep learning paradigm
appears at the bottom of the figure. Although it is a sub-field of machine learning,
deep learning is considered separately given its popularity and the framework based on
neural networks. The following subsections will provide a more detailed description of
each of these paradigms. I exclude Bayesian deep learning as I did not employ it in my
research. Its methods are still more on the experimental side and have not been applied
yet to the social sciences. It may take more relevance in the future, given its potential
for explainability and parameter uncertainty.

Table 2.1 shows which paradigms I employed for the published papers included in this
thesis. Four papers include algorithms belonging to more than one paradigm. This is
often the case in research as each method provides different perspectives to solve the
research question. In the following subsections, I also show the methods that I employed
in the research papers. For a detailed list of methods that each paper used, please refer
to the paper itself.

Paper Short Title

The Rise of Germany’s AfD
The Political Dashboard
Exploring Political Ad Libraries

Dancing to the Partisan Beat
NLP-based Feature Extraction

Table 2.1: Published papers and the paradigms employed for the analysis (Abbreviated with
their respective capitals)

Note: The following sections discuss different probability distributions. An explana-
tion of each distribution is outside the scope of this thesis. Please refer to any classic
statistics book to get a better understanding of them.

2.1.1 Frequentist Statistics

Frequentist statistics or classical statistics has been a staple of scientific research. The
term frequentist derives from the fact that it relies on the concept of a sampling distri-
bution, a distribution that an estimator has when applied to multiple data sets sampled
from the true but unknown distribution. The frequency of the events determines the
statistical parameters and their standard error. All the parameters are viewed as fixed
and the data as random.

The frequentist school uses conditional distributions of data given specific hypotheses.
A hypothesis plays the center role in designing a rigorous statistical analysis. First, a
null hypothesis (Hg) is defined, which presupposes the absence of a specific property
or relationship. Then, a statistical test tries to quantify if the null hypothesis holds
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or not. For this, a test statistic is calculated by comparing a proposed probability
distribution and the sample distribution. The selection of the test statistic and the
probability distribution highly depends on the problem at hand and is selected if the
dataset follows specific mathematical assumptions. If the test statistic exceeds a specific
value (or equivalently, the p-value is smaller than a predefined threshold like 0.5), the
null hypothesis is rejected and the alternative hypothesis (Hj) holds. If this is not the
case, the conclusion is that the data does not provide sufficient evidence to reject the
null hypothesis but does not imply that it holds.

For statistical inference, the main principle of classic statistics is the maximum like-
lihood estimation (MLE). It allows estimating the parameters in a statistical model,
which would make the observed data the most probable. The likelihood is defined as:

L(0|z) = f(x[0)

where 0 represents the parameter or parameters and f is the selected likelihood function
to model the data. For independent and identically distributed random variables, f will
be the product of univariate density functions. It is important to notice that likelihoods
are not normalized as probabilities.

Most of the statistical methods were conceived before the computational intensive
era. Therefore, they use mainly mathematical approaches with assumptions to consider
to calculate significance. However, there are also computational intensive methods in
frequentist statistics. For example, the bootstrap is used to approximate the sampling
distribution. It works by selecting a random sample of the data with replacement and
calculating parameters. The average of all the samples is selected as the estimated
parameter.

The statistical tests I present in the following subsections are still used extensively
in scientific research. They are part of the non-parametric approaches employed when
the observed data does not follow a normal distribution. This is the case for most of
the data originating on social networks. Most complex social media interactions follow
a log-normal distribution [165, 166]. Non-parametric tests mostly work on the principle
of ranking. The lowest value in a dataset has rank 1, the next rank 2, and so on. If
observations have the same value, they become tied ranks.

Kolmogorov-Smirnov Test

This test is useful to identify if two probability distributions are statistically similar. It
can measure the goodness of fit between the distribution of a data sample to a reference
distribution. The test compares the empirical distribution function of the sample to the
cumulative distribution function of the reference. The Kolmogorov-Smirnov test takes
the longest distance between these two distributions as the test statistic and compares
it to the Kolmogorov distribution. It is also possible to use this test to compare two
sample distributions to identify if they originate from the same distribution. In this case,
the null hypothesis is rejected at a level « if

« 14+
Dm > \/_ln(Q) * 2m

33

where n and m are the size of the two datasets. Figure 2.2 shows the two possible use
cases for the Kolmogorov-Smirnov test.
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Figure 2.2: Left: Comparing the empirical distribution function of a sample distribution and a
cumulative distribution function of a reference distribution. Right: Comparing two
empirical distribution functions. Both figures show the maximum distance between
distributions.[167].

Wilcoxon Rank-Sum Test

This test is the non-parametric equivalent to the independent t-test, which compares the

means between two independent groups (control and treatment). The core idea is that

the groups are different if we rank the data from both groups together and then find if

one of the groups has significantly higher ranks than the other. In this way, it compares

the medians of the groups instead of the means. The test performs a simple z-test

between the summation of the ranks of a group and the mean rank of the two groups.
This test is also known in the literature as the Mann-Whitney U test.

Kruskal-Wallis Test

This test is the non-parametric version of the one-way ANOVA test, which compares
the means between more than two independent groups and finds if they are statistically
different. Similar to the Wilcoxon rank-sum test, the values of all groups are combined
and ranked. It then calculates a test statistic with the ranking of the different groups.
Finally, it uses the chi-squared distribution to compare with the test statistic. The null
hypothesis is that all the groups have the same median. Rejection does not imply which
of the groups are different. To uncover this, we perform pairwise Wilcoxon rank-sum
tests between each of the groups. We add a correction for each of the pairwise tests
to consider that we apply multiple tests to the same data. The Bonferroni correction,
for example, takes the division of the predefined significance level o by the number of
comparisons as the new criteria to reject or not the null hypothesis. We perform the
pairwise tests only after the rejection of the null hypothesis from the Kruskal-Wallis
tests.

Chi-Squared Goodness of Fit Test

This test is a non-parametric test for categorical variables with counts. This means
different categories where each category has several occurrences in the dataset. It com-
pares the different proportions in the categories with a null hypothesis that entails that
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the proportions (counts in a category divided by total counts) follow a predetermined
pattern. For example, it can test whether the proportion of all categories is the same.
The test statistic for C' categories is:

2 (Oc - EC)2
X? = ; -

where O, and E. are the observed and expected counts in category c. As the name
implies, the test uses the chi-squared distribution with C' — 1 degrees of freedom to
compare with the test statistic. The null hypothesis can test for a specific pattern of
proportions other than equality between categories.

2.1.2 Machine Learning

Machine learning is a subfield of computer science based on many of the fundamentals
of classic statistics. Instead of focusing on inference, machine learning relies more on
predictive algorithms that learn from the data. Accuracy, optimization, and data min-
ing approaches play a larger role than interpretability and closely following statistical
assumptions. In other words, it is a more data-driven discipline, and without considering
the Bayesian paradigm, it is sometimes better labeled as statistical learning. Whereas
inference allows us to test hypotheses, learning is interested in making predictions from
future data.

There are three main types of learning: supervised learning (uses labeled data), un-
supervised learning (uses unlabeled data), and reinforcement learning (consists of an
agent with actions, states, and rewards). Supervised learning further subdivides into
two main categories: regression, where the target to predict is a real-valued label, and
classification, where the target is discrete, often belonging to a set of categories. All
model-based learning algorithms try to minimize the objective known as the cost func-
tion, which consists of a term that averages differences between the real target labels and
the predicted ones. There are different ways of representing these differences according
to the specific method. The differences are commonly referred to as loss functions. In
the following subsections, I present three supervised classification models that I used in
this thesis.

Logistic Regression

Even though it has the term regression in its name, logistic regression is a classification
method. It takes its name from the fact that its mathematical formulation is similar to
linear regression. For two classes, it tries to calculate the probability of a data sample
x belonging to class 1: P(y = 1|z). This is called binary classification. The sigmoid
function is applied to x to model this probability:

1

Py = 1|z) = owp(x) = )

The sigmoid transforms any input to be in the [0, 1] interval to interpret it as a prob-
ability. The argument of the exponential function is equivalent to the linear regression
function, where the weights multiply with x together with a bias term. The weights
and the bias are the parameters that logistic regression should learn. A threshold must
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be defined to classify the data. For example, all values below 0.5 belong to class 0 and
higher to 0.5 to class 1. Figure 2.3 shows the difference between linear and logistic
regression. The importance of using the sigmoid function should become more evident
with the image.

\ Linear Regression . Logistic Regression
vY=1 O Y= b o e o ---
£ 2
> g
>
Y=0 + Y=09 S
X-Axis X-Axis

Figure 2.3: Linear regression vs. logistic regression [168].

The optimization criterion in logistic regression is the maximum likelihood, which tries
to maximize the model’s likelihood. As is the case of most machine learning algorithms,
the logarithm of the likelihood is easier to work with:

N

LogLyy, = Z Yiln(ow,p(7:)) + (1 — yi)In(1 — owp(zi))
=1

There is no closed analytical solution to optimizing this quantity. A numerical optimiza-
tion that is commonly employed to solve it is gradient descent [169].

It is straightforward to extend this algorithm to more than two categories (multiclass
classification). Instead of the sigmoid, the softmax function is used:

exp(we X)

C
oy exp(wlx)

P(y = C|X7W) = Softmaxw(x) =

where w, is the ¢’th column of W, and ¢ represents a class. The bias term still exists, but
is included in the w vector for notation clarity. The log-likelihood is simply generalized

as:
N C

LogLw = Z Z Yicln(softmazy, (x;))

i=1 c=1

and is known as the cross entropy loss.

Support Vector Machine

A support vector machine (SVM) [170] tries to find a good decision boundary between
data from different classes. In a high-dimensional space, the boundary consists of a hy-
perplane that separates positive examples from negative ones. A good decision boundary
should have the largest margin between classes. The margin is defined as the distance
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between the closest examples of the two classes to the decision boundary. The equation
of the hyperplane is simply the linear regression formulation again:

wlix—b=0

The predicted label depends on the sign of the right-hand side of the equation. SVM
requires that the positive label has the numeric value of +1, and the negative label has
the value of —1. The constraint for a correct classification is:

yi(wlix+b) >1

The one is selected to make the margin to be of size % (the denominator is the norm
of w). This is a result of a geometrical interpretation of the distance between a point a
line. The data points that lie in the margin are called support vectors. The graphical
illustration of this appears in Figure 2.4.
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Figure 2.4: A SVM model for two-dimensional feature vectors [171].

The problem consists of optimizing the norm of w subject to the previously defined
constraint to find the maximum margin. This is a constrained convex optimization
problem, which requires knowledge in Lagrangian multipliers and algorithms such as the
sequential minimal optimization [172]. This implementation of the SVM is better known
as linear-SVM. The method can extend to non-linear boundaries by incorporating ker-
nels. Kernels are outstanding mathematical calculations that allow to calculating inner
products in high-dimensional (even infinite) dimensions without explicitly transforming
the data.

Random Forests

Random forests is an ensemble algorithm that consists of simpler classifiers called deci-
sion trees. A decision tree is an acyclic graph with branches that represents decisions.
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Each branch node compares a feature of x to a given threshold. If the value is lower
than the threshold, a left branch follows, otherwise a right branch. The tree can be
followed from top to bottom until reaching a leaf node to make a prediction. The pre-
dicted probability P(y = c|z in leaf node) = . is easily calculated by dividing the
number of training samples that fall into a leaf node with class ¢ by the total number of
samples in the given node. A decision tree considers for each graph node which feature
and threshold maximize the reduction of the cost function. The cost function consists
of either the entropy (H) or the Gini impurity (G) of the two lead nodes, weighted by
the number of samples in each node:

’Sleft| ‘Sright|
C ’S’ (Sleft) ‘S‘ (Smght)

where S is the set of training data and H can be replaced by G. Entropy and Gini
impurity are defined as:

C
H(e) =Y #cln(e)
c=1

C
G(ﬁ-c) = Zﬁc(l - 7%0)
c=1

Additionally, the algorithm needs a set of stopping conditions. The most logical one
is if a leaf node contains only samples from one class. Decision trees are non-parametric
models, as the number of parameters are not fixed at the beginning of training. To avoid
the overfitting of training data, a pruning mechanism can remove branches that don’t
contribute significantly to the error reduction.

A decision tree model has high interpretability but has less predictive power than
other machine learning classifiers as they are high variance estimators. An ensemble
of trees reduces the variance and creates a more stable model. A random forest model
combines the prediction of a large number of decision trees via bagging. Bagging (short
for bootstrap aggregation) is a sampling mechanism that takes several random samples
with replacement from the training data and trains a tree for each one. Moreover, each
decision tree considers only a random sample of the input features at split time. The
trees will be different from each other due to both random sampling approaches. After
training N number of trees, the average prediction is the ensemble model prediction.
Figure 2.5 compares a single decision tree versus an ensemble of trees. The random
forests algorithm also works for regression tasks by considering a cost function similar
to the mean squared loss.

2.1.3 Bayesian Statistics

Bayesian statistics has a different philosophy to interpret data than frequentist statistics.
It considers data as being fixed and the parameters as being variable. In this way, it tries
to identify the probability distribution of the parameters and not only point estimates.
Bayesian statistics rely on the Bayes theorem to achieve this:

P(X|0)  P(0)

POIX) = =555
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Figure 2.5: A single decision tree (left) vs. a random forest model (right) [173].

where X represents the data, and 6 the parameters of the model. The term P(X|0)
corresponds to the likelihood from frequentist statistics. The main difference relies on
the P(0), which is referred to as the prior distribution. The prior convey some previous
knowledge of the model and is one of the tricky parts of Bayesian statistics. With a
large number of data, the prior will not play a large role as with small datasets. If the
prior is the uniform distribution (no previous knowledge of the model), the Bayesian
setting transforms into the frequentist setting. The distribution of the parameters is
referred to as posterior distribution. The confidence intervals can be obtained directly
from this distribution and do convey the uncertainty of the parameters. In contrast, the
confidence intervals in frequentist statistics can convey the same but often do not, as
they are based on the data and not on any parameter distribution [174].

Bayesian statistics do not rely on the classic hypothesis testing with null hypotheses,
alternative hypotheses, and p-values. Although a Bayesian approach allows p-values,
called Bayes factors, they do not play a decisive role. The prior can be interpreted as
the probability that the hypothesis is true before the data is observed. The likelihood
is the evidence about the hypothesis given the data, and the denominator is the total
probability of the data taking into account all possible hypotheses.

Bayesian statistics is more computationally intensive than frequentist statistics be-
cause the denominator of the Bayes formula P(X) has to be approximated for most
of the cases. There are few analytical Bayesian solutions (for example, Bayesian linear
regression) given that this probability needs to integrate over many parameters. To ap-
proximate the posterior distributions, Bayesian statistics rely on sampling techniques,
mainly Markov chain Monte Carlo (MCMC). A thorough analysis of Bayesian statistics
can be found in Gelman’s book [175].

Bayesian Logistic Regression

The goal of this method is the same as for logistic regression explained in the machine
learning section. However, the Bayesian setting is slightly different:

0 = sigmoid(w’x + b)
y ~ Bernoulli(0)

b ~ Normal(up, op)

Wy ~ Normal(lu’w(i)a Uw(i))
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The sigmoid still defines the main structure of the logistic regression. The prediction is
modeled as a Bernoulli trial. In the non-Bayesian setting, this interpretation is similar.
However, what changes is that the parameters are modeled as normal distributions. The
prior distributions of the model relate to the mean and standard deviations of the normal
distributions. The prior for the mean is modeled as a normal distribution, and the prior
for the standard deviation is modeled as a Half-Cauchy distribution. The extension to
multiclass classification changes the sigmoid to a softmax function and the Bernoulli
to a Categorical distribution. Figure 2.6 shows this Bayesian model represented as a
Kruschke diagram.
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Figure 2.6: Kruschke diagram of multiclass logistic regression [176]. Small notation changes:
w to B and b to a

An attentive reader would ask why did I include logistic regression in the machine
learning section and not in the frequentist statistics section, or similarly, why did I
not include Bayesian regression in the Bayesian machine learning part (next section)?
This illustrates the difficulty in separating methods in the different paradigms of data
science. Especially the most popular ones that exist in all paradigms, such as linear
and logistic regression. Each paradigm treats the same method in different manners,
especially the interpretation part. The logistic regression in machine learning is mostly
used for learning, whereas the logistic regression in classic statistics is used for inference,
where the weights of the model play the centric role, not the accuracy. In this thesis,
I employed Bayesian logistic regression for inference and interpretability and not to
calculate posterior predictive distributions. Posterior predictive distributions consist of
integrating over all parameters to make a prediction and have a larger focus in Bayesian
machine learning.
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2.1.4 Bayesian Machine Learning

Similar to Bayesian statistics, Bayesian machine learning uses Bayes rules and prior
probabilities to calculate posterior probabilities of the variables under consideration.
The main set of models that comprise Bayesian machine learning are the Probabilis-
tic Graphical Models (PGMs). They encode complex joint multivariate probability
distributions using graphs. A node in the graph corresponds to a random variable,
and the edges correspond to conditional independence relationships between variables.
The graph structure allows solving inference (by computing marginal probabilities) and
learning tasks (by estimating parameters of the probability functions) easier than by
considering the full joint distribution probability of all variables. There are two main
flavors of PGMs: directional graphs, better known as Bayesian Networks, and undirec-
tional graphs, called Markov Random Fields. Figure 2.7 shows an example of a Bayesian
Network where the random variables are the nodes and the joint probability distribution
is factorized to be composed of simpler conditional probabilities. Observed variables are
depicted as colored nodes, and non-observable variables that (may) have some influence
on the observed variables are depicted as uncolored nodes. These variables are referred
to as latent variables.

It is important to understand which variables are independent of each other to work
with graphical models. With simple diagrams this is trivial, but with highly complex
networks, more strategic algorithms are needed, for example, d-separation [177]. In
Figure 2.7, the probability of having congestion and the probability of muscle-pain are
independent if we know that the person has flu or not. If we do not know this fact, both
probabilities have a dependency.

Graph Representation

Congestio
n

Independencies
(FLH|S)
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(M LHC|F)
(M 1C|F)
Factorization '

P(S,F,H,C, M) = P(S)P(F | )
P(H | S)P(C | F,H)P(M | F)

Figure 2.7: Schematic of a Bayesian Network, with the independencies and a factorized joint
probability [178].

Some graphical models can be solved analytically but require long mathematical calcu-
lations. Other models with an intractable analytical solution require variational inference
or sampling strategies to be solved. Koller et al. [178] presents a complete treatment
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on probabilistic graphical models. One of the most popular Bayesian machine learning
algorithms in computational social science is latent Dirichlet allocation.

Latent Dirichlet Allocation

The goal of this method is to assign a distribution of K predefined topics to the M
documents in a text corpus 7. Each document D consists of a collection of N words. A
word w is represented as a one-hot vector of size V, the vocabulary size. Latent Dirichlet
allocation (LDA) [179] is a generative probabilistic model that assigns high probability
both to the documents and to other similar documents. The assumptions of the model
are that documents with similar topics will have similar words, that documents are
probability distributions over latent topics, and that topics are probability distributions
over words. The generative process is as follows:

1. Choose 6 ~ Dir(«)

2. For a predefined number of N words w,,:
a) Choose a topic z, ~ Multinomial(0)
b) Choose a word wy,|z, ~ Multinomial(3)

where 6 is a K-1 Dirichlet random variable, and « is the parameter that controls its
distribution, working as a prior. The Dirichlet can be seen as a set of probabilities
that sum up to one, and « as a concentration parameter of the probability mass.
With a value much less than 1, the mass is highly concentrated in few components,
whereas with a value greater than 1, the mass will be dispersed almost equally
among all the components. The § parameter represents the prior on the per-topic
word distribution. The model can be better appreciated as a graphical model (see
Figure 2.8). The rectangles are plates that represent 1 to N words and 1 to M
documents. Only the words are observable and this is represented with a filled

node.
B Q

Q
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M

Figure 2.8: Plate notation of the LDA model [179]

The factorized joint distribution is expressed as:

N
(0,2, wla, 8) = p(0la) [] p(2nl0)p(wnl2n, B)

n=1

In other words, LDA is a method that uses a bag of words approach with a three-level
hierarchical clustering model. An iterative approach similar to k-means clustering is
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applied to solve it. This iterative process is based on variational inference to determine
the posterior distribution of the words and topics. The most common solution approach
is through collapsed Gibbs sampling [180]. There are several methods to optimize the
number of K topics similar to the methods that identify the optimal number of clusters
in clustering algorithms.

2.1.5 Deep Learning

Deep learning is a branch of machine learning that uses neural networks as its core
component. Neural networks are universal function approximators as they can learn an
approximation of any function f(). They are composed of nested functions applied to
a given input. Figure 2.9 shows a schematic of a deep neural network, in this case, a
feed-forward neural network (FNN). Each inner layer represents a linear function Wz,
where W is a matrix that multiplies with the previous input x (Similarly > w; % z; in
non-matrix notation). The edges between nodes in layers represent the weights in the
W matrix. Additional to the linear transformation, each layer can include a non-linear
function. This non-linearity (also known as activation) is almost always applied since
it helps the network learn complex non-linear functions. The most famous non-linear
function is the ReLU, which converts every negative number to zero and leaves the
positive values untouched. Even though it is a simple non-linearity, it has proven to be
successful. A three-layer neural network with input x and ReLU activation would be
equal to the function:

f = Wsxmax(0, Wy x max(0, W1 %))

The input layer consists of nodes that represent the features (numerical) input data.
A simple neural network with only one hidden layer and a sigmoid (or softmax) activa-
tion function is equivalent to the linear regression equation for binary classification (or
multiple classification). It represents a sum of the features multiplied by the weights
and then the activation function. For a binary classification problem, one output node
is used to represent the probability of belonging to class one. Multiple classification
needs N output nodes. The function will be identical to a linear regression model in
the absence of an activation function. Feature selection in deep learning plays a smaller
role than in machine learning. The common practice is to let the model overfit the data
and then select the point in time before the overfit started (early stopping). The inter-
pretability factor is not inherent in deep neural networks. This has the highest contrast
with frequentist statistics which requires assumptions to be met to accept a model to
be valid. In deep learning, having more features is better, as accuracy is commonly the
final goal.

Similar to most machine learning algorithms, a loss function has to be defined to
train the neural network. In the case of classification tasks, most of the time the cross-
entropy loss is used. The method to train a neural network is called backpropagation. It
consists of calculating the function values (forward pass) and then calculate gradients of
each neuron with respect to the weights from the deepest layer and backpropagate the
gradients to the upper layers (backward pass). The weights are updated according to the
gradient descent mechanism that tries to find the lowest loss by subtracting the gradient
times a learning rate parameter. Given that the number of parameters is high and the
input data normally consists of thousands of training examples, it is not advisable to
calculate the gradients with respect to all the input data. Stochastic gradient descent
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Figure 2.9: Schematic of a deep feed forward neural network (FNN) [181].

allows to take non-repeating mini-batches of the data and update the gradients only with
the gradients of the mini-batch. A complete pass of weight updates with the complete
data constitutes one epoch. For thorough explanations on deep learning, please refer to
Goodfellow et al. [182]. In the following subsections, I describe state of the art neural
architectures for visual and textual data.

Convolutional Neural Networks

The most popular neural architecture for dealing with visual data (images or video) is
the convolutional neural network (CNN). CNNs rely on discrete convolutions between
images and filters. A 1-dimensional convolution is described as:

M
(fxg)lnl= > fln—mlgm]
m=—M

where f is the input and g is the filter. This convolution is an element-wise multiplication
of the filter at continuous positions of the input. A 2-d convolution would require a 2-d
filter that covers the different parts of the input. Figure 2.10 shows an image of binary
pixels and a filter (numbers in red) of size 3x3 applied to the image’s first nine elements.
The element-wise multiplication is then summed, and a new element (in the case of the
image a 4) is extracted. The filter would then move to the right and later downwards to
cover the uncovered pixels. In the end, the 5x5 image reduces to a 3x3 feature.

A deep CNN architecture consists of several convolutional layers. A convolutional
layer consists of many filters of the same size that allow extracting many features si-
multaneously. Although the filters decrease the dimensionality of the original image,
concatenating many filters increases the depth dimension. Figure 2.11 shows a typical
deep CNN architecture for classification. On the left, the image consists of a 3xNxN ma-
trix where each element is a pixel value between 0 and 255. The number three is related
to the three visual channels (red, blue, green). The first convolutional layer transforms
the three channels into a K dimensional block (with K number of filters) each of a re-
duced size depending on the filter size. The filters are not fixed during training, they are
learned through backpropagation. The goal is that each filter learns to extract meaning-
ful features. After the convolution, a RELU activation is applied. Before passing to the
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Figure 2.10: A dummy image, a filter, and the result of the convolution between them [183].

next convolutional block, there is often a pooling layer. This layer is similar to a filter
given that it visits continuous parts of the image. However, its purpose is to calculate
either the maximum or the average of a given patch. In this way, it is not a convolution
but a simple reduction mechanism. Pooling is useful for extracting dominant features
and to reduce the spatial size of the convolved feature.
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Figure 2.11: A typical deep CNN architecture for classification [181].

The stack of convolutional blocks represents the feature learning part of the archi-
tecture. At the other end of the architecture, there is a fully connected (also called
dense) layer that takes the flattened output (transformed from N-d to 1-d) and uses a
softmax function to transform every output into a probability between zero and one.
The softmax function acts as a simple logistic regression that selects the category with
the highest probability. Even in complex architectures, logistic regression is a staple of
classification tasks.

The major progress for CNNs came with transfer learning. This technique fine-
tunes pre-trained large models to work for another application with substantially fewer
data. Transfer learning works by exchanging the last fully connected layer of a CNN
architecture and connecting it to a dense layer suited for a different task. All the pa-
rameters from previous layers can be fine-tuned. However, it is also possible to freeze
some layers (commonly the lowest ones) and only propagate the gradient to the unfrozen
layers. Transfer learning represented a schism in the deep learning world. It has allowed
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developers to create highly accurate applications with less data than usual and tailored
tasks with pre-trained knowledge.

Transformers

Transformers are a family of neural architectures based on the Transformer model pre-
sented by Vaswani et al. [184]. Since 2018, they have proven superior to recurrent neural
network (RNN) architectures in processing textual data. Figure 2.12 shows the main
blocks that constitute the Transformer. It consists of two main blocks: the Encoder
and the Decoder. The Encoder block (right) takes as input the word embeddings of a
sentence (or sentences) summed with a positional encoding.
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Figure 2.12: Transformer architecture [184].

e Word Embeddings are numerical vectors that represent a word (or a character)
[12]. The mapping from string to an n-dimensional vector can be learned during the
training process of the neural architecture. Words with similar meanings should
have similar vectors, and directions in the word vector space should have a semantic
meaning.
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2.1 The Different Paradigms of Data Science

e Positional Encodings They are fixed vectors of the same size as the word em-
beddings. Their purpose is to tell the model the position of each word in the
sentence(s). For example, they can be simply ordinal numbers from one to the
number of words in the input. However, the size of the input will vary with dif-
ferent examples and this makes this simple encoding prone to errors. The original
paper selects complex sine and cosine functions to create the encoding. This allows
the model to understand that the text is sequential and that structures often repeat
themselves (e.g., noun, verb, noun, punctuation, noun, verb, noun, punctuation).

The Encoder block consists of a multi-head attention layer and a feed-forward neural net-
work. The multi-head attention creates inner products between linear transformations of
the input embeddings to calculate which words in a sentence relate to each other. It cre-
ates many self-attention blocks, each learning different syntactic and semantic features
of a sentence. Attention is the mechanism that drives the Transformer to understand
the relationship between words. For a thorough explanation of the multi-head atten-
tion refer to this tutorial'. The feed-forward neural network consists of a dense layer of
higher dimensionality than the input embedding and a second dense layer that returns
the vector to the original embedding. Both layers have a normalization layer on top with
the input embedding being summed to the output embedding. This direct connection
between input and output relies on residual connections that allow training very deep
neural architectures.

While the Encoder encodes the important information of the input sentence, the De-
coder tries to decode this information by transforming it into a new representation. In
the original Transformer, the Decoder learns to translate a sentence from one language
to another. The input to the Decoder at training time is the translated sentence. The
Decoder block also has a multi-head self-attention layer as its first component. However,
for each word, the attention can only occur between itself and the preceding words. This
is needed, given that at inference time, there is only the possibility to generate a trans-
lated word one step at a time. However, during training, the model will always know
the correct translation (called teacher forcing) and will apply all calculations in parallel.
After the first self-attention block, there is another multi-head attention layer. However,
this is not a self-attention block but an attention block between the Encoder’s output
and the Decoder’s input. Here the Decoder can use the complete information from the
original sentence.

Both the Encoder and Decoder can consist of one to N number of layers. The input
of the first Encoder layer is the word embeddings with positional encodings. The subse-
quent layers take as input the output of the previous layer. Each Decoder block obtains
the information from the last Encoder layer. The last layer of the architecture consists
of a Dense layer with a softmax activation function. The classification task consists of
selecting the word from the output language vocabulary that represents the translated
word.

The original Transformer architecture was applied mainly to the task of machine trans-
lation. The breakthrough occurred after taking the same building blocks and apply them
to other NLP tasks. BERT (Bidirectional Encoder Representations from Transformers)
[185] takes the Encoder part to train a language model. Language modeling is the task
of predicting the next word given a sequence of previous words. A good language model

"http://jalammar.github.io/illustrated-transformer/
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2 Methods

takes a text corpus and is good at understanding common sequences of words and help-
ful in the language generation task. Normal language models are autoregressive models.
They take the previous input (the past) and predict the next words (the future) and
incur a loss if the predicted word is not the original from the text corpus. BERT is a
bidirectional model given that it changes the training task to allow using the past and
future words to predict a word at a specific position. For this, it trains the Encoder with
the masked language model, which consists in masking 15% of the words in the text
corpus and try to predict them, similar to a classification task. Figure 2.13 shows this
task with the masked word embeddings and a simple positional encoding. The power
of BERT and similar methods rely on transfer learning. First, the language model is
trained on an extremely large dataset. Then, BERT is fine-tuned by exchanging the last
layer of the architecture to train on a specific task, commonly on a significantly smaller
dataset.

Modeling (MLM) m
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Figure 2.13: BERT’s masked language modeling task [184].

A variety of BERT-based models have emerged in the last years. For example,
RoBERTa [88] takes the same architecture but trains the language model longer, with
more data, more parameters, and longer sequences. The newest language models continu-
ously scale the number of trainable parameters and computations. Additionally, another
family of Transformer models takes the Decoder block to train a language model. They
are autoregressive models given that the masked self-attention layer of the Decoder does
not allow to learn from future words. The most famous model with this architecture is
GPT [186]. As of the time of writing, Transformers are starting to become ubiquitous
for every NLP task. They are even applied to computer vision tasks and may prove
superior to the CNN architectures in the near future [187].

2.2 Methodological Contributions

e I propose a simple method to compare the social media content from a
political account and the manifesto, or official message, of a party with the
help of LDA.

e [ introduce a method to measure the success of boosted Facebook posts
even without the real ads’ click-through rates. I compare the engagement
between organic posts without any sponsorship and boosted organic posts
using Kruskal-Wallis tests. I propose that significant differences between
the two groups be considered as a proxy of campaign success.
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2.2 Methodological Contributions

e [ present a framework to explore multimedia content, which includes audio
recognition, text extraction from images, and deep learning techniques to
identify the age and gender of users on Tiktok videos. With this framework, I
analyzed the different levels of communication made possible by the platform
design.

e [ developed a multi-label classifier based on transfer learning and state-of-
the-art language models that can detect conspiratorial comments. I em-
ploy this classifier to calculate the percentage of conspiracy comments on a
YouTube video and select it as a feature to detect COVID-19 misinformation
videos. The accuracy of the model reaches 89.4%. The high accuracy also
applies by considering only the first hundred comments of a video. Thus,
this method would work as an early-detection mechanism as it requires sig-
nificantly less computation than a classifier of the video itself.
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Abstract

Contemporary political communication is a multi- and cross-
platform process. Because of its complexity, new tools are
necessary to monitor and understand it. We present a system
that ingests, stores, and processes political data from Twitter,
Facebook, and online news articles. We visualize the data in
the form of a freely accessible online dashboard. The political
dashboard (https://political-dashboard.com/) aims to provide
online political transparency and assist researchers, journal-
ists, and the general public in understanding the German on-
line political landscape.

Introduction

The web and the datafication of society have transformed
political communication. Not only does news consumption
increasingly take place online, but individuals and politi-
cians also use online social networks as platforms for po-
litical exchange. Under this framework, political campaigns
have developed new campaigning techniques, such as po-
litical microtargeting (Hersh 2015; Papakyriakopoulos et al.
2018), while traditional gatekeeping has been replaced by
complex processes of news media production and consump-
tion (King, Schneer, and White 2017). This new form of po-
litical communication occurs in a political space that spans
over multiple platforms. On the one hand, it is intercon-
nected but on the other, it is difficult to monitor and analyze.
To that end, we developed the political dashboard, a tool
that monitors digital media outlets, Facebook, and Twitter,
with the aim to provide an overview of online political ac-
tivities in Germany. The dashboard contributes to filtering
and understanding of political information, providing multi-
and cross-platform transparency.

Data Collection

To monitor politically relevant data, we continuously collect
data from different online sources. Our system consists of
an array of Raspberry Pi devices that either connect to ap-
plication programming interfaces (APIs) or employ crawl-
ing mechanisms to retrieve data. The collection procedure
differs for each data source:

Copyright (© 2020, Association for the Advancement of Artificial
Intelligence (www.aaai.org). All rights reserved.

o Twitter: We collect tweets with the help of the Twitter
Streaming API'. It allows us to retrieve data by provid-
ing a list of hashtags and users. We carefully select 239
relevant hashtags and 13,633 users, including accounts
from political parties, politicians, media portals, journal-
ists, bloggers, and other important political actors. We
collect their tweets, mentions and retweets. For the hash-
tag list, we selected four types: German political parties,
politicians, political topics, and media sites from all po-
litical orientations. We made an effort to avoid generating
bias toward a specific political ideology through the data
by carefully selecting a balanced list of hashtags and users
that represented the complete German political spectrum.
We are further aware that in the case of hashtags, Twit-
ter only provides a sample of the complete tweets, which
can make the data biased. However, we hope that by col-
lecting a significant number of tweets, these insights are
representative of political activity on Twitter.

e Facebook: We include two data sources from Facebook.
First, we collect the posts from 102 public political pages;
these correspond to the main page of the seven German
political parties in Parliament and their regional pages
from the 16 German states. We use the Crowdtangle®
service to obtain the posts. The data do not include any
personal data—neither the users who interacted with the
posts nor their comments. Secondly, we collect political
ads that target users in Germany on this platform. To do
this, we connect to the Facebook ad archive API’. The
archive has historical ads and active ads. We constantly
update our database by collecting only the current, active
ads.

e News Outlets: To retrieve online news media articles, we
use RSS feeds of the news media websites and the Python
package BeautifulSoup. We select 40 online German me-
dia sources from the top sites of online traffic in Germany
(Alexa). We include media from all different political ori-
entations and only collect the news articles that appear on
the political sections of each news outlet.

"https://developer.twitter.com/en

Zhttps://www.crowdtangle.com
3https://www.facebook.com/ads/library/api
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Figure 1: A screenshot of the political dashboard’s Facebook
page on January 10, 2020.

After retrieval, the Raspberry Pi devices send the data to
a distributed Elasticsearch database. The data is then pro-
cessed with Python scripts using open source libraries. Fi-
nally, the servers send the analysis results to an application
web server where live plots are created for the dashboard.
The system implementation uses batch processing for the
ingested data*. We designed the system to be able to adapt
to the changing political discourse. Adding and deleting en-
tries in MySQL tables (e.g., Twitter hashtags or users) will
have a direct effect on the collection procedures.

Privacy Concerns

The constant and vast collection of data can raise privacy
concerns. We neither display nor share the content of the
collected tweets, Facebook posts, and news articles on the
dashboard. We only provide aggregate information and an-
alytical results. For the news articles, the full text is under
strict data protection and should not be reproduced without
the consent of the news media; therefore, we do not recreate
the content in any way. Moreover, we do not provide indi-
vidual data on the dashboard to ensure user privacy.

Description of the Dashboard

The dashboard gives a live overview of online German po-
litical trends—for example, partisanship activities, the popu-
larity of content, and issue saliency. Although we originally
conceived it as a system for internal research purposes (Ser-
rano et al. 2018), we decided to create a front-end public
tool with live analyses. Users can navigate between three
web pages corresponding to each of the data sources. In the
Twitter main page, we present the top hashtags and media
URLs of the last 24 hours. They differ from Twitter’s trend-
ing topics as we only focus on politically relevant tweets.
We explicitly distinguish between biased hashtags, which
are the hashtags we have pre-selected, and unbiased hash-
tags, which co-occur with the biased hashtags and were used
by the users we follow or the users that interact with them.

4e.g., 1,834,953 tweets, 64 Facebook posts, 2,380 active ads and
214 news articles in one hour on January 10, 2020

Moreover, we show for each German political party the top
hashtags used by partisan users. We define partisan users
as those who have retweeted a political party account more
than five times. A spider plot shows to which percentage the
followers of each party are using the general top hashtags.

For the dashboard’s Facebook page, we first show the
number of posts published by the political parties in the
last seven days. We then display the accumulated number
of likes and shares per party. We plot the rest of the user re-
actions together in a spider plot as they are often in the same
order of magnitude. We also apply a sentiment analysis algo-
rithm to assign a mood score to each party (Figure 1 depicts
a screenshot of the reactions and mood plot.) A second part
of the Facebook page concentrates on advertising. It shows
the advertisers that have more active ads and the advertis-
ers whose ads generate the most user impressions. A map
of Germany shows the percentage of the extent to which the
seven political parties are targeting each state.

The third page focuses on online news. With the help of
topic modeling, we process the texts and show the top seven
topics, each represented by eight most important nouns per
topic. The page also shows the top news articles shared on
Facebook as a proxy of general online interest. We further
categorize the news outlets according to their political ori-
entation and use a spider plot to compare the proportion of
articles that each media group publishes on the top topics.

The current implementation has two limitations. First, the
design process focused on users interested in current online
political activities; we did not design the system to allow re-
trieving historical data. However, we can add this functional-
ity in the future as we store all results on our servers. Second,
we are aware that the data could be biased and not replicate
all online interactions. However, we made extensive efforts
to minimize the bias and collect data from all political ori-
entations. After monitoring the dashboard constantly for one
year, we are confident that the results are reliable and helpful
to understand the online political landscape in Germany.

Related Work and Impact

Few other websites collect online political interactions for
public display. The WhatsApp monitor collects the most
shared audiovisual content in WhatsApp public groups from
Brazil, India, and Indonesia (Melo et al. 2019). It is part
of the “Fake Elections” project, which has also developed a
website that shows the number of likes and user demograph-
ics of politician’s Facebook pages in Brazil (DCC 2018).
Google and Facebook each provide search libraries to find
political ads that were active on their platforms (Google
2019; Facebook 2019). The political dashboard stands out
as it is a live monitor that shows processed analyses from
three different sources. Our dashboard has already been an
explicit information source to researchers, journalists, po-
litical candidates, and PR agencies. During the 2019 Euro-
pean elections it was used by the German Media Authorities.
Since its creation, the dashboard has contributed to infor-
mation extraction in multiple areas; for instance, in under-
standing the diffusion of right-wing and xenophobic content
on social media platforms, as well as to understand partisan
bias in media outlets.
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Abstract

In 2017, a far-right party entered the German parliament for the first time in over half
a century. The Alternative fiir Deutschland (AfD) became the third largest party in
the government. Its campaign focused on Euroscepticism and a nativist stance against
immigration. The AfD used all available social media channels to spread this message.
This paper seeks to understand the AfD’s social media strategy over the last years on
the full gamut of social media platforms and to verify the effectiveness of the party’s
online messaging strategy. For this purpose, we collected data related to Germany’s
main political parties from Facebook, Twitter, YouTube, and Instagram. This data was
subjected to a unified multi-platform analysis, which relies on four measures: party en-
gagement, user engagement, message spread, and acceptance. This analysis proves the
AfD’s superior online popularity relative to the rest of Germany’s political parties. The
evidence also indicates that automated accounts contributed to this online superiority.
Finally, we demonstrate that as part of its social media strategy, the AfD avoided dis-
cussion of its economic proposals and instead focused on pushing its anti-immigration
agenda to gain popularity.
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ABSTRACT

In 2017, a far-right party entered the German parliament for the first
time in over half a century. The Alternative fiir Deutschland (AfD)
became the third largest party in the government. Its campaign fo-
cused on Euroscepticism and a nativist stance against immigration.
The AfD used all available social media channels to spread this mes-
sage. This paper seeks to understand the AfD’s social media strategy
over the last years on the full gamut of social media platforms and
to verify the effectiveness of the party’s online messaging strategy.
For this purpose, we collected data related to Germany’s main polit-
ical parties from Facebook, Twitter, YouTube, and Instagram. This
data was subjected to a unified multi-platform analysis, which relies
on four measures: party engagement, user engagement, message
spread, and acceptance. This analysis proves the AfD’s superior
online popularity relative to the rest of Germany’s political parties.
The evidence also indicates that automated accounts contributed
to this online superiority. Finally, we demonstrate that as part of its
social media strategy, the AfD avoided discussion of its economic
proposals and instead focused on pushing its anti-immigration
agenda to gain popularity.
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1 INTRODUCTION

The rise of the Alternative fiir Deutschland (AfD) represented
a schism in German politics. The AfD originally emerged as an
anti-Euro party and then gradually adopted the language of right-
wing populism [54]. The AfD has advocated for anti-Euro, anti-
immigration and anti-refugee policies, and has been outspoken
about other previously taboo topics in German politics. Its anti-
establishment rhetoric parallels that of other EU right-wing populist
parties, such as the National Front in France, the Party for Freedom
in Netherlands and the Lega Nord in Italy. The recent surge in
far-right voting in Europe calls for careful study of the roots of this
new political trend.

The AfD was founded as a eurosceptic party by a group of uni-
versity professors and former politicians in February 2013. Their
proposals were centered on economic liberalism, ordoliberalism
and free market ideas. Though the AfD was originally a single-issue
party, it soon found support from right-wing groups and started
shifting toward an anti-immigration ideology. Before the AfD, right-
wing populist parties had achieved only limited electoral success
in Germany. The AfD overcame this burden by distancing itself
from previous right-wing ideologies and presenting itself as a party
with economic expertise and scientific authority [22]. Moreover, it
formed a stable nation-wide organization [4]. In the 2013 federal
elections, the AfD missed the 5% threshold for entering parliament
by only 0.3%. Nevertheless, by the next year, the party won seven
seats in the European Parliament and later entered three state par-
liaments.

This rapid increase in electoral success would not have been pos-
sible without the AfD’s wide base of supporters. At its beginnings,
the AfD’s constituents were mostly well educated, high-income citi-
zens [5]. Following 2014, the party enjoyed a great surge of support
from low-income citizens [42]. According to the latest study of the
issue, the 2017 election report from the Infratest dimap Institute [10],
the largest demographic group that voted for the AfD was East Ger-
man men. Kim [30] investigated why lower socio-economic groups
like blue-collar workers and the unemployed would support a party
that advocates radical market-oriented policies, which would not
benefit them. Kim argues that the AfD strategically avoided discus-
sion of the party’s economic proposals to prevent divisions among
its supporters.

The AfD’s base of support tripled in recent years, from 5% in 2015
to 15% in 2018. This inflection in the opinion polls started in Septem-
ber 2015, at the beginning of the refugee crisis. The AfD’s popularity
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in polling grew over one year, and then the polls remained stable
until several months before the 2017 federal elections. The party’s
support increased further after the elections, indicating approval
of the party’s work in parliament.

The rise of the AfD cannot be understood fully without taking its
online presence into consideration. This study aims to describe the
AfD’s social media strategy and compare its effectiveness with that
of other German parties by examining various platforms over mul-
tiple years. First, we give an overview of political parties’ activity
on social media and then we focus on the AfD’s user engagement
strategy. We propose a unified multi-platform analysis for the evalu-
ation of all the different social media channels. This analysis covers
the four social media platforms that are used regularly by German
political parties to examine how political messages spread across
them. To further understand the AfD’s strategy, we compare its
social media discourse with their campaign proposals. Moreover,
we show that the spread of the AfD’s messages was boosted by
automated accounts on at least one of the platforms.

2 THEORETICAL BACKGROUND
2.1 DPolitical Parties’ Activity on Social Media

The use of social media by political parties has transformed political
communication. Since the World Wide Web provides a plurality of
possibilities for communicating with the electorate [43], political
parties have developed new methods and tools for externalizing
party attitudes and evaluating the reactions of potential voters [59].
In social media, candidates and parties have official pages and ac-
counts, through which they make political statements and declare
their positions on salient issues. These messages are diffused fur-
ther on the platforms by journalists and other users [64]. Voters
can then respond to political actors, providing them with rapid and
granular feedback; the directness of this political dialog was not
possible when only traditional media was available [44]. This form
of political interactivity has been proven to benefit political actors,
making them more favorable to the electorate [63]. Additionally, in
accord with existing trends in data collection [34], political parties
are using social media to collect, monitor, and analyze voter reac-
tions to political messaging [56]. These analyses help the parties to
design, correct, and strategically adapt campaign activities. Finally,
political parties use social media as spaces for political microtar-
geting [45], sending personalized messages to users to encourage
support. Social media has become so critical to political campaign-
ing that social media has become ’environmental’[58]: parties and
candidates cannot avoid or neglect its use, as social media platforms
are now a cornerstone of political communication.

Given the constant flow of information on social media, politi-
cal parties and candidates no longer present a static or complete
overview of their views and positions to the users. They tend to
comment and respond on topics that were made prominent by ex-
ogenous events, like economic crises or natural catastrophes, or
they adapt rapidly to the topics in the agenda set by mass-mediated
public debates and news-media platforms [25]. In addition, they
choose to address topics about which they hold strong and influen-
tial positions and that are of concern to voters [68], while avoiding
other topics that might decrease their popularity. Finally, the parties
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concentrate on issues and strategies that are tailored to the audi-
ence on each social media platform [62]. This behavior means that
the image of the political parties that is presented to the electorate
often deviates from the official party positions that are expressed
in political manifestos [25].

Although the above behaviors and strategies are characteristic of
all parties, the opportunities available on social media are of greater
importance for outsider parties. As they have limited access to tradi-
tional mass media, they use these new communication channels to
overcome disadvantages in communication and to contact potential
voters [31]. Therefore, outsider parties emphasize their online pres-
ence and intensify their interactions with users to achieve effective
communications [27]. Due to their limited resources, they are even
more selective about the topics that they express opinions about and
they deploy strategies that promote only their strongest arguments
[68]. For example, left-wing populist parties tend to concentrate on
economic issues on social media, while right-wing populist parties
tend to focus on issues that resonate with xenophobic voters [14].

2.2 The AfD’s Social Media Strategy

As an outsider party, social media has been an important commu-
nication channel for the AfD since its foundation, because social
media platforms provided a space to influence public opinion out-
side of the traditional media. In recent years, the AfD has been
effective on social media as reported on media channels and in
previous research: Arzheimer [1] analyzed Facebook posts from
2013 and 2014 and found that the AfD used more populist rhetoric
on Facebook than it did on other communication channels; Schelter
et al. [52] evaluated the Facebook posts of six political parties in
Germany in 2014 and 2015 and reported that social media was a
major factor in the success of the AfD; and both Hegelich [23] and
Medina Serrano et al. [36] studied social media campaigns in the
months leading up to the 2017 German federal election.

From the literature, we deduce three main factors that help ex-
plain the AfD’s effectiveness on social media:

o Alternative media: The AfD relies on social media plat-
forms to spread its message. The party leaders have blamed
traditional media for presenting them in a negative light
and obscuring their intentions. Using social media as an
alternative ecosystem, the AfD reached a part of the Ger-
man population that felt disenchanted with conventional
communication channels. Indeed, a study from the Otto-
Brenner-Stiftung [9] confirmed that followers of the AfD
place less trust in the German media. Hence, they prefer
to obtain information from social media platforms. Further-
more, a 2018 Pew Research Center report [46] ascertained
that people with populist preferences in Germany tend to
have less trust in the media. The right-wing political party
has taken advantage of this fact by employing a strong social
media campaign.

e High online activity: The AfD’s strategy is to make use of
social media as much as possible and get its content to go
viral. To achieve this, the AfD regularly asks its supporters to
share content. Furthermore, it uses a provocative tone, which
together with its critical position on political correctness
[40], encourages users to engage and reply with positive
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or negative comments. Another factor that stimulates the
high user response is the negative and aggressive tone in
the AfD’s anti-establishment and anti-immigrant stances,
following the work of Fan et al. [15] that showed that hate
spreads faster on social media.

Online Manipulation: The right-wing party was not alone
in spreading its message, as pro-AfD social bots were active
on Facebook [3] and Twitter [41]. Social bots [16] are au-
tomated fake accounts that are fashioned to look like real
users and whose purpose is to viralize topics and manipu-
late trends. Even though Neudert et al. [41] found low levels
of automation in the time leading up to the 2017 German
federal election, they did find that social bots in their sample
were working in favor of the AfD. Although it is not possible
to track the origin of these bots, two online communities
—Infokrieg and Reconquista Germania— had the explicit goal
of trolling social media in support of the AfD [12]. While
the effects of online manipulation attempts on public opin-
ion are difficult to quantify, these automated accounts likely
amplified the online reach of the AfD’s message.

These three points are in line with the social media activity of
other populist parties in Europe [11, 35, 53]. Social media has given
populist political actors greater freedom to articulate their ideology
and spread their message [14]. Social media acts as a sort of people’s
voice in populist movements [19] facilitating the reinforcement of
the anti-establishment ideology that is common to populist parties
[37]. Furthermore, social media has no gatekeepers to fact-check
the information, which gives populists a fertile space to spread their
rhetoric [29].

2.3 Multi-Platform Schema

In order to understand and evaluate the AfD’s strategies on so-
cial media, a long-term multi-platform analysis is needed. Even
though research on digital campaigns over the last two decades
has been extensive, few studies have focused on how candidates
and parties use multiple social media channels [50, 57]. The so-
cial media environment itself has become more complex, and the
fast pace of technology and digitalization calls for researchers to
adapt their methods to cross-platform research. Indeed, researching
media platforms separately ignores the reality of today’s contempo-
rary media experience [7]. Already in 1968, when the term media
ecology was first coined, researchers realized that media should
not be considered in isolation [48]. However, researchers tend to
conveniently study the types of social media that can be accessed,
without taking into consideration the political relevance of specific
aspects of diverse media platforms [28].

Rains and Brunner [49] found that between 1997 and 2013 more
than two-thirds of studies on social media were limited to a single
platform, most often Facebook. However, research on Twitter has
become more predominant in the last few years [26], given the easy
availability of the data in comparison to other platforms. Moreover,
Facebook decided to restrict the access to its APL, which is likely to
impede future research on this platform.

On the other hand, there exist only a handful of studies about
political campaigns that focus on data from YouTube [33, 66] or
Instagram [17, 39]. However, according to a 2018 Pew Research
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Center report [47], these two platforms have become the most pop-
ular among younger citizens, which may make them more relevant
to politics in the near future. Additionally, politicians are not bound
to use only the thoroughly-researched platforms. Germany’s chan-
cellor, Angela Merkel, for instance, has an Instagram account but
not one on Twitter.

Bossetta [8] presents a framework for comparing different plat-
forms and how their idiosyncratic features affect political campaign
strategies on social media. He exhibits differences between plat-
forms in terms of their network structures, functionalities, and
algorithms. Our multi-platform analysis does not focus on the plat-
forms’ structure but instead deals with online interactions between
political parties and users. We hope that this focus will prove help-
ful in advancing understanding of the overall social media strategy
of political parties.

3 DATA AND METHODS

We propose a multi-platform approach that unifies the different
features of each social media channel. The analysis is based on the
following four categories:

e Party engagement: Quantifies the activity of a political

party on a social media channel. It constitutes the main

source of interaction with the users.

User engagement: Represents the amount of users’ online

interaction with the political party. Interactions may be in

the form of a direct response to the social media content or a

message sent to the party’s account. User engagement does

not imply direct support for a party, given that it may have

a positive or a negative tone.

User support: Determines the level of users’ acceptance of

and alignment with the party’s social media content.

e Message dissemination: Quantifies the success of the party
in spreading its message across a social media channel, which
is one of the main purposes of an online political campaign.

These measures give a general overview of the fields in which a
political party is performing better than others. The specific mea-
sures used on each platform and their association with one of the
four categories are listed in Table 6. Each of these is explained
thoroughly in the next section.

In order to apply this multi-platform approach, we collected
data from Facebook, Twitter, YouTube, and Instagram using the
application programming interfaces (APIs) of each platform. We
also collected the AfD’s 2017 manifesto as a reference for the party’s
official ideology and proposals. From the social media channels,
we collected data for the AfD and for the other six main political
parties in Germany: CDU, Germany’s main conservative party; CSU,
the sister party of the CDU in Bavaria; Biindnis90/Die Griinen, the
green party in Germany; FDP, a neo-liberal party; SPD, Germany’s
social-democratic party; and Die Linke, the radical left party. This
allowed us to compare and measure the AfD’s effectiveness on
social media against the effectiveness of the other parties’ online
activity.

For Facebook, we retrieved posts made by the political parties in
the period from January 2015 to May 2018. These posts amounted to
atotal of 12,912 posts. The data included all comments and reactions
to the posts and their respective comments. The number of posts
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is smaller in comparison to those collected by Arzheimer [1] or
Schelter et al. [52]. This is due to changes in the Facebook API.
Previously, the API allowed access to drafts, status changes, and
post modifications. Our data only includes the final posts written
by each party, which is helpful, since we are not interested in
considering every modification made by the page administrators.

For Twitter, we collected the tweets from political parties’ Twitter
accounts over the one-year period, starting in July 2017. We also
included tweets from users that mentioned or retweeted the political
parties. This dataset includes 1,961,318 tweets. We also collected
tweets that included the name of one or more of the political parties.
Overall, we gathered 30,437,991 tweets.

We obtained the tweets from the parties using Twitter’s Search
API, which allows access to the last 3,200 tweets from an account.
We gathered the rest of the tweets with an automated procedure
that continuously accesses data from Twitter’s Streaming APL In
contrast to the Search API, the Streaming API allows the retrieval
of tweets in near real-time based on certain criteria like hashtags,
keywords or geolocations. The limitation of this API is that it only
provides a sample of the complete tweets. The enterprise version
of the AP, called Firehose, makes it possible to query the entire
Twitter history, but its cost is prohibitive. Morstatter et al. [38]
analyzed the differences between Firehose and the Streaming API
and showed that samples gathered from the public API are biased.

For YouTube, we used its Data API to collect metadata from
videos published between October 2016 and May 2018. We focused
on the videos published on the YouTube channels belonging to the
political parties. The AfD has two channels, namely AfD Kompakt
and AfD-Fraktion Bundestag, while each of the other parties only
has one. The former was created in October 2016 and the latter in
December 2017, two months after this party entered the parliament.
From their two channels, we also extracted the videos’ subtitles
using the Linux package youtube-dl. Some of the videos do not
include dialogue, but only have a written message. We manually
transcribed these videos for further analysis.

For Instagram, we collected 4,155 Instagram posts from the po-
litical parties’ accounts before the capabilities of Instagram’s public
API were diminished. The period of time matches the period we
used for collecting Facebook data. For Twitter, the period of time is
shorter, given that historical data cannot be collected with Twitter’s
public APL For YouTube, we only collected data beginning with
the creation of AfD’s first YouTube channel.

In order to find insights in the collected data, we applied the
following methods:

Exploratory Data Analysis. We first performed simple qualitative
and quantitative analyses on the data. We gathered and summarized
the interactions for each platform. For Facebook and Twitter, we
also included a time series of how the parties interacted over time.
For the four different measures in the multi-platform schema, we
performed Kolmogorov-Smirnov tests to determine the goodness
of fit to the log-normal distribution and used Vuong tests [67] to
compare with similar distributions. The results provide a better
intuition about how the different social media measures behave.

Bot Detection. A growing body of literature deals with social
bots and their influence on politics [60]. Most of these studies ana-
lyze the percentage of bot activity in a given narrative. For example,
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Neudert et al. [41] analyzed the users who tweeted hashtags related
to German political parties a month before the 2017 elections. They
found that tweets with AfD-related hashtags showed the highest
percentage of users that behaved as if they were automated. How-
ever, even though hashtags are helpful to characterize the Twitter
conversation, their use does not directly indicate support for the
party since they can be attached to both positive and negative mes-
sages. In contrast, we concentrate on users who spread the political
parties’ messages directly and look for bot behavior. We can per-
form such an analysis only on Twitter, since information about
who is sharing which political content on the other platforms is
not available.

We categorized the users who had retweeted the parties’ original
contents with the help of Botometer!, which is a public bot detection
framework created by the University of Indiana. The framework
implements a machine learning algorithm that has been trained
on tens of thousands of labeled examples [65]. For a given user,
it returns a score from 0 to 1, which determines the probability
that the user is a bot. We selected 0.5 as the threshold to classify
bots. Additionally, we only used Botometer’s language independent
features for the classification, given that the other features can only
give accurate predictions when the content is written in English.

Topic Modeling. Topic modeling algorithms are based on statis-
tical models that discover topics from a text corpus. We selected
Latent Dirichlet Allocation (LDA) given its extensive use in the
literature [6]. LDA takes a group of documents and treats each
document as a combination of topics. Each topic is then defined
from a collection of words. After creating a list of topics, the trained
model assigns the probability of belonging to each topic to a doc-
ument. Within each document, the probabilities sum up to one.
The probabilities and topic distributions are helpful in comparing
different large text corpora. Hence, we used this method to contrast
the AfD’s online content against the proposals included in their
party manifesto.

For LDA to work, the number of topics (K) must be predefined.
We decided to train the model on twenty topics. The algorithms for
calculating the optimal number of topics did not converge, so we
chose the most appropriate K after experimenting with different
parameters. Moreover, the model requires two hyperparameters:
a, the prior of the topic distribution; and S, the prior of the word
distribution. We set @ = K/20 and f = 0.01, as suggested by
Griffiths and Steyvers [21]. For the implementation, we relied on
nltk and tmtoolkit, two Python toolkits used for natural language
processing.

In the next section, we discuss the data analysis and the results
of these methods. First, we consider each social media platform
separately and then we analyze them together with the proposed
multi-platform approach.

4 FINDINGS
4.1 Facebook

For years, German political parties have used Facebook as their
main form of online communication. They interact with users by

Ihttps://botometer.iuni.iu.edu/#!/
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creating posts that state their views and ideology on group pages.
Of the seven parties, the AfD has the page with the most fans, with
two times as many fans as the pages of CDU and SPD, which are
the current ruling parties. After initially losing support in early
2015, the AfD’s number of fans increased sharply when the refugee
crisis arose [11]. The AfD’s fan count almost doubled in a single
year, from around 140,000 to 260,000 followers. This parallels the
increase in support of the AfD shown in opinion polls. Both online
and offline, the AfD grew to be an important political force in
Germany.

Table 1 presents the results of our analysis of Facebook data. The
most active party was the AfD, with 2,363 posts. At the same time,
its post received the most comments. Each post had an average
of 420 comments. In comparison, the CDU page had an average
of 160 comments per post. Comments can have a positive or neg-
ative connotation. Hence, a high number of comments does not
directly translate into party support. Negative comments were both
in favor and against the posts’ messages. Sentiment analysis of
the comment corpus would not suffice to determine party support
since the methods can only classify text into positive and negative
categories. The context is necessary for understanding the nature
of the comments.

Table 1: Facebook statistics for the German political parties
in the period from January 2015 to May 2018.

posts comments likes shares
AfD 2,363 994,191 4,168,022 2,891,377
CDU 1,690 272,155 483,924 153,131
CSU 2,162 406,804 1,897,622 634,153
Die Griinen 1,127 142,473 625,689 411,073
Die Linke 1,367 140,489 903,629 437,920
FDP 2,211 118,277 755,000 192,974
SPD 1,992 247,095 892,198 421,025

The number of shares is more representative of the party’s reach.
When a user shares a post, it appears on the timelines of the user’s
Facebook friends. Posts with more shares have reached more users
on the platform. The number of shares of the AfD’s posts is larger
than the sum of the shares of all posts from the rest of the parties.
This is a clear signal of the wide reach of the AfD on Facebook and
of its online popularity.

The CSU comes in second in terms of the numbers of comments
and shares. The CSU is a conservative party that operates only in
the state of Bavaria, while its close counterpart the CDU operates in
the rest of Germany. The CSU is more conservative than the CDU
on social issues and is closer to the political spectrum of the AfD
[18]. These results suggest that users with right-wing ideologies are
more politically active on Facebook. Although the CSU performed
well in terms of Facebook activity, it has lost voter support over
time. Since 2015, the CSU’s approval rating has gone down ten
points in the opinion polls.

Figure 1 shows the number of posts per month made by the pages
of the German parties. The pattern is similar for all the parties.
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The large peak in the plot corresponds to the month of the 2017
parliamentary elections. In the months following the election, the
AfD continued to post content on Facebook, whereas activity from
the rest of the parties declined.
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Figure 1: German political parties’ Facebook activity: Num-
ber of posts per month between January 2015 to May 2018.

We further analyzed the AfD’s posts. The format of these posts
consists of a message and an image that combines a short text
with a picture. The tone of these messages tends to be provocative
and sometimes is even sensationalist. The topics discussed are
controversial, which encourages users to engage with the posts and
express personal opinions.

To perform a quantitative analysis of the posts, we preprocessed
the text by removing stop words and punctuation marks. The most
frequent nouns are AfD, Germany, politics, EU, Merkel, Euro, Ger-
man people, SPD, and citizen. Indeed, the general message is that
the AfD is on the side of Germany and its citizens, and it is against
the Euro and the establishment parties, which are represented by
Merkel and SPD. Another word appearing on several posts is the
verb teilen (to share). This suggestion was the fifth-most used verb
in the posts, indicating that part of the AfD’s strategy is to viralize
its content by explicitly asking fans to share it.

4.2 Twitter

All of the German political parties have a Twitter account that
interacts with politicians, journalists, and other users. In contrast
to Facebook, the AfD has the fewest followers on Twitter [55].
Nevertheless, this lack of followers does not imply that they are
less successful on this platform. For example, more than 50% of the
political conversation on Twitter on the day of the 2017 federal
election was related to the AfD [23].

As in our analysis of Facebook data, we selected four correspond-
ing measures on Twitter: number of tweets, likes, mentions and
retweets (Table 2). We divided the number of tweets into two cate-
gories: all tweets and original tweets, the latter of which are those
with content from only the party account, not including retweets
from other users. The format of the AfD’s original tweets resem-
bles that of the Facebook posts, as a brief message together with
a picture. Most of the tweets include a link to the corresponding
Facebook post. However, given the character limit, the message is
shorter on Twitter. The tweets also include hashtags. The top-used
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hashtags by the AfD Twitter account are AfD, TrauDichDeutsch-
land, BTW17, Bundestag, Merkel, SPD, Gauland, CDU, FDP, and
GroKo. TrauDichDeutschland is AfD’s campaign slogan, BTW17
refers to the 2017 election, Gauland is one of the leaders of the AfD,
and GroKo is the grand coalition between CDU, CSU, and SPD.

Table 2: Twitter statistics in the period from July 2017 to July
2018.

original

tweets tweets mentions likes retweets
AfD 9,193 2,092 368,005 638,886 269,445
CDU 4911 3,097 345,192 117,437 39,726
CcSU 2,886 1,622 233,012 70,474 14,812
Die 2,492 1,295 157,213 124,371 42,183
Griinen
Die 6,809 1,776 208,047 136,440 45,856
Linke
FDP 3,149 1,730 189,687 121,220 31,487
SPD 7,480 1,782 260,056 119,507 41,803

On Twitter, the AfD was also the most active party with the
largest number of tweets. 77 percent of these tweets were retweets
and most of them were from other regional AfD Twitter accounts
or AfD politicians. SPD and Die Linke followed a similar pattern.
CDU published more original tweets than the other parties, with
66 percent of the tweets being original content. Figure 2 shows the
tweet activity over the one-year period. The AfD was more active
than the other parties most of the time. The activity of all the parties
went up during the election month and went down afterward. In
contrast to the post activity on Facebook, the AfD did not continue
to tweet at the same pace as during the months before the election.
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Figure 2: German political parties’ Twitter activity: Number
of tweets per month during a one-year period.

Like Facebook comments, mentions allow users to reply to a
tweet or send a message directly to the party account by using
the @ symbol and the screen name of the account. We excluded

J.C. Medina Serrano et al.

retweets that included a mention of a political party from this
analysis. Additionally, if a tweet mentioned more than one party,
each mention was counted separately. The results show that the
AfD received the most mentions and CDU came in the close second
place. Even though Die Griinen has the most followers, it had the
fewest mentions. Note that the mentions in our data come from the
sample that the Streaming API provides, which is only a selection
of all mentions published to the platform over the period of interest.

While mentions can contain positive or negative messages about
the party, likes and retweets serve as measures of support [24].
For both these measures, there is a large difference between the
AfD values and those of the other parties. Like shares on Facebook,
the AfD’s tweets were retweeted more than the tweets of all other
parties combined. Retweets and likes can only originate from the
account’s original tweets. On average, each of the AfD’s original
tweets was retweeted 129 times and had 305 likes. For compari-
son, each CDU tweet was, on average, retweeted 13 times and had
38 likes. This corresponds to a difference of one whole order of
magnitude.

Not only the total number of retweets is of relevance, but also
the information on which users retweeted the party accounts. With
this data, we could investigate how many of the party retweets
were published by social bot accounts. We obtained the Botometer
score from all the users who had retweeted a political party during
the month of September 2017. This subset of data included 111,919
retweets from 22,396 unique users. We assigned accounts that were
closed by Twitter directly to the bot category. After classifying
the users, we calculated the percentage of retweets from the bot
accounts. Table 3 shows the results for each party. With almost 33
percent, the AfD is the party with the maximum number of bots
retweeting each party’s content. The CDU, CSU, and FDP follow
with bot retweets between 20 and 25 percent. The parties with the
lowest percentage of bot retweets are SPD, Die Griinen and Die
Linke.

Table 3: The number of retweets in September 2017 and
the percentage of those that belong to accounts classified as
bots.

retweets bots(%)

AfD 43,633  32.92%
CDU 14,603  21.15%
CSU 3,738 24.02%
Die Griinen 15,440 15.68%
Die Linke 12,888  12.97%
FDP 7,905  23.45%
SPD 13,712 12.99%

Note that these results do not provide an exact quantity of bot
activity since the bot detection methods are not always accurate.
Even the term bot is defined loosely across the literature [20]. Nev-
ertheless, the comparison between parties is of relevance since the
percentages vary considerably. Interestingly, center, center-right,
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and right-wing political parties have a higher proportion of bot
retweets. Hence, we conclude that automated accounts on Twitter
were more likely to spread messages from the center and right side
of the German political spectrum.

4.3 YouTube

YouTube is different from the other platforms in its focuses on
videos instead of text and images. YouTube allows political parties
to publish video content that can then be shared on other social
networks. In the first years after its conception, the AfD did not
use a YouTube channel to spread its message. The channel AfD
Kompakt was first created in October 2016 and is closely related
to the AfD’s member magazine of the same name. It claims in its
description to be the AfD’s official YouTube channel. Three months
after the 2017 elections, the AfD faction in parliament created a
new channel called AfD-Fraktion Bundestag. We considered both
channels in our analysis since both seek to spread official AfD
content. The other parties have only one YouTube channel with
official videos.

Table 4 shows the party activity and user response to the parties
on YouTube. The party activity varies, with Die Griinen having
published the most videos in the period of interest. The difference
between parties is greater when taking into account the number of
comments on the videos. The difference is not entirely due to user
interaction, but is affected by the fact that the comment sections of
some videos were disabled. For CSU, FDP and Die Griinen, several
videos have comments deactivated, and the AfD Kompakt channel
does not allow any comments on its videos. The 8,080 comments
on the AfD’s videos are therefore all from its second channel. Even
though this channel has been active only since December 2017, the
AfD-Fraktion Bundestag’s videos have more comments and likes
than any of the other parties’ channels.

Table 4: Youtube statistics for the German political parties
in the period from October 30 2016 to May 2018.

videos comments likes dislikes views
AfD 454 8,080 60,375 2,458 2,049,008
CDU 264 4,988 5,574 9,926 385,262
CSU 166 44 2,410 1,728 482,586
Die Grii- 479 665 27,480 26,199 5,283,833
nen
Die Linke 204 5,791 20,043 6,912 814,219
EDP 63 910 341 90 853,673
SPD 236 3,573 22,469 22,348 2,418,132

A unique YouTube feature is the option to dislike a video. A
dislike depends on the context of the video and does not always
translate into opposition to the party. The AfD channels have the
lowest ratio of dislikes to likes. Both Die Griinen and SPD have
nearly equal numbers of likes and dislikes, whereas the CDU has
considerably more dislikes than likes.
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Video popularity is measured by the number of views. As with
the publishing activity, Die Griinen’s videos have the most views.
The SPD has the channel with most views after Die Griinen even
though they posted less than half the number of the videos. The
AfD comes in third place for this measure. From all the parties,
the most-seen videos are the campaign commercials. Most of the
videos are of press conferences, campaign talks, and appearances
in the German parliament by politicians of the party. These videos
receive less attention than the others.

4.4 Instagram

Little research has been published about Instagram’s potential in
political campaigns [51]. Thomson and Greenwood [61] found that
users in the US are less likely to engage with political images on
Instagram. In contrast, a survey in Germany by Eckerl and Hahn
[13] showed that the platform holds great potential for political
communication. In the collected data, we observe active political
campaigns from the German political parties. Each has an active
Instagram account.

Table 5 shows that the AfD takes second place in terms of activity
after the CSU. Even so, user interaction with the AfD’s posts is
greater than interaction with the CSU’s posts. Die Linke has a
similar number of posts and likes as the AfD, but their posts attract
significantly fewer comments. Indeed, the number of comments
on the AfD’s posts is larger than the sum of the comments on the
posts of all the other parties.

The AfD’s strategy on Instagram is like its strategy on Facebook.
Most of the party’s Instagram posts are a subset of the Facebook
posts. They include an image that embeds a short text and have
a longer text in the image description. Since Instagram is more
image oriented, the highlight of the information is embedded in
the image. The top nouns used in the descriptions are the same as
those used in the Facebook posts but are ranked in a different order.
The subset of messages in these Instagram posts is representative
of AfD’s messages on Facebook.

Table 5: Instagram statistics for all the German political par-
ties in the period from January 2015 to May 2018

posts comments likes
AfD 870 68,399 469,380
CDU 229 4,702 122,353
CSU 958 4,880 154,291
Die Griinen 514 16,689 317,048
Die Linke 825 13,313 418,208
FDP 584 8,397 325,941
SPD 175 4,098 105,067

4.5 Social Media Comparison

In order to compare and summarize the results of the previous
subsections, we applied the aforementioned multi-platform schema.
Table 6 lists which features of each of the social media platforms
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Table 6: Features on each social media channel divided into the four categories from the multi-platform analysis. The col-
lected data from the features in bold letters are more likely to follow a log-normal distribution and give better fits than the
exponential, Poisson and power-law distribution according to the KS and Vuong tests. This is also the case for the features in
italics, with the only difference that the log-normal distribution did not give a better fit than the exponential distribution.

Facebook ‘ Twitter ‘ YouTube | Instagram

party engagement posts
user engagement comments
user acceptance likes
message dissemination shares

tweets videos posts
mentions | comments | comments
likes likes likes
retweets views —

falls into each one of the four categories. The only missing entry
on the table is the message dissemination measure for Instagram.
This would correspond to the number of times the pictures from a
party account have been observed. This information is private and
is only accessible to the owner of a business account, and is even
then restricted to the account’s own posts.

With the aid of the four measures introduced in this table, we
proceed to compare the level of effectiveness of the AfD’s activ-
ity on social media. Unfortunately, a quantitative cross-platform
comparison is not possible, since the period of data collection dif-
fers between the social media platforms. Across the social media
channels, the AfD has a high party engagement, taking either the
first or second place in this category. This is part of their aforemen-
tioned social media strategy. In terms of user engagement, the AfD
surpasses the rest of the parties by a considerable margin. As men-
tioned before, the tone of the party’s message, together with the
controversial topics they tend to discuss, such as immigration and
the economic crisis, encourage users to engage more with the posts.
The same superiority is shown in user support. In this category,
the difference between the AfD and the rest of the parties is even
larger than the difference in user engagement. This suggests that
the user base that supports the party is also regularly active on so-
cial media. Regarding the last category, the AfD spread its message
on Facebook and Twitter more effectively than the other German
political parties by an order of magnitude. The same dominance
is not observed on YouTube. Nevertheless, the fact that the AfD
decided to open a channel after entering the parliament suggests
that they now consider YouTube as part of the party’s social media
strategy. In the next few years, the AfD may prove to be as success-
ful in spreading their message on YouTube as it has been on the
other two platforms.

For the measures of user engagement, user acceptance and mes-
sage dissemination categories, we provided aggregated results that
were independent of the party activity. We deliberately did not
focus on efficiency measures like the average number of Facebook
likes per post or the average number of views per YouTube video in
this analysis since the social media features are far from following a
normal distribution. The great majority of social media posts attract
little user engagement, in contrast to the very few posts that draw
large amounts of attention. Indeed, research has shown that most
complex social media interactions follow a log-normal distribution
[2,32, 69]. We assessed this statement by testing the distributions of

the features per unit of social media activity. This analysis consid-
ered the four social media channels and all seven German political
parties?. We used bootstrapped Kolmogorov-Smirnov tests with 50
samples and a p-value of 0.05. In all cases, the tests failed to reject
the null hypothesis that the data is generated from a log-normal
distribution. We further compared the log-normal distribution with
the exponential, power-law and Poisson distribution by implement-
ing Vuong tests with a p-value of 0.05. In all cases, the log-normal
distribution was a better fit than the Poisson or the power-law dis-
tributions. However, in some cases, the Vuong test failed to show
that the log-normal distribution gave a better fit than the expo-
nential distribution. The features with at least one case of a failing
Vuong test are shown in Table 6 in italic letters. On the other hand,
the features in bold letters fit better to the log-normal distribution
than to the other three distributions for the data from all of the
political parties.

4.6 Discourse Comparisons

The last step in our analysis consisted of exploring the difference
between how the AfD presents its goals to followers online and
the content of party’s explicitly stated political intentions and mo-
tives. For this analysis, we only considered the Facebook posts,
YouTube videos and Instagram posts created during the same one-
year period over which we collected the Twitter data, so that the
period of interest for all four channels was the same. With the help
of topic modeling, we compared the topics between the different
communication channels with the topics included in the party’s
manifesto.

For this analysis, we treated each post, tweet and video as a
document. We divided the text of the manifesto into paragraphs
and defined each of these paragraphs as a document. The resulting
corpora include 1,113 Facebook posts, 9,213 tweets, 436 YouTube
video captions, 866 Instagram posts, and 395 paragraphs from the
manifesto. Preprocessing was applied to eliminate stop words, punc-
tuation marks, and applying the Snowball stemming algorithm to
the remaining words. We additionally removed the string "RT" from
the retweets.

Since the topics are created algorithmically, the interpretation of
each topic relies on human curation. To compare the five corpora,
we selected the topics that were directly connected to the economy

2We did not evaluate the YouTube comments since many videos have them blocked,
and the Twitter mentions since they do not always represent a response to a tweet.
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or immigration. We then calculated the percentage of documents
that included these topics. For this calculation, we summed up the
probabilities of each document from the selected topics and then
divided by the number of topics. Table 7 shows that economy and
immigration are treated equally in the manifesto, whereas in the
AfD’s Facebook, Twitter and Instagram content, immigration topics
are discussed significantly more than economic topics.

In the case of YouTube, only 18% of the total discourse is related
to immigration or economic topics, and these are discussed in a
similar proportion. This exception can be attributed to the fact that
in contrast to the other social media platforms, there is a lack of
platform-specific generated content. Most of the videos on the AfD’s
channels are political speeches, which represent the oral discourse
of the right-wing party which is not necessarily related to its social
media message. Further research into discourse comparisons could
focus on the differences between the speeches given at campaign
events and those given during parliament sessions.

By comparison, immigration topics are discussed more frequently
on Twitter and Instagram than on Facebook. Retweets were in-
cluded in the Twitter data, perhaps explaining the 6% difference be-
tween the Twitter and Facebook corpora. For Instagram, the AfD’s
content is mostly a subsample of the Facebook posts, which indi-
cates that the AfD deliberately favored immigration-related content
on this platform. With this discourse analysis, we prove quantita-
tively that the AfD-generated content on social media downplayed
the party’s economic proposals and focused on immigration topics,
which validates the analysis published by Kim [30].

Table 7: Percentage of documents related to topics dis-
cussing economy or immigration on different platforms.

economy immigration

Manifesto 21% 19.2%
Facebook 4.5% 16.1%
Twitter 4.7% 21.8%
Youtube 9.9% 8.2%
Instagram 7.6% 28%

5 CONCLUSION

Since its foundation, the AfD has used social media as its primary
communication tool. In this paper, we proved that the AfD’s online
activity prompted the most user interactions of any German politi-
cal party. Our analysis covers four social platforms over a longer
period of time than has been considered in previous research. We
mapped the AfD’s social media strategy and illustrated some of the
differences between the party’s online discourse and its manifesto.
We also confirmed that that the spread of the AfD’s message was
boosted by automated accounts to some extent.

Although we cannot prove a direct connection between poll
gains and social media dominance, we conclude that the AfD suc-
ceeded in spreading its message on social media. This message has
also entered the limelight in traditional media and has permeated
Germany’s public agenda. The success of the AfD’s social media

SMSociety *19, July 19-21, 2019, Toronto, ON, Canada

campaign together with traditional media coverage was essential
in spreading and stimulating anti-establishment sentiment, which
partially explains the rise of a far-right party in Germany.

The AfD’s effective social media campaign raises the question
of what strategies the other political parties will take to improve
their online activity. There is no simple solution that can attend
to this question. Digital campaigns have to evolve and take into
consideration the new trends. In particular, they have to be creative
to attract the younger citizens and at the same time reach those
citizens that are disappointed with current politics.

Overall, the results suggest that there exists a shift in Germany’s
online political communication induced by AfD’s social media dom-
inance. Future research should explore the causes and effects of
this shift. For example, it is plausible that the shift has led to an
increase in online polarization or to user discussions becoming
more aggressive. These phenomena have to be analyzed taking
into consideration the potential biased reality caused by automated
accounts.

The main contribution in this paper is the unified multi-platform
analysis that classifies social media features into four categories.
We hope that this cross-platform analysis can help scholars in the
study of political parties and their campaigns around the globe. We
emphasize the necessity for continuous and rigorous research in this
field for two reasons: to cope with recent changes in digital media
that directly affect online political interaction, and to understand
the emergence and rise to dominance of right-wing populist parties
around the world.
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1 INTRODUCTION

The creation of ad libraries represents the largest effort to date
to introduce transparency in online advertising. Ad libraries are
collections of online ads with corresponding information on who
funded them, how much was spent, and general information on the
users that saw them. Ad libraries can be supported with application
programming interfaces (APIs), which provide a direct channel to
extract information. Before ad libraries existed, online political ads
were classified as dark ads as they were publicly inaccessible [44].
This enabled astute malicious actors to target susceptible groups.
Online political manipulation was not thoroughly considered in the
early years of the online platforms. However, there was a turning
point after the 2016 US presidential election with the Cambridge
Analytica scandal. The company was charged with sending cus-
tomized ad messages based on psychographic profiles of US citizens
using private data from Facebook [72]. Further reports on data mis-
use and misinformation campaigns on Facebook and other online
platforms followed. This included divisive and polarizing Facebook
ads from the Russian Internet Research Agency, which were in-
tended to incite social conflict and polarize society in the US [62].
In response to these scandals and escalating international pressure,
Facebook decided to increase transparency in online advertisement.
The social media company created an ad archive report in the weeks
before the 2018 US midterm elections and announced the first ad
library API Facebook made the ad library public in March 2019.
Google and Twitter followed and launched their ad transparency
libraries a few months before the 2019 European elections.

The elections for the European Parliament were held between
May 23 and 26, 2019. They constituted the ninth elections since the
first parliamentary elections in 1979. Twenty-eight countries par-
ticipated in the process of selecting 751 Members of the European
Parliament. For this study, we focused on Germany, the member
state with the largest population. The case of Germany is of interest
since 1) the country has strong data privacy laws [23]; 2) Facebook,
Google, Instagram, and YouTube are still the primary channels for
online political ads [21], in contrast to other countries where po-
litical actors also use messaging apps [61]; and 3) Germany has
a far-right populist party that behaves differently than the other
German parties [63].

The purpose of this paper is to show the extent to which Face-
book’s and Google’s ad libraries can help in understanding online
campaigns. For this purpose, we quantify the online advertising
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campaigns of the major German political parties in the months
leading up to the 2019 European elections. We first compare po-
litical party spending and the differences between ad impressions
and user interactions on organic content. Organic content refers to
the content that was shared on Facebook pages or YouTube chan-
nels but was not promoted by ad campaigns. Second, we explore
the number of unique ads per political party and give a general
overview of the content of the ad. We then try to understand politi-
cal parties’ targeting strategies using the demographic and regional
distributions of users reached by the advertisements. Finally, we
quantify the ad campaigns’ success by comparing user engagement
between sponsored posts and organic posts on Facebook.

Studies by Edelson et al. [24] and Ghosh et al. [33] presented a
first analysis of the ad libraries. They analyzed the different types
of political advertisers in the US in 2018 and aimed to understand
the targeting features that the advertisers used. However, neither
study focused on the political parties, the content of the ads, or user
interactions. Moreover, the studies explored the libraries when they
were still in beta testing. This paper takes a further step toward the
establishment of methodologies to analyze online political advertis-
ing with the help of the ad libraries in combination with additional
data sources. This makes it possible to obtain a detailed overview
of online political campaigns during election periods.

2 BACKGROUND
2.1 Online Advertising

With the widespread use of digital services, online advertisement is
becoming increasingly ubiquitous. Worldwide spending on digital
marketing is predicted to reach $333 billion in 2019, which accounts
for roughly half of the global ad market [25]. There are numerous
types of online advertising such as search advertising, social media
advertising, and email advertising [35]. For all types of advertis-
ing, the business model is based on continuous data collection of
personal information, monitoring of individuals’ online behavioral
patterns, and pursuit of customer manipulation. This new form of
business model is at the core of what has been referred to as the
“digital surveillance economy" [19]. Its main innovation relies on
targeting users at an unprecedented granular level. Microtarget-
ing is defined as the creation of customized messages delivered to
groups or individuals that are predicted to be impacted by those
messages [1]. It relies on the full gamut of big data algorithms to de-
fine differentiable and profitable customer groups [58]. Apart from
targeting, online advertisement allows for increased measurability,
since every user’s response to ads can be easily tracked [35].
Social media platforms and search engines create user profiles
by collecting as much information as possible on their users’ online
activity [9] from their interactions, such as likes, dislikes, com-
ments, and connections, [6, 17] to their browsing behaviors via
cookies [46]. With the collected data, advertisers are provided with
fine-grained targeting features, including personally-identifiable
information (PII), such as phone numbers and email addresses [71].
Facebook allows targeting of users’ behavior, location, interests,
demographics, and connections [26], and Google allows targeting
of their website visits, interests, locations, and demographics [37].
After advertisers select a target audience, a matching mechanism
decides which ads to deliver to a given user. There is a real-time
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auction to display an ad to a user, where the ad of the higher bidder
is chosen [32].

A controversial category of online advertisement is political ad-
vertisement, given the possible influence of political ads on public
opinion. In the last few years, political campaigns have increasingly
embraced data-driven targeting strategies [39, 48, 57]. Online polit-
ical advertisement as the main vehicle of these targeting strategies
has reshaped modern-day politics [18]. Political actors are now able
to identify and reach individual users who are more likely to be
persuaded by them and to match their messages to the users’ spe-
cific interests and vulnerabilities [74]. Narrower targeting allows
politicians to tailor advertising on wedge issues, such as immi-
gration and abortion, to sway pivotal voters [40]. A data-driven
online campaign makes microtargeting a powerful technique and
is currently the state of the art in political campaigning. In the US,
political parties have made this possible by amassing a huge amount
of personal data on voters’ political affiliations and behavior [10].
Despite having the strictest data privacy regulations, Germany is
also a fertile ground for political microtargeting [59]. Apart from
political parties, other advertisers also activate ads with political
intent. It is, however, not a straightforward task to define the bor-
ders of what constitutes a political ad. Facebook and Google have
implemented different policies to decide which ads are added to
the ad libraries. Facebook’s archive includes all advertisements that
have political content, are regulated as political advertising or are
related to a national legislative issue. On the other hand, Google
only includes advertisements either created by political actors or
related to specific elections [24].

Few studies have examined the breadth of political parties’ on-
line advertisement, largely because of the unavailability of relevant
datasets. However, there is extensive social science literature on
political advertising—from studies that focus on analyzing the con-
tent of political ad campaigns [5, 66, 70] to research experiments
that attempt to determine if political advertising is successful in
persuading voters [31, 34, 51]. These studies agree that political
advertising has the potential to persuade, but its real impact de-
pends on the user characteristics. In this way, political advertising
can both influence users’ vote choice and prompt mobilization on
election day [54]. Facebook conducted a randomized controlled
trial of political mobilization messages delivered to 61 million users,
which resulted in an increased turnout [14]. It is possible that the
political advertising on social media platforms can motivate similar
effects.

2.2 Data Privacy and Transparency

With the rise of online advertisement and microtargeting, serious
concerns have been raised about data privacy and transparency
[30, 46, 69, 74]. Prior work has uncovered the use of sensitive data
for Facebook advertisement targeting purposes [16]. For example,
Venkatadri et al. [71] noted the possibility of targeting individuals
with sensitive PII, such as phone numbers provided for security
purposes and phone numbers derived from friends’ contact lists.
Furthermore, attackers can exploit the vulnerabilities of the adver-
tising interfaces to breach user privacy [47] or to employ discrim-
inatory targeting [22, 65]. On the subject of transparency, Kreiss
and Mcgregor [49] consider that both Facebook and Google have
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been opaque in their decision-making, following policies that are
not transparent and that were applied without explicit justification.
Facebook and Google have taken steps to address the aforemen-
tioned concerns. Both platforms have introduced an ads preference
page where users can see and correct the information that was in-
ferred about them [29, 36]. They have also introduced information
explaining why each ad was displayed. However, Andreou et al. [3]
found the explanations on Facebook to be incomplete and some-
times misleading. Additionally, Datta et al. [22] reported incomplete
representations of user profiles on Google’s ad settings. Apart from
these design flaws, it is essential to consider the user perspective.
One concern is that users may not be aware of the advertising
transparency mechanisms. A 2019 Pew Report [41] found out that
74% of Facebook users in the US did not know that the platform
maintains a list of their interests and traits to target them. A second
concern is that users may not care about transparency in the usage
of their private data. The well-studied privacy paradox suggests
that even though users are concerned about privacy online, their
behaviors do not reflect these concerns [7]. For instance, Baum et
al. [8] found that the presence of political ads on mobile apps does
not consequentially deter users from choosing such an app. In the
case of Germany, the findings of Taddicken et al. [68] indicate that
privacy concerns hardly have an effect on users’ self-disclosure.

2.3 Ad Effectiveness

The field of ad effectiveness is explored extensively in the literature
as it constitutes the main goal of a successful marketing campaign.
Kingsnorth [45] presents three types of measurement metrics in
online advertisement: traffic metrics, such as impressions and click-
through rate (number of clicks/impressions); conversion metrics, in
which a conversion refers to the number of users who clicked on the
ad and then successfully triggered a specific action such as buying
a product or subscribing to a newsletter; and efficiency metrics,
with the most common one being the return on investment (ROI),
which is the revenue or profitability divided by the ad cost. These
measures are connected to business value when the advertisement
is directly linked to a physical product or a service. However, this is
not the case when the ad’s purpose is to raise customer awareness,
such as promoting a brand or a political candidate [42]. Calculating
a “political” ROl is challenging given that it is hard to find effective
and standardized metrics for measuring the impact of online politi-
cal advertising. Previous political campaigns in the US have used
as metrics the number of dollars fundraised after a user clicked on
a search ad, and the number of ad volunteer sign-ups gathered as a
result of ad click-throughs [20]. However, this information is only
available to the campaigns, which does not allow a comparison
between different political parties. A useful set of metrics relies
on user engagement. User engagement is defined as the quality
of the user experience that emphasizes the positive aspects of the
interaction and in particular what motivates a user to interact with
a web application [52]. User engagement metrics differ from each
online platform depending on their design. They range from the
number of unique users, click-through rates, page views, and time
spent on a website. A subclass of user engagement refers to online
behavior metrics [52]. For social media, these include direct user
interactions with the advertising posts, such as likes, comments,
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and shares. These metrics have already been used as a measure
of success in literature. Poecze et al. [60] analyzed social media
metrics to evaluate the effectiveness of YouTube videos. Lee et al.
[50] and Jaakonmaki et al. [43] studied the relationship between ad
content and user engagement to measure the effectiveness of social
media content marketing campaigns on Facebook and Instagram,
respectively. Additionally, previous research has found a positive
relationship between user interactions and election results [11, 38].
This suggests that user interactions could also be a proxy for ad
effectiveness. Unfortunately, there is no clear methodology to mea-
sure how online behaviors translate into offline actions. Research
has found a strong connection between online user engagement and
behavioral intentions, and simultaneously between the expression
of intention and message-induced offline behaviors [2, 73]. Unsur-
prisingly, the online media platform’s algorithms are programmed
to optimize user engagement [15]. User engagement allows the
collection of vast amounts of data. This contrast to the relatively
scarce data on voting behavior as elections are held once or twice
every two years. Nevertheless, it remains a challenge to correctly
quantify ad effectiveness. With the extensive datafication of politics,
new metrics could appear in the near future.

3 METHODOLOGY
3.1 Data Collection

We collected data from political ads in Germany using the newly cre-
ated Facebook Ad Library API and the Google Cloud BigQuery APIL.
The former includes ads shown both on Facebook and Instagram,
whereas the latter has ads that appeared on Google Search and
YouTube. We employed a daily procedure to collect data from both
APIs to avoid missing ads that could be later removed. Moreover,
this allowed us to circumvent the technical difficulties and bugs that
appeared after a few days during the collection dates [55] and collect
all the ads that targeted Germany. The collection period we selected
began with the creation day for each API (beginning and middle of
March 2019, for Facebook and Google respectively), and ended one
week after the European elections. In total, the dataset comprises
50,794 Facebook ads and 34,197 Google ads. The content of the ads
is often not unique since ad campaigns constantly deploy similar
ads, which either contain a small modification, have a different
target strategy, or are distributed on different platforms. However,
each ad has a unique ID, which allows us to avoid duplicates in the
daily collection process.

We also gathered the content and interactions from the Facebook
posts and YouTube videos published by the main political parties
in Germany. These are the Christian Democratic Union (CDU),
the main center-right party; the Christian Social Union (CSU), the
sister party of the CDU operating only in the state of Bavaria; the
AfD, the far-right party; Biindnis/Die Griinen, the green party; the
Free Democratic Party (FDP), a neoliberal centrist party; the Social
Democratic Party of Germany (SPD); and Die Linke, the left party.
For each party, we further obtained the data for the regional pages
and channels from the 16 German states.

To collect data from Facebook and YouTube, we used CrowdTan-
gle and the YouTube Data API, respectively. The collection period
corresponds to the same dates we selected for the ads. The dataset
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consists of 11,496 Facebook posts and 1,059 YouTube videos. Un-
fortunately, we were not able to collect data from Instagram, given
that most of the capabilities from its public API are deprecated. In
addition, we exclude Twitter ads as we did not find political ads
from national or regional German party accounts on the Twitter
Transparency Center.

3.2 Content Analysis

The first step in our analysis was to manually match the advertisers
on Facebook and Google to political parties. Each political party
has a main advertiser and other smaller advertisers connected to
accounts of German states, cities, and local politicians. We placed
the advertisers that did not belong to a political party into the
following categories: government; companies and organizations,
which include NGOs and labor unions; and others.

Our analysis mainly focuses on the advertisement created by
the main and regional advertisers for the aforementioned German
political parties. From the ads created by these advertisers, we
filtered out duplicate ads. This was not a trivial task since the
APIs do not provide a direct way to compare images or videos.
Identical images that belong to different ads are stored as copies
in the ad archives and can only be compared visually. For this
reason, we crawled the ad libraries with the help of Selenium and
downloaded the images. It was not necessary to download the
videos as the unique URL link (for Google, a link to a YouTube
video) was contained in the HTML of the website.

To find unique advertisements, we used string matching between
texts and the Perceptual Hashing algorithm [53] to compare images.
This algorithm creates a unique hash for an image. Hashes can be
then compared using the Hamming distance. Since advertisers often
use the same image in different sizes or pixel qualities, the hashes are
not completely identical. After several tries, we considered images
similar if the Hamming distance between the respective hashes was
smaller than 20. After identifying the list of unique ads, we analyzed
a random sample of 30 ads per party and per platform to give us a
general overview of the advertising content and party intentions.
Our focus was to evaluate whether the ad content was personalized
or not. Defining personalization is not straightforward as it has a
complete taxonomy [12]. For us, personalization is correlated to
the content breadth of messages spread by a political party. An
ad campaign with similar messages and scarce content would be
classified as not personalized.

3.3 Demographic and Regional Strategies

The Facebook advertisement data contains the demographic and
regional distribution of the users reached by each advertisement.
These distributions depend on the targeting distribution that the
advertisers selected but are not the same. They also depend on
Facebook’s algorithm and the users who are active at a given time.
However, since we do not have access to the specific targeting strate-
gies, we take the distributions of reached users as proxy variables
for the original targeting strategies. We consider this limitation in
the discussion section.

The demographic distribution is divided according to gender
(including unknown) and six age ranges, whereas the regional
distribution corresponds to the 16 German states. We first averaged
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the regional and demographic distributions for all ads belonging to
a given party. We then computed the correlation between each pair
of political parties. We subsequently averaged the correlations for
each party separately. This procedure resulted in a number between
-1 and 1 that conveys the similarity between a party’s strategy and
the remaining parties. The higher the score, the more similar are
the targeting distributions. A low score denotes dissimilarities to
the rest of the parties or in the case of a negative value, opposite
strategies. We excluded the CSU for the regional distribution as it
is only represented in one of the German states.

Additionally, we compared the regional distribution with the
electoral support in each state. We obtained the percentage of voter
intention by opinion polls conducted between February and May
2019'. For each party, we divided the percentage of approval for the
German states by the sum of the percentages to normalize the data
and obtain a variable from 0 to 1 that represents state popularity.
We then calculated the correlation between state popularity and the
mean regional distribution. A positive correlation would indicate
that a party targeted states with high voter support. On the other
hand, a negative correlation would relate to a strategy targeting
states with lower voter support. We also excluded the CSU from
this analysis.

3.4 Campaign Performance

We seek to quantify the success of the German parties’ ad cam-
paigns. The success of an ad campaign can be measured through the
performance of the ads, either by click-rate or by the extent of user
engagement with the ad. We use the number of total interactions
to measure success as the click-rate information is only available
to the advertisers. It is impossible to quantify real success, in other
words, if the users were politically persuaded, but analyzing user
engagement is a common practice in marketing to estimate success.

The core idea of the method is to investigate whether increased
sponsorships have a significant effect on the number of user interac-
tions. The level of sponsorship can be quantified with the number
of impressions as these two quantities correlate. However, they
are not completely equivalent given that advertisers can decide to
pay for either clicks or impressions. According to Facebook docu-
mentation [27], impressions correspond to the number of times the
ads were on-screen for the target audience. This means that if an
ad is shown twice to the same user, it counts as two impressions.
Similarly, Facebook interactions are not unique since one user can
comment, share, and choose one of six reactions (like, wow, angry,
haha, love, and sad) for a given post.

Facebook divides advertisements into boosted posts and regu-
lar ads [28]. Boosted posts are already existing posts on a public
Facebook page, whereas regular ads are created separately from
scratch. To test performance, we focus only on boosted posts since
it is possible to compare user engagement between sponsored and
non-sponsored posts. The Facebook Ad Library API neither differen-
tiates between the ad type nor provides the number of interactions
per ad. To obtain this information, we matched the ad data with the
collected posts from the Facebook pages. We used the text descrip-
tion and the image or video of the ads and posts to automatically
match between them. Only the ads belonging to boosted posts had

Thttps://www.wahlrecht.de/umfragen/landtage/index htm Retrieved May 27, 2019.
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a direct match. In total, the seven German parties boosted 522 posts
from their national and regional Facebook pages.

One limitation to the ads data is that the exact number of im-
pressions is unknown. For each ad, the API only reports a lower
and an upper bound. These bounds belong to predefined ranges
by Facebook. Only the advertiser who launched the ads can access
the real values for impressions. We use the middle value between
the lower and upper bound as an approximation to the real value.
Additionally, each post can be sponsored by more than one ad.
Therefore, we define total mean interaction as the sum of the middle
values of the ads that sponsor a given post.

To compare between sponsored and non-sponsored posts while
considering the level of sponsorship, we divide the posts into four
groups; not sponsored, low-level sponsor, middle-level sponsor, and
high-level sponsor. We define the level boundaries by grouping the
522 sponsored posts into three even groups ordered according to
the ads’ total mean interaction.

The distributions of social media interactions are generally non-
normal, and most of them follow a log-normal distribution [4]. By
plotting the distribution of the total mean interactions, we confirm
that the non-normality holds. Consequently, we perform Kruskal-
Wallis tests, which are the non-parametric version of the one-way
ANOVA. We then apply post-hoc pairwise Wilcox tests with Bonfer-
roni corrections to compare between the non-sponsored group and
each of the sponsored groups. Given that the dependent variable
has intrinsic errors that we are not able to control, we set a stricter
significance level of p <0.01.

One limitation of this approach is that it neither controls for
the time of posting nor for post content. A complete controlled
experiment would compare posts with similar content that were
launched at the same point in time. However, the purpose of our
analysis is only to test the general performance of the parties’ ad
campaigns and obtain an indicator of overall success.

Although a similar analysis on Google ads can be performed on
sponsored YouTube videos, the dataset contains only 23 videos. The
rest of the ads correspond exclusively to ad videos, or to another ad
category on Google, such as text or image. We present the Kruskal-
Wallis test results of the 23 videos combined, without distinguishing
between parties. For YouTube, the number of total interactions
consists of views, comments, likes, and dislikes from videos posted
by the political parties.

4 RESULTS
Ad Campaigns

The German political parties implemented ad campaigns on the
platforms belonging to Facebook and Google. Table 1 shows the
number of ads and the spending in Euros for the parties per plat-
form. For Facebook, we differentiate between the federal and state
advertisers, which we refer to as main advertisers, and the local
advertisers, which correspond to cities and individual politicians.
From the main advertisers, the CDU spent more money and acti-
vated more ads than the other parties. The SPD comes in a close
second place. However, when the local advertisers are included,
the SPD comes in first place. On the other hand, the CSU, AfD and
Die Linke were the parties that allocated less money on ads from
both Facebook categories and Google advertisers. The CSU is only
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active in the state of Bavaria and had no Google ads during the
observed period. Although the period for the Google ads is two
weeks shorter than the Facebook ads period, it is evident that most
of the parties spent more money on the latter.

Table 1: Facebook ads and spending in the period from
March 1 to June 2, 2019 and Google ads from March 20 to
June 2, 2019. The Facebook ads are divided into two cate-
gories: by country-wide and regional political pages, and
city and individual political pages. Facebook political pages
that spent less than 100 Euros are not included.

Facebook Facebook (Local) Google

Ads Spending| Ads Spending| Ads Spending
AfD 48 22,278| 255 9,029 17 23,400
CDU 17,449 296,801|1,755 53,141|33,120 261,200
CcSU 27 60,816 66 6,611 0 0
FDP 5,456 138,762 970 60,691 259 32,600
Die Griinen| 7,804 229,451|1,888 60,283 769 140,750
Die Linke 958 41,526 359 7,259 7 3,200
SPD 15,234 283,664(3,174 130,692 90 133,900

The Facebook local advertisers spent less money than the main
advertisers for the seven parties. However, the amount spent by
the local advertisers is still significant. We do not show the local
advertisers on Google as we only found three city advertisers and
each spent less than 2,000 Euros in the investigated period. The
results that follow concentrate only on the main advertisers per

party.

User Interactions

The party spending translates into ad impressions, and then the
impressions into clicks. Table 2 presents the upper and lower bound
of total impressions from all the ads belonging to a given party. We
opted to show the one percent of the bounds since click-through
rates on Facebook are in this order of magnitude [56]. This is a
rough approximation of users interacting with the ads, and the val-
ues’ order of magnitude is more significant than the exact number.
The impressions from Facebook include Instagram, and those from
Google include YouTube. For comparison, we include the number of
total interactions on Facebook posts and YouTube videos uploaded
in the same period. These correspond to organic interactions on
the parties’ social media channels. For the AfD, Die Griinen and
Die Linke, organic content exceeds the one percent upper bound of
the number of impressions. This is not the case for the FDP and the
SPD. Nevertheless, these interactions do not take into account the
missing Instagram and Google search data. A comparison between
the political parties reveals that the AfD has more interactions than
the other German parties.

Unique Ads

The perception of the number of ads created by the political parties
changes when we take into consideration only the unique ads.
The German political parties created little advertising content as
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Table 2: Lower and upper bound of impressions generated by ads. The 1% represents the order of magnitude of click-through
rates. For Facebook, the interactions correspond to likes, shares, comments, and reactions. For YouTube, the interactions con-

sist of views, comments, likes, and dislikes.

Facebook/Instagram Impressions Facebook | Google/YouTube Impressions YouTube

Lower (1%) Upper (1%) | Interactions | Lower (1%) Upper (1%) | Interactions
AfD 17,600 39,019 2,632,650 27,600 276,200 5,674,531
CDU 143,780 639,673 256,493 148,600 4,659,300 3,412,524
CSU 23,750 55,109 197,422 0 0 42,041
FDP 169,850 576,462 268,756 74,200 751,200 260,839
Griinen 141,900 474,408 262,415 49,900 559,200 2,387,547
Linke 59,050 158,404 253,981 11,100 111,400 348,821
SPD 177,540 638,163 245,865 32,900 332,100 288,682

illustrated in Table 3. The table is divided by type of advertising. For
Facebook, there are images, videos and events, and for Google there
are images, YouTube videos and ads with only text that appear
on Google searches. Even though the CDU activated by far the
largest number of ads, its unique number of ads is distinctively
small, for example, only six Google images and three YouTube
videos. The FDP, Die Griinen and the SPD created more content
for their campaigns. These results show that the political parties
were mostly activating the same ads repeatedly during the months
leading up to the 2019 European elections.

Table 3: The number of unique ads and the total number of
ads per political party. The ads are divided by their type and
platform. The number of unique ads is presented in bold.
For Facebook, some ads were not included in the three cate-
gories, were not found in the Ad Archive anymore, or were
duplicate ads from the advertisers. For this reason, the exact
number may differ from Table 1.

Facebook Google

Image  Video Event| Image Video  Text
AfD 19/22 17/17 2/2 1/1 6/7 3/9
CDU 34/311 24/12,316 4/7)|6/28,139 3/4,981 /0
csU 12/17 7/10 /0 /0 /0 /0
FDP 394/3,991 68/722 33/58| 27/178 12/80 /0
Die Griinen|134/1,606 78/2,448 35/53 3/33  9/63 215/609
Die Linke 67/111  41/234 54/167 1/1 2/2 4/4
SPD 223/7,748 66/3,826 34/75 1/1 11/11  54/78

After inspecting a random batch of 30 ads per party and per plat-
form, we found that many unique ads are similar to each other. The
parties did not diversify their content and adopted similar content
and format for their advertising. As an example, Figure 1 shows one
representative ad for three of the political parties. From the ads we
observed, we noticed that the CDU created fewer personalized mes-
sages than the other parties. Even though the AfD activated few ads,
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their advertising was more personalized by using long texts with
several URLs included. The FDP, Die Griinen and the SPD concen-
trated on their main campaign proposals, and they presented a few
ideas outside of the topics that distinguish these political parties.
Interestingly, the FDP created several ads in languages other than
German, for example, Russian and Greek, to try to reach different
parts of the electorate.

User Distributions and Polls

Figure 2 compares the regional and demographic distributions of
users reached by the targeting parties. We compare the parties by
providing a mean correlation value. The SPD has the highest value
for the regional distribution, which means it is the most similar to
the other parties. By contrast, the AfD has a correlation value close
to zero, which corresponds to the party with the most dissimilar
regional pattern. The difference is even larger for the demographic
distribution, where the AfD’s correlation value is negative. This
represents a completely opposite demographic pattern to the audi-
ence who perceived the AfD’s ads. The SPD also has a lower mean
correlation value than the other parties, whereas the FDP has the
highest value.

The left image from Figure 2 corresponds to the correlation
between opinion poll values and the mean regional distribution.
We observe that on average the AfD, SPD and Linke targeted and
reached users in states with lower voter support. On the other
hand, the CDU, Die Griinen and FDP targeted and reached on
average the states where voter support was higher. The average
correlation value shows a general tendency for the political parties.
This tendency is hard to observe by only analyzing the individual
regional distributions per ad as all parties targeted repeatedly the
16 German states.

Effectiveness of Sponsored Posts

For the Facebook posts, we compare the relationship between im-
pressions and the number of total interactions as a proxy of an
ad campaign’s success. For each political party, Table 4 shows the
ratio between the mean value of total interactions from sponsored
posts and the mean value from non-sponsored posts. The FDP has
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Figure 1: Example of three ads during the campaign. Right: FDP image on Google. Middle: CDU image on Facebook. Left: AfD

video on Facebook.
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Figure 2: Left and Center: Demographic and regional distributions of users reached by Facebook ads. The mean correlation
value corresponds to overall distribution similarity. It is an average value of correlations between the ad distributions for one
party and each of the rest. Right: Correlation between voter support from opinion polls and mean regional distribution.

the biggest ratio value, whereas the CDU and CSU have the low-
est values. On average, the sponsored posts from all the political
parties had more interactions than the non-sponsored posts. How-
ever, this metric is not enough to show that there was a significant
improvement given that it does not take into account the distribu-
tions of the interactions on the posts. Table 4 further presents the
Kruskal-Wallis tests between four groups of posts: non-sponsored,
low-sponsor, middle-sponsor and high-sponsor. The table also re-
ports the results from the post-hoc pairwise Wilcoxon tests between
the non-sponsored posts and each of the sponsored groups. For the
CDU and CSU, there are no significant differences between groups,
which is further confirmed by the three pairwise Wilcoxon tests.
Even though there is significance in the group differences for Die
Griinen and Die Linke, the pairwise tests reveal that the difference
is only significant for highly sponsored ads. Finally, for the AfD,
FDP, and SPD, the Kruskal-Wallis tests are significant as are the
post-hoc tests between the non-sponsored posts and the other three
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groups. In the case of YouTube, we perform the statistical tests on
the videos of the parties together because of the limited dataset
of sponsored videos. We find a significant difference between the
groups of videos (p<.001).

Ad Categories

As a final analysis on the Facebook ad archive, we present the
comparison between advertisers belonging to different categories.
Given that Facebook considers advertisements related to both po-
litical issues and topics, there are other advertisers apart from the
political parties in the archive. Table 5 shows the percentage of ads
and total spending from the advertisers of the four categories. We
observe that although 86% of the ads were created by the political
parties, only 50% of the total spending can be credited to them.
Private companies, NGOs, and labor unions represent 25% of the
total ad spending on the social media platform. Further analysis of
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Table 4: The ratio between the means of total interac-
tions from sponsored posts and non-sponsored posts. Ad-
ditionally, statistical tests between the interactions of non-
sponsored posts and sponsored posts divided in low, mid-
dle and high level of sponsorship. The p-value corresponds
to the Kruskal-Wallis tests for the difference between the
groups. In parenthesis, the post-hoc pairwise Wilcoxon tests
with Bonferroni correction between non-sponsored posts
and each of the other three groups (low, middle, high). Sig-
nificance codes: *** p<0.001, ** p<.005, * p<0.01, ¢ p>0.01

Ratio of K-W tests Pairwise W tests

means (low, middle, high)
AD 2.45 p<.001 ()
CDU 1.52 p=.17 (o,0,0)
CSU 1.88 p=.039 (0,0,0)
FDP 4.23 p<.001 ()
Die Griinen 2.19 p<.001 (0,0,
Die Linke 2.84 p<.001 (0,07
SPD 3.49 p<.001 (e

Table 5: Percentage of number of ads and spending from the
advertising on Facebook. Advertisers are divided into four
categories.

Category Ads (%) Spending (%)
political parties 86.17 48.23
government 0.41 20.81
companies/organizations 10.68 25.72
other 2.73 5.23

political ads from other advertisers than political parties is outside
the scope of this paper.

5 DISCUSSION

For the first time, it is possible to scrutinize the digital marketing
campaigns of political parties. This opens up the possibility of hold-
ing political actors accountable for their online marketing spending
and the messages they promote. The provided APIs helped us in
obtaining the data through a direct and automatic process that
allowed us to frequently update our database. However, APIs could
present technical challenges for some users. During the studied
period, we observed the technical difficulties and bugs that have
been previously discussed [55]. Nevertheless, we collected data
several times a day to have the most complete dataset possible.
From the information perspective, we find two main limitations
in the ad libraries. First, the spending and impressions per ad are
only available in broad ranges with different sizes. This reduces
the statistical models that can be implemented using the data. A
better technique would be for the companies to provide the original
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quantities with some random noise added. In this way, well-known
models, such as linear regression would present more accurate re-
sults. A second limitation is that there is no information on the
original user-targeting strategies from the advertisers. We under-
stand that such information would reveal campaign strategies to
competitors, but this shortcoming limits the transparency potential
of online political advertising.

Our findings in the case of Germany show that the major politi-
cal parties were actively using the online advertisement platforms.
In the three months leading up to the 2019 European elections, the
CDU had the biggest ad campaign, with the most money spent and
the largest number of ads. The SPD and Die Griinen also had very
active campaigns on both platforms. Between the 2017 German
federal election and the 2019 European elections, these two parties
saw their electoral results change considerably. The SPD’s accep-
tance slipped from 20.5% to 15.6%, whereas Die Griinen’s approval
increased from 8% to 20% [67]. We avoid comparing election re-
sults with ad campaigns as it is impossible to quantify a political
conversion rate.

The possible impact of the online political campaigns for the
2019 European elections reduces when we consider the low number
of unique ads created by the German political parties. We con-
clude that few attempts were made at implementing microtargeting
strategies as this technique requires personalized messages that
target different parts of the electorate. However, it remains possible
that the correct users were targeted and have to some extent been
mobilized to vote. However, it is unfeasible to calculate the success
rate of online advertising and user voting. From the content of
the ads, we observe that the political parties in Germany mostly
advertised general messages to the targeted users. It is possible that
since the European elections are not designed to tackle domestic
issues, the political parties did not focus on diversifying their online
advertising. Manually inspecting a random sample of advertising
gave us a general impression of each party’s strategy. A thorough
qualitative analysis of the advertising would require the examina-
tion of theoretical frameworks designed for understanding political
advertising.

For all the parties, user engagement is higher on average on the
promoted Facebook posts. However, for the CDU and CSU, the sta-
tistical tests do not allow us to conclude that a significant difference
exists. This could indicate a general lack of user interest in interact-
ing with their content or that the boosted posts were less attractive
than the other posts. If we take the ad content into consideration,
the explanation could be related to the lack of personalized ads
created by the two parties. By contrast, even low-sponsored posts
showed a significant increase in interactions for the AfD, SPD, and
FDP. These parties’ advertising content was also more diverse and
personalized. It is important to emphasize that this analysis only
focuses on boosted posts and excludes the remaining Facebook ads.
Moreover, the real success can only be measured by comparing
click-through rates between the political parties’ ad campaigns,
which are not publicly available data. We want to emphasize that
we are not linking ad effectiveness to approval ratings, as political
advertising may have a weak indirect effect on political campaigns.
We only focus on the success of a political marketing campaign
without implying anything in the effects on real user persuasion.
Another limitation in our analysis is the missing original targeting
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strategies. The comparison between distributions of users reached
by Facebook ads can be interpreted as a proxy of the real targeting
by the parties. However, this could be inaccurate given that the
bias of Facebook’s algorithm and other external factors cannot be
quantified.

Throughout this study, the AfD’s results deviate from the rest.
The AfD advertisers did not spend a substantial amount of money on
ads and launched few ads. They mostly relied on organic channels
to spread their message. The interactions on the AfD’s Facebook
pages and YouTube channels are accordingly the highest among
the political parties. This is consistent with research on the AfD’s
success on social media [63]. Additionally, the AfD’s demographic
and regional distributions on Facebook differ from those of the
other parties. This could suggest that the AfD is targeting a separate
group of the population. This disjunction could be considered as a
proxy for the polarization of German society. Indeed, Shahrezaye
et al. [64] reported that on Facebook the polarization between the
AfD and the other political parties has increased in the last few
years.

Overall, this study has presented the new opportunities and lim-
itations of the ad libraries in order to explore the online advertising.
They represent the first iteration of valuable tools necessary to
achieve complete transparency. Under the current scenario, we
present four challenges that remain to be addressed.

The first challenge relates to the definition of a political ad. Until
now, no EU regulations state what constitutes a political ad on
digital channels. Without a clear formalization, the responsibility
of flagging political ads resides solely with private companies. As
mentioned previously, Google only includes political actors in its
ad archive, in contrast to Facebook’s political content policy for se-
lecting political ads. Hypothetically, if the non-political advertisers
on Facebook would have activated political ads through Google’s
platforms in the same proportion as they did on Facebook, over 10%
of ads and 45% of spending would be unaccounted for in Google’s
ad library.

Given the large number of ads on both platforms, the compa-
nies most probably employ automatic classification mechanisms
in the selection of political ads. The accuracy of these algorithms
is not presented in their transparency reports. A second challenge
is that the classification system’s vulnerabilities can be exploited
by malicious actors. They would try to stay undetected by sponsor-
ing ads that may appear to have non-political content but that are
deliberately intended to influence and even polarize public opinion.

The third challenge is that the increase in transparency can make
political actors feel subject to scrutiny. This can, in turn, lead them
to change their digital political strategies. For example, they could
focus on private communication channels like WhatsApp. The end-
to-end encryption allows the spread of any form of political content
to stay undetected. Although WhatsApp is still an unexplored chan-
nel for German political actors, this is not the same in other parts
of the world, as in the case of the misinformation scandals in the
2018 Brazilian election [13].

The final challenge is that whereas online platform companies
have responded to the backlash of election manipulation, govern-
ment legislation has not kept up with the pace. As a consequence,
the companies can make the first proposals and thus set the rules
that define the problems. In such a scenario, the government will
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have to adapt to the proposed rules instead of leading the efforts
that foster more transparency and privacy. Further steps need to
be taken by both private and government institutions to deal with
these challenges. Private institutions should provide services that
enhance transparency and respect user privacy, whereas govern-
mental institutions should focus on creating new regulations and
raising public awareness.

6 CONCLUSION

In this paper, we explored methods to quantify the data from Face-
book’s and Google’s newly created ad libraries and help further
understand online political campaigns. We chose to examine the
advertising from political parties in Germany in the months leading
up to the 2019 European elections. We focused on spending, impres-
sions, and the possible targeting strategies of the major German
parties. We concluded that during the months leading up to the
election, the parties engaged in few microtargeting attempts as
they created few unique ads, with many of them lacking personal-
ized messages. In this study, we also compared the ads’ data with
the political parties’ organic content on Facebook and YouTube.
For a selected group of ads, we introduced a way to measure suc-
cess even without the ads’ click-through rates. The boosted posts
on Facebook attracted more user engagement than organic posts,
although we did not find significant differences for all German po-
litical parties. Our findings also show that the distribution of users
reached by the AfD’s advertising deviated from that of the other
parties, which could imply a targeting strategy that was contrary to
other political parties’ strategies. Furthermore, the far-right party
relied mostly on promoting their organic content and not so much
on sponsored ads. Finally, we introduced the challenges that arise
with the transparency of ad libraries. We hope that this work helps
future scholars to explore the ad libraries in different countries
to understand the global political online advertising environment.
A lack of continuous analysis and auditing undermines the full
potential of transparency tools. It is essential to undertake further
research on how to profit from these tools to enhance transparency
and prevent malicious activity on online advertising platforms.
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ABSTRACT

TikTok is a video-sharing social networking service, whose popular-
ity is increasing rapidly. It was the world’s second-most downloaded
app in 2019. Although the platform is known for having users post-
ing videos of themselves dancing, lip-syncing, or showcasing other
talents, user-videos expressing political views have seen a recent
spurt. This study aims to perform a primary evaluation of polit-
ical communication on TikTok. We collect a set of US partisan
Republican and Democratic videos to investigate how users com-
municated with each other about political issues. With the help
of computer vision, natural language processing, and statistical
tools, we illustrate that political communication on TikTok is much
more interactive in comparison to other social media platforms,
with users combining multiple information channels to spread their
messages. We show that political communication takes place in the
form of communication trees since users generate branches of re-
sponses to existing content. In terms of user demographics, we find
that users belonging to both the US parties are young and behave
similarly on the platform. However, Republican users generated
more political content and their videos received more responses;
on the other hand, Democratic users engaged significantly more in
cross-partisan discussions.
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Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.

WebSci "20, July 6-10, 2020, Southampton, United Kingdom

© 2020 Association for Computing Machinery.

ACM ISBN 978-1-4503-7989-2/20/07...$15.00
https://doi.org/10.1145/3394231.3397916

Orestis Papakyriakopoulos
Technical University of Munich
orestis.p@tum.de

Simon Hegelich
Technical University of Munich
simon.hegelich@hfp.tum.de

socialization, politics largely takes place on them. Political candi-
dates often exploit such media to interact with the electorate and to
place targeted and personalized advertising. At the same time, par-
tisan users utilize their social media accounts to engage in political
discourse. Similarly, a large portion of society obtains its political
news updates from social media sources.

Two factors shape the final forms taken by political commu-
nication on social media: how a platform is designed, and who
uses this space for political purposes. The design of a social media
service configures the available information channels for political
discourse; its user-base shapes both the generated political content
and dictates whether or not a platform can prevail as a significant
political space.

Until now, researchers have considered Facebook, Twitter, and
YouTube as the most politically relevant social media [48], given the
vast number of users who engage daily with these platforms. Nev-
ertheless, social media usage is dynamic. Users change or migrate
from one service to another, and some platforms are abandoned
as others become popular [31]. TikTok, a video-sharing social net-
working service, has recently witnessed a surge in its popularity. It
became the world’s second most downloaded app in 2019 [53].

Motivation

Although researchers have extensively analyzed other popular so-
cial media platforms, both by explaining user political behavior and
uncovering how platform design influences political communica-
tion, no study has focused on TikTok. The present study, therefore,
aims to bridge this research gap, intending specifically to under-
stand who uses TikTok for political purposes and how the design
of this platform shapes the flow of political information. For this,
we focus on US politics to answer the following research question:

RQ: What are the features of political communication
on TikTok in terms of (a) partisan users, (b) interac-
tion structure, and (c) diffused content?

Original Contributions

e We provide a first overview of political communication on
TikTok by investigating videos of US Republican and Demo-
cratic partisans.

e We employ computer vision, natural language processing,
and statistical tools to evaluate the ways in which partisans
combine sound, video, and text to spread their messages.

e We study TikTok’s interaction design and illustrate how
partisans engage in political discussions. We show that Tik-
Tok fosters a novel type of political interactivity that is not
available on other online social networks.

e We investigate user demographics and show that the partisan
users are young and behave similarly regardless of their
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political preferences. We find that Republican users are more
active in creating political content and that they receive
more responses. We further find that Republicans prefer to
engage in video discussions with other Republicans, while
Democrats are more open to reach out to users with opposing
views.

Finally, we discuss other issues related to political communi-
cation, privacy, and security on TikTok.

2 BACKGROUND & RELATED WORK

2.1 Political Communication on Social Media

The behavior of multiple actors determines the political communi-
cation that occurs on social media platforms. Politicians, partisans,
and the general public interact constantly, generating complex com-
munication patterns. The design and algorithms of the platforms
influence these interactions along with malicious actors to generate
a political landscape that can be difficult to understand. Researchers
have therefore extensively analyzed various properties of Facebook,
Twitter, YouTube, and other similar social media spaces to grasp
the nature of politics on social media.

Several studies have investigated how politicians use social me-
dia for political purposes. They have shown that politicians use
platforms in different ways, depending on the audiences and so-
ciotechnical environments [21, 43, 46, 47]. They have also explained
how services are used for personalized advertising campaigns [39]
and whether the presence of politicians on these platforms affects
their electoral popularity [19].

Other studies have explicitly focused on user political behav-
ior. They have investigated how partisans of different political
orientations use social media platforms [10, 44], analyzed how user
activities are generally distributed [40] and evaluated the spread
messages’ content and polarity [15, 36, 38, 45]. Studies have also
focused on the usage of social media in periods of social unrest [50],
analyzed online social platforms as spaces for the coordination of
social movements [49], investigated how different social groups be-
have, and scrutinized the conditions in which they help to polarize
and segregate the citizenry [4, 6, 16].

Inseparable to political communication on social media is news
consumption, with a large proportion of the public using the social
media services as their primary information source pertaining to
world events. Many studies have investigated agenda settings ef-
fects, as well as how different types of news coverage affect user
behavior and contribute to attitude formation [9, 23, 29]. Moreover,
researchers have also extensively studied how low credibility news
and misinformation are diffused on social media platforms by real,
fake, or automated accounts [3, 17, 22, 27, 28, 51].

An equally important role in understanding user behavior is the
analysis of the content filtering algorithms employed by social me-
dia services. Thus, researchers have investigated social platforms
as algorithmic ecosystems and have studied whether and how rec-
ommendation algorithms influence the public’s political behavior
and opinions [5, 32, 37, 40, 41]. In the same vein, scholars have eval-
uated platform design features and how they shape information
diffusion [21, 33, 47]. These dimensions of political communication
have been extensively analyzed for the US on different social media
platforms [2, 20, 25, 26, 30, 52], but not yet on TikTok.
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2.2 TikTok

TikTok was created by ByteDance, a Beijing-based tech company.
The company had previously launched Douyin for the Chinese
market in September 2016. Subsequently, the company launched
TikTok in 2017 for markets outside China. Both services are similar,
but they run on separate servers to comply with China’s regulations.
In 2018, TikTok merged with the social media app Musical.ly to
create a larger video community. In October 2019, TikTok and
Douyin jointly achieved 800 million monthly active users [34]. In
the United States, 60% of TikTok’s 26.5 million monthly active users
are aged between 16 and 24 [24]. The platform is mainly accessible
through a mobile app. Although it is possible to access posted
videos from non-mobile devices, the features are limited as it is not
possible to create content or read user comments.

TikTok offers users a unique method of sharing creative videos
of themselves, their surroundings, or a compilation of external
audiovisual content. The simplest videos consist only of text su-
perimposed onto a colored background. Videos can then be more
complex by including images, video clips, and sounds. The images
and video footage can be altered using the app’s voice effects, image
filters, and video speed controllers. The maximum length of a video
post is 60 seconds, and they can consist of a collection of shorter
video clips that tell a story when they are combined. When the
users post videos, they can add a caption with hashtags to describe
their clips. Like Twitter, the most used hashtags represent topics
that are trending on the platform, and like Instagram, the video
clips are classified according to their hashtags.

TikTok is considered a social media platform because like Twitter
and Instagram, its users have a social group of followers and other
users they follow. However, the main feature that differentiates
TikTok from other social media services, is the videos’ background
music, which represent the core message that the users want to
convey. Users can select background music for their videos from a
wide variety of music genres and can even create original sound
clips. Any sound clip, including user voice messages, can be selected
by other users to use in their videos. For many videos, the music
serves as part of a dance routine, a lip-synching battle, or as the
backdrop for a comedy skit. However, sound can also function as
a story builder and can be used to deliver a specific message. For
example, a famous original sound clip begins with La Roux’s song,
Bulletproof, remixed by Gamper & Dadoni. Then the music stops,
four gunshots are heard, and a man’s voice says "there’s not any".
Text messages appear in the part of the clip that plays the song,
citing reasons why a particular cause should be supported, and the
user points at the messages. When the gunshots begin, however, the
user makes a gun sign with a hand and shoots at the text snippets
containing the reasons for support. The user is implying that the
citing reasons are invalid and that there is no real reason for people
to support that cause.

Users consume content by viewing an algorithmically generated
feed of videos on the so-called "For you" page, which is the landing
place when users open the app. Although there is no explanation
of how the algorithm work, the videos that appear to the user
largely rely on a central recommendation algorithm instead of on
the activities of the user’s social network [12]. According to TikTok,
the "For you" page is "a personalized video feed specifically for
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you based on what you watch, like, and share"! This contrasts
with Facebook’s and Twitter’s feed, which rely mostly on the user’s
social graph and resemble more YouTube’s recommendation system.
Users can also search for hashtags, sounds and find the trending
videos on the "Discover" page.

A unique feature on TikTok is the duet. A duet is a response
video that allows users to reply directly to a video post with a video
of their own. The original and duet videos play side by side and the
music clip from the original video’s audio is preserved. Since the
audio does not change, the duet exhibits users responding through
text snippets, images, or facial expressions. Users can also create
a reply duet from an existing duet. In such instances, three videos
appear together. Figure 1 shows a screenshot of a duet on TikTok.
The original video is placed on the right and the duet video on
the left. The screenshot displays the number of likes, comments,
and shares the duet video attracts. The music that appears on the
bottom is a music clip from a remixed song. In the image, both
users point to a text snippet and communicate their perspectives as
they dance to the same music. In this way, TikTok can be used to
share opinions on controversial topics. In this study, we focus on
political content to determine how TikTok users interact and show
their support for a political party with the help of music, video, and
image.

liberals ACTUALLY be

X Liberals be like:
like: |

@gracepolitics

reality checkkkk #fyp #foryou #democrat
#liberal #republican #bernie2020
#trump2020 #yang2020 #republicans #duet
with ® therepublicanhypehouse

JJ 1 de replay Ed Marquix ret

Figure 1: Screenshot of a duet on TikTok. On the right is the
original video and on the left, the video posted in response.

Thttps://apps.apple.com/us/app/id835599320
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3 DATA & METHODS
3.1 Data Collection

TikTok allows users to search for videos with a specific hashtag
and view the most popular results. We decided to crawl the videos
containing the hashtags #republican and #democrat on February 1,
2020. The hashtag search yields a limited number of videos and it
is not clear how this limit is defined. Popularity may play a role
as a hashtag search showcases the most popular videos. For the
two hashtag queries, we obtained a different number of videos. The
collection process resulted in 3,310 videos: 2,362 with the hashtag
republican, and 1,831 with the hashtag democrat. Of the total, 350
were duets; thus, we also collected the original videos from them if
they were not yet in the data. To expand the dataset, we searched
for duets to the videos we had collected. Unfortunately, TikTok
does not offer a search by video feature that directly links a video to
its duets. However, it is possible to search by sound clip. This search
shows videos that have employed the same sound. Our approach
was to search for the sound of each video and to add the videos that
were dueting to the videos in our dataset. As with search by hashtag,
only a limited number of results can be obtained. This presents
a limitation to collecting all the duets to a video, especially for
videos that use extremely popular sounds. Nonetheless, searching
for original sounds often yielded only the duets of the given video.
After this procedure was complete, our dataset consisted of 7,825
TikTok videos. Most of the videos were created between October
2019 and February 2020. The oldest included video was posted in
March 2019.

Before beginning the analysis, we manually labeled every origi-
nal video and duet as pro-Republican, pro-Democrat, or nonpartisan.
This coding was conducted by two of the main authors. Both au-
thors labeled each video individually. For the cases where authors
disagreed, the third author was consulted to resolve the coding
conflict. Videos that directly supported or opposed a political party
or a member of a party were classified accordingly. We labeled
videos opposing one Democratic candidate but expressing support
for another candidate of the same party as pro-Democrat. Videos in
which users articulated their standpoints on issues such as abortion,
guns, and LGBT rights, were not directly attributed to any political
party. We only classified those videos that indicated a clear political
affinity toward the Republican or Democratic parties as partisan.
For example, social issue videos with both the republican and demo-
crat hashtags were coded as nonpartisan. In total, we classified
5,946 videos as partisan posts. Apart from assigning partisanship,
we grouped the partisan videos into four categories: 1) videos that
included the user’s face; 2) videos where the user appears but does
not show its face or videos culled from other sources such as news
clips; 3) videos solely comprised of images; and 4) videos that only
showcased textual content. We used the same coding procedure as
the classification of partisan videos. It was important for us to view
all the videos to be able to understand TikTok’s communication
structures and the user behavior displayed on the platform.

3.2 Methods

TikTok videos are rich in features and extra pre-processing steps
were required to extract the information for analysis. From the
original videos, we started by extracting the text snippets from



WebSci ’20, July 6-10, 2020, Southampton, United Kingdom

the videos. For this, we divided the videos into images every two
seconds and then employed Tesseract, an optical character recog-
nition engine. From the original videos that included the user’s
face, we used the images and processed them via Microsoft’s Azure
Face API?, which allows emotions, gender, and age to be extracted.
Additionally, we employed IBM’s text to speech API to extract the
audio from the videos that contained original sounds created by
the users.

To explore the difference in the usage of hashtags, we employed
a measure of political valence introduced by Conover et al. [16].
They defined political valence V of a hashtag h as

N(h,R)

3 N(R)
e T
N N(R)

where N(h, D) and N(h, R) indicate the number of appearances
of a hashtag, and N(D) and N(R) represent the total number of
hashtags in the Democratic and Republican videos, respectively.
This equation bounds the valence between -1 for hashtags only
used in Democratic videos and +1 for hashtags appearing only in
Republican videos.

We created a graph of interactions where the users are the nodes
and the directed edges represent duet interactions. This graph al-
lows to measure the extent of cross-ideological (R—D, D—R) and
intra-party interactions (R—R, D—D). We used another measure
from Conover et al., which divides the observed number of inter-
actions with the expected number of interactions. The expected
value assumes that the source of the edge is preserved and the
target of the edge is randomly assigned to one user, irrespective
of the individual’s political orientation. For example, the expected
interactions between Republicans and Democrats is defined as:

Usersp

E[R — D] = kg )

* Usersp + Usersg
where kg refers to the number of edges originating from pro-
Republican videos and Usersp denotes the number of Democratic
users.

Finally, we applied topic modeling to evaluate the content of
video captions. We used a Latent Dirichlet Allocation algorithm
[8] to extract the latent thematic topics and to calculate the em-
pirical distribution of videos belonging to the identified topics
f(videol|topic). Using this distribution, we computed and compared
the amount of Democratic and Republican videos associated with
each topic. In order to calibrate the number of topics and the latter
model hyperparameters, we perform sensitivity analysis for various
values and select the model with the highest topic coherence score,
as suggested by Roder et al. [42].

4 RESULTS

We illustrate different features of political communication on Tik-
Tok (RQ) in the following three subsections. First, we describe
the general statistics of the collected dataset, including user demo-
graphics and activities. Second, we describe and evaluate political
interactions between partisan users. Finally, we analyze the content

Zhttps://azure.microsoft.com/en-us/services/cognitive-services/face/
3https://www.ibm.com/cloud/watson-text-to-speech
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of different information channels used in TikTok videos to detail
the nature of the political discourse.

4.1 Descriptive Statistics

Of the 5,946 partisan videos, 2,802 are original videos and 3,144
are duets. Table 1 shows the total number of videos classified as
pro-Democrat or pro-Republican and the extent of the interactions
generated by these videos. In our dataset, there are two times more
Republican videos than Democratic videos. Overall, the Republican
videos accumulate more likes, shares, and comments. We applied
one-sided Mann-Whitney tests for each reaction to compare if there
is a significant difference between the partisan videos. For likes,
the Republican median is 497 and the Democratic median is 232
(p < 0.00). In terms of shares, the Republican median is 6 and the
Democratic median is 3 (p < 0.00). With regard to the comments,
the Republican median is 19 and the Democratic median is 13 (p <
0.01). All the tests are significant and show that Republican videos
attracted more interactions in general.

Table 1: Number of videos created by pro-Republican and
pro-Democratic users and user engagement (likes, shares,
and comments) with them.

Videos Users Likes Shares Comm.
Republican 3,987 1,957 15,533,963 817,728 500,514
Democrat 1,959 1,249 10,663,139 392,468 257,199

Of the original videos, 70% included the user’s face, 22% fea-
tured other video content, 7% comprised only image content, and
1% only exhibited text. We performed feature extraction for the
original videos that included the user’s face. To this end, we di-
vided the videos into pictures and obtained the features for each
picture. With Microsoft’s API, we were able to extract gender, age
and emotions, which include anger, contempt, fear, happiness, sad-
ness, and surprise. Afterward, we averaged the emotions and ages
of all the pictures to obtain the mean values for each video. We
used the mode for gender given that it is a categorical feature. For
age and gender, we aggregated the videos per user to obtain unique
values. We manually categorized the users, for which the mode of
the gender was inconclusive. From the original Republican videos,
219 users are male and 187 are female, whereas for the Democratic
videos, 84 users are male and 118 are female. We perform goodness
of fit chi-squared tests to evaluate the male-female user balance. For
the overall population, gender is balanced (y?=0.01, p=0.935). The
same applies for the Republican partisans (y?=2.52, p=0.11). How-
ever, a significantly larger number of Democratic partisans posting
original videos are female (y?=5.72, p=0.016). Figure 2 portrays the
cumulative age distribution of Democratic and Republican users.
We observe that in general, the Democratic users are younger than
Republican supporters. The percentage of Republicans between 16
and 24 years old is close to 60%, which mirrors the percentage of US
TikTok users in the same demographic group. For the Democratic
users, however, this percentage is closer to 70%, younger than the
mean user age. Nevertheless, the majority of users creating political
content are below 40 for both parties in our data sample.
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Figure 2: Cumulative distribution of the users’ age divided
as Democratic (blue) and Republican (red) users.

Table 2: Average emotion expressed by TikTok users divided
by partisanship.

Emotion Democrat Republican
anger 0.021 0.019
contempt 0.013 0.014
fear 0.004 0.004
happiness 0.217 0.212
neutral 0.619 0.635
sadness 0.047 0.044
surprise 0.074 0.067

Table 2 illustrates the average emotion expressed for the posted
videos per party. We do not observe significant differences between
the two groups. We conclude that users on TikTok express them-
selves similarly irrespective of the party they support. Interestingly,
happiness and surprise have higher averages than anger or sadness.
We presume that this finding is related to the nature of TikTok
comedy skits. Indeed, we observed many videos that relied heavily
on sarcasm: smiling and dancing individuals confronting users sup-
porting the views of the opposite political party and mocking or
belittling them.

4.2 Interaction Structure

Political communication on social media is influenced directly by
the design of the platform by determining the interaction structure
between users. The interactions can be ordered in consecutive lev-
els of communication, with each increasing level representing a
more direct response. We identify four levels of communication on
TikTok. The first level corresponds to an indirect response when
a user views a video. Although there is no active reaction from
the user, the message is received and processed. Additionally, from
the data perspective, the view counter on the video increases, and
this metric can influence TikTok’s recommendation algorithm. The
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second level of communication consists of a basic response that
involves liking the video or sharing it. The next level constitutes
written responses to a video through user comments. On other
social media platforms, this is the highest level of user response to
a posted element. On TikTok, however, a fourth level of communi-
cation allows users to respond with a video, a feature referred to as
duet. The duet shows more similarities to face-to-face communi-
cation than to a written response, which can make the interaction
between users feel more personal.

The structure of duets directly affects how political communica-
tion takes place on TikTok. The duets follow a tree structure, where
users create branches by responding to other videos. We depict this
tree structure of communication in Figure 3. On top of the tree,
there is a political issue, which partisan users use as their motive
for the production of pro-Democrat or pro-Republican videos. Con-
nected on the second depth level are the original content videos.
The third depth level represents the duets to the original videos.
The next level nodes on the tree denote duets posted in response to
previous duets. It is possible to continue to react with duets further
than the three duet depth levels displayed in Figure 3. Inner nodes
on the duet nodes have been included in the illustration to repre-
sent that duets, previous duets, and original videos appear side by
side on TikTok. A user interacting with a deep level duet video
can directly observe the complete communication chain on-screen
without needing to scroll down. This differentiates duets from any
feature available on other social media networks.

response
//_\\

: original
video

Figure 3: Communication tree for TikTok duets.

Using the manually labeled videos, we were able to quantify the
duet interactions between partisan users. Table 3 shows the percent-
age of partisan and cross-ideological interactions. It also includes
the observed interactions divided by the expected interactions as
presented in Formula 2. We observe that 77% of the Republican
duets represent responses to Republican users. In contrast, more
than 80% of the Democratic duets were directed toward Republi-
can supporters. This inverted dynamic also appears in the ratio
between observed and expected interactions. Democrat-Republican
and Republican-Republican interactions present a ratio larger than
one (1.35 and 1.28 respectively). We include the ratio, as it is a
standardized measure that can be used to compare to the outcomes
of other studies. For example, Conover et al. [16] evaluated politi-
cal communication in the US on Twitter and found that retweets
had higher ratios than one for intra-partisan interactions (1.70,
2.32) and lower ratios than one for cross-partisan interactions (0.03,
0.05). Mentions displayed a similar but less pronounced effect for
both parties (1.23, 1.31 for partisan exchanges, and 0.68, 0.77 for
cross-ideological interactions). Therefore, the authors found that
user behavior with regard to Twitter mentions and retweets was
unrelated to the political party. In contrast, we find that TikTok
duets represent a party-specific structure. This difference shows
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the importance of studying the effects of different platform designs
on the political communication that occurs between users.

Table 3: Interactions between partisan and cross-ideological
users, including the percentage and ratio between observed
and expected interactions.

Percentage Ratio

—D —-R —->D —>R

Democrat 19% 81% 0.48 1.35
Republican 22.6% 77.4% 057 1.28

We portray the duet interaction between users in Figure 4. Each
node represents a user and the edges represent two users of a duet.
Blue nodes indicate Democrats and red nodes designate Republicans.
We only find one account that posted both pro-Democrat and pro-
Republican videos, and this account was omitted from the analysis.
The graph shows a tight Republican cluster in the middle with some
Democratic users interacting with this community. The boundaries
evince large clusters of Democratic users responding to Republican
accounts. These users are separated from the main cluster because
they did not interact with accounts other than a specific Republican
user. The graph confirms the result of high partisan interactions
among Republicans and the high cross-ideological interactions from
Democrats to Republicans.

Figure 4: Graph of duet interactions between partisan users.
Red nodes correspond to Republicans and blue nodes to
Democrats. Purple edges depict cross-ideological exchanges.

4.3 Content Analysis

The content analysis of the various information channels on Tik-
Tok provided important insights on how political communication
takes place on the platform. Each information channel was used
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differently by partisans. Partisan users generally avoided political
statements in their profile descriptions, except for some users whose
username explicitly stated their political affiliations. Most users
added links to their social media handles on other platforms such
as Twitter or Instagram, and some provided their Venmo accounts
for fans to support them financially.

In contrast to the profile descriptions, video captions were ex-
tremely politicized. Users usually inserted as many political hash-
tags as possible from across the political spectrum, to ensure the
visibility of their content. Their hashtag selections were also in-
fluenced by partisanship. Users inserted specific hashtags more
often in accordance with their political orientation. To reveal this,
we divided the valency spectrum in five equidistant groups and
grouped the hashtags according to valences. Figure 6 presents the
top ten words per group. Democratic partisans more frequently
used hashtags related to the impeachment of Donald Trump, Bernie
Sanders, Elizabeth Warren, and LGBT issues. Republican partisans
more often used hashtags related to Trump’s campaign slogans and
phrases used by the alt-right to assign credibility to information
such as #facts, #maketheswitch, and #openyoureyes. Regardless of
partisanship, users added to their videos platform-specific hashtags
such as #foryou, #foryourpage, and #xyzbca. These hashtags are ir-
relevant to the political discussions but constitute a cardinal aspect
of TikTok interactions.

The topic modeling algorithm provided more detailed informa-
tion about partisan interests for the specific period on TikTok. The
model optimization process for the video captions yielded ten top-
ics on which both Republican and Democrats generated content.
Figure 5 shows that although some topics were more prevalent in
posts by Democrats or by Republicans, both groups engaged in
the same discussions. The topics that were discussed more or less
equally by both sides related to social issues such as religion and
abortion, guns and the second amendment, as well as discussions
associated with daily political developments. Democrats generated
content related to their party, about Trump’s impeachment trial, as
well as social diversity. In comparison, Republicans created more

EE Democrats
Emm Republicans

0.25 -
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Figure 5: Ten predominant topics appearing in videos cap-
tions on TikTok and their distribution between Democratic
and Republican users.
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#bernie2020 #dumptrump #democrat  #liberal #duet #fyp #foryou #trump2020 #republican #kag #trumptrain #america
#impeachtrump #voteblue #politics #greenscreen #foryoupage #trump #maga #conservative #prolife #blexit
#impeach #warren2020 #impeachment #democrats $viral #liberals #xyzbca #donaldtrump #usa #maketheswitch
#dumptrump2020 #bluewave #impeachd45 #republicans #2020 #trending #foryourpage #4u #facts #openyoureyes #snowflakes

#lgbt #voteblue2020 #socialism #bernie

#foru #blackconservative #2a

Figure 6: Political valence of hashtags on the Democratic-Republican spectrum.
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Figure 7: Most frequent words appearing in embedded texts
snippets (up) and user audio messages (down).

videos about their party, conservative values in general, and about
Donald Trump’s activities.

The analysis of audio and the text embedded in the videos evi-
denced particular ways in which these communication channels
were used (Figure 7). Both Republican and Democratic partisans
used sound and embedded text to call out their opponents, setting
the stage for the audiovisual discourses. Donald Trump was the fo-
cal character of these channels and was most frequently mentioned
in the videos. Nevertheless, the embedded text contained additional
information about the opinions of the partisans, and often men-
tioned other political candidates, expressing support for them or
criticizing them. Furthermore, the text also included issues of in-
terest to the partisan users, such as Donald Trump’s impeachment,
abortion rights, healthcare, and the second amendment. These re-
sults illustrate that partisans used audio, video, captions, and user
descriptions in different ways, creating a complex multichannel
information flow in their political interactions.

Our final analysis assessed the extent of political content on
TikTok in comparison to non-political content. TikTok’s search
tool reports the number of total user views for videos that include
a particular hashtag. This allowed us to compare between politi-
cal and non-political hashtags. Thus, we searched for a selected
number of hashtags on February 1, 2020. Table 4 shows hashtags of
several political actors, including their names and their names plus

2020. We also include three popular personalities and the most pop-
ular hashtags on TikTok, #foryou and #foryoupage, for comparison.
Among the political hashtags, #Trump2020 leads by a substantial
margin, with a total of 1.1 billion views. The political hashtag that
comes second with 166.3 million views is #Bernie2020. Interestingly,
the hashtags with the names of the candidate and 2020 have more
views than hashtags that included only the candidate’s name. The
large difference between #Trump2020 and the rest of the Demo-
cratic candidates corroborates our finding pertaining to the greater
number of pro-Republican videos seen in our data and evidences
the absence of a possible sample bias effect in the collection proce-
dure. Apart from politics, hashtags referring to singers Billie Eilish
and Shawn Mendes have total views comparable to Trump-related
videos, whereas Greta Thunberg videos have the number of views
in the same order of magnitude as the videos related the Democratic
candidates. The most famous hashtag on TikTok has 1,687 more
views than #Trump2020. As a rough cross-platform comparison, we
include the number of Instagram posts for the same hashtags in
Table 4. Instagram’s search tool displays the number of posts for a
hashtag but not the number of views. The number of posts cannot
be compared to the number of views as they represent two differ-
ent quantities. The proportions on Instagram between politicians
and popular personalities are similar to the proportion in views on

Table 4: Number of total views for TikTok videos with a
given hashtag. Number of Instagram posts that include the
same hashtags.

Hashtag TikTok Views Instagram Posts
#foryou 1,687B -
#foryoupage 968B -
#rump 730.3M 13M
#rump2020 1.1B 1.2M
#bernie 34.8M 564K
#bernie2020 166.3M 216K
#biden 4.8M 102K
#biden2020 1.9M 26.9K
#warren 3.5M 253K
#warren2020 11.6M 38.9K
#billieeilish 3.5B 5.6M
#shawnmendes 1.4B 9.5M
#gretathunberg 100.5M 381K
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TikTok. However, there are more videos with only the politicians’
names than hashtags including 2020. This result could signify that
there is more content focused on the 2020 US presidential campaign
on TikTok than on Instagram. In sum, we conclude that not only
does US political content takes place on TikTok, but it also accounts
for a large ecosystem on the platform.

5 DISCUSSION

The results of this study demonstrate that a new form of political
communication takes place on TikTok. Communication still pre-
serves its decentralized character as on other social media platforms,
with users generating, sharing, and diffusing information. However,
TikTok users do not just merely circulate content and comment it;
they become the content. In contrast to Facebook and Twitter, where
users exchange news articles in the form of URLs and articulate
their political opinions through comments or feedback posts, Tik-
Tok users become active presenters of political information. Every
TikTok user is a performer who externalizes personal political opin-
ion via an audiovisual act, with political communication becoming
a far more interactive experience than on YouTube or Instagram.
Since every user seeks increased popularity to disseminate their
messages more widely, they create short political spectacles result-
ing in the realization of politics as entertainment. Unlike television
media where news anchors and political pundits are the showmen
and women, everybody on TikTok is one. It is not a coincidence,
therefore, that this intensive audiovisual universe attracts young
users who actually "play” their politics on the platform.

The duet function is one of the main reasons why political com-
munication is so interactive on TikTok. Users can employ a variety
of elements to respond to videos posted by other members. These
features range from simple facial reactions to text snippets that
serve as fact-checking points. Some users even overwrite the origi-
nal video’s text to "correct” the other user’s stance on a topic and
showcase opposing arguments. Moreover, the audience interacting
with duet videos can directly compare the different points of view.
This duet structure contrasts with other social media platforms
where public exchanges take the form of written responses that
appear as a list under the original post. Duets also allow users to
exhibit their creativity, in showing support or making counterargu-
ments. For these reasons, we argue that duets are the closest feature
on social media to an actual online public debate.

Given that TikTok’s design introduces a novel way of conducting
politics, it is reasonable to ask how this framework can transform
other aspects of political communication. In this study, we illus-
trated how political partisans generate content and interact on
TikTok. However, multiple other dimensions of political commu-
nication should also be investigated. For example, although news
media URLs are not diffused as in other social platforms, many
news media agencies already have TikTok profiles to broadcast
reports to the public. The same applies to a handful of political can-
didates who use TikTok as a new medium of reaching the electorate.
Recently, TikTok followed Twitter’s suit and banned the placement
of political advertisements on the platform [14]. These phenom-
ena and decisions interfere directly with political campaigning and
opinion formation; therefore, researchers should investigate these
actions more comprehensively in the future. This also applies to
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researchers who plan to study the general user behavior on the plat-
form. Scholars should seek to uncover whether the platform design
and the deployed recommendation algorithms result in the polariza-
tion or segregation of social groups, and whether hyperactive user
behavior has an agenda-setting effect on the platform. Although
TikTok primarily involves real users who reveal themselves in front
of the camera, it is equally important to study whether and how any
misinformation attempts take place, as well as how users present
controversial issues on the platform. Researchers should under-
take the task of determining whether offensive and discriminatory
content prevails on the platform.

Besides the aspect of political communication, further political is-
sues regarding user privacy and security should be addressed. Given
TikTok’s open nature, such concerns for the users have already
been raised [7] but require more in-depth evaluation. Although
users can create private videos visible only to their friends, the
platform is mainly geared toward the production of viral videos.
This means that data is easily reachable for data mining processes.
Indeed, TikTok is a rich information source because its content
reveals the personal features of users through the immediacy of
audiovisual media to their appearances, personalities, traits, vo-
cal attributes, and points of views. Moreover, users creating and
interacting with political content can be classified by their partisan-
ship as we did in this study. With the manually classified videos,
a machine learning algorithm may be trained to identify political
content and to automatically assign partisanship to a TikTok user.
This information can then be employed for political or advertising
purposes as it is already prevalent on other platforms like Facebook
[35]. However, the potential risks are higher on TikTok because
advances in facial recognition technologies make it possible to
identify individual users and match them with citizenship records.
Although this scenario is also possible on other platforms, active
TikTok users are open to publicly share their biometric data. There
is a greater danger, therefore, for TikTok users to become incorpo-
rated in electoral or other databases that can be exploited for varied
purposes. Political campaigns and third parties may be eager to
collect data on young people as many of them are first-time voters
or are still not old enough to vote. As such, they are in the process
of creating their political identity and the information they perceive
on social media platforms can permeate their eventual ideology.

TikTok can potentially redefine political communication as a
new public arena for civic discourse. While other social media plat-
forms are highly dependent on the friend structure and can thus
foster echo-chambers [11, 18], TikTok’s open structure may allow
a more cross-partisan dialogue. Whether this assumption holds can
only be answered through future research. Even if the hypothesis
is proven true, the caveat that political confrontation can be coun-
terproductive exists, and maybe especially applicable to a platform
that is highly focused on the virality and humor of its content.
Videos with sarcastic and ridiculing content can exacerbate bully-
ing and other harmful behaviors that particularly afflict teenagers
[1]. The research community should conduct further analyses that
include psychological examinations of the influence exercised by
the platform on the youth.
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Ethical Concerns

While conducting this study, we encountered serious ethical ques-
tions that must be taken into consideration. First, we crawled Tik-
Tok and explicitly collected public data, a portion of which con-
cerned the behavior of young users. Given their age, young users
may not be yet be fully aware of the consequences of putting them-
selves in the public sphere. To maintain data protection, we deleted
the collected materials after the analyses. However, we preserved
the video ids to allow the replication of this study. These ids can be
found in our GitHub repository*.

We encountered further ethical issues during the use of the
Microsoft Azure image recognition APIs for the detection of age
and gender. First, researchers have shown that such algorithms
can potentially misclassify minorities and social groups [13]. Sec-
ond, the algorithms for gender classification only provide binary
male/female inferences and automatically neglect the existence of
other genders. These issues should be kept in mind when this study
is read and addressed in the future to promote ethical and inclusive
research.

6 CONCLUSION

In this paper, we studied political communication on TikTok for
the first time. We focused on videos related to US politics and
evaluated textual, aural and visual information extracted from them.
We analyzed the different levels of communication made possible
by the platform design and especially concentrated on TikTok’s
unique duet feature. We then investigated the duet interactions
from pro-Republican and pro-Democrat users. In our sample, we
find a larger collection of Republican videos, which, on average,
attracted more interactions than Democratic videos. Although we
find that Democratic users are younger than Republican users,
the majority of the users in our data are below 40 years old. We
observed that Republican users generated duet videos from users
who professed the same ideology more often, whereas Democratic
users interacted more with cross-ideological users. Irrespective
of their political preferences, however, partisan users expressed
themselves in similar ways. Finally, we identified that political
content appears to be a relevant aspect of TikTok’s ecosystem.
Further research is needed to understand how political content
is disseminated on this novel social media platform. It would be
especially beneficial if prospective studies examined the platform’s
design and its recommendation system because they are pivotal
to the creation of user communities and the shaping of political
interactions. Only through rigorous auditing can it be ensured
that TikTok represents an open and unbiased arena for political
communication.
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Abstract

We present a simple NLP methodology for de-
tecting COVID-19 misinformation videos on
YouTube by leveraging user comments. We
use transfer learning pre-trained models to gen-
erate a multi-label classifier that can categorize
conspiratorial content. We use the percentage
of misinformation comments on each video
as a new feature for video classification. We
show that the inclusion of this feature in sim-
ple models yields an accuracy of up to 82.2%.
Furthermore, we verify the significance of the
feature by performing a Bayesian analysis. Fi-
nally, we show that adding the first hundred
comments as tf-idf features increases the video
classifier accuracy by up to 89.4%.

1 Introduction

The COVID-19 health crisis was accompanied by
a misinfodemic: The limited knowledge on the na-
ture and origin of the virus gave ample space for
the emergence of conspiracy theories, which were
diffused on YouTube, and online social networks.
Although YouTube accelerated attempts to detect
and filter related misinformation, it yielded moder-
ate results (Li et al., 2020; Frenkel et al., 2020).

In this study, we present a simple NLP-based
methodology that can support fact checkers in de-
tecting COVID-19 misinformation on YouTube. In-
stead of training models on the videos themselves
and predicting their nature, we exploit the vast
amount of available comments on each YouTube
video and extract features that can be used in mis-
information detection. Our methodology comes
with the advantage that labeling comments is sim-
pler and faster than video labeling. Additionally,
no complex neural architecture is needed for the
classification of videos.

Our study provides the following contributions:

* We create a multi-label classifier based on
transfer learning that can detect conspiracy-

laden comments. We find that misinformation
videos contain a significantly higher propor-
tion of conspiratorial comments.

* Based on this information, we use the percent-
age of conspiracy comments as feature for
the detection of COVID-19 misinformation
videos. We verity its efficiency by deploying
simple machine learning models for misinfor-
mation detection. We employ the videos’ title
and the first 100 comments to validate feature
significance.

* We show that including the first hundred com-
ments as tf-idf features in the classifier in-
creases accuracy from 82.2% to 89.4%.

2 Related Work

Previous research studies have extensively investi-
gated the possibilities and limits of NLP for detect-
ing misinformation. Researchers have provided the-
oretical frameworks for understanding the lingual
and contextual properties of various types of misin-
formation, such as rumors, false news, and propa-
ganda (Li et al., 2019; Thorne and Vlachos, 2018;
Rubin et al.; Zhou and Zafarani, 2018). Given the
general difficulty in detecting misinformation, sci-
entists have also developed dedicated benchmark
datasets to evaluate the effectiveness of NLP ar-
chitectures in misinformation-related classification
tasks (Pérez-Rosas et al., 2018; Hanselowski et al.,
2018). Given the vast amount of misinformation
appearing in online social networks, various re-
search studies propose case-specific NLP method-
ologies for tracing misinformation. For example,
Della Vedova et al. (2018) and Popat et al. (2018)
combined lingual properties of articles and other
meta-data for the detection of false news. Volkova
et al. (2017), Qazvinian et al. (2011) and Kumar
and Carley (2019) created special architectures that



take into consideration the microblogging structure
of online social networks, while De Sarkar et al.
(2018) and Gupta et al. (2019) exploited sentence-
level semantics for misinformation detection.

Despite the deployment of such architectures
for fact checking, locating malicious content and
promptly removing it remains an open challenge
(Gillespie, 2018; Roberts, 2019). In the case of
COVID-19 misinformation, a large share of con-
spiratorial contents remain online on YouTube and
other platforms, influencing the public despite con-
tent moderation practices (Li et al., 2020; Frenkel
et al., 2020; Ferrara, 2020). Given this, it is im-
portant to develop case-specific NLP tools that can
assist policymakers and researchers in the process
of detecting COVID-19 misinformation and man-
aging it accordingly. Towards this end, we illus-
trate how NLP-based feature extraction (Shu et al.,
2017; Jiang et al., 2020) based on user comments
can be effectively used for this task. User comment
data has been employed to annotate social media
objects (Momeni et al., 2013), infer the political
leaning of news articles (Park et al., 2011), and
to predict popularity (Kim et al., 2016). Previous
studies explicitly employed comments as proxies
for video content classification (Huang et al., 2010;
Filippova and Hall, 2011; Eickhoff et al., 2013;
Dogruoz et al., 2017). However, only Jiang and
Wilson (2018) have analyzed user content to iden-
tify misinformation. However, they focused on lin-
guistic signals and concluded that users’ comments
were not strong signals for detecting misinforma-
tion.

3 Methodology and Experiments

3.1 Dataset

The first step of the study consisted of obtaining
a set of YouTube videos that included either mis-
information or debunking content. We decided to
search for YouTube videos through user-generated
content on social media platforms. For this, we
queried the Pushshift Reddit API (Baumgartner
et al., 2020), and Crowdtangle’s historical data of
public Facebook posts (Silverman, 2019) using the
query “COVID-19 OR coronavirus”. Additionally,
we downloaded the COVID-19 Twitter dataset de-
veloped by Chen et al. (2020). The total dataset
included over 85 million posts generated between
January and April 2020. We significantly reduced
this dataset by querying the posts with “biowarfare
OR biological weapon OR bioweapon OR man-

made OR human origin”. From the remaining
posts, we extracted and expanded the URLs. We
identified 1,672 unique YouTube videos. 10% of
these videos had been blocked by YouTube as of
April 2020. For the rest of the videos, we watched
them, excluded the non-English videos, and manu-
ally labeled them as either misinformation, factual,
or neither. To label a video as misinformation, we
validated that its message was conveying with cer-
tainty a conspiracy theory regarding the origin of
the coronavirus, as a man-made bioweapon or be-
ing caused by 5G. We did not classify videos that
questioned its origin but showed no certainty about
a hoax (which included well-known and verified
news media videos) as misinformation. We classi-
fied as factual those videos that included debunk-
ing of conspiracy theories or presented scientific
results on the origins and causes of COVID-19. We
labeled the rest of the videos as neither. Two of the
authors (JCMS, OP) performed the labeling proce-
dure independently. For the cases where the labels
did not agree, the third author was consulted (SH).

Afterward, we collected the comments on both
misinformation and factual videos using YouTube’s
Data API'. For this study, we only included videos
with more than twenty comments. The final dataset
consisted of 113 misinformation and 67 factual
videos, with 32,273 and 119,294 total comments
respectively. We selected a ten percent random
sample of the comments from the misinformation
videos and proceeded to label them. This label-
ing procedure was performed in the same man-
ner as the video classification to ensure data qual-
ity. For each comment, we collected two labels.
First, we gave a label if the comment expressed
agreement (1) or not (0). Agreement comments
included comments such as “this is the video I was
looking for”, or “save and share this video before
YouTube puts it down”. The second label consid-
ered if comments amplified misinformation with
a conspiracy theory/misinformation comment (1)
or without one (0). Comments that questioned the
conspiracies (such as “could it be a bioweapon?”)
were not labeled as misinformation. 19.7% of the
comments in the sample were labeled as conspir-
acy comment and 12.5% as agreement comment.
Only 2.2% of the comments were classified as both
agreement and conspiratorial. Although both agree-
ment and conspiracy labeled comments express the
same message of believing in the misinformation

"https://developers.google.com/youtube/v3



content from the videos, we decided to keep them
apart due to their different linguistic properties. To
compare the collection of agree-labeled comments
and conspiracy-labeled comments, we tokenized
and created a bag-of-words model. 19.4% of the
processed tokens appear on both collections. How-
ever, only 1.95% of the tokens have more than four
occurrences in the two collections. We applied 2
tests for each of these remaining words and ob-
served that 50% occur in significantly different pro-
portions. In the end, only 0.96% of the vocabulary
has a significant similar number of occurrences in
the two datasets. The YouTube comments dataset
without user data can be accessed in this GitHub
repository?, alongside a Google Colab notebook
with the code.

3.2 C(lassification of Users’ Comments

We first performed a multi-label classification on
the 10% sample of the misinformation videos’ com-
ments. We split the annotated data into training
(80%) and test (20%) datasets. We employed state-
of-the-art neural transfer learning for the classi-
fication by fine-tuning three pre-trained models:
XLNet base (Yang et al., 2019), BERT base (De-
vlin et al., 2018) and RoBERTa base (Liu et al.,
2019). The fine-tuning consists of initializing the
model’s pre-trained weights and re-training on la-
beled data. We ran the models for four epochs
using the same hyperparameters as the base mod-
els. For the experiments, we used 0.5 as a decision
threshold. Additionally, we trained two simpler
models as baselines: a logistic regression model us-
ing LIWC’s lexicon-derived frequencies (Tausczik
and Pennebaker, 2010) as features, and a multino-
mial Naive Bayes model using bag-of-words vec-
tors as features. Table 1 shows the average micro-
Fj scores for the three transformer models after
performing the fine-tuning five times. RoBERTa

Zhttps://github.com/JuanCarlosCSE/YouTube_misinfo

Agree Conspiracy
Train Test Train Test
LIWC 88.7 88.6 81 78.2
NB 94.2 82.4 94.3 78.8
XLNet 97+0.1  93.1£0.3 | 93.9+0.5 84.8+0.6
BERT 98.5+£0.1 93.3+0.5 | 96.3+0.3 83.8+0.9
RoBERTa | 98.1+0.2 93.9+0.4 | 96.4+0.3 86.7+0.5

Table 1: Train and test micro F; scores (mean and stan-
dard deviation) from multi-label classification models:
LIWC with logistic regression and Naive Bayes as base-
lines, and three transformer models with five runs.
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Figure 1: Precision and recall curves for binary Fj
scores for the conspiracy (upper figure) and agreement
(lower figure) label. The plot shows the results for three
neural-transfer classifiers.

is the best performing model for the training and
test dataset on the conspiracy classification as for
the test data on the agreement label. BERT is the
best performing model only for the training data
on the agree label. The three transformer models
outperform the baseline models. This predictive
superiority is more evident in the precision-recall
curves (with corresponding binary-F; scores) of
the five models on the test data (Figure 1).

We employed the fine-tuned RoBERTa model
to predict the labels of the remaining comments
from the misinformation and factual videos. We
then calculated the percentage of conspiracy com-
ments per video. We also obtained this percentage
for the agreement label. Figure 2 shows the result-
ing density distributions from misinformation and
factual videos. We observed a difference between
the distributions from the two types of videos. We
confirmed this by performing Welch’s t-test for in-
dependent samples. For the conspiracy comments
percentage, the t-test was significant (p<0.000),
indicating that the samples came from different dis-



tributions. The t-test was not significant for the
agreement percentage (p>0.1).

---- misinformation
— factual

---- misinformation
—— factual

0 10 20 30 40 50
Agreement comments (%)

Figure 2: Probability densities of misinformation and
factual videos regarding the percentage of conspirato-
rial comments (top) agreement comments (bottom).

3.3 Classification of YouTube Videos

The next step consisted of classifying the set of
YouTube videos to detect misinformation. For this,
we employed the percentage of conspiracy com-
ments of each video as a feature. Additionally, we
extracted content features from the videos’ titles
and from the raw first hundred comments per video
(or all the comments for videos with fewer than 100
comments). For this, we preprocessed the titles and
comments with tokenization, removal of stopwords,
and usage of the standard term frequency-inverse
document (tf-idf) weighting for word frequencies
to create a document term matrix, whose columns
serve as input features. We selected six feature
settings for our experiments: each of the set of
features alone and the three possible combination
between them . For each setting, we employed
three classification models: logistic regression, lin-
ear support vector machine (SVM), and random
forest. We performed 10-fold cross-validation and
report the mean accuracy in Table 2. We avoided
grid search to find better hyperparameters as we
did not have a test dataset. We observe that the
SVM model has the highest accuracy for all the
settings except for one. The conspiracy feature

LR SVM RF

title 62.7 62.7 62.7
conspiracy % 62.7 81.1 72.2
comments 66.7 839 82.8
title + conspiracy % 644 777 82.2
comments + conspiracy % 73.3 89.4 84.44
all 73.3 844 82.7

Table 2: Classification accuracy for logistic regression,
linear support vector machines, and random forest mod-
els for six feature settings. Results show the average of
10-k cross-validation.

alone achieves an accuracy of 81.1. Using the tf-
idf comment features the accuracy is slightly better
with 83.9. However, the conspiracy feature and
comments combined achieve the highest accuracy
of 89.4. We observe that the models with all the
features combined have lower accuracy than the
models omitting the title features. This may ex-
plain that the title is not a good feature. Using the
title feature alone does not improve the baseline
accuracy of 62.7. Interestingly, the accuracy for
the best model is still high (85.5%) when taking
into consideration only videos with less than 100
comments. This implies that our methodology is
appropriate for the early detection of misinforma-
tion videos.

3.4 Bayesian Modeling

To find the statistical validity of the conspiracy per-
centage feature, we turned to Bayesian modeling as
it allows us to obtain the full posterior distribution
of feature coefficients. We performed inference on
three Bayesian logistic regression models using a
Hamiltonian Monte Carlo solver. A simple model
considered only the conspiracy percentage feature.
A second model included this feature and the ten
most relevant word features from the random for-
est model trained only on the title and conspiracy
percentage. A third model included the conspiracy
feature, and the top ten most relevant words from
the linear SVM trained on the conspiracy feature
and the first 100 comments. The first column of
Table 3 and 4 shows the importance of each of
the features in the random forest and linear SVM
model, respectively. The two tables also show the
statistics of the posterior probability distributions
of the model coefficients: the mean, standard devi-
ation, and the 1% and 99% quantiles. For the three
models, the coefficients distribution converged (the
R diagnostic (Vehtari et al., 2019) was equal to
one). We specifically selected logistic regression
models for their interpretability. We observe that



for the model based on the title word features, the
posterior distribution of the conspiracy percentage
feature coefficient is the only one that does not
include zero in its 98% highest posterior density
interval (Table 3). Although this is not equivalent
to traditional p-values, it conveys significance in
a Bayesian setting. The model based on the 100
comments word features (Table 4) maintains the
conspiracy feature as significant. However, three
coefficients from the word features also avoid zero
in their 98% interval. The model’s coefficients are
negative for covidl9 and lab, and positive for god.
Finally, we compare the three Bayesian models
using the WAIC information criteria, which esti-
mates out-of-sample expectation and corrects for
the effective number of parameters to avoid overfit-
ting (Watanabe and Opper, 2010). Figure 3 shows
the resulting deviance of the three models. We ob-
serve that the second model is slightly better than
the simple model. However, the differences are
included in the standard error of the title words fea-
ture model. This is not true for the simple model
and the model including the comments features.
In this case, the full model outperforms the model
based only on the conspiracy feature. This indicates
that there is important information in the videos’
first hundred comments that is not explained by the
conspiracy percentage feature on its own.

4 Discussion

We have leveraged large quantities of user com-
ments to extract a simple feature that is effective
in predicting misinformation videos. Given that
the classifier is also accurate for videos with few
comments, it can be used for online learning. For
example, the user comments of videos containing
coronavirus can be tracked and classified as they
are posted. High levels of conspiracy comments
could then indicate that the video includes misinfor-
mation claims. For this to work, it is not necessary
to have a conspiracy classifier with perfect accuracy
given that the percentage of conspiracy comments
feature is based on aggregating the classification
results from all the comments. An improved clas-
sifier would be able to define a threshold that al-
lows a balanced number of false positives and true
negatives. The average percentage of conspirato-
rial comments would be maintained, irrespective
of the wrong classifications. On the other hand,
the accuracy of the video classifier is more critical.
We found that using simple classifiers on the raw

RF | mean SD 1% 99%
conspiracy % | 19.2 | 28.25 4.8 18.19 3994
coronavirus 2.95 =745 34  -15.57 0.01
covidl9 2.81 517 24  -11.08 0.10
china 1.42 -4.28 3 -11.23 2.63
man 1.24 -6.04 28 -12.25 0.52
bioweapon 1.24 481 55 -6.40 19.32
conspiracy 1.1 -424 37 -13.96 3.72
new 1.03 -5.13 54  -18.93 6.39
update 0.87 -0.15 25 -6.57 5.69
cases 0.83 | -12.37 6.3 -26.75 2.10
outbreak 0.72 -1.25 29 -8.31 5.66

Table 3: Top eleven features from the random forest
model with the conspiracy and title as feature with the
statistics of the coefficients’ posterior probability dis-
tributions. The first column shows the percentage of
feature importance.

svm | mean SD 1% 99%
conspiracy % | 2.82 | 3496 6.2 20.56  50.09
virus 0.93 -6.70 5.3 -19.64  4.82
covidl9 0.84 | -288 10 -5433 -6.20
god 075 | 1929 7.6 339 37.54
allah 0.73 | -40.09 26 -103.18 1.32
china 072 | -464 39 -1460 3.6
gates 0.69 339 16 -32.39 4294
amir 0.68 -8.57 6.6  -2466  5.81
lab 0.68 | -20.70 8.2  -40.57 -2.28
cases 0.66 | -22.41 14  -57.26 8.48
trump 063 | 1453 9.6 =723 36.92

Table 4: Top eleven features from the SVM model with
conspiracy and first 100 comments as features with the
statistics of the coefficients’ posterior probability distri-
butions. The first column shows the SVM coefficients.

SVM Features "‘

RF Features

—_—

120 140 160 180 200
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Conspiracy %

Figure 3: Deviance using WAIC as model selection
metric. Black error bars represent the standard error.

content of the videos’ first 100 comments signif-
icantly improves the accuracy of misinformation
video detection from 82.2 to 89.4. However, in
large-scale settings, it may be prohibitive to store
the raw comments and continuously perform batch
classification. In contrast, the conspiracy percent-
age feature only requires storing one conspiracy
comment counter per video. Future research could
leverage the video content to increase the classifier
accuracy. The detection of misinformation on so-
cial media remains an open challenge, and further
research is needed to understand how the COVID-
19 misinfodemic spread to prevent future ones.
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7 Discussion

In this last chapter, I provide a short discussion on the major topics I treated in this
thesis. First, I provide a summary by revisiting the main framework from Chapter 1
and tie it to the research publications from the previous chapters. Afterward, I present
the main implications and challenges from this thesis’s contributions. Finally, I give
an outline of the most important future work in the area of social media and political
communication.

7.1 Main Framework (Revisited)

To provide a discussion of the previous papers, I present the connection between them
and the framework I proposed in Section 1.2.2. Figure 7.1 shows the same illustration
as in the introduction but with an additional labeling that corresponds to the presented
publications. I will refer to them by either their short name in the following discussion
or the label number from Figure 7.1.

The Rise of the AfD (1) and Exploring Political Ad Libraries (2) deal with similar
parts of the framework. They focus on the political communication from political actors
to users. However, each of them examines a different channel of communication on social
media; (1) tackles the organic content and (2) the sponsored content (advertisement). A
problem I discuss in (2) is that political advertising on Facebook is hard to distinguish
from normal organic content. This presents the user with the challenge of differentiating
the messages from political actors and, thus, complicating the transparency of the overall
communication. Both papers focus on the main German political parties and their online
messages on multiple social media platforms. They try to provide a cross-platform
analysis to understand the complete political strategies, including the messages that
political actors share and the users they want to reach through their market targeting.

In Figure 7.1, (1) also appears on the bad-natured agents part of the framework. This
is due to my comparing the percentage of bots that retweeted the content from the Ger-
man political parties on Twitter. The far-right party, the Alternative fiir Deutschland,
accounted for the highest number of bots retweeting their content. Although the method
the study used is far from perfect, the large difference between the AfD and the rest
of the political parties is remarkable. Davis et al. [188] found similar results on fake
Facebook accounts that share AfD content. This shows that part of the success of the
AfD on social media is attributable to fake personas. However, this cannot completely
explain their popularity. Other reasons attributable to real users explain AfD’s success
on social media, as mentioned in (1). This success refers only to organic channels and is
not reflected in sponsored activity. In (2), I find that the AfD was the party that spent
significantly less money on advertising. The populist party relied on its normal traffic
to spread its messages. Additionally, the regional and demographic distribution of users
that the party targeted differed significantly from the distributions of the other political
parties. This shows AfD’s strategy to reach a different part of the population that it
perceives as potential voters.
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Figure 7.1: Main framework of this thesis with a labeling corresponding to the publications
that comprise this work. (1) The Rise of the AfD, (2) Exploring Political Ad
Libraries, (3) Dancing to the partisan beat, (4) NLP-based Feature Extraction for
the Detection of COVID-19 Misinformation Videos on YouTube, (5) Coordinated
and Suspended Accounts on Twitter (Appendix)

Apart from political actors, partisan users create political content to engage and mo-
bilize other users. In Dancing to the Partisan Beat (3), I present the first analysis of
political communication on TikTok. The focus centers on U.S. politics, the 2020 U.S.
election, and the large number of politically centered videos. TikTok puts the users in
the center of the political communication. They share the news in a similar manner
with political pundits. This means that, unlike Twitter or Facebook, the users are not
passively retweeting and sharing pieces of news; rather, they become the news. They
present their political ideologies and interact with other users in a more direct manner
that they can in the comment section of other social media platforms. A major focus of
this study is on the design of the platform, the features it presents, and how these in-
fluence political communication. As Figure 7.1 shows, design plays an important role in
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7.1 Main Framework (Revisited)

the user communication. The study analyses a new TikTok feature, the duet, in which
users respond to other videos with a video alongside the original. Thus, a complete
communication channel appears on screen. This type of feature is analogous to online
political debates. The creativity of users makes political communication entertainment,
similar to that of late-night shows. Young users (under 34 years) are the most active on
TikTok, and the impact of TikTok politics on the formation of their political identity
may be significant. In this ways, TikTok has transformed political communication on
social media. As new platforms emerge in which to foster political communication (e.g.,
Clubhouse, Twitch), the transformation will continue.

Although promising as digital public squares, social media platforms also foster bad-
natured agents. These actors try to misinform, spread junk news, and pollute political
communication. The urgency of identifying these accounts and containing them has
increased, especially when online misinformation translates into offline events that at-
tack democratic institutions. A clear example is the U.S. Capitol siege after months of
misinformation on election fraud [189]. Similarly, the COVID-19 infodemic [190] cre-
ated a difficult panorama for public policy and governmental actions that require citizen
compliance. In NLP-based Feature Eztraction for the Detection of COVID-19 Misinfor-
mation Videos on YouTube (4), I present a new methodology to identify conspiratorial
videos on YouTube, based on analyzing user comments. This methodology works as
an early-detection method for videos that are still not popular enough to be taken into
consideration for moderation. This is indeed helpful in stopping the spread of videos
that can become viral on other social media platforms. Content moderation is one of
the three important algorithmic features of the proposed framework, defining what is
allowed in political communication. The control of who decides what are the moderation
rules is part of the debate on how much should be moderated. This debate has come to
public attention especially after the banning of President Donald Trump from Twitter,
a few days before he left office [191].

In the Appendix section, I attach the paper Coordinated and Suspended Accounts
on Twitter (5), which focuses on the same part of the framework as (4). However,
this study pays further attention to Twitter’s content moderation, examining which
accounts it suspended in the months leading up to four general elections (Germany
2017, Mexico 2018, Greece 2019, and the UK 2019). Some of these accounts had a large
follower base, implying a possible influence on the political network. However, I did not
investigate whether the followers were true accounts or part of a bot farm. Instead, I
investigated whether the suspended accounts had engaged in inauthentic coordinated
behavior. Those accounts either retweeted or tweeted the same tweets in recognizable
time patterns. Although each country has a different political spectrum, I found similar
patterns of coordinated partisan accounts. In accordance with my previous findings,

most of the coordinated and suspended accounts in the German election supported the
AfD.

The main framework of this thesis provides a road map for how to study the different
elements of political communication on social media. The ecosystem is changing accord-
ing to the software and design decisions of a handful of tech companies, defining political
communication in the twenty-first century. Even though governments are reacting to this
by implementing new legislation to regulate social media companies, doing so accurately
faces many challenges. The algorithms and the scale of the data points translate into
an environment that is hard to understand, much less regulate. The next sections deal
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with the challenges and future work that improving the regulation of political discourse
requires.

7.2 Implications & Challenges

The present work provided insights on how different actors produce and consume political
communication on social media. Through an array of case studies, I exemplified the
different parts of the main framework that appears in Section 1.2.2. The focus of this
study relied on the online political spectrum in Germany and the United States. At
the end of Chapters 1 and Chapter 2, I presented the main contributions of this work.
As a follow-up, I discuss here three major implications of these contributions and the
challenges associated with them.

First, the social media dominance of the far-right party, the AfD, implies that pop-
ulist rhetoric influences political discourse in the German online ecosystem. A large
number of the party’s messages are inflammatory and sensationalist, even containing
hate speech. Social media companies rewarded them indirectly as they increase user
engagement. This means that the one who shouts louder often define political discourse,
and a more aggressive political style will win the algorithmic game. In this way, social
media does not represent an equitable space for political discourse. This translates into
a fractured ecosystem, where users unknowingly take part in political echo chambers
that confront them with confirmatory bias [192]. It is an open challenge to regulate
social media as spaces for political communication, a challenge that must understand
how the recommendation algorithms influence agenda setting and content priming. Al-
though the AfD has not employed advanced microtargeting strategies in social media
advertising (nor have the rest of the German political parties), this may change soon in
future elections. The current political ad libraries provide some transparency but do not
completely provide the political parties’ microtargeting techniques. This is especially
dangerous if parties decide to use data-driven techniques to send opposite messages to
different users.

Second, young citizens are redefining how political communication takes place on
online channels. In a matter of months, TikTok went from a dancing and lip-syncing
platform to a digital space filled with short political debates. Even though TikTok had no
intention of getting involved in politics [193], the demand for political content increased
as the platform became popular around the globe. On this platform, partisan users are at
the center of the political discourse. They are the news, and they influence other users.
Young audiences look up to these influencers to form an opinion and replicate what
they see. Thus, influencers play the role of political gatekeepers, especially as young
people are in the process of discovering their political orientation. The advantages of
such a politically-laden platform is that political engagement increases, which is a sign
of a healthy democracy. However, a large portion of political videos use sarcasm and
belittling to respond to users with different views. Hate speech is a challenge on the
platform, especially when it is subtle. It is hard for machine learning algorithms to
detect this negative behavior. Users are young and sensitive to mocking, which can take
a higher toll on their well-being than it does on older users.

Third, natural language processing algorithms can help to detect conspiratorial and
misinformation videos based on the users’ comments. This implies that identifying
harmful video content is possible without processing the video itself. This can save
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time; video as input is harder to analyze, especially with an immense number of videos
being uploaded to a platform. However, the main challenge is that performing content
moderation solely based on an algorithm is not possible. The false-positives classifica-
tions would affect users sharing factual content. Even for large social media companies,
the scale of moderation needed to stop misinformation outpaces the resources that these
companies are willing to spend on this problem [194]. Additionally, classifying content
as misinformation is not always straightforward, as its definition remains vague. It also
depends on multiple factors, and the source of truth may change with time. No mat-
ter how good the social media companies become at protecting political communication
from harmful and inaccurate content, the problem remains of having a few stakeholders
with dominant power over online speech. In the final section, I present the future work
necessary to understand and regulate this inequality.

7.3 Future work

I’'m less convinced that this [disinformation] is a problem of information systems and
increasingly convinced that this is a problem of power and responsibility
- Ethan Zuckermann [195]

Social media owners have become key stakeholders in the political process around the
world. This increases the necessity to audit them and regulate them regarding political
communication. Ethan Zuckermann is right in pointing out that the disinformation and
related problems are not the sole responsibility of the technological system as there are
inherent problems in society. Problems such as polarization, bias, and radicalization are
mostly potentiated through social media and create a real threat to democratic systems.
I am convinced that the solution not only depends on understanding the platforms’
algorithms but also requires a larger understanding of the underlying problems.

Unfortunately, the data available is largely insufficient to tackle these problems. As
researchers, we have little information on passive users (the only part of the main frame-
work that I did not cover in the case studies presented). Their passive actions remain
only at the hand of the technology companies. Questions about their change in beliefs,
the pages they visit, or the political campaigns that reached them are unanswerable.
Most of the research on social media is based on active users and their interactions.
However, they constitute the minority of online users. Additionally, due to privacy con-
cerns, monitoring the political communication of active users on private channels is not
possible. Journalists and researchers only obtain access through infiltration. This all
means that the percentage of information that can be audited from outside the social
media companies is only a fraction of the complete communication, and this data is
probably statistically biased.

As mentioned at the beginning of this thesis, the tech companies agreed to more
transparency in 2019. One of the largest efforts to share data with researchers came
with the announcement of the Social Science One initiative. However, Hegelich [196]
argues that the data shared has little value for understanding the real effects of sharing
behavior on elections. At the same time, the transparency tools for political advertising
create enough data to monitor political advertisement, but not to understand the real
targeting schemes. The NYU ad observatory tried to enhance the dataset by crawling
personal data through a browser extension, but Facebook stopped their efforts [197]. At
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the beginning of 2021, Facebook decided to share the data on targeting with selected
researchers [198], changing and giving for the first time access to this information. How-
ever, it may result in a path similar to the Social Science One cooperation. On the
side of content moderation, the tech companies often publish their efforts to contain
coordinated inauthentic behavior, fake accounts, or the public accounts they decided to
ban from the platform. However, the underlying problem is that even the best content
moderation will not stop the demand for misinformation or heated political discussion,
and the users will migrate to other platforms.

Future research should focus on understanding the effects of social media on the pas-
sive users. This can only succeed with the help of large online field experiments to
understand how mobilization, polarization, or political influence change over time. The
experiments should also focus on the side-effects of exposure to microtargeted advertis-
ing. Combining results in this area with research on the effect of algorithms on users
is the only path to understanding the complex ecosystem of social media and its impli-
cations for the offline world. This research can help in finding auditing measures that
make tech companies responsible for the data algorithms. Creating guidelines for au-
diting without taking into consideration the data and the real sociological effects would
probably prove inefficient. In the following, I mention some notables examples of the
research that focus on these points. Luca et al. [199] investigated why readers choose
to read clickbait stories over news from respected sources. Brady et al. [200] found that
positive social feedback for outrage expressions on social media increased the likelihood
of future outrage expressions. Levy [201] performed a field experiment and found that
social media algorithms may limit exposure to counter-attitudinal news and, thus, in-
crease polarization. Theocharis et al. [202] found that maintaining a Facebook account
had negative consequences for reports of political and civic participation.

At the same time, future research is needed to swiftly study new social media plat-
forms that come into popularity, especially platforms whose ecosystem naturally fosters
political communication. Only agile research that adapts to new channels of commu-
nication can keep pace with the digital transformation. In my analysis of TikTok, I
realized that this platform has fewer echo chambers than others, as the focus of political
communication is based on cross-partisan interactions. The “For you” page’s algorithm
seems to show videos from different political ideologies. However, this is a subjective
perception and not based on experiments. Future research should also compare the
political discourse between older and newer social media platforms, to understand the
technological factors that determine toxicity, polarization, and bias. This is especially
important for platforms mostly consisting of young audiences. My opinion is that young
users interacting and expressing their political opinions have a positive effect on democ-
racy. However, platforms show a biased look at how political communication works.
Politics is displayed as entertainment, and sometimes it appears that the best way to
win an argument is by belittling your opponent or finding alternative facts. A polarized
political conversation has many side-effects for young users who deal with depression
[203], cyberbullying [204], and harassment [205]. The study of political communication
on new social media channels should take these aspects into consideration.

This work shed light on the study of political communication in a multiplatform
social media environment. It presented a framework for understanding the different
stakeholders and the challenges that face quantifying the interactions between them. It
provided key insights into the political landscape in Germany and the United States. The
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study cases enrich the literature of political discourse on social media. The challenges
presented in this last section allow the reader an overview of the challenges that lie ahead
in this area of research.
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ONLINE MANIPULATION

One of the most powerful advantages of monitoring social media is to be aware of possible online manipulation.
Although it is difficult to control this from the beginning, the efforts against it should focus on avoiding its propagation.
By monitoring different online channels, it is also possible to inform the general public of current means of manipulation.

In Germany, online manipulation has emerged as an important political issue, fueled by fears of election meddling. In
June 2017, German lawmakers passed a law against hate speech and fake news, the Netzwerkdurchsetzungsgesetz. This
law enforces social network platforms to take down defamatory and hate speech content in a 24-hour period to avoid a
fine of up to 50m Euro. Given that German policy-makers are eager to find measures of controlling mass manipulation
online, it is important to understand what happened during the election period. For this section, we focus on three

main aspects of online manipulation: fake news, social bots and intervention from foreign actors.

Fake News

One of the most controversial topics regarding online manipulation is the spread of fake news and its effect on political
perception. Fake news is defined as “fabricated information that mimics news media content in form but not in
organizational process or intent” [1]. Its goal can be to spread misleading information or simply false information to
deceive people. There exists little research to date that sheds true light on the effect of fake news on political events.
Additionally, there is no tool that can automatically classify between real and fake news. Human curation is needed to
understand which news is false or true, and even then it can be difficult to make a correct decision without the help of
professional fact-checkers. For this reason, a complete review of all news shared in the millions of collected tweets is a
difficult task. We decided to adopt two approaches to overcome this difficulty and have a general overview of the news
that was shared during the election period.

The first approach involved looking at a relatively large sample of our data to find whether the most commonly-shared
news included fake news. For this purpose, we selected the tweets that had mentioned at least one German political
party and extracted the URLs that were shared in the tweets (the URL extraction procedure and the analysis of online
media are the main topics of Chapter 5). The sample comprises more than 5 million tweets . We manually looked at the
top 100 news shared in these tweets. Additionally, we checked the number of shares on Facebook for every media link
found in the sample of tweets. We also manually analyzed the 100 most shared news on Facebook.

From the sample of tweets, none of the 100 most commonly-shared news was fake, but interestingly 51 of the top
100 were AfD-related. Most of them are polarizing stories that are meant to trigger political discussions. This reinforces
the theory that populist parties thrive to be in the media limelight to gain as much publicity as possible [2]. We used
the same URLs and checked their “popularity” on Facebook. The top results were different from those on Twitter. From
the 100 most commonly-shared news, nine of them appear not to be completely accurate. As seen in Table 1, they are
all related to the topic of refugees in Germany. Part of the message that is conveyed can be considered as misleading.
They can be categorized as sensationalist stories with the purpose of triggering negative emotions to refugees. Most of
them use certain facts incorrectly and show only one side of the story. Nevertheless, this is insufficient to categorize
them as fake news. The study of fake news is not a trivial topic and requires extensive field knowledge.

A similar study regarding the 2016 US election [3] concluded that “at least in the 2016 election [the fake news
‘framing’] seems to have played a relatively small role in the overall scheme of things” According to the study,
disinformation and propaganda from dedicated partisan sites played a stronger role in the election. By looking at the

most-commonly shared news on both Twitter and Facebook, we argue that a similar conclusion applies to the German



Headline Media Shares

BKA vertuscht Straftaten von 600.000 Fliichtlingen! Journalistenwatch 107,740
Syrer mit vier Frauen und 23 Kindern erhalt monatlich ca. 30.030 € Denken macht frei 97,228
Claudia Roth fordert mehr Fliichtlinge fiir Europa Berlin Journal 92,021
Polizisten brechen Schweigen: Unzensuriert.at 90,373

Asylanten-Verbrechen werden auf Weisung von oben vertuscht
Merkel will in Afrika fiir Einwanderune nach Deutschland werben — Deutsche Wirtschafts — 86.028

Nachrichten
Merkel hofft auf 12 Millionen Einwanderer Wochenblick 68,215
Ja, Asylbewerber bekommen wirklich kostenlosen Zahnersatz Freie Zeiten 66,482
Fliichtlinge mit zwei Ehefrauen in Deutschland: Epochtimes 61,942
Beide koénnen Sozialhilfe bekommen
Auf jeden neugeborenen Deutschen kommen fiinf neue Migranten  Freie Zeiten 57,659

Table 1. Misleading stories in the top 100 shared news on Facebook taken from the tweets’ URLs.

election. Our data suggest that the larger players in the online communication were propaganda topics on the AfD and
critical opinions on the refugee crisis.

A second approach involved focusing on specific cases of fake news that were reported in the German press. We
monitored how the stories evolved over time, which tweets had the most relevance and which users were most active
in the discussion. We picked two cases: the Kdfimann incident and the Von Sahringen story.

The Kafimann incident involves a speech made by Margot Kassmann, a Lutheran theologian, during the evangelical
church day in May 2017. During the speech, she compared the program of the AfD — which pursues increasing the
quota of German children without an immigrant background — with the Nazi ideologies. Her quote was shortened to
make it incorrectly appear as if she had said that all Germans with two German parents and four German grandparents
were Nazis. This generated fury on social media among AfD supporters.

Figure 1 shows how the story evolved during the end of May. The black area under the main trend corresponds
to the tweets that not only referenced the story but also included the word Nazi. Most of them express rejection to
Kafimann’s shortened quote. These selected tweets are more prominent at the beginning when the story breaks and

then again during the last days of the story. In our dataset the five tweets with the most retweets were:

(1) RT @SteinbachErika: Wenn ich nicht bereits aus der Partei namens EKD ausgetreten wire, nach den Aussagen
von Frau Kafimann wire das jetzt fillig

(2) RT @FraukePetry: #Kaflmann blamiert sich mit ihren Aussagen auf ganzer Linie - Geschichtsrevisionismus in
Reinform. #AfD

(3) RT @uebermedien: Eine infame und verleumderische Kampagne gegen Margot Kéimann. @AfD_Bund @kirchen-
tag_de

(4) RT @SteinbachErika: Hervorragend! Imad Karim an Margot Ka8mann: "Diesen 'Nazi’, der in Threm Kopf geistert,
habe ich NIE getroffen"

(5) RT @Joerg_Meuthen: Guten Morgen! Kann man allen Ernstes niichternen Kopfes einen solchen Unsinn verzapfen?
#Kaflmann #AfD



Only one of the five tweets is debunking the story, while the rest are reacting against Kaiimann’s statement. In our
data, 4,590 users were tweeting or retweeting the story. The users that commented the most were: (1) e_pitzky (2)
Rumsucher (3) PeterPa34083139 (4) krippmarie (5) mrstone0856

4000 Kalmann
N KaBmann+Nazi
3500
3000
2500
2000

1500

1000

500 .

Q> 23 24 25 26 27 28 29 30 31 o1 02 03 04 05 06

Jun
2017

Fig. 1. Development of Kaf3mann’s fake news story: Tweets that only included the word Kdimann and tweets that also included the
word Nazi.

All of them sent over 50 tweets related to the case. By looking at their profile, they seem to be AfD supporters. We
cannot completely verify whether these accounts are automated accounts or not. However, it is not common that a
normal user would send over 50 tweets about one topic. These accounts definitely had the purpose of making the
information go viral.

The second story that we followed is about a vote-rigging claim days before the German election. It started with a
tweet from the account @von_Sahringen that stated: “I was called to be an election helper. On Sunday the votes for
the AfD will be made invalid”. Hours later, the account for Germany’s official election bureau responded saying that
this act was prohibited. By then, the hashtag #wahlbetrug (“election fraud”) had started spreading on Twitter. The
hourly trends of tweets mentioning Von Sahringen and Wahlbetrug can be seen in Figure 2. The largest peak for Von
Sahringen occurred after the post from the election bureau. After this peak, the discussion on Wahlbetrug began to take
off. The trend continued until the election, even though several media sites! had already reported that the account was
a fake account with a modified picture of a Pakistani actress.

By looking at the most active users in the conversation, we find that bots were part of spreading the election fraud
narrative. From the top five accounts mentioning @Von_Sahringen, two were closed by Twitter: A_Flicklgruber and
ExilFury. Two other accounts changed their identity: EmperorFawful, a male user, became Julia Bathory, a female user;

and Ouando_MdB, a supposedly AfD representative in the German parliament became KasimirQY, a shower curtain

!https://medium.com/dfrlab/electionwatch-final-hours-fake-news-hype-in-germany-cc9b8157cfbs



salesman in Estonia. This is typical behavior of bots that change their identity (description, image, location) to serve
new purposes. On the other hand, the top five users that tweeted about the election fraud were all closed by Twitter.
We assume that since the case was extensively reported on news media, Twitter acted against the accounts that were

spreading the story. The next subsection continues the discussion on bots and their impact on election-related events.
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Fig. 2. Development of the Wahlbetrug story: Tweets that mentioned the fake Twitter account and tweets that included the word
Wabhlbetrug.

Social Bots

Social bots are automated accounts that try to emulate human behavior to influence normal users. They produce content
and interact with humans on social media [4]. It has not been proven, whether social bots have been successful in the
past in influencing people, but they are known to have manipulated trends in social networks. This could alter the
perception of what is happening online and then influence the platform “s algorithms into showing the falsified content
to more users.

During the US election, it was estimated that around 19% of the tweets connected to election topics were created by
bots [5]. Different media sources were speculating how much influence bots would have in the German federal election?.
Unfortunately, a percentage number is not completely reliable, since it is unclear which measure from automatization
makes an account a bot. Indeed, the term social bot is loosely defined. Additionally, the existing detecting methods only
identify accounts with certain predefined characteristics and bots are constantly evolving to avoid getting “caught”
(account closed by the platform). In order to have a better understanding of social bots in Germany, our task was to use
a similar study as conducted in [5], while also using other detection methods for comparison.

We used three approaches to identify bots in our dataset: two heuristic-based methods and one machine learning

method. Heuristic methods are based on rules deciding whether a tweet comes from an automated account or not.

http://www.sciencemag.org/news/2017/09/social-media-bots-tried-influence-us-election-germany-may-be-next



The rules depend on specific properties from a tweet. For example, a tweet that originates from a verified account
is directly treated as non-automated. We selected four different properties that have been used in previous works to
identify tweets with a bot-like behavior: tweets coming from a suspicious source, tweets that are text duplicates and not
retweets, tweets from users with excessive amount of tweets per day and tweets from users with a ratio of friends and
followers close to 1. The two heuristic approaches differ only in the number of rules that have to be true to categorize
a tweet. A simple approach includes all tweets that fall into any of the four categories. A second, stricter approach
involves categorizing tweets as bots when they comply with at least two of the heuristics.

On the other hand, machine learning methods automatically find patterns with the help of hand-coded data, called
training data. These methods are useful to make predictions on data that are similar to the training data. For the machine
learning approach, we used the open source tool Botometer, which was developed at the Indiana University [6] and has
been used extensively in the literature, including the aforementioned US study. This tool categorizes Twitter accounts
depending on 1,150 features that are used in a machine learning model. Botometer gives a score between 0 and 1 per
user and all of the users with a score larger than 0.5 are considered to be bots. Botometer specializes in English tweets
and thus it is not as accurate for the German language. For our analysis, accounts that were explicitly closed by Twitter
cannot be analyzed by Botomer and they are directly considered as bots. Concrete explanations regarding the three
selected methods of bot detection are included in the Appendix.

For the analysis on bots, we first focused on the tweets that had mentioned the AfD during the complete period
of observation. As already mentioned before, during the month of September the discussion on AfD increased in
comparison to the main candidates. For this reason, we decided to use this sample of data and try to understand whether
this effect was caused by bots. We selected only the German tweets since the AfD effect is only present in the German
tweets. The dataset comprises 2,747,193 tweets from 195,779 users.

The results of the three methods are shown in Figure 3°. Each method gives a different percentage average of bot
accounts. This originates from the fact that social bots are not a well-defined category and each method detects different
kinds of suspicious accounts. The simple heuristic approach gives an average of 14.98 percent, the strict heuristic 1.5
percent and with the Botometer tool — including closed accounts — 9.9 percent. The results of the simple heuristic
and Botometer are similar to previous research on bots, where around 10-15 percent of the conversation on Twitter is
attributed to automated accounts.

More insights can be obtained from observing the percentage of bots over time. This percentage is based on the
total number of tweets, which means that the 21% of the simple heuristic on the first of April corresponds to 1,037
tweets and the 13% on the first of September to 3,235 tweets. For the three methods, the percentage remains constant
throughout the first months and then declines around June. During the month of September, it further declines in both
heuristic methods. For the Botometer approach, the percentage remains under 10 percent for most of the time during
the last two months. The five peaks above 10 percent are attributed to now-closed accounts. Even though there were
overall more suspicious accounts tweeting about the AfD during the month of September, their activity was insufficient
to strongly influence the overall conversation. By contrast, during the month of September, the normal user accounts
generated more content that included the word AfD than bots. Accordingly, we conclude that automated accounts were
not the main cause of the increase in conversation on the AfD.

We decided to analyze other datasets and compare with the AfD results to have a better measure of bot effectiveness.

There were two specific cases in the election period where the media explicitly reported on bot attacks. The first

3We had previously shown in [7] the Botometer results without including the closed accounts.
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Fig. 3. Percentage of tweets from bots in the collection period according to three methodologies. The evaluated sample comprises all
the German tweets that included the word AfD.

one? was during the TV debate on September 3 between Merkel and Martin Schulz, the candidates from CDU and the
SPD, respectively. During the debate, the hashtag #verriterduell (“traitors” duel”) became prominent in the Twitter
conversation, although it did not make it to Twitter’s trends. Nevertheless, it was considered an attack from far-right
groups, as shown by a journalistic investigation®. The second case was part of the aforementioned fake news story from
the election fraud®. After the Von Sahringen story broke, there were many accounts using the hashtag #wahlbetrug
(“election fraud”). According to the investigation, a Russian network of bots was responsible for spreading tweets with
AfD propaganda that included the election fraud hashtag.

We collected 3,615 tweets that included the hashtag #verraterduell and 8,617 tweets with the hashtag #wahlbetrug
from our data. The number of tweets is too small to use the heuristic methods, so we analyze the data only with the
Botometer approach, which focuses on users and not on tweets. The results for the different events are presented in
Figure 4. The case with the most bots is the Wahlbetrug with 58 percent of tweets coming from automated accounts.
Among this 58 percent, 51 percent of the tweets come from closed accounts by Twitter. This case was very present in
German media and happened in the days leading up to the election, which probably motivated Twitter to be effective in
closing suspicious accounts. By comparison, 28 percent of tweets belong to bot accounts in the Verrdterduell case and
11 percent come from already-closed accounts. For the AfD, among the 2,747,193 tweets, 4.5 percent of the 9.9 percent

belong to closed accounts. This is much lower than the events known for having bot attacks.

“https://medium.com/dfrlab/botspot-memes-target-der-spiegel-merkel-678a2fc52b05
Shttps://www.buzzfeed.com/karstenschmehl/willkommen-in-der-welt-von-discord-teil1 ?utm_term=.1aYM2EKLKz&bftwdenews#.fiX]84ay XY
Shttps://www.focus.de/politik/deutschland/bundestagswahl_2017/bundestagswahl-analyse-hunderte-fake-twitter-profile-verbreiten-beitraege-von-
afd-unterstuetzern_id_7631486.html
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Fig. 4. Percentage of tweets from bots for the three evaluated cases. Each case is divided in detected bot accounts by Botometer and
closed accounts by Twitter.

Our analyses confirm that social bots were indeed depleted during the election period as an online manipulation tool.
These attacks were able to gain attention from the media, although a real effect on voter intention cannot be quantified
from the results. Apart from the coordinated bot attacks, we do not see evidence of social bots having as much effect on
the overall political conversation as expected by media experts. However, the phenomenon that we observe is that the
right-wing opposition party AfD is dominant on Twitter, and most of the bots we found were working in their favor.

Our work is consistent with [8], where 1 million tweets of German political content were collected in a ten-day period.

Foreign Intervention

The last form of online manipulation that we researched was the intervention of foreign actors in the German elections.
This is a broad topic that has to be approached carefully since the plausibility of tracing back the origins of online
manipulation is extremely limited. For this subsection, we focus on actors that have been speculated to have attempted
to influence the elections through manipulation.

The first actor under investigation is Russia, primarily, since it was in the media limelight during the US elections.
The US Congress continuously investigated the allegation of Russian efforts to meddle in their elections and evaluated
whether the usage of Russian propaganda had an effect on the outcome. In Germany, it was also speculated whether
Russia could have had plans to target Germany’.

The first way to evaluate intervention is to focus on previously-disclosed efforts. In October 2017, Twitter released a
list of 2,752 Twitter accounts that the company identified as being connected to the Russian Internet Research Agency?®.
The identified Russian trolls were analyzed in [9] and [10]. The latter study collected tweets related to the US election
for two months and subsequently found 221 Russian trolls in the data. However, until now it has not been shown

"http://www.spiegel.de/netzwelt/web/bundestagswahl-2017-debatte-um-moegliche-manipulationen-durch-russland-a-1165520.html
Shttps://www.recode.net/2017/11/2/16598312/russia-twitter-trump-twitter-deactivated-handle-list



whether these accounts were also active in topics outside the US elections. We proceeded to explore whether the
already-deactivated accounts appeared in our Twitter dataset. Surprisingly, we found 23,595 tweets from 458 of the
accounts tied to the IRA. As explained in the collection methodology, the tweets need to have a connection to a topic in
German politics. From the 458 accounts, 98 tweeted in German and generated 13,932 German tweets from the total of
23,595 tweets. This means that the identified Russian trolls were also trying to spread information to the German users.

The activity over time of the accounts separated in German and non-German tweets (Figure 5) shows that before
May most of the accounts were tweeting in languages other than German, which changes at the beginning of May.
In May and June most of the tweets are German and in July and August there is a similar quantity of German and
non-German tweets. In September, the month of the election, almost all the tweets are German, which corresponds

with the idea of the troll accounts trying to influence Twitter during the election period.
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Fig. 5. Number of tweets from accounts belonging to the list of detected Russian trolls. The tweets are separated between German
and non-German tweets.

The contents of the tweets offer more insights into how these accounts operated. Interestingly, 11,730 of the German
tweets included an URL, which means that the majority of the tweets (~84%) had the intended purpose of amplifying
information from other sources. The five media sources that were shared the most by the accounts were the Dresdner
Neueste Nachrichten, Bild, Die Welt, Tagesspiegel and the Berliner Zeitung. We find that most of the tweets include
links to what can be referred to as mainstream media. From more than 1,000 shared media links, only ninteen refer to
sputnik.com, nine to Russia Today’s German portal and two to sputnik.de. The supposedly Russian trolls were only
amplifying messages from normal media sites, which differs from their activity in the US discourse where sites like
Breitbart.com and thegatewaypundit.com had considerable diffusion [10].

The influence of the troll accounts can be traced back by evaluating retweets. From the total tweets, language

independent, 11,571 were original tweets and they originated 92,043 retweets in our database from 46,198 users. Only 37



bot accounts retweeted contents between each other. As previously mentioned, the collected data is just a sample from
the complete Twitter traffic and it is biased towards political topics. Nevertheless, a replication factor of 8 in our sample
suggests that the troll accounts were not isolated in Twitter and their activity was noticed by other Twitter accounts.
The top retweeted accounts were media accounts, i.e die Welt, Tagesschau, Stuttgarter Nachrichten, Tagesspiegel and

Spiegel.
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Fig. 6. Word cloud of the tweets from the detected Russian trolls.

We further analyzed the 13,932 German tweets. In the texts, the top five hashtags were Merkel, AfD, CDU, SPD and
G20. The first four are included in the list of hashtags that we are following to collect tweets and the fifth hashtag
corresponds to the high activity during the days of the 2017 G20 conference (Figure 5). Regarding the topics discussed
in the tweets, we cleaned the data by eliminating stop words, smileys and URLs and created a word cloud (Figure 6) of
the most discussed topics. The word Merkel is the most common one, followed by AfD. Also interesting are the words,

flichtlinge (refugees), polizei (police) and the hashtag merkelserfolge (Merkel’s successes), which was mainly used in a

negative, sarcastic tone on Twitter.
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1 Introduction

Twitter constitutes a major political communication hub in pre-election peri-
ods. Politicians use the platform to propagate their political positions, journal-
ists produce and distribute political information, while the electorate uses the
service to consume political news, get informed, and contribute to the political
discourse [27,10]. Communication patterns in the above cases are not always
unbiased. Researchers have shown that the overall information circulation on
Twitter is strongly shaped by specific user types and tactics. Hyperactive and
hyper-partisan users, automated and fake accounts, together with tactics such
as astroturfing, the distribution of low credibility or hyperpartisan news, spam-
ming and inauthentic or coordinated behavior strongly influence the circulated
political content [12,24, 5, 8].

In this study, we seek to understand coordinated behavior during pre-election
periods. Coordinated behavior on Twitter denotes the collective organization of
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actions between a set of accounts, with the aim to inflate attention metrics and
to promote a narrative or item [14]. This coordination takes place regardless of
the automated or organic nature of the accounts, or their benevolent or mali-
cious intentions [22]. Prior research studies show that political communication on
Twitter was partly shaped by accounts’ coordinated behavior during pre-election
periods in various countries, such as during the Brexit [15], in the US 2016 elec-
tions [4], the 2018 Italian general elections [14] and the 2018 French elections
[11]. However, no prior analysis compares coordinated behavior between coun-
tries, nor evaluates it as a standard constituent part of political communication.
To bridge this gap, we analyze and detect coordinated behavior for four general
elections: the 2017 German federal election, the 2018 Mexican general election,
the 2019 United Kingdom general election, and the 2019 Greek legislative elec-
tion. For the four elections, we additionally identify and analyze the ”bad actors”
according to Twitter. These are the accounts that the company suspended for
violating the code of conduct. The Twitter rules stipulate that users are not
allowed to post hateful, violent or abusive content, artificially amplify or sup-
press information, impersonate individuals or organizations, nor interfere with
elections [2]. This paper aims to answer the following research questions:

RQ1: Overall, how prevalent are coordinated and suspended accounts in the
run-ups to general elections?

RQ2: What is the political intent of coordinated and suspended accounts in the
four selected countries?

Our analysis shows that the percentage of tweets from coordinated accounts
correspond to up to 3% of the total tweets, and up to 9% for the suspended
accounts. Overall, we identify a low number of coordinated and suspended ac-
counts in comparison to the total number of users. However, a considerable
amount of them has a high follower basis (more than 1,000 followers). The po-
litical intent of these accounts varies from country to country but there is one
party in each country which is mostly favored by them. We believe this study
sheds the light on comparing the political communication on Twitter between
different countries in periods leading up to general elections and helps to under-
stand the political motivation from possible unauthentic accounts. We hope this
study motivate scholars to perform similar quantitative and qualitative research
on other countries.

2 Related Work

Researchers have long studied social media users in pre-election periods in order
to uncover behaviors that influence political discourse. This includes the inves-
tigation of social bots, trolls, hyperactive, hyperpartisan, activist, and malicious
accounts that aim to shape circulated content [4,9,23,5,8]. Nevertheless, the
explicit classification of users in one of the above categories has been proven
troublesome because an account’s behavior might hold features that belong to
more than one of the above categories [15]. Furthermore, researchers often face
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limitations regarding available data and methodologies applied that obstruct
accurate inferences [1].

An alternative way to dealing with such issues is not to analyze accounts’
type, but to investigate accounts’ practices. Regardless if a set of accounts are
human, semi-automated, or fully automated, hyperactive, activist, or malicious,
researchers can analyze them based on their interaction patterns. Understanding
interaction patterns has been proven an efficient methodology for tracking if a
set of accounts behavior is inauthentic, deviating from the average behavior of
an arbitrary normal user, or coordinated, i.e. performing collectively organized
actions towards a specific aim [14].

Researchers have applied different techniques to trace inauthentic and/or co-
ordinated behavior. Zhang et al. [30] investigated tweeting intervals to assess if
accounts’ behavior deviates from the average human one. Pacheco et al. [22] stud-
ied the coordination of multiple actors to reveal suspicious behaviors, regardless
of their automated/organic nature and malicious/benign intent using network
theory and clustering analysis. Keller et al. [16] traced specific coordination pat-
terns between Twitter accounts by the clustering of activities and the processing
of textual features. Similarly, Pacheco et al. [21] detected coordinated practices
based on automatic retweets and content duplication (URLs/text). Francois et
al. [13] generalized the notion of coordinated behavior, by stating that it can
appear in three ways: network structure, temporal activities, and semantic con-
tent, while Monsted et al. [19] deployed themselves social bots and coordinated
their activities in order to measure social influence on Twitter.

Although there is an extensive literature of abuse on social media, few studies
have explicitly analyzed the characteristics of suspended accounts. Thomas et al.
[28] examined suspended users to identify and characterize spam accounts. While
Alorainy et al. [3] used tweets from suspended accounts to train a classifier to
detect hateful speech, Volkova et al. [29] developed machine learning techniques
to predict if an account would be suspended. Chowdhury et al. [6] collected the
1% percent sample from the overall Twitter conversation for eight months in
2018 and identified 2.4 million suspended accounts. The researchers found that
politics was a major conversational topic among these accounts. The only work
that investigated suspended users during an election period is the one by Le et al.
[17]. They collected tweets mentioning Hillary Clinton or Donald Trump during
the 2016 US election and identified clusters of suspended accounts according to
their retweet and mention network. However, until now, there is no prior work
that quantifies partisanship by manually coding suspended accounts.

3 Data Collection and Methodology

Data Collection For some social media platforms, researchers can access pub-
lic user data with the help of application programming interfaces (APIs). We
collected the data with the help of Twitter’s Streaming API'. The API allows

! https://developer.twitter.com/en/docs/tweets/filter-realtime/overview
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to querying tweets according to specific hashtags or user accounts. For each
country, we curated a list of hashtags related to the elections. We included the
word election plus the election year (e.g. Flections2019, Elecciones2018), the
political candidates’ names with and without the year, the name of political
parties, and hashtags coined by the political campaigns. We made an effort to
include a balanced set of hashtags that takes into consideration the different po-
litical orientations. We further collected the tweets from the accounts of political
candidates, political parties, and other relevant political actors. We included the
interactions with these accounts, namely mentions and retweets. We also strove
towards having a balanced list of users that covered the different political ideolo-
gies. The collection period spanned the fourteen days leading up to the general
election including election day. In the case of Germany, we additionally collected
tweets for fourteen days starting two weeks after election day. With this data,
we aim to compare the coordinated Twitter activity between an election and a
non-election period. From the overall collected data, we filtered the tweets from
other languages other than the official language of the country. The complete
list of filtered tweet ids can be found in our Github repository? for future study
replicability. The repository also includes the list of hashtags and user accounts
that we curated for each country.

The collection process presents two major sources of bias. First, Twitter’s
APIT only provides a sample of the complete Twitter conversations and the sam-
ple has been proven to be biased [20]. Second, the political landscape of each
country is different and the number of hashtags and user accounts differ between
countries. Therefore, any inference that comes from comparing the countries
should be taken with caution.

Coordinated Behavior Users interact on Twitter by posting original tweets
and sharing tweets from others, the so-called retweets. The first step to find
coordinated activity was to define a set of features that can be useful to find
users with similar activity. We focused on three features: retweets, URLs, and
hashtags. We only considered URLs and hashtags in original tweets. The sec-
ond step consisted in making a list of the users’ retweets, URLs and hashtags
and compare them. For this, we filtered out users from which we did not have
sufficient information—we only considered users with at least 10 retweets, users
with at least 10 unique URLs, and users with at least 10 unique hashtags. In this
way, we obtained three filtered lists of users. For each list, we then compared
every user with the rest of the users using the Jaccard similarity between sets of
features:

_|AnB]

- |Au B|

which is defined as the size of the intersection of set A and B divided by the

size of the union of the two sets. We selected the pairs of users with a Jaccard
similarity higher than 0.33 for further analysis. We selected this threshold given

J(A, B)

2 Will be added after the peer-review process to ensure anonymity
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that for any two users with the same (even) number of elements, the Jaccard
similarity is 0.33 if they have the half of elements in common. Given |[A| = N,
|B| = N and |[AN B| = %, we have:

N

JAB) = 5t =
2

NI
w

To get a broader perspective on the data, we calculated Jaccard similarities for
all pairs of users for the four countries and for the three features. We found
that less than 0.05% of the pair similarities between users is above 0.33. This
represents a high threshold that only takes into account users with very similar
tweeting patterns. Although this highly reduces false positives, it is possible
that we miss accounts that have a lower percentage of similar tweets but are
nevertheless part of a coordinated campaign (false negatives).

The next step consisted in comparing the timing of activities between similar
users. We calculated the time differences between the timestamps of common
features. In the case of users with similar retweet activity, the difference was
calculated directly from the timestamp of a retweet. URLs and hashtags may
have non-unique timestamps as it is possible for a user to include them in more
than one tweet. Therefore, we calculated the difference between two users using
all possible timestamps where the accounts used the common feature in their
tweets. We selected only the minimum time difference for a given URL /hashtag
per pair of users.

For each feature, we thus had a new list of pairs of similar users, and each
pair had itself a list of time differences from the similar elements. For each pair of
users, we selected the median of the absolute time differences as decision criteria
and defined coordinated users as those pairs which had a median smaller than ten
minutes. We selected this decision threshold after evaluating the time differences
between all retweets in the datasets. This means that we took the list of retweets
of a given tweet and calculated all pair differences between the retweets. We
repeated this procedure for all original tweets that had more than one retweet in
the datasets. The cumulative distribution of absolute time differences is shown
in Figure 1. We observe that the probability of the differences being less than
ten minutes is 0.047. If we treat each retweet as an independent event (which
in real life is not the case), we obtain that the probability of two users having
three identical retweets® in less than ten minutes is equal to 0.046% = 0.0001.
Only 0.01% of probability.

Finally, we grouped the pairs that shared one similar account. This allowed
us to find clusters of accounts with possible coordinated behavior. An additional
post-processing step was needed in the case of URLs and hashtags as a nor-
mal non-coordinated account may have posted original content, which then was
copied by a group of coordinated accounts. To filter out the original content

3 This corresponds to the extreme case of having two accounts with ten retweets each,
five similar retweets and three (the median) of them being posted within a ten minute
difference
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Fig. 1. Cumulative distribution of absolute time differences (seconds) between retweets
of the same tweet in log scale (Left), and only considering up to 10 minutes (Right)

accounts, we looked for each cluster of coordinated accounts and found if one
of them posted the tweets before the rest of the accounts in the group and we
excluded them from the coordinated category.

Suspended Accounts Apart from detecting coordinated accounts, we searched
for the accounts that Twitter suspended. We only focused on the accounts with
more than 20 posts in our datasets, including tweets and retweets. We made
this decision as there is a higher probability that the active political accounts
were suspended in connection to the election. We were able to find which of
the accounts had been suspended as Twitter explicitly states if an account was
suspended for violating the platform rules. Finally, we calculated the percentage
of suspended accounts that we had previously classified as coordinated.

Partisanship We manually assign a partisanship to suspended and coordinated
accounts according to their political preferences. For each country apart from
Greece, we labeled a random sample of 10% of suspended accounts and 10% of
coordinated accounts. For Greece, we considered all the detected accounts as
they were fewer than for the other countries. The procedure consisted of label-
ing accounts as either supporters or opponents to a political party. Supporter
accounts promoted only one political party in their tweets. Opponent accounts
attacked only one political party and did not show any support for another
party. We did not label accounts that supported more than two political parties
or accounts that attacked more than one party and showed no support for an-
other one. We found few instances of such accounts and omitting them should
not make an impact on the results. Accounts without a concrete political stance
were not considered for the partisanship analysis. We also refrained from label-
ing accounts from the second German dataset corresponding to the non-election
period.
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4 Results and Discussion

The collected datasets represent the four countries during the election periods.
Table 1 shows the descriptive statistics of the datasets, including the additional
dataset for Germany outside the election period. The UK dataset is the largest
followed by Mexico, then both datasets from Germany and at last-place Greece.
The number of unique users in the data follows the same pattern. This also
corresponds to the order of countries when considering the number of Twitter
users per country [7]. A majority of the Twitter activity consists of retweets, more
so for UK and Mexico (>70%) as for Germany (54%). Apart from Germany, more
than the majority of users do not have original political content and were active
only through retweeting. In both datasets from Germany the ratio is almost one
to one between tweets and retweets. This may indicate an artifact of the data
collection procedure and does not show that German users were more active
posting original tweets than retweeting. However, we do observe that users in
Germany are more politically active during the election as we collected 2 million
tweets more from German politics in the election period.

Table 1. Descriptive statistics of the five country datasets. Germany* refers to the
dataset collected during the non-election period. The percentage of retweets users refer
to those users that have no original tweets in the collected data.

UK Mexico Germany Germany* Greece
Total tweets 8,521,963 8,150,663 4,681,767 2,602,488 342,918
Retweets 75.35% 74.27% 54.02% 51.31% 66.73%
Unique users 1,639,983 1,293,368 360,716 231,979 59,476
Retweets users 57.98% 54.52% 40.49% 38.41% 55.79%

For each country, we detected possible groups of coordinated accounts accord-
ing to three features: retweets, URLs, and hashtags. Table 2 shows the percentage
of tweets that were posted by these accounts for each feature. The percentage
of coordinated retweets considers only retweets, whereas the percentages of co-
ordinated URLs and hashtags refer only to the original tweets. The UK has the
lowest percentages of coordination for the three features. Mexico and Greece
have the highest percentages of coordinated retweets and similar percentages
for URLs and hashtags. Germany has the highest percentage with coordinated
hashtags, but lower levels in the other two features. This higher percentage can
be mostly attributed to a highly active group of thirteen coordinated accounts
supporting the political association “Freie Wahler”. The accounts’ user names
have the same structure “FWni” plus the name of a German town, and the
majority of their tweets were promoting the hashtags #FREIEWAHLER and
#anstaendigealternative, which means decent alternative. The higher percentage
for coordinated hashtags is not observed in the case of the German non-election
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dataset. When taking into consideration the three features together, coordina-
tion behavior was higher for Greece with 2.91% of the collected tweets, followed
by Germany, Mexico, and the UK. However, the higher total activity in the
Greece dataset represents only the posts of 125 accounts. For Mexico, we found
3,638 coordinated accounts, the highest number from the five datasets, followed
by Germany with 706 accounts. In comparison to the non-election period for
Germany, we observe there were more coordinated accounts during the election
period and these accounts generated a higher volume of coordinated posts.

Table 2. Percentage of coordinated activity found for each country. The percentage
activity from all the coordinated accounts found is reflected in total coordinated.

UK Mexico Germany Germany* Greece
Coord. retweets 0.14% 1.82% 0.75% 0.75% 2.36%
Coord. URLs 0.05% 0.49% 0.67% 0.85% 0.55%
Coord. hashtags 0.11% 1.08% 3.21% 0.29% 1.24%
Total coordinated 0.34% 2.16% 2.77% 1.04% 2.91%
Coord. accounts 478 3,638 706 351 125

Table 3 shows the number of suspended accounts per country and the per-
centage of tweets posted by them. Given that we only report on accounts with
more than 20 posts in our datasets, these percentages would be higher when
considering less active users. As with coordinated accounts, Mexico leads with
the number of suspended accounts (3,602), followed by the UK (1,759). How-
ever, the UK accounts were responsible for only 1.76% of the total amount of
posts, which is lower than in the other countries. Similar to the previous result
on coordinated accounts, Greece has the lowest amount of suspended accounts
(88). Interestingly the highest percentage of activity from suspended accounts
corresponds to Germany in non-election periods with 9.37% of the total activ-
ity. This suggests that during non-election times the ”bad actors” (according to
Twitter) have a higher percentage contribution to the total political conversa-
tion than during elections. This result follows the lines of previous research [25]
that found that outside of election period in Germany bot activity is lower but
represents a higher percentage of the overall conversation. Table 3 also includes
the percentage of suspended accounts that we detected for coordinated behav-
ior. For Mexico, almost 16% of the suspended accounts are present in the list of
coordinated accounts. For the rest of the countries, this percentage is less than
8% and for the UK there is no overlap between the two sets of accounts.

It is important to look at the number of followers from the suspended and
coordinated accounts to quantify their possible impact. Some accounts may be
prolific in generating tweets but if there are no users following them, their activ-
ity would go unnoticed and their tweets could only have an impact on Twitter
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Table 3. Percentage of tweets posted by suspended accounts, number of suspended
accounts and percentage of suspended accounts that we detected as coordinated. We
only looked for suspended accounts with more than 20 posts in the collected data.

UK Mexico Germany Germany* Greece
Suspended tweets 1.76% 4.40% 6.72% 9.37% 2.34%
Suspended accounts 1,759 3,602 1,436 1,295 88
Suspended accounts 0% 15.92% 6.45% 5.29% 7.31%

(%) in coordinated

trends. Figure 2 shows the reachability of suspended accounts (left) and coor-
dinated accounts (right). Each plot represents the cumulative distribution of
accounts with a given number of followers. We observe that depending on the
country, between 20 and 40 percent of the suspended accounts had less than 10
followers, and between 20 and 30 percent of them had more than 1,000 follow-
ers. The same pattern appears for the coordinated accounts, apart from Mexico
with more than 50% of the coordinated accounts with less than 10 followers,
and Greece and the UK with almost 40% of the accounts having more than
1,000 followers. In both plots, Mexico’s cumulative distribution is situated to
the left of the rest, which means that on average the reach of the suspended
and coordinated accounts was lower in comparison to the other countries. The
contrary holds for the UK and Greece, which have the curves on the right. For
Greece, this may be an artifact of having fewer accounts in comparison to the
other countries.
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Fig. 2. Cumulative distributions of number of followers (in log scale) from suspended
accounts (Left) and coordinated accounts (Right)
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The last analysis consisted of manually classifying a sample of the suspended
and coordinated accounts for each country. We assigned the accounts as support-
ers or opponents of political parties as explained above. Figure 3 presents the
percentage of accounts supporting (in blue) or opposing (in red) a political party
divided by country and by account type. We omit the political parties that did
not appear in the labeling procedure. The percentages do not sum up to 100 as
there were accounts that were neither supporting nor opposing a political party.
In the case of the UK, we observe that the suspended accounts were mostly sup-
porting or opposing the two major political parties, Labour and Conservative.
The percentages are higher for Labour and less than five percent of the accounts
supported the Scottish National Party and the Liberal Democrats. In compar-
ison, while there was no coordinated account in the sample that supported the

UK Blocked UK Coordinated
Labour . ] Labour - ®
®
Conservative » Conservative -
] ]
SNP ] SNP
Lib Dems 4 @ Lib Dems ®
I T T T T T T g v T v v )
0 5 10 15 20 25 0 5 10 15 20 25 30 35
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Mexico Blocked Mexico Coordinated
Morena ® Morena - [ ]
® ]
PRI [ ] PRI 4 L J
PAN » PAN 4 ]
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Fig. 3. Partisanship percentages of coordinated and suspended accounts per party and
per country. For UK, Mexico, and Germany, we consider only a random 10% sample. For
Greece, we take all accounts into consideration. The blue bars correspond to supporters
of a political party and the red bars correspond to opponents of a party. The political
parties that do not appear on the plots had no labeled account linked to them.
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Conservative party, 33% of the accounts supported the Labour party. This im-
balance could be correlated with the fact that the Labour Party dominated the
conversation on Twitter during the weeks before the election [18].

In the 2018 Mexican general election, three political coalitions were formed.
However, the accounts we labeled referenced directly Mexico’s major political
parties and not the coalitions. From the suspended accounts, the highest per-
centage of support went to the Morena party with 37.5%. The other two major
parties, PAN and PRI had support from less than 10% of the accounts. Only for
Morena, we find accounts attacking the party and at the same time not showing
explicit support for another one. Interestingly, from the coordinated accounts
sample, there are slightly more accounts supporting PRI than Morena, whereas
for PAN the percentage is similar as in the case of the suspended accounts.

A different pattern appears from the sample of suspended accounts in Ger-
many. All of them were either supporting or opposing the far-right party AfD.
45.1% of accounts supporting this party is the highest percentage of all the con-
sidered countries. From the coordinated accounts, the AfD is again the party
with the highest support. However, the AfD is not alone, as there were other
three parties with less than 5% percentage of accounts supporting them: The
CDU, one of the governing parties, the Pirates, a small party not represented
in Parliament, and the FW, a political association, which only contest elections
in the state of Bavaria. The high skewness of support towards the AfD is con-
sistent with previous research that showed that the AfD dominates the Twitter
conversation and has the highest support from automated accounts [26]. The
pattern for Greece is more similar to the UK case, with the suspended accounts
supporting and attacking the two largest political parties in the Hellenic Parlia-
ment, the New Democracy (ND) and the Syriza party. However, the latter had
more support from both types of accounts. There is a third party with similar
percentage support to the ND, the KKE, the communist party of Greece.

Overall, we observe that although the panorama is different for every coun-
try, the patterns are similar between suspended and coordinated accounts of
the same country except for the UK’s Conservative party and Mexico’s PRI.
This analysis allowed us to understand the intent of the politically motivated
accounts, which serve as “keyboard warriors” by supporting or attacking their
opponent. Although we find a relatively small number of coordinated accounts
in comparison with the total users in the conversation, we observe that a sub-
stantial percentage of them had a high number of followers. This is a contrast to
simple spam accounts, which have been found to have lower numbers of followers
[28]. However, it may be that the accounts’ followers are part of a bot-farm or
a coordinated unauthentic campaign. Identifying if these followers are regular,
non-spam accounts is outside of the scope of this paper, but should be considered
in future research.

Limitations Detecting suspicious accounts on Twitter is not a straightforward
task. While there are regular users that interact with Twitter in abnormal ways,
there are malicious accounts that behave like normal users. The aim of our
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study was not to separate between accounts with benign or malignant intent
but to identify unauthentic coordinated behavior. The introduced methodology
is based on heuristics that try to minimize the number of false positives. How-
ever, by doing so, we are increasing the threshold for possible false negatives.
We also limited the detection method by only taking into consideration three
features from accounts from which we had enough information to be categorized
as coordinated. Another limitation is that there are two biases in the collection
procedure; first, from the Twitter API directly, and second, from having differ-
ent sets of hashtags and users that we followed per country. A final limitation
is that we only labeled 10% of the detected accounts for three countries, which
may not represent the complete spectrum of the intent of these accounts. For
example, even if we did not find coordination accounts supporting the UK’s con-
servative party, this does not imply that they did not existed. It may be that
our methodology did not detect them or did not appear in the 10% sample.

5 Conclusion

In this paper, we analyzed over 23 million political tweets collected in two-week
periods before the general elections in the UK (2019), Greece (2019), Mexico
(2018), and Germany (2017). We investigated coordinated behavior by looking
at accounts that posted URLs, hashtags, and retweets in similar time patterns.
Additionally, we identified accounts that were suspended by Twitter. We find
a similar number of coordinated and suspended accounts for each country. Al-
though the percentage of detected accounts is low in comparison to the total
number of active users, between 20% and 40% of these accounts had high reach-
ability with more than 1,000 followers. For Mexico, we find the highest num-
ber of suspended and coordinated accounts, but these have on average fewer
followers than those form the other countries. For Germany, we find that the
suspended and coordinated accounts were mostly supporting or attacking the
far-right party, the AfD. For Greece, we observe the lowest level of Twitter en-
gagement with political communication and a similar low level of coordinated
activity. However, the UK is the country that has the lowest percentage of tweets
from suspended (1.76%) and coordinated accounts (0.34%) when taking into ac-
count the complete political conversation.

This study shows an overall comparison between four different political ecosys-
tems. Although the comparisons should be taken with caution, we consider that
cross-country analysis is helpful to identify patterns of suspicious accounts. The
main contribution of this study relies on the manual classification of suspended
and coordinated accounts. Although there is extensive literature about unau-
thentic accounts of Twitter, there are no studies to the best of our knowledge
that manually labelled the tweets from these accounts. They mostly relied on
counting hashtags or mentions, which does not completely represent the intent of
suspicious accounts. Therefore, we urge the research community to invest their
efforts in including qualitative analysis of political tweets from unauthentic ac-
counts.
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