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Abstract

This article develops a methodology that enables learning an objective function of an optimal control system from
incomplete trajectory observations. The objective function is assumed to be a weighted sum of features (or basis
functions) with unknown weights, and the observed data is a segment of a trajectory of system states and inputs. The
proposed technique introduces the concept of the recovery matrix to establish the relationship between any available
segment of the trajectory and the weights of given candidate features. The rank of the recovery matrix indicates whether
a subset of relevant features can be found among the candidate features and the corresponding weights can be learned
from the segment data. The recovery matrix can be obtained iteratively and its rank non-decreasing property shows
that additional observations may contribute to the objective learning. Based on the recovery matrix, a method for using
incomplete trajectory observations to learn the weights of selected features is established, and an incremental inverse
optimal control algorithm is developed by automatically finding the minimal required observation. The effectiveness of

the proposed method is demonstrated on a linear quadratic regulator system and a simulated robot manipulator.

Keywords

Inverse optimal control, inverse reinforcement learning, incomplete trajectory observations, objective learning

1 Introduction

Inverse optimal control (IOC), also known as inverse
reinforcement learning, solves a problem of finding an
objective (e.g., cost or reward) function to explain behavioral
observations of an optimal control system (Kalman 1964;
Ng and Russell 2000). Successful applications of 10C
techniques are broad, including imitation learning (Abbeel
et al. 2010; Kolter et al. 2008), where a learner mimics an
expert by inferring an objective function from the expert’s
demonstrations, autonomous driving (Kuderer et al. 2015),
where human driving preference is learned and transferred to
a vehicle controller, human-robot shared systems (Mainprice
et al. 2015, 2016), where the intentionality of a human
partner is estimated to enable motion prediction and smooth
coordination, and human motion analysis (Jin et al. 2019;
Lin et al. 2016), where principles of human motor control
are investigated.

The most common strategy used in IOC is to parametrize
an unknown objective function as a weighted sum of relevant
features (or basis functions) with unknown weights (Ng
and Russell 2000; Abbeel and Ng 2004; Ratliff et al.
2006; Ziebart et al. 2008; Mombaur et al. 2010; Englert
et al. 2017). Different approaches have been developed to
estimate the weights of the features given a full observation
of the system’s optimal trajectory over a complete motion
horizon. These methods cannot deal with the case when
only incomplete trajectory observations are available, that
is, only a portion/segment of the system’s trajectory within
a small time interval of the horizon is available. A method
capable of learning objective functions from incomplete
trajectory data will be beneficial for multiple reasons: first,
a full observation of the system’s trajectory over a complete

time horizon may not be accessible due to limited sensing
capabilities, sensor failures, occlusions, etc; second, the
computational cost of existing IOC techniques based on full
trajectory data may be large; and third, learning objective
functions from incomplete trajectory observations may help
to address some other challenging problems such as learning
time-varying objective functions (Jin et al. 2019), online
motion prediction (Pérez-D’Arpino and Shah 2015), and
learning from human corrections (Bajcsy et al. 2018). Under
these motivations, this article aims to develop a technique to
enable learning an objective function only from incomplete
trajectory observations.

1.1 Related Work

Existing IOC methods can be categorized based on whether
the forward optimal control problem needs to be computed
within the learning process. The first category of existing
works is based on a nested architecture, where the feature
weights are updated in an outer loop while the corresponding
optimal control system is solved in an inner loop. Different
methods of this type focus on different strategies to update
the feature weights in the outer layer. Representative
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methods include (Abbeel and Ng 2004), where the feature
weights are updated towards matching the feature values of
the reproduced optimal trajectories with the demonstrations,
(Ratliff et al. 2006), where the feature weights are solved
by maximizing the margin between the objective function
value of the observed trajectories and the value of any
simulated optimal trajectories, and (Ziebart et al. 2008),
where the feature weights are optimized such that the
probability distribution of system’s trajectories maximizes
the entropy while matching the empirical feature values
of demonstrations. These nested IOC methods have been
successfully applied to humanoid locomotion (Park and
Levine 2013), autonomous vehicles (Kuderer et al. 2015),
robot navigation (Vasquez et al. 2014), learning from
human corrections (Bajcsy et al. 2017; Jin et al. 2020),
etc. In (Mombaur et al. 2010), the weights are learned
by minimizing the deviation of the reproduced optimal
trajectory from the observed one; the similar methods are
applied to studying human walking (Clever et al. 2016) and
arm motion (Berret et al. 2011).

A drawback of the nested IOC methods is the need to solve
optimal control problems repeatedly in the inner loop, thus
those methods usually suffer from huge computational cost.
This motivates the second line of IOC methods, which seek
to directly solve for the unknown feature weights. A key idea
used in these methods is to establish optimality conditions
which the observed optimal data must satisfy. For example,
in (Keshavarz et al. 2011), the Karush-Kuhn-Tucker (KKT)
(Boyd and Vandenberghe 2004) optimality conditions are
established, based on which the feature weights are then
solved by minimizing a loss that quantifies the violation of
such conditions by the observed data. In (Puydupin-Jamin
et al. 2012), the authors apply such the KKT-based method
to solve IOC problems and study the objective function
underlying human locomotion. In (Johnson et al. 2013), the
Pontryagin’s Minimum Principle (Pontryagin et al. 1962)
is utilized to formulate a residual optimization over the
unknown weights. These methods have been successfully
applied to the locomotion analysis (Aghasadeghi and Bretl
2014; Puydupin-Jamin et al. 2012), walking path generation
(Papadopoulos et al. 2016), human motion segmentation (Lin
et al. 2016; Jin et al. 2019), etc. In (Englert et al. 2017), the
authors propose an inverse KKT method to enable a robot
to learn manipulation tasks. Recently, along this direction,
the recoverability for IOC problems has been investigated.
For example, when an optimal control system remains at
an equilibrium point, although its trajectory still satisfies
the optimality conditions, it is uninformative for learning
the objective function. This issue is discussed in (Molloy
etal. 2016, 2018), where a sufficient condition for recovering
weights from full trajectory observations is proposed.

Existing IOC techniques discussed above require a full
observation of a system trajectory, that is, optimal trajectory
data of the system states and inputs over a complete motion
horizon. To our best knowledge, the IOC problems based
on incomplete trajectory observations are rarely investigated.
By an incomplete trajectory observation, we mean that
the observed data is a segment or portion of the system
trajectory within a small time interval of the horizon. We
consider the objective learning using incomplete trajectory
data mainly due to the following motivations. First, in
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certain practical cases, for example, due to limited sensing,
sensors’ failure, or occlusions, a full observation of system’s
trajectory data may not be available. Second, although direct
IOC methods improve the computation efficiency compared
to the nested counterparts, the computational cost is still
significant especially when handling complex systems with
high-dimensional action/state space and long time horizons.
Third, successfully learning objective functions only using
incomplete trajectory data would potentially benefit for
addressing many challenging problems such as identifying
time-varying objective functions (Jin et al. 2019), learning
from human corrections (Bajcsy et al. 2018), online long-
term motion prediction (Mainprice et al. 2016), etc.

1.2 Contributions

This article develops a methodology to learn an objective
function of an optimal control system using incomplete
trajectory observations. The proposed key concept to achieve
this goal is the recovery matrix, which is defined on any
segment data of the system trajectory and a given candidate
feature set. We show that learning of the objective function
is related to the rank and kernel properties of the recovery
matrix. Different from existing methods, the recovery matrix
also captures the unseen future information in addition to
the available data by an unknown costate variable, which is
jointly estimated along with the unknown feature weights.
By investigating the properties of the recovery matrix, the
following insights to solving IOC problems are enabled:

1) The rank of the recovery matrix indicates whether an
observation of incomplete trajectory data is sufficient
for learning the feature weights;

2) Additional observation data can contribute to learning
the unknown objective function, or at least not degrade
the learning; and irrelevant features can be identified.

3) The IOC can be solved by incrementally incorporating
the observation of each data point along the trajectory.

Based on the recovery matrix, an IOC approach based on
incomplete trajectory observations is established, and an
incremental I0C algorithm is developed by automatically
finding the minimal required observation.

The structure of this article is as follows. Section 2 states
the problem. Section 3 develops the recovery matrix and its
properties. Section 4 presents the IOC method and algorithm
using incomplete trajectory observations. Section 5 conducts
numerical experiments, and Section 6 draws conclusions.

Notation

The column operator col {1, ...,z } stacks its arguments
into a column. x,.;, means a column stack of = indexed
from k1 to ko (k1 < ko), that is, Tk iky = col {:ckl R :I:kz}
A (bold) denotes a block matrix. Given a vector function
f(x) and a constant x*, 38 Tfi denotes the Jacobian matrix
with respect to « evaluated at *. The zero matrix and vector
are written as 0, and the identity matrix as I, both with
appropriate dimensions. A’ is the transpose of matrix A.
0;(A) denotes the ith smallest singular value of matrix A,
e.g., 01(A) is the smallest singular value. ker A denotes the
kernel of matrix A.
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2 Problem Formulation
Consider an optimal control system with the following
discrete-time dynamics and initial condition:

Lp41 = f(xlmuk)a To € an (1)

where the vector function f : R™ x R™ +— R" is differen-
tiable; x;, € R™ is the system state; u, € R™ is the control
input; and £ = 0,1, - - - is the time step. Suppose a trajectory
of states and inputs over a horizon 7,

E={&,:k=0,1,....,T} with &,=(xf, ui), (2)

(locally) minimizes a cost function

JE) =Y W (), ©)

where w’¢* (-, -) is the running cost. Here ¢ : R™ x R™
R? is called a relevant feature vector and defined as a column
of a relevant feature set

that is, ¢* = col F*, with ¢} being the ith feature for the
running cost, and w € R? is called the weight vector, with
the 7th entry w; corresponding to ¢;. This type of weighted-
feature objective function is commonly used in objective
learning problems (Abbeel and Ng 2004; Molloy et al. 2018;
Ziebart et al. 2008), and has been successfully applied in a
wide range of real-world applications (Englert et al. 2017,
Kuderer et al. 2015; Lin et al. 2016; Bajcsy et al. 2018). The
dynamics (1) and cost function (3) can represent different
optimal control settings as follows. (I) Finite-horizon free-
end optimal control: the finite horizon 7 is given but the final
state .y is free, i.e., no constraint on xp1; (II) finite-
horizon fixed-end optimal control: both the finite horizon T’
and the final state 741 = Xgoa are given; and (L) infinite-
horizon optimal control: 7' = oco. Besides, one-can consider
the finite-horizon optimal control, where the final state 7 1
is penalized using a final cost term added to (3), and this case
can be viewed as an extension similar to (I). In our following
expositions, we only focus on the first three settings.

In inverse optimal control (IOC) problems, one is given a
relevant feature set F*, the goal is to obtain an estimate of the
weights w corresponding to these features from observations
of £. Note that w can only be determined up to a non-zero
scaling factor (Molloy et al. 2018; Keshavarz et al. 2011),
because any cw with ¢ > 0 will lead to the same trajectory &.
Hence we say an estimate w is a successful estimate of w if
@ = cw with ¢ # 0, and the specific ¢ > 0 can be determined
by normalization (Keshavarz et al. 2011; Englert et al. 2017).

We have noted that existing IOC methods typically assume
that the full trajectory data & is available. Violation of this
assumption will lead to a failure of existing approaches, as
we will demonstrate in the numerical evaluation in Section 5.
In this article, we aim to address this challenge by developing
a technique to estimate w only using incomplete trajectory
data. Specifically, given a relevant feature set F*, the goal of
this paper is to achieve a successful estimate w = cw using
an incomplete trajectory observation

§t:t+l:{§k:t§k§t+l}§§7 &)
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which is a segment of £ within the time interval [t,¢ + [] C
[0, T). Here, t is called the observation starting time and | =
1,2, - called the observation length, with 0 <t <t+1 <
T. Moreover, for any observation starting time ¢, we aim
to efficiently find the minimal required observation, that is,
{min, to achieve a successful estimate of w. Note that in the
above problem setting, we only know that the data §,,,,; is a
segment of a system trajectory &; we do not know the value
of t (i.e., the observation starting time relative to the start
of the trajectory), and do not require knowledge of any other
information about £ such as the time horizon 7" or which type
of optimal control problem £ is a solution to.

3 The Recovery Matrix

In this section, we introduce the key concept of the recovery
matrix and show its relation to IOC process. Some properties
of the recovery matrix are investigated to provide insights to
IOC process. Connections between the recovery matrix and
existing methods is also discussed. The implementation of
the recovery matrix is finally presented.

3.1 Definition of the Recovery Matrix

We first present the definition of the recovery matrix, then
show its relation to the IOC problem solution, which is also
the motivation of the recovery matrix.

Definition 1. Let a segment of the trajectory, §;.,,; € § in
(5), and a candidate feature set F = {¢1, b2, , ¢} be
given. Let ¢ = col F. Then the recovery matrix, denoted by
H (t,1), is defined as:

H(t,l) = [Hi(t,1) H(t,1)] € R™>T+ 0 (6)

with

Here, F,(t,1), Fy(t,1), ®,(t,1), ®,(t,1) and V (t,1) are
defined as

_ _of -
I (')a:;‘_H
0 I
F(t,1) = e Rrxnl - (9)
—af’
8a’:+l-1
- I -
- o Z
ouy
af'
8 *
Fu(t,l) — ut+1 Elean’ (10)
af
L ouy,, |
[ 9¢ ¢ a9 1’
o) = |mir, Ber, 0 dar,| SR, AD
9¢ ¢ o 1’ ,
Sut) = [gr s v me| ERMTL(12)
v =lo 25 ] eguxn 13
( ’ )_ L oz}, € ) ( )
respectively.
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Before showing a relationship between the above recovery
matrix and IOC, we impose the following assumption on the
given candidate feature set F in Definition 1.

Assumption 1. In Definition 1, the candidate feature set
F contains as a subset the relevant features F* in (4), i.e.,

FrCF.

Assumption | requires that the relevant features J* in (4) are
contained by the given candidate feature set F, which means
that F also allows for including additional features that are
irrelevant to the optimal control system. Although restrictive
for choice of features, this assumption is likely to be fulfilled
in implementation by providing a larger set including many
features when the knowledge of exact relevant features is not
available. Under Assumption 1, without loss of generality,
we let

F= {¢I7¢§v 7¢:?(£8+17'.' 7$T}a

that is, the first s elements are from /™ in (4). Then we have

(14)

¢(x,u) = col F = {Q*(a}’u)} €R", (15)

d(x,u)

where ¢* € R? are the relevant feature vector in (3) while
¢ € R("=%) corresponds to the features that are not in F*.
We define a weight vector

w = col {w,0} e R" (16)
corresponding to (15), where w are the weights in (3) for ¢
Based on (3), we can say that the system’s optimal trajectory
& in (2) also (locally) minimize the cost function of

T
J(&) =) o' play,ur), (17)
k=0

with the dynamics and initial condition in (1). Next, we will
distinguish the three optimal control settings, as described in
the problem formulation, and then establish the relationship
between the recovery matrix and the IOC problem solution.

Case I: Finite-Horizon Free-End Optimal Control. We first
consider the optimal control setting with finite horizon 7" and
free final state 74 1. In this case, given the cost function (17)
and the dynamics constraint (1), one can define the following
Lagrangian:

T
L=JE)+Y N1 (Fl@r, ur) — Thga), (18)
k=0

where A1 € R*, £ =0,1,...,T, is Lagrange multipliers.
According to the Karush-Kuhn-Tucker (KKT) optimality
conditions (Boyd and Vandenberghe 2004), there exist mul-
tipliers A7,z = col {A], A5, ..., A, A, }, also referred
to as costates, such that the optimal trajectory £ must satisfy
the following conditions

L
?7 =0, (19a)
O0xT iy
oL _ (19b)
a1"‘6:T

Prepared using sagej.cls

Based on the definitions in (9)-(13), the equations in (19a)
and (19b) can be written as

—F,(0,T)AL.p4+®,(0,T)w =0 = -V (0,T) A}, 1,
(20a)

F o (0, T)X:p+®,(0,T)@ = 0, (20b)

respectively, where in (20a), A7, ; = 0 directly results from
extending (19a) at the final state x7,;. The optimality
equations in (20) are established for full optimal trajectory
&. Given any segment of the trajectory, say &;.;,; C & in (5),
the following equations can be obtained by partitioning (20a)
and (20b) in rows,

7Fﬂﬂ(t7 Z)AI+1:t+l + q)z(tv l)(:) = 7V(t7 l))\f+z+1, (213)
F,(t, l))\;;_l:tH + ®,(t,)w =0, (21b)

respectively. For the above (21), we note that when &, ,; =
&o.7, 1.6., when the observation is the full trajectory data &,
(21) will become (20). Thus, a full trajectory observation
can be viewed as a special case of an incomplete trajectory
observation, and we will further discuss this in Section 3.3.

Case lI: Finite-Horizon Fixed-End Optimal Control. We
next consider the optimal control setting with a finite horizon
T and a given fixed final state 711 = 0. Given the cost
function (17), the dynamics (1), and the final state constraint
TT 1 = Tgoal, ONE can define the following Lagrangian:

T
L:J(£)+ Z A;c+1 (.f(mka uk‘)_wk-+1)+Aéoal(mT+1_wgoal)7
k=0

(22)
where the difference from (18) is that the term )\éoal(:pTﬂ —
:cgoal) is added since the final state is subject to the given
Tgoal cONstraint, and Agoq € R™ is the associated Lagrangian
multiplier. Following a similar derivation as in Case I, one
obtains the same equations in (21) for any segment data
of the trajectory §;.; ; C &€. Here, the only difference from
Case I is that when &, ; = &.7, one usually has A7, | =
)\goal # 0 in this case due to the fixed final state constraint,
while A7 ; = 0 in Case I. In addition, for the finite-horizon
optimal control, in which the final state & is penalized
using a final cost term added to (3), we can derive the similar
result of A7, # 0.

Case llI: Infinite-Horizon Optimal Control. For the infinite-
horizon optimal control setting, the optimal trajectory £ is
more conveniently characterized by the Bellman optimality
condition (Bertsekas 1995):

V(xy) = @ ¢y, up) + V(S (xf, ui)),

where V' (x}) is the (unknown) optimal cost-to-go function
evaluated at state xj. Next, we differentiate the Bellman
optimality equation in (23) on both sides with respect to

(23)

while denoting A}, = a\g:(cm*k) € R”, and then obtain
k
. 0@ _  Of ..

Differentiating the Bellman optimality equation (23) on both
sides with respect to u}, yields
of'

_ 99 _ .
0= 8u,§w + ou} Akt

(25)
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For any available trajectory segment &, ., C £, we stack
equation (24) for all 7, ,, ., and stack equation (25) for all
U1, and obtain the same equations in (21).

From the above analysis, we conclude that, for any trajectory
segment &,., ., C &, regardless of the corresponding optimal
control problem, we can always use the segment data &,.; ,,
to establish the equations (21). Thus, in what follows, we do
not distinguish the specific optimal control settings, and only
focus on equations (21) to show the relationship between the
recovery matrix in Definition 1 and IOC problem solution.

By noticing that F',.(t,1) in (21a) is always invertible, we
combine (21a) with (21b) and eliminate A/, ., ,;, which then
yields

(Fu(t, DEZN ()@, (11) + @t l))o
+ (Fu(t,l)Fgl(t,l)V(t,l)))\IHH —0. (26)

Considering the definition of the recovery matrix in (6)-(8),
(26) can be written as

H(t,l)w + Ho(t, Ay

= H(t1) [ ::J =0.

27)

Equation (27) reveals that the weights w and costate A}
must satisfy a linear equation, where the coefficient matrix is
exactly the recovery matrix that is defined on the trajectory
segment §;, ; C &, and candidate feature set F. Here, the
costate A, ; can be interpreted as a variable encoding the
unseen future information beyond the observational interval
[t,t 4+ ]. In fact, from the discussions for Case III, we note
that costate A;_;  is the gradient of the optimal cost-to-go
function with respect to the state evaluated at @y, ; | ;-

In IOC problems, in order to obtain an estimate of the
unknown weights w only using the available segment data
&;.t+> one also needs to account for the unknown A7, ;. ,
as in (27). The following theorem establishes a relationship
between a trajectory segment &, ,; C £ and a successful
estimate of the weights w for given candidate features F.

Theorem 1. Given a trajectory segment &, , , C &, let the
recovery matrix H (t,1) be defined as in Definition 1 with
the candidate feature set F satisfying Assumption 1. Let a
vector col {&, A} # 0 satisfy col {w, A} € ker H (t,1) with
weRIf

rank H (t,1) =r +n — 1, (28)

then there exists a constant ¢ # 0 such that the ith entry of @
satisfies
~ ClWy,
w; =
0,

and vector col {@; : ¢p; € F* i =1,2,-- 1} = cw thus is
a successful estimate of w in (3).

;oo 29)
otherwise

Proof. Based on equations (21), we note that for a trajectory
segment &,., ., C &, there always exists A\;;,, € R" such
that col {w, A\j; |} satisfies (27), i.e., col {w, A}, ,} €
ker H (t,1). Due to (28) which means that the kernel of
H (t,1) is one-dimensional, any nonzero vector col {&, A} €
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ker H(t,l) will have @ =cw (c# 0). Thus, one can
conclude that w is a scaled version of @, and that the entries
in @ corresponding to the relevant features in F* will stack
a successful estimate of w (3). This completes the proof. H

Remark Theorem [ states that the recovery matrix bridges
trajectory segment data to the unknown objective function.
First, the rank of the recovery matrix H(t,l) indicates
whether one is able to use the trajectory segment £, ., C &
to obtain a successful estimate of weights w for the given
candidate features F. In particular, if the rank condition (28)
for the recovery matrix H (t,1) is satisfied, then any nonzero
vector col {@, X} in the kernel of H (t,1) has that: the vector
of the first v entries in col {@, 5\}, i.e., W, satisfies W = cw.
Second, including additional irrelevant features in F will not
influence the weight estimate for the relevant features, since
the weight estimates in @ for these irrelevant features will be
zeros. We will demonstrate this in numerical experiments in
Section 5. We will also demonstrate the use of the recovery
matrix to solve different optimal control problems later in
numerical experiments.

3.2 Properties of the Recovery Matrix

Since the recovery matrix connects trajectory segment data to
the unknown cost function, we next investigate the properties
of the recovery matrix, which will provide us a better
understanding of how the data and the selected features are
incorporated in IOC process. We first present an iterative
formula for the recovery matrix.

Lemma 1. Iterative Property. For a trajectory segment
&i.:00 C& and the subsequent data point &, ;4 =

* *
{oi 1, vl ) one has

H(t,l+1) = [Hi(t,l+1) Ha(t,l+1)] (30)
Hl(tal) HQ(t7l) I 0
= 3¢’ af’ el 4 of’ )
Ouy,, Ouy, Oxy 4y eI

with H (t, 1) corresponding to &;.; 1 = (T}.14 1, U} 41):

H(t,1) = [Hy(t,1) Hs(t,1)]
_ [(af’ o4 | 09/

Ouy Oz, ou;

of of' }

Ouy Oz,

€29)
Proof. Please see Appendix A.H

The iterative property shows that the recovery matrix can be
calculated by incrementally integrating each subsequent data
point &, ;. , into the current recovery matrix H(t,1). Due
to this property, the computation of matrix inversions in the
recovery matrix in Definition | can be avoided. This property
will be used to devise efficient IOC algorithms in Section 4.2.

The recovery matrix is defined on two elements: one is the
segment data &;.,,, and the other are the selected candidate
features F. In what follows, we will show how these two
components affect the recovery matrix and further the IOC
process. For data observations, we expect that including
more data points into &,,,; may contribute to enabling
the successful estimation of the unknown weights. This is
implied by the following lemma.
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Lemma 2. Rank Nondecreasing Property. For a trajectory
segment §,., ., C & and any F, one has

rank H (t,1) < rank H(¢,1 + 1), (32)
if the new trajectory point §; ., = (:B;k+l+1,ut*+l+1) has
t+1+1

Proof. Please see Appendix B.

We have noted in Theorem 1 that the rank of the recovery
matrix is related to whether one is able to use segment data
&,.;4; to achieve a successful estimate of the weights. Thus
the rank of the recovery matrix can be viewed as an indicator
of the capability of the available segment data £, ; |, to reflect
the unknown weights. Lemma 2 postulates that additional
data, if its Jacobian matrix of the dynamics is non-singular,
tends to contribute to solving the IOC problem by increasing
the rank of the recovery matrix towards satisfying (28),
or at least will not make a degrading contribution. Further
in Section 5.1.2, we will analytically and experimentally
demonstrate in which cases the additional observation data
can increase the rank of the recovery matrix, and in which
cases the additional data points cannot increase (i.e. maintain
the recovery matrix rank).

The next lemma provides a necessary condition for the
rank of the recovery matrix if the candidate feature set F
contains as a subset the relevant features F*, i.e., F* C F.

Lemma 3. Rank Upper Bound Property. If Assumption I
holds, then for any trajectory segment €., ,; C &,

rank H(t,l) <r+4+n-—1 (33)
always holds. If there exists another relevant feature subset
F C F with corresponding weights @, here F # F* or w #
cw, then the above inequality (33) holds strictly:

rank H (t,1) <r+n— 1. (34)

Proof. Please see Appendix C.H

Lemma 3 states that if a candidate feature set contains as a
subset the relevant features under which the system trajectory
& is optimal, the kernel of the recovery matrix (for any
data segment) is at least one-dimensional. Moreover, when
there exist more than one combination of relevant features
among the given candidate features, which means there exists
another subset of relevant features or another independent
weight vector, then the rank condition (28) in Theorem 1 is
impossible to be fulfilled for the trajectory segment &,.;
regardless of the observation length [ and starting time ¢ (we
will also experimentally illustrate this in Section 5.1.2). This
also implies that though Assumption 1 is likely to be satisfied
by using a larger feature set that covers all possible features,
it may also lead to the non-uniqueness of relevant features.
On the other hand, if Assumption 1 fails to hold, that is,
the candidate feature set F does not contain a complete set
of relevant features, then, due to the rank non-decreasing
property in Lemma 2, the recovery matrix is more likely to
have rank H (t,1) = r 4+ n after increasing the observation
length. To sum up, Lemma 3 can be leveraged to investigate
whether the selection of candidate features is proper or not.
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Combining Lemma 2 and Lemma 3, we are able to show:
under Assumption 1, (i) if the rank of the recovery matrix is
less than r + n — 1, then increasing the observation length
l to include additional trajectory points may increase the
rank; and (ii) once the segment reaches rank H = r 4+ n —
1, additional observation data will not increase the rank of
the recovery matrix and the successful estimate of feature
weights can be found in the kernel of the recovery matrix. We
will experimentally demonstrate this later in Section 5.1.1
and Section 5.2.1. In Sections 5.1.2, we will further analyze
how additional observation data will change the rank of the
recovery matrix.

3.3 Relationship with Prior Work

We next discuss the relationship between the above recovery
matrix and existing IOC techniques (Keshavarz et al. 2011;
Puydupin-Jamin et al. 2012; Englert et al. 2017; Molloy
et al. 2018; Johnson et al. 2013; Molloy et al. 2016;
Johnson et al. 2013; Aghasadeghi and Bretl 2014). In those
methods, an observation of the system’s full trajectory & is
considered, for which a set of optimality equations, such
as the KKT conditions (Boyd and Vandenberghe 2004) or
Pontryagin’s. Minimum principle (Pontryagin et al. 1962),
is then established. As developed in (Englert et al. 2017,
Molloy etal.2018), based on optimality conditions, a general
form for using trajectory data to establish a linear constraint
on the unknown feature weights w can be summarized as

(35)

where M (€) is the coefficient matrix that depends on the
trajectory data €. An implicit requirement by those methods
is that the observed data & itself has to be optimal with
respect to the cost function, thus full trajectory data &q.1
is generally required (otherwise, incomplete data §;., ;, C &
itself in general does not optimize the cost function).

Conversely, through the recovery matrix developed in
this paper, any trajectory segment &§,.;,, C & poses a linear
constraint on w by

w

H(l) [At+l+1

:| = Hl(t, l)w + HQ(t, l))\t+l+1 =0.

(36)
Comparing (35) with (36), we have the following comments.

1) If we consider the segment §; ;,; = &,.7, i.e., given
the full trajectory &, then, due to Ar4; = O (assuming
the end-free optimal control setting), (36) becomes

H,(0,T)w = 0. 37)

Comparing (37) with (35) we immediately obtain

Hq(0,T)=M(&). (38)
Thus, the coefficient matrix M (£) that is commonly
used in existing IOC methods can be considered as a
special case of the recovery matrix when the available
data is the full trajectory, i.e., &;.;.; = &o.7-

2) However, as in (38), the coefficient matrix M (&) only
corresponds to the first term of the recovery matrix,
i.e., Hi(t,1). A key difference of the recovery matrix
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is its ability to handle any incomplete data &,.; ,, C &.
Since the incomplete data &, ,; itself may not be
optimal with respect to the objective function when
t+1 < T, the unseen future information thus must
be taken care of if one wants to successfully learn
the unknown weights w. As in (36), the recovery
matrix accounts for such unseen future information
via its second term H4(t,!) and the unknown costate
Atti+1- As we will demonstrate later in experiments
(Section 5.1.3), such a step to account for the unseen
future information can enable successful learning of
the cost function using a very small segment of the
full trajectory. Also importantly, as we have analyzed
in Section 3.1, such an advantage enables the recovery
matrix to solve the IOC problems for infinite-horizon
optimal control systems. We will also demonstrate this
in Section 5.1.4 with a numerical example.

3) In addition to the capability of dealing with incomplete
observation data, the recovery matrix can also provide
insights and computational efficiency for solving IOC
problems, as presented in Section 3.2. Such properties
and advantages, however, cannot be achieved using
the coefficient matrix M (£) in existing IOC methods
(Keshavarz et al. 2011; Puydupin-Jamin et al. 2012;
Englert et al. 2017; Molloy et al. 2018; Johnson
et al. 2013; Molloy et al. 2016; Johnson et al. 2013;
Aghasadeghi and Bretl 2014).

3.4

In practice, directly checking the rank of the recovery matrix
is challenging due to (i) data noise; (ii) near-optimality of
demonstrations, i.e., the observed trajectory slightly deviates
from the optimal one; and (iii) computational error. Thus,
one can use the following strategies to evaluate the rank of
the recovery matrix.

Implementation of Rank Evaluation

Normalization. When the observed data is of low magni-
tude, the recovery matrix may have the entries rather close
to zeros, which may affect the matrix rank evaluation due to
computing rounding error. Hence we perform a normaliza-
tion of the recovery matrix before verifying its rank,
— H(t,1)
t

H(t,1) =

G 39
@D, &9

where ||-|| - is the Frobenius norm and we only consider the

recovery matrix that is not a zero matrix. Then

rank H (t,1) = rank H (t,1). (40)

Rank Index. Since we are only interested in whether the

rank of the recovery matrix satisfies rank H (¢,l) = r +n —

1, instead of directly investigating the rank, we choose to

look at the singular values of H(t,l) by introducing the

following rank index

0, if H(t,1)) =0,

r(t1) = o olH(GD) @1
oo(H)/o1(H), otherwise.

The condition rank H (¢,1) = r +n — 1 is thus equivalent
to k(t,1) = +o0. However, due to data noise, x(t,[) = +oo
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usually cannot be reached and thus is a finite value (we
will demonstrate this in Section 5.2.4). We thus pre-set a
threshold v and verify

K(t 1) > v 42)
to decide whether rank H(¢,l) =r 4+ n — 1 is fulfilled or
not. Later in Section 5.2.4, we will show how observation
data and noise levels influence the rank index «(¢,[), and
how to accordingly choose a proper +.

4 Proposed IOC Approaches

Using the recovery matrix, in this section we develop the IOC
techniques using incomplete trajectory observations to learn
the cost function formulated in Section 2. Furthermore, we
will propose an incremental IOC algorithm by automatically
finding the minimal required observation length.

4.1 10C using Incomplete Trajectory

Observations

The following corollary states a method to use an observation
of the incomplete trajectory to achieve a successful estimate
of weights for given relevant features.

Corollary 1. IOC using Incomplete Trajectory Observations.
For the optimal control system in (1), given an incomplete
trajectory observation §,., ., C § and a relevant feature set
F = F*in (4), the recovery matrix H (t,1) is defined as in
Definition 1. If

rank H(t,l) =s+n—1, (43)
and a nonzero vector col {&w, A} € ker H (t,1) with & € R?,

then w is a successful estimate of w, i.e., there must exist a
non-zero constant c such that @ = cw.

Proof. Since Corollary 1 is a special case of Theorem 1, by
following a similar procedure as in proof of Theorem 1, we
can show that there must exist a costate A;_ ;| such that the
weight vector w in (3) jointly with A, ;| satisfy

H@ﬁ[yw }:0 (44)

tHI+1
Since the rank condition (43) holds, it follows that the nullity
of H(t,1) is one. Then for any non-zero vector col {&, A} €
ker H (t,1), there must exist a constant ¢ # 0 such that @ =
cw. w thus is a successful estimate of w, which completes
the proof

Remark Suppose that in Corollary 1, (43) is not satisfied.
According to Lemma 3, rank H (t,1) < s +n — 1 holds and
thus dimension of ker H (t,1) is at least two. This means that
another weight vector, independent of w, could be found in
ker H (t,1), and the current segment §,., ,; may be generated
by this different weight vector. In this case, true weights are
not distinguishable or recoverable with respect to &, ;. The
reason for this case can be insufficiently long observation
or low data informativeness, both of which may be remedied
by including additional data (i.e., increase 1) according to
Lemma 2 (we will illustrate this later in experiments).
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4.2 Incremental I0C Algorithm

Combining Theorem 1 and the properties of the recovery
matrix, one has the following conclusions: (i) as observations
of more data points may contribute to increasing the rank
of the recovery matrix (Lemma 2), which is however
bounded from above (Lemma 3), thus the minimal required
observation length [.,;;, that reaches the rank upper bound
can be found; (ii) from Lemmas 2 and 3, the minimal
required observation length can be found even if additional
irrelevant features exist; and (iii) from Lemma 1, the minimal
required observation length can be found efficiently. In sum,
we have the following incremental IOC approach.

Corollary 2. Incremental IOC Approach. Given candidate
features F satisfying Assumption 1, the recovery matrix
H (t,1), starting from t, is updated at each time step
with a new observed point &, ;1 = (], 1,u; ) via
Lemma 1. Then the minimal observation length that suffices
for a successful estimate of the feature weights is

Iiin(t) = min {{| rank H(t,1) = |F|+n—1}. (45)
For any nonzero vector col {w, 5\} € ker H (¢, lin(t)) with
@ € RV, & is a successful estimate of the weights for F
with the weights for irrelevant features being zeros.

Proof. Corollary 2 is a direct application of Theorem 1,
Lemma [, Lemma 2, and Lemma 3. H

From Corollary 2, we note that starting from time ¢, the
minimal required observation length I, (¢) to solve IOC
problems is the one satisfying (45). As we will show later in
experiments (Sections 5.1.2, 5.2.1, 5.2.2, and 5.2.3), Isin (%)
varies depending on the informativeness of data &;.,¢; and
the selected candidate features. Whatever influences liin (%),
one can always find a necessary lower bound of the minimal
required observation length due to the size of the recovery
matrix, H(t,1) € R™>(F1+1) and matrix rank properties,
that is,

loin(£) > [ (46)
where [-] is the ceiling operation. (46) implies that including
additional irrelevant features to F will require more data in
order to successfully solve IOC problems (as shown later in
Section 5.2.3).

In practice, directly applying Corollary 2 is challenging
in the presence of data noise, near-optimality of trajectory,
computing error, etc. Thus we adopt the following strategies
for implementation. First, (45) can be investigated based on
the rank index (41) by checking (42) (the choice of ~ will
be discussed later in Section 5.2.4). Second, the computation
of a successful estimate can be implemented by solving the
following constrained optimization

|Fl+n—1
m )

2
; (47)

(1.0 [ 5]

w = argmin
w,A

subject to
|7
o wi=1, (48)
i=1
where ||| denotes the I norm and H is the normalized
recovery matrix (see (39)). Here, to avoid trivial solutions,
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we add the constraint (48) to normalize the weight estimate
to have sum of one, as used in (Englert et al. 2017).

In sum, the implementation of the proposed incremental
IOC approach in corollary 2 is presented in Algorithm 1.
Algorithm 1 permits arbitrary observation starting time, and
the observation length is automatically found by checking
the rank condition using (41) and (42). The algorithm can be
viewed as an adaptive-observation-length I0C algorithm.

Algorithm 1: Incremental IOC Algorithm

Input: a candidate feature set F, a threshold ~;
Initial: Any observation starting time ¢;
Initialize =1, H (¢,1) with &,,,,1=(T}:11, Ult41)
via (31);
while H (t,1) not satisfying (42) do
Obtain subsequent data &, ., = (&}, 1, U} 1)
Update H (t,1) with §; ,;,, via (30);
I+ 1+1;
end
minimal required observation length: ,in (t) =1 ;
compute a successful estimate w via (47)-(48).

5 Numerical Experiments

We evaluate the proposed method on two systems. First, on a
linear quadratic regulator (LQR) system, we demonstrate the
rank properties of the recovery matrix, show its capability
of handling incomplete trajectory data by comparing with
the related IOC methods, and demonstrate its capability to
solve IOC for infinite-horizon LQR. Second, on a simulated
two-link robot arm, we evaluate the proposed techniques in
terms of observation noise, including irrelevant features, and
parameter settings. Throughout evaluations, we quantify the
accuracy of a weight estimate w by introducing the following
estimation error:

e — w]

e, = Inf |
[[w]]

Inf . (49)

where ||-|| denotes the 5 norm, @ is the weight estimate, and
w is the ground truth. Obviously, e, = 0 means that w is
a successful estimate of w. The source codes are available
at the following link: https://github.com/wanxinjin/
IOC-from—-Incomplete-Trajectory-Observations.

5.1 Evaluations on LQR Systems

Consider a finite-horizon free-end LQR system where the

dynamics is
-1 1
LTk4+1 =

T +
o 1| "

U, (50)

3

with initial &y = [2, —2]’, and quadratic cost function is

T
J= Z (2}, Q). + uj Ruy,),
k=0

61y}

with the time horizon 7" = 50. Here, @ and R are positive
definite matrices and assumed to have the structure

g O

Q:
0 @

, R=m (52)
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respectively. In the feature-weight form (3), the cost function
(51) corresponds to the feature vector ¢* = [z?, 22, u?]’ and
weights w = [q1, ¢2,7]’. We here set w = [0.1,0.3,0.6]’ to
generate the optimal trajectory of the LQR system, which is
plotted in Fig. 1. In IOC problems, we are given the features
¢*; the goal is to solve a successful estimate of w using the

optimal trajectory data in Fig. 1.

4
> —a-—n)
2 0 N
-2
_4 L L L L L
0 10 20 30 40 50
1 ; ‘
— ]
. /\/\/\/WW
_1 L L L L L
0 10 20 30 40 50
Time

Figure 1. The optimal trajectory of a LQR system (50)-(51)
using the weights w = [0.1,0.3, 0.6]’.

5.1.1 Minimal Required Observations for I0OC. Based
on the above LQR system, we here illustrate how the
recovery matrix can be used to check whether incomplete
trajectory data suffices for the minimal observation required
for a successful weight estimation. Given the features ¢* =
[2, 23, u?]’, we set the observation starting time ¢ = 0, and
incrementally increase the observation length [ from 1 to
horizon T" = 50. For each observation length [, we check the
rank of the recovery matrix H (0,1) and solve the weights
from the kernel of H(0,!) (the weights are normalized to
have sum of one). The results are plotted in Fig: 2.

rank H
oORrNW,A~OG

0.8 -
T e e i 1o
R J U PO —==w3...]
02l N\ f

2 ‘ ‘ ‘ ‘
0 10 20 30 40 50

Observation length { (with starting time ¢ = 0)

Figure 2. The rank of the recovery matrix and weight estimate
when the observation starts at ¢ = 0 and the observation length
[ increases from 1 to T". The upper panel shows the rank of the
recovery matrix H (0, 1) versus [; and the bottom panel shows
the corresponding weight estimate for each [. Note that the
given features are ¢* = [21, z3, ]’ and the ground truth
weights are w = [0.1,0.3,0.6]". For [ < 4, since the dimension
of the kernel of H(0,1) is at least 2 and thus H (0, )[@w,A]’ =0
has multiple solutions of [, A]’, we choose the solution & from
the kernel of H (0, 1) randomly.

As shown in the upper panel in Fig. 2, including additional
trajectory data points, i.e., increasing the observation length
[ (from 1), leads to an increase of the rank of the recovery
matrix. When | = 4 rank H (0, [) reaches to 4, which is the
rank upper bound n + r — 1 = 4, and then rank H(0,1) = 4
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for all [ > 4. This illustrates the properties of the recovery
matrix in Lemma 2 and Lemma 3. From the bottom panel in
Fig. 2, we see that when ! < 4, for which rank H (0,1) < 4,
the weight estimate @ is not a successful estimate of w.
When rank H (0,1) < 4, since the dimension of the kernel of
H (0,1) is at least 2 and thus H (0, )[w, A]" = 0 has multiple
solutions [@, A]’, we choose the solution & from the kernel of
H (0,1) randomly. After | > 4 when rank H(0,l) = 4, the
estimate converges to a successful estimate, thus indicating
the effectiveness of using the rank condition in (45) to check
whether an incomplete observation suffices for the minimal
required observation.

5.1.2 Recovery Matrix Rank for Additional Observations.
Based on the LQR system, we next show how additional
observations affect the rank of the recovery matrix. Here,
we vary the observation starting time ¢ and use different
candidate feature sets F, and for each case, we incrementally
increase the observation length from [ = 1 while checking
the rank of the recovery matrix until the rank reaches its
maximum. The results are presented in Fig. 3. For the first
three cases Fig. 3a-3c, we set the observation starting time at
t =5,t =28, and t = 30, respectively, and use a candidate
feature set F = {z%, 23, u?, u3}; for the fourth case in Fig.
3d, we set the observation starting time at ¢ = 5 and use a
candidate feature set F = {x?, 23 u?, 2u?}. Based on the
results, we have the following observations and comments.

I) From Fig. 3a, 3b, and 3c, we can see that additional
observation (i.e., increasing observation length [) increases
or maintains the rank of the recovery matrix, as stated in
Lemma 2, and that continuously increasing the observation
length will lead to the upper bound of the recovery matrix’s
rank, as stated in Lemma 3.

2) Comparing Fig. 3a with Fig. 3d, we see that although
the number of candidate features for both cases are the same,
i.e., |F| = r =4, their corresponding maximum ranks are
different: the case in Fig. 3a achieves maxrank H =5 =
r +n — 1 (which is the rank condition (28) for a successful
estimate), while in Fig. 3d the rank reaches maxrank H =
4 <r+mn— 1. This is because F = {z%, 23, u?,2u?} used
in Fig. 3d contains two dependent features, i.e., u? and 2u?,
thus multiple combinations of features, e.g., {z?, 23, u?} and
{23, 23, 2u?}, can be found in F to characterize the optimal
trajectory. Based on (34) in Lemma 3, rank H (¢,1) < 4 for
all ¢ and [ and the condition rank H (¢,]) =5=r+n—1
for a successful recovery will never be fulfilled.

3) Comparing Fig. 3b, Fig. 3¢ and Fig. 3a, we note that in
some cases additional observations will not increase the rank
of the recovery matrix, e.g., when the observation length is
1 =5,6,7,81in Fig. 3b and [ = 5,6 in Fig. 3c. This can be
explained using the following relations:

rank H (t,1 4+ 1)
(H o (t,1) Iﬁ(t,l)H I 0 1

=rank | g4/ of’ o' of

L Ouj, ox

ou*

T+ i 9T

(H\(t,) H(t,1)
= rank 3¢/ 6f'
L Ouiy, OQui,

> rank _Hl(t,l) Hg(t,l)} =rank H (t,(),
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Observation length I (t = 5)

Observation length I (¢ = 28)

(b) t=28, F = {z,23,u*, v’}

Observation length I (¢ = 30)

(€) t=30, F = {«}, 23,u% v}

Observation length I (t = 5)

(d) t=5, F = {af,23,v*, 2u*}

Figure 3. The rank of the recovery matrix versus the observation length [. For (a), (b), and (c), the observation starting time is at
t =5,t =28, and t = 30, respectively, and the given candidate feature set is 7 = {«1, 23, u?, u>}. For (d), the observation starting

time is at t = 5 and the given candidate feature set is F = {?, 23, u?, 2u*}. In (d)

, since F contains two dependent features: u>

and 2u?, thus multiple combinations of these features can be found in F to characterize the optimal trajectory, that is, {x3, 23, u®}
and {z?,z%, 2u*}, and the rank upper bound according to Lemma 3 is rank H (t,!) < 7 +n — 1 = 5 and cannot reach 5.

where the first two lines are directly from (30), and the
last two lines are due to det( 5= O ) = det(7'9) #0and
+1

matrix rank properties. The above equation says that the new
observation &, ;1 = (%}, ;41> %}, ,, ) is incorporated into
the recovery matrix H (¢,1) in the form of appending m row
08" _Of 1 o Rmx(r+n) (g the bottom of H (t,1).

ouy,, Ouy,,
If the new observed data point &, 1 = (T, 1, U} 1)
is non-informative, in other words, if the appended rows in
[{qu’ af
Ouiy, Suiy, . . .
then according to the matrix rank properties, one will have
rank H (t,[) = rank H(t,] + 1), thus the new data &, ,;
will not increase the rank of the recovery matrix. Otherwise,

. . ¢’ Oof'
if the appended rows in | ur, dur,
the row vectors in H (¢,1), that is, the new observed data
&1 :.(w;‘+l+17u2‘+l+1) is informative, then th.is new
&:. 11 will increase the rank of the recovery matrix, i.e.,

rank H (¢,1) < rank H(¢,1+ 1).

vectors |

| are dependent on the row vectors in H (¢,1),

| are independent of

5.1.3 Comparison with Prior Work. Here we demonstrate
how the recovery matrix is able to solve IOC problems using
incomplete observations. We will show this by comparing
with a recent inverse-KKT method developed in (Englert
etal. 2017). The idea of the inverse-KKT method is based on
the optimality equations similar to (35) using full trajectory
data £. As suggested by (Englert et al. 2017), the weights are
estimated by minimizing
min|| M (§)w|”, (53)

subject to ). w; = 1. Although the inverse-KKT method
(Englert et al. 2017) is developed based on full trajectory data
&, we here want to see its performance when only incomplete
data &,.,,, C & 1is given.

As analyzed in Section 3.3, the coefficient matrix M (&)
is a special case of the recovery matrix when &,
that is,

= EO:T’

M(§) (54)
Recall that this is because the LQR in (50)-(51) is a free-end
optimal control system, as analyzed in Section 3.1, Ay =
0. Given incomplete observation data §;.; . ; C &, comparing
the inverse-KKT method

= H,(0,T).

mlnHM({t i+l Jw[* st

Zw,—l

(55)
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with the proposed recovery matrix method
Z w; =1, (56)

can show us how the unseen future data influences learning
of the cost function.

For the LQR trajectory in Fig. 1, we use the feature set
F = {2%,23,u?}, set the observation starting time ¢ to be
0, 2, and 40, respectively, and for each observation starting
time ¢, we increase the observation length [ from 1 to the
end of the trajectory, i.e., t + [ = T. With each observation
&4:1.11» We solve the weight estimate using the inverse-KKT
method (55) and the proposed method (56) and evaluate the
estimation error e, in (49), respectively. Results are shown
in Fig. 4, based on which we have the following comments.

1) The inverse-KKT method is sensitive to the starting
time of the observation sequence. When the observation
starts from ¢t = O (Fig. 4a), the inverse-KKT method achieves
a successful estimate after observation length [ > 30; when
t = 2 (Fig. 4b) and ¢t = 40 (Fig. 4c) only when [ reaches
the end of trajectory, can the inverse-KKT method obtain the
successful estimate.

2) As we have analyzed in Section 3.3, the success of the
inverse-KKT method requires that the given data &, ,; itself
minimizes the cost function, which is only guaranteed when
the observation reaches the trajectory end, i.e., t +1="1T.
This explains the results in Fig. 4b and 4c. Given incomplete
&0 (E+1 < T), although the inverse-KKT method still
achieves a successful estimate in Fig. 4a, such performance is
not guaranteed and heavily relies on ‘informativeness’ of the
given incomplete data relative to unseen future information.
In Fig. 1, since the trajectory data at beginning phase is more
‘informative’ than the rest, the inverse-KKT method starting
from ¢ = 0 uses less data to converge (Fig. 4a) than starting
from ¢ = 2 (Fig. 4b).

3) In contrast, Fig. 4 shows the effectiveness of using the
recovery matrix to deal with incomplete observations. The
proposed method guarantees a successful estimate after a
much smaller observation length (e.g., around [ = 4 for all
three cases). This advantage is because the unseen future
information is accounted for by Hs(¢,[) in the recovery
matrix and the related unknown future variable A;y;11 is
jointly estimated in (56).

In sum, we make the following conclusions. First, existing
KKT-based methods generally require a full trajectory,
and cannot deal with incomplete trajectory data. Second,
the proposed recovery matrix method addresses this by

m1n||H1(t Dw + Hy(t,DA|* st
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Observation length [ (¢ = 40)

(c) Observation starting from ¢t = 40

Figure 4. Comparison between the inverse-KKT method (55) and proposed recovery matrix method (56) when given incomplete

trajectory observation £, ,. Different observation starting time ¢ is used: t = 0in (a), t = 2 in (b), and t = 40 in (c). For each case,
we increase the observation length [ from 1 to the end of the horizon, i.e., t + [ = T', and for each [, the estimation error e, for both
methods is evaluated, respectively. Note that the estimation error is defined in (49).

jointly accounting for unseen future information; and the
recovery matrix presents a systematic way to check whether
a trajectory segment is sufficient to recover the objective
function and if so, to solve it only using the segment data.
Third, existing KKT-based methods can be viewed as a
special case of the proposed recovery matrix method when
the segment data is the full trajectory.

5.1.4 IOC for Infinite-horizon LQR. We demonstrate the
ability of the proposed method to solve the IOC problem
for an infinite-horizon control system. We still use the LQR
system in (50)-(51) as an example, but here we set the time
horizon T = oo (other conditions and parameters remain
the same). The optimal trajectory in this case is a result of
feedback control ©w = Kz with a constant control gain K
solved by the algebraic Riccati equation (Bertsekas 1995).
For the above infinite-horizon LQR (with @ and R in (52)),
the control gain is solved as K = [—0.1472 — 0.1918].
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Observation length ! (with starting time ¢ = 8)

Figure 5. I0C results for infinite-horizon LQR system. The
observation starting time is ¢ = 8 and the observation length [
increases from [ = 1 to 25. The upper panel shows the rank of
the recovery matrix versus increasing [, and the bottom panel is
the corresponding weight estimate for each .

In IOC, suppose that we observe an arbitrary segment
from the infinite-horizon trajectory; here we use the segment
data within the time interval [t, ¢ + I] = [8, 33], namely, £5.55
with ¢ =8 and [ = 25. We set the candidate feature set
F = {2, 23,u*}. The 10C results using Algorithm 1 are
presented in Fig. 5. Here we fix the observation starting
time ¢t = 8 while increasing [ from 1 to the time interval
end 25. The upper panel of Fig. 5 shows rank H (8, 1) versus
increasing observation length [, and the bottom panel shows
the weight estimate w of each [ solved from the kernel of the
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recovery matrix H (8,1). As shown in the upper panel, with
the observation length [ increasing, rank H (8,1) quickly
reaches the upper bound rank r +n — 1 =4 after [ > 4,
indicting the successful estimate of the weights as shown in
the bottom panel. The results demonstrate the ability of the
proposed method to solve IOC problems for infinite-horizon
optimal control systems.

5.2 Evaluation on a Two-link Robot Arm

Figure 6. Two-link robot arm with coordinate definitions

To evaluate the proposed method on a non-linear plant, we
use a two-link robot arm system, as shown in Fig. 6. The
dynamics of the two-link arm (Spong and Vidyasagar 2008,
p- 209) moving in the vertical plane is

M(6)8+C(6,0)0 +g(0) =T, (57)
where 0 = [0, 0] € R? is the joint angle vector; M () €
R2%2 is the positive-definite inertia matrix; C(8, §) € R?*2
is the Coriolis matrix; g(6) € R? is the gravity vector; and
T = [11, 72" € R? are the input torques applied to each joint.
The parameters of the two-link robot arm in Fig. 6 are as
follows. The mass of each link is m; = 1kg, mo = 1kg; the
length of each link is [; = 1m, ls = 1m; the distance from
the joint to the center of mass for each link is 1 = 0.5m,
ro = 0.5m; and the moment of inertia with respect to the
center of mass for each link is I; = 0.5kgm?, I, = 0.5kgm?.
From (57), we have

6=M(0)'(-C(0,0)0 —g(0)+T),  (58)

which can be further expressed in state-space representation

T = f(z,u), (59)
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with the system state and input defined as

uz[n TQ}', (60)

respectively. We consider the following finite-horizon fixed-
end optimal control for the above robot arm system:

x:[é)l 6, 6, 9'2}',

min
1.7

T
> w (@, ur),
k=0

S.t. Tyl = T + Af(azk, 'u,k), (61)

Lo = Tstart,

Tr41 = mgoala
where A = 0.01s is the discretization interval. In (61), we
specify the initial state Ty, = [0,0,0,0]’, goal state &goa =
[5,—%5,0,0]', the time horizon 7" = 100, and the feature
vector and the corresponding weights

’ !
¢ =[2 B nn| w=[06 03 01], ©

respectively. We solve the above optimal control system (61)
using the CasADi software (Andersson et al. 2019) and plot
the resulting trajectory in Fig. 7.

Time

Figure 7. The optimal trajectory of the two-link robot arm
optimal control system (61) with the cost function (62).

5.2.1 Minimal Required Observations for IOC. Based on
the above robot arm system, we first show the use of the
recovery matrix to check whether an incomplete trajectory
observation suffices for the minimal observation required
for successful IOC. As an example, in Fig. 7, we set the
observation starting time at ¢ = 50. While increasing the
observation length [ from 1, we check the rank of H (50, 1),
solve the weight estimate w from the kernel of H (50, 1), and
evaluate the estimation error e, in (49) for w. This process
is repeated for three different candidate feature sets: F =
{7_123 7_223 e}, F = {T127 7—227 T1T2, Tfa Tg’ 7—127_2}7 and F =
{72, 72, T1Te, T3, T3, 174, 1, To, Ti T2, TET4 }, Tespectively.
The results are shown in Fig. 8.

Results in the upper panel of Fig. 8 show that additional
observations increase the rank of the recovery matrix. Once
the additional observations lead to the upper-bound rank
of the recovery matrix, i.e., |F| + n — 1, the corresponding
length is the minimal observation length [,,;,, (¢) required for
a successful weight estimate, as shown in the corresponding
bottom panel in Fig. 8. Moreover, including additional
irrelevant features in F will lead to the increased minimal
required observation length I,,;, (¢), as implied by (46). This
will be discussed later in Section 5.2.3.
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Figure 8. The rank of the recovery matrix and corresponding
estimation error e, under different observation length [ and
different candidate feature sets. The upper panel shows the
rank of the recovery matrix versus [, and the bottom panel
shows the estimation error e, for each . Three feature sets,
F={m, 7, nn}l, F= {13 nm,,m, m}, and

F = {1, 73, 1112, T, 75, 173, T, T4, TiT2, TL TS }, @re used,
respectively, and the corresponding results are plotted in
different lines. Note that when rank H (50,1) < |F| +n — 1,
since the dimension of the kernel of H (50, 1) is at least 2, we
thus choose w from the kernel of H (50, 1) randomly.

5.2.2 Observation Noise. We test the proposed incremen-
tal IOC approach (Algorithm 1) under different data noise
levels. We add to the trajectory in Fig. 7 Gaussian noise of
different levels that are characterized by different standard
deviations from ¢ = 107° to ¢ = 10~ '. In Algorithm 1, we
use F = {72,742, 7172} and set v = 45 (the choice of v will
be discussed later in Section 5.2.4).

We set the observation starting time ¢ at all time instants
except for those near the trajectory end which can not provide
sufficient subsequent observation length. As an example, we
present the experimental results for the case of noise level
o = 1072 in Fig 9. Here, the upper panel shows the minimal
required observation length i, (¢) automatically found for
each observation starting time ¢, and the bottom shows the
corresponding weight estimate using the minimal required
observation data §;., ;. . (y)-

—_—

—- i

<3 04r —--@s ]

0.2F

O0 10 20 30 40 50 60
Different observation starting time t
Figure 9. 10C by automatically finding the minimal required
observation under noise level o = 1072, The x-axis is the
different observation starting time ¢. The upper panel shows the
automatically-found minimal required observation length lmin (¢)

at different ¢, and the bottom panel shows the corresponding
estimate @ via (47). Note that ground truth w = [0.6,0.3,0.1]".

From Fig. 9, we see that the automatically-found minimal
required observation length [, (¢) varies depending on
the observation starting time ¢. This can be interpreted by
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noting that the trajectory data in Fig. 7 in different intervals
has different informativeness to reflect the cost function.
For example, according to Fig. 9, we can postulate that
the beginning and final portions of the trajectory data are
more ‘data-informative’ than other portions, thus needing
smaller i, (t) to achieve the successful estimate. This can
be understood if we consider that the beginning and final
portions of the trajectory in Fig. 7 has richer patterns such
as curvatures than the middle which are more smooth. Using
the recovery matrix, the data informativeness about the cost
function is quantitatively indicated by the recovery matrix’s
rank. Even under observation noise, the proposed method
can adaptively find the sufficient observation length size such
that the data is informative enough to guarantee a successful
estimate of the weights, as shown by both upper and bottom
panels in Fig. 9.

Table 1. Results of incremental IOC (Algorithm 1,
~ = 45) under different noise levels.

Noise level o Averaged lmin /T (%) T Averaged e,

o=10"° 8% 43 x107*
o=10"" 8.1% 4.0x 1073
o=10"3 12.61% 8.1x 1073
oc=10"2 33.8% 8.5 x 1073
o=10"1 70.0% 71x 1073

" The average is calculated based on all successful esti-
mations over all observation cases (varying observation
starting time).

We summarize all results under different noise levels in
Table 1. Here the minimal required observation length is
presented in percentage with respect to the total horizon 7T'.
According to Table I, under a fixed rank index threshold
(here v = 45), we can see that high noise levels, on average,
will lead to larger minimal required observation length, but
the estimation error is not influenced too much. This is
because the increased observation length can compensate
for the uncertainty induced by data noise and finally
produces a ‘neutralized’ estimate. Hence, the results prove
the robustness of the proposed incremental IOC algorithm
against the small observation noise. We will later show how
to further improve the accuracy by adjusting .

5.2.3 Presence of Irrelevant Features. We here assume
that exact knowledge of relevant features is not available, and
we evaluate the performance of Algorithm 1 given a feature
set including irrelevant features. We add all observation data
with Gaussian noise of o = 1072, In Algorithm 1, we set
v = 45 and construct a feature set F based on the following
candidate features

2 2 3 .3 2 2
{11, 79, T1T2, Ti, T, T1T, Ti T2,

4 4 _3 3 2 2
Ty, Tay TiT2, TiTy, TiTy ). (63)

Algorithm 1 is applied the same way as in the previous
experiment: by starting the observation at all time instants
except for those near the trajectory end. We provide different
candidate feature sets in the first column in Table 2, and
for each case we compute the average of the minimal
required observation length and the average of estimation
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error in (49). The results are summarized in second and third
columns in Table 2.

Table 2. Results of incremental IOC (Algorithm 1, v = 45) with
different given feature sets.

Candidate feature set 7  Averaged lmin /7" Averaged e’

{rE, 73, 112} 12.18% 4.2 %1073
2 2 3 3 —
{ri, 73, 172, 1,75 } 14.7% 9.7 x 1073

2 2 3 3
T T T1T2, T1, T _
{1’22’2 R 25.69% 8.7 x 1073
TITy, TiT2}

2 2 3 3
T T T1T2, T1, T _
{1’22’2 b2 35.97% 8.6 x 1073
T1T2, 7'17'2>7'177'2}

2 2 3 3
{7'17 T2, T1T2, T1,T2,

2 2 4 4 —

TITS, TiT2,T1, T2, 45.53% 9.1x 1073

3 3 2 2
T172, T1T2, 717'2}

" The average is calculated based on all successful estimations
over all observation cases (varying observation starting time).

Table 2 indicates that on average, the minimal required
observation length increases as additional irrelevant features
are included to the feature set F. This can be understood
if we consider (45) and the rank non-decreasing property in
Lemma 2: when a certain number of irrelevant features are
added, the rank required for successful estimate will increase
by the same amount, thus needing additional trajectory data
points. Due to increased observation length, the estimation
accuracy is not much influenced by the additional irrelevant
features. Thus we conclude that the proposed incremental
IOC algorithm applies to the presence of irrelevant features.

5.2.4 Parameter Setting. We now discuss how to choose
the rank threshold v in Algorithm 1. Since in Algorithm 1
the rank index (41) for the recovery matrix is used to find
the minimal required observation length, we first investigate
how the rank index (¢, 1) changes as the observation length
l increases. We use the trajectory data in Fig. 7 with
added Gaussian noise of o = 1073, 0 = 2 x 1072, and 0 =
1072, respectively. The candidate features set here is F =
{72,735, 172 }. We fix the observation start time ¢ = 0 and
increase the observation length [ from 1 to 7T". The rank index
k(t = 0,1) for different [ is shown in Fig. 10.

4000 F B -
——noise of ¢ = 107"
| |===noise of 0 =2 x 1072
= 30007 |..... noise of o = 1072
= 2000t |
'Y Y
1000 ’—,’, |
0 A T T Tirreetesmrrnanarannunnaguenerttt Tt
0 20 40 60 80 100

Observation length [ (with starting time ¢ = 0)

Figure 10. The rank index (0,1) in (41) versus different
observation length [ under different noise levels.

From Fig. 10, we can see that although (¢, ) has different
scales at different noise levels, it in general increases as the
observation length [ increases. This can be understood if we
compare the above results to (¢, [) in noise-free cases: when
there is no data noise, according to Lemma 2 and 3, as [
increases, x(t,!) will first remain zero when ! < [y, then
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increase to infinity after [ > l,;,. In noisy settings, (t,1)
however will increase to a large finite value. From the plot,
we can postulate that in practice choosing a larger threshold
~ will lead to a larger minimal required observation length
I min» thus more data points will be included into the recovery
matrix to compute the estimate of the weights, which may
finally improve the estimation accuracy (similar to results in
Table 1). In what follows, we will verify this postulation by
showing how ~ affects the performance of Algorithm 1.

[

Averaged [y /T
o
(6]

0 ‘ ‘ ‘
0 500 1000 1500 2000
J 0.02F
el
[}
20
£ 0.01F
[
=3
<
0
0 500 1000 1500 2000
v

Figure 11. Averaged lmin (Upper panel) and averaged
estimation error e, (bottom panel) for different choices of ~.

We add Gaussian noise o = 1072 to the trajectory data in
Fig. 7, and apply Algorithm 1 by starting the observation at
all possible time steps, as performed in previous experiments.
We vary v to show its influence on the average of the minimal
required observation length [,,;, and the average of the
estimation error e,,. The results are shown in Fig. 11, from
which we can observe that first, a larger + will lead to larger
minimal required observation length; and second, due to the
increased minimal required observation, the corresponding
estimation accuracy is improved because data noise or other
error sources can be compensated by additional observation
data. These facts thus prove our previous postulation based
on Fig. 10. Moreover, Fig. 11 also shows as 7.-exceeds a
certain value, e.g., 200, continuously increasing vy will not
improve the recovery accuracy significantly. This suggests
that the choice of v is not sensitive to the performance if v
is large. Therefore, in practice it is possible to find a proper
~ without much manual effort such that both the estimation
accuracy and computational cost are balanced.

6 Conclusions

This article considers the problem of learning an objective
function from an observation of an incomplete trajectory. To
achieve this goal, we develop the recovery matrix, which
establishes a relationship between trajectory segment data
and the unknown weights of given candidate features. The
rank of the recovery matrix indicates whether an incomplete
trajectory observation is sufficient for obtaining a successful
estimate of the weights. By investigating the properties of
the recovery matrix, we further demonstrate that additional
observations may increase the rank of the recovery matrix,
thus contributing to enabling the successful estimation, and
that the IOC can be processed incrementally. Based on the
recovery matrix, a method for using incomplete trajectory
observations to estimate the weights of specified features is
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established, and an incremental IOC algorithm is developed
by automatically finding the minimal required observation.
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A Proof of Lemma 1

Consider the recovery matrix H (¢,1) for the trajectory seg-
ment &, ., = ()., ., u;,,;), With ¢ being the observation
starting time and [ being the observation length. When a
subsequent point &, ;1 = (%}, 1,1, U}1441) is Observed,
from Definition 1, the updated recovery matrix is H (¢,1 +
1) =[H1(t, 1+ 1), Ha(t,1 + 1)], where

H(t,l+1)=F,(t,l + )F*(t,1 + 1)®,(t,1 + 1)
+®,(t,1+1), (64)

and

Hy(t, 14+ 1) = F,(t,l + 1)F, ' (t,l + 1)V (t,] + 1).
(65)
Here F,(t,l+ 1), F,(t,l + 1), ®,(¢t, 1+ 1), ®,(¢,1+ 1),
and V' (¢t,1 4 1), defined in (9)-(13), are updated as follow:

(®,(.1)
P, (ta [+ 1) — o9’ ) (66a)
au:_H
®,.(t,1)
P, (t,1+1) = oe' , (66b)
0xdy 141
F,(t,1) 0
Fu<t, I+ 1) = 0 af’ 5 (66C)
L dugy,
- -1
- F.(t,l) =V(tl)
F 't +1) = ’ ’
Sy =00 T
(FoU(t0) FrU(LDV(t1
— I(?) I(?)(7)7(66d)
0 1
respectively. Here (66d) is based on the fact
A Bl [AT'4+A'BK'CATY —AT'BK!
C D —~-K~tcA™! K-t

with K = D — CA~! B being the Schur complement of the
above block matrix with respect to A. Combining (66a)-
(66d), we have

H(t,l+1)=F,(t,l + )F*(t,1 + 1)®,(t,1 + 1)

+ &, (t, 1+ 1)
F (t,)F (t,)®,(t,1) + ®,(t,1)
pr— af/ 8¢’ 8¢’
Ouyy, 9wy, Oug,
-1 ¢’
N F, (t,)F,; (t,)V(t,1) e |
0
(67)
Combining with (7)-(8), the above (67) becomes
H(t,0) + Ho(t,1) 522 —
Hq(tl+1)= of  0¢' a¢>t’+l+l (68)
Ouypy, dmy Ougy,



16

Journal Title XX(X)

Considering (66a)-(66d), we have

Hy(t,14+1) = F (t,l + )F*(t,l + 1)V (t, 1+ 1)
[ -1 af’
Fu(t,DF (6 DV (D) g —
= of' of'

A =
Ouyy, Omy .y

- of
B H(t, l)iawfﬂﬂ
= af  of

| Quiy, 9=l

(69)

Finally joining (68) and (69) and writing them in the matrix
form lead to (30).

When [ = 1, thatis, &,., | = (2., 1, U}, ) is available,
we have F(t,1) =1, F,(t,1) = 2L ®,(t,1) = 2L

T dup’ Toozpy
P,(t,1) = 332’ and V(t,1) = aiﬁfﬂ. According to the

definition of recovery matrix in (6)-(8), we thus obtain (31).
This completes the proof. ll

B Proof of Lemma 2

From Lemma 1, we have

rank H (¢,1 4+ 1)

Hq(t,1) Hs(t,1) I 0
= rank o’ of o’ af’ .
a“:-u a“:-u 3mf+z+1 am:+l+l
(70)
If det( Bm?f ) # 0, the last block matrix in (70) is non-
tHI+41
singular. Consequently
H,(t,]) Hs(t,1)
rank H(t,1 4+ 1) =rank | 54 af’
Ouyy, dufy,

Y

rank [Hl(t, ) Hsl(t, l)}
rank H (¢,1).

(71)

Note that both (70) and the inequality (71) are independent
of the choice of ¢. This completes the proof. ll

C Proof of Lemma 3

We first prove (33). Without losing generality, we consider
the feature set in (14). For any trajectory segment §;.;, ,; C &,
from (27), we have known that there exists a costate A/ ;
such that

w
=0

H(t,1) [ x (72)

t+1+1

holds, where @ # 0 is defined in (16). Thus, the nullity of
H (t,1) is at least one, which means

rank H(t,1) <r+n—1.

__ We then prove (34). When another relevant feature subset
F exists in F with associated weight vector w, we can
similarly construct a weight vector w corresponding to col &
as in (16); that is, the weights in w that correspond to F
are from w and otherwise zeros. Then following the similar
derivations as from (17) to (27), we can obtain that there
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exists )U\,H_H_l € R"™ such that

Ht) [ @ ]o.

t+14+1

(73)

Since F # F* or @ # ciw implies w # cow (¢ and ¢y are
some nonzero scalars), based on (72) and (73), it follows that
the nullity of H (¢,1) is at least two, i.e.,

rank H (t,1) <r+mn—2.

This completes the proof. B
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