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ABSTRACT Dispatch of battery storage systems for stationary grid applications is a topic of increasing
interest: due to the volatility of power system’s energy supply relying on variable renewable energy sources,
one foresees a rising demand and market potential for both short- and long-term fluctuation smoothing via
energy storage. While the potential revenue attainable via arbitrage trading may yet surpass the steadily
declining cost of lithium-ion battery storage systems, profitability will be constrained directly by the limited
lifetime of the battery system and lowered by dissipation losses of both battery and power electronic
components. In this study, we present a novel three-dimensional mixed-integer program formulation allowing
to model power, state of charge (SOC), and temperature dependence of battery dynamics simultaneously in
a three dimensional space leveraging binary counting and union-jack triangulation. The inclusion of a state-
of-the-art electro-thermal degradation model with its dependence on most influential physical parameters to
the arbitrage revenue optimization allows to extend the battery lifetime by 2.2 years (or 40%) over a base
scenario. By doing a profitability estimation over the battery’s lifetime and using 2018 historical intraday
market trading prices, we have shown that profitability of the system increases by 11.14% via introducing
SOC awareness and another significant 12.64% via introducing thermal sensitivity, resulting in a total
25.19% increase over the base case optimization formulation. Lastly, through the open source publication of
the optimization routines described herein, an adaption and development of the code to individual needs is
facilitated.

INDEX TERMS Temperature effects on battery aging, energy arbitrage markets, optimization, mixed-integer
linear-programming in three dimensions, piece-wise affine approximation, utility-scale storage, open-source
code, lithium-ion.

ACRONYMS
AC alternating current

BESS battery energy storage system
BMS  battery management system
DOD  depth of discharge

EOL  end of life

FEC full equivalent cycle

IDM  intraday market

LFP lithium-iron-phosphate

MILP mixed integer linear program(ming)
MPC  model predictive control

PWA  piecewise affine

RES renewable energy source

SOC  state of charge

SOH  state of health
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I. INTRODUCTION

Day by day, power generation of volatile renewable energy
sources (RESs) like wind and solar power generation is
becoming more important, with an increasing demand for
a sustainable grid infrastructure. However, their intermit-
tent nature causes an imbalance in generation and con-
sumption that is difficult to compensate for, via traditional
generation units. Although deploying additional generation
and extended grid infrastructure may be a remedy in some
cases, a market-oriented approach will involve the con-
sumers’ awareness to curb their power demand by incen-
tivizing them via dynamic electricity pricing. Consequently,
in those countries allowing varying electricity prices and
liberalized energy markets, the opportunity of energy arbi-
trage trading via deployment and operation of energy stor-
age systems emerges [1]. To monetize price fluctuations,
batteries stand out as a promising candidate among other
energy storage technologies, due to their fast response,
high efficiency, and declining investment costs. However,
despite their rapidly declining prices and improving capa-
bilities, battery energy storage systems (BESSs) are yet to
be economically feasible in most applications [2]. Thus,
their optimized operation plays a major role in reducing
their cost.

The importance of battery degradation and power elec-
tronic losses is already emphasized in the literature [3]-[6].
However, there still is a gap between advances in grid con-
nected battery system models and the respective optimization
procedures. In this study, we focus on including detailed
battery costs in the optimization algorithm and build a so-
called an aging-aware battery management system (BMS)
that helps to assess and optimize economic profitability more
accurately. Although different battery dispatch optimization
formulations are used in the literature [7]-[9], the effects of
battery temperature are typically not fully included. However,
as discussed in [10], temperature plays an important role in
battery characteristics such as cell resistance, entropy, hys-
teresis voltage and self-discharge. It is also known that battery
aging is massively affected by the cell temperature [11], [12].
Therefore, a suitable temperature model is essential to capture
battery degradation accurately. For this reason, we propose an
optimization procedure considering a detailed BESS model
covering both thermal dynamics as well as state of charge
(SOC) effects.

In this study, among different type of lithium-ion batteries,
we confine our parametrization to a state-of-the-art lithium-
iron-phosphate (LFP) cathode type since its cost/aging char-
acteristics are balanced [13] and their suitability for heavy
cycling grid applications has been proven [14]. For perfor-
mance estimations, we rely on an equivalent circuit model
allowing us to model the battery electrical states accu-
rately [10], [15], as in the open-source BESS simulation
tool, SimSES [16]. For aging estimation, we use the holistic
model given in [12], which is parameterized for the LFP
chemistry.
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Il. RELATED WORK

Power grids with increasing shares of distributed and variable
RESs do not only demand for new measures of stability
but do also favor volatility of energy trading markets [17],
[18]. While battery storage is technically suitable to serve a
number of different applications including grid stabilization
and energy arbitrage market participation, the challenges in
operational control may differ vastly. As has been under-
lined in a detailed review by Weitzel et al. [19], usage-
related and sophisticated storage system and market models
are required to estimate the dispatch behavior and economic
revenue potential of a storage system. Such models are typi-
cally highly non-linear and require advanced heuristic, meta-
heuristic or decomposition-based modeling techniques. For
profit-optimized system control with consideration of vari-
able costs, Schimpe et al. introduced the metric marginal
costs which calculated the costs for energy losses and battery
degradation occurring under operation of battery systems
[20]. In the subsequent work by Hesse et al., the cost metric
was implemented in battery system control through mixed
integer linear programming (MILP) formulation [7]. The
implementation showed MILP as a stable real-time control
technique for battery systems with variable price signals.
Therefore, MILP appears to be a suitable approach for the
problem formulated within the exact solution approaches, for
a more detailed discussion on the individual advantages and
shortcomings, the reader is referred to the original paper by
Hesse et al. [7].

In other studies, Reniers et al. compared different modeling
approaches for optimized control of battery systems [21].
Fortenbacher et al. considered optimized operation, however
without covering thermal aspects during operation [2]. Arcos
et al. used MILP to evaluate system control however used
constant efficiency values to model energy losses [1].

Regarding the calculation of costs related to the battery
aging, modeling of battery degradation was extensively cov-
ered by Naumann et al. for calendar and cycle aging of LFP-C
cells [14], [22]. Schimpe et al. described a model for LFP-C
cells with a focus on temperature dependency of cycle aging
[12], [23], [24], which is used in this study.

Yilmaz et al. [25] used model predictive control and MILP
in combination to tackle the battery dispatch problem in a
microgrid. Yet, they have only considered cycling-induced
aging via a generic method considering remaining number
of cycles. Metz et al. in [26] explored the arbitrage oppor-
tunity for 15- and 60-minutes intraday markets in Germany.
They restricted BESS response to small price variations by
involving an aging related term in the cost function. However,
constant aging coefficients were used to calculate calendar
and cycle aging and only the dominant aging factor was
considered. The study by Jafari et al. in [27] used a battery
degradation model for NMC type batteries, built upon the
study by Sakti ef al. in [28]. The effect of representing battery
degradation in off-shore wind energy storage systems was
investigated. Although they mention the effect of temperature
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and SOC on battery degradation, they do not include tempera-
ture effects in the optimization. Moreover, they use a depth of
discharge (DOD) based cycle aging representation, whereas
we propose a holistic approach with a focus on representation
of temperature effects.

Lastly, modeling high-dimensional MILP problems still
constitutes a part of the literature that is not deeply explored.
The most prominent work is the systematic approach pro-
posed by Misener et al. [29]. However, their study does not
take the state-of-the-art logarithmic formulations in [30], [31]
into account.

A. CONTRIBUTION STATEMENT

In this study, we create an optimization procedure that is able
to take varying SOC and temperature effects into account via
an efficient formulation for the constructed three-dimensional
MILP problem by extending two-dimensional union-jack
triangulation and logarithmic formulations demonstrated in
[30], [31] into three-dimensional space. Specifically:

¢ A novel mixed-integer linear program formulation to
encapsulate the detailed aging model is presented.

« To the best of our knowledge, thermal aspects and their
impact on battery aging are included in an optimization
for the energy arbitrage context for the first time.

« By detailed modeling of battery dynamics and power
electronics as well as thermal dynamics, impact of
different operational strategies on SOH evolution and
energy losses is assessed and profitability expectation
over the battery lifetime is provided.

o The paper is accompanied by the open-source code to
enable practitioners to adapt the proposed methodology
into their system. !

lll. METHODOLOGY

With the overall system schematic given in Fig. 1, this section
provides the methodology followed for BESS modeling and
optimization problem formulation.

A. BATTERY MODELING

BESSs consist of many individual electrochemical units
called cells that are connected in series and/or parallel fashion
[32]. For simplicity, the modeling approach used in this study
is based on single cell variables where these variables are
scaled up to the system level linearly thanks to the negligible
inhomogeneities between battery packs, given the battery cell
chosen in this work [33]. In Fig. 1, the basic equivalent model
of a cell is given with an illustration of the BESS schematic.
Here, Uocy and Ut represent the open-circuit voltage and
terminal voltage of the cell respectively, and the difference
between these two voltages is denoted by AU. Then, AU can
be expanded as in (1) [10].

AU = Ur — Uocy = Ieenn - Ri(SOC, T)
+sgn(leen) - Unys(SOC) (1)

IThe link for the open-source code for this study can be found at
www.SimSES.org along with other useful toolboxes.
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where Iceq1, R;, Unys are the cell current, internal resistance and
hysteresis voltage respectively. sgn(/e)1) is the sign function
which outputs —1 for negative values of I (discharging)
and +1 for positive values (charging). The cell power dissi-
pation is calculated by (2) [10], [34].

dUocv

chll = Icell (AU +T-

T=T,t(SOC )) @

where dUocvy/dT is the entropy in V/K, and T is the tem-
perature in Kelvin. Numerical values for entropy, hysteresis
voltage, and internal resistances are obtained by experimental
measurements and can be found in [10]. Matching the specific
battery cell characteristics, the SOC is chosen as (3), self-
discharge is neglected, and the coulombic efficiency is set to
1 [35].
! Leen(t
SOC (1) ~ / L()dr 3)
0 Chom - SOH(7)

Here, Cpom is the nominal capacity of the cell in Ah and C; is
the C-rate of the battery [7].
dt @)

t
d
FEC(t) = 0.5 x / —S0C(7)
0 drt

N Py, !
~ 0.5 x ———dt ~ 0.5 x Ci(t)dt (5)
0 Enom 0

Qan is charge throughput given by (6).

t
Oan(t) = /0 een()ldt Q)

For more information on battery modeling, the reader is
referred to [32], [36].

B. OPTIMIZATION PROBLEM FORMULATION
In this section, we present the novel three-dimensional MILP
based optimization method. Equations are constructed in a
discrete manner and model with a prediction horizon of Ny
is built. Unless otherwise specified, n denotes time step and
Vn € I[1.n,)- Here, n = 0 is reserved for initial conditions of
the system states which have N, + 1 elements with indices
ranging from O to Ny. Variables with + and — superscripts
denote charging and discharging respectively (e.g., IC“;” is
charging current and is equal to /..;; when charging and zero
when discharging).

First, the model is defined via battery system power (at the
battery pack terminals) Py,. Then, the battery power is linked
with the AC-side power Pac via (7)—(8).

Pac(n) = Py(n) + Lac(n) @)
—PR& < Pac(n) < PR ¥

where Pac and Lac are AC-side power and inverter losses,
respectively. The AC-side power Pac is limited by the maxi-
mum power of the inverter PX&* and Lac is given in Fig. 4
with its approximation is explained in Section III-E. AC-
side power is distributed to all inverters with their respective

battery racks evenly.
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FIGURE 1. Schematic of a containerized utility-scale battery energy storage system consisting of multiple battery cells and AC/DC inverters for grid

connection. Fan output air temperature is constant at 7,;, = 18° C.

After denoting the system-scale variables, cell variables are
given in following equations.
Py(n)
Peen(n) = )

Ncell/block * Mblock/module * module/rack * Mrack

where P is the cell power and neensblocks Mblock/modules
Mmodule/rack»> Mrack denote the number of cells per block, blocks
per module, modules per rack and racks in the system respec-
tively. Then, the energy stored in the battery is given in (10)—
(13) [13].

Coat(0) = 0 (10)
Coat(n) = Cpar(n — 1) + Leen(m)At (11)
0 < Cpat(n) < Cax(n) (12)

Cmax(n) = SOH(t) - Chom - (SOCrmax — SOCrin)  (13)

Here, Cphoy € R™*D denotes usable battery capacity
that is constrained by a diminishing upper limit Cy,x. This
representation is leveraged instead of SOC representation in
[13] to make it easier to capture capacity loss effects as in
[37]. Then the SOC can be retrieved by (14).

SOC(n) = SOCnin + Coat(n)/(Coom - SOH (1)) (14)

Lastly, C-rate is limited using (15) where C/f, ..., C

-max? r-max
denote charging and discharging C-rate limits respectively.

_C Leen(n) <C*t

iy < ————————— 15
rmax = C TUSOH () — o Tmax 15)
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Here, Iy is found by approximation as further described in
Section III-F.

C. BATTERY AGING MODELING

The capacity of LFP batteries fades mainly due to the mecha-
nisms such as lithium plating and growth of a solid electrolyte
interphase layer [13]. A comprehensive discussion on the
physical processes and definitions of aging factors can be
found in [12] which also provides experimentally confirmed
values for the fitted parameters. As mentioned, a holistic
approach including calendar and cycle aging simultaneously
is preferred for aging modeling. Considering the complete
aging equation first presented in [12]:

Quoss(1) = keal(T, SOOIt + keyenigh T(T)y/ Qan(t)
+ kcyc,low (T, I(;:;ll) QKh ()
+ keye jow T, high soc (T, 1.5 O %, () (16)

where kcal, kcyc,high T, kcyc,low T and kcyc,low T, high SOC are dif-
ferent aging factors that correspond to calendar aging and
cycle aging at high temperature, low temperature and both
low temperature and high SOC respectively.

After giving (16), it must be said that it is a cumulative
function designed to work with constant factors; hence, it can-
not be used directly [12]. Therefore, it should be converted
to a rate-based equation as indicated by Thomas et al. [38],
[39]. To avoid burden of refitting for obtaining rate-based
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FIGURE 2. Lifetime expectation (fzg,, solution of (17) for end-of-life conditions) considering both calendar and cycle aging for
different configurations of cell power, SOC and cell temperature. Values beyond 20 years are not shown in the figure.

equations, we follow a similar yet easier approach. To do so,
we modify (16) slightly. Considering that (16) is used with
constant operating conditions, (6) can be approximated as
Oan(t) ~ |Ieen| - t (and QX (1) ~ I, - 1). Therefore, (16)
becomes

Otoss(1) & keal(T', SOOI + keyenigh T(T)Y/ cen| v/t
+keyetow T(T, Loy Tty v
+ keyeJow T, high soc(T, 1.5 - Ih, - ¢
= (Kea(T. SOC) + keycnign 7T/ el

+ keye low T(T I:e_ll)\/ I:gll) Wi

+ (kcyc,low T, high soc(T, Ic—g]]) ' Ig;]]) -t (17)

In terms of /f, t > 0, (17) can be solved as
a quadratic equation. For a particular configuration of
(T, SOC, Icen1, Oross), the equation can be solved for f.
By substituting Qjoss With its maximum value at the end of
life kgor, = 80% [13], we can derive a maximum dwell
time under constant conditions until reaching the end of life
teoL- An illustration of fgor, for some configurations is given
in Fig. 2. As such, the cost for a particular configuration can
be estimated by (18).

Cbat * Enom
Jaging(T, SOC, Ieep) = At 18
aglng( cell) te0L (T SOC, Ieell) (18)
where cpy s the battery cost per kWh and At is the time spend
on a particular configuration. Lastly the objective function

may be given as:

Nn

T =" (Pac)cen(®) + Jaging@) — (19)

n=1
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FIGURE 3. Block diagram of the BESS thermal dynamics.

Jaging(") = Jaging(Tavg(”)a SOCan(”)a Ieen(n))  (20)

where cen(n) is the price of energy and cost of aging Jaging (1)
will be approximated in Section III-F.

D. THERMAL MODELING
As discussed in [10], [40], temperature plays an important
role in battery characteristics and battery health. Particularly
calendar aging is massively effected by the cell temperature
[12]. Therefore, a thermal model is essential to capture
calendar aging accurately. Since large-scale stationary battery
systems are kept in containers with an active cooling system,
actual battery thermal characteristics may differ significantly.
Therefore, it is also important to take the BESS container
conditions into account to model the behavior of such a sys-
tem at all times of the system usage at the location of battery
cell. By assuming homogeneity between cells, constant input
air flow temperature, and that the fan runs constantly at its
nominal speed, thermal dynamics can be simplified resulting
in a 0-degree lumped temperature dynamics model in Fig. 3
[41], [42].

In Fig. 3, chu, Tair, Tcen denote power dissipation on cell,
temperature of the air blown by the fan, and cell temperature.
Acell 1s the battery area taken as 6.4 - 1073 m? and Olfan 1S
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FIGURE 4. Power electronic equipment loss and its PWA approximation
versus AC output power. Numbers denote binary sequences for the each
line segment.

a coefficient related to fan speed; however, at nominal speed,
ofan = 3 W/(m?-K) [10]. Lastly, k is given by kt = 1/(meel -
Cp) where mcey is the mass of cell taken as 85 grams and C,
is the cell specific heat taken as 838 J/(kg-K). Ty; is assumed
to be constant at 18 °C. The definition of Qi is given by
(2). chu, T are nonlinear functions to be approximated in
Section III-F. Hence, thermal model reduces to (21) with
the initial condition 7(0) = 25 °C at the beginning of the
simulation and soft limits in (22).

Tn) =T —1)+ Ar-T(n) (1)
Tiin < T(I’l) < Tmax (22)

E. APPROXIMATION OF POWER ELECTRONICS
EFFICIENCY

It is important to include variable power electronics efficiency
for accurate prediction of the expected profit [7]. Therefore,
in this subsection, we present the MILP formulation for
estimating inverter losses Lac using piecewise affine (PWA)
approximation.

First, considering the desired accuracy, necessary data
points for linear approximation is determined. The loss func-
tion Lac(Pac) and its approximation based on the selected
vertices are given in Fig. 4 where Paoc > 0 indicates charging.
This loss curve is obtained by by multiplying the curve in [7],
due to having 8 identical racks with 8 inverters [10], [43].

As shown in Fig. 4, the domain of Pac is divided into
Np ac = 9 segments resulting in a set of vertices vp Aoc €
R(NAC'H) where vp Ac(l) = Pmax and vp Ac(Np_ ac +
1) = P& To linearly interpolate points in between vertices,
convex combination of two subsequent vertices is used. For
this reason, a weight matrix Aac € RVACH! 5 RM js defined.
As such, the loss approximation is written as (23)—(26).

Nac+1

Pac(n) = ) ve_ac(hrac(i, n) (23)
i=1
Nac+1

Lac(n) = ) fac(vp_ac())rac(i, n) 24)

i=1

204330

0 < daci,n) <1 Vielnget (25)
Nac+1
L= ) haclin) (26)

Definitions of above-given equations are straightforward
where the formulation challenge generally stems from the
satisfaction of the constraint that requires only weights of
the subsequent vertices to be active. This constraint is called
special ordered set 2 (SOS2) constraint and generally recog-
nized by the state of art solvers [44], [45]. Although one may
simply define a SOS2 constraint, studies done by Huchette
and Vielma show that there exist much better formulations
especially for larger problems [31], [46], [47]. Indicated
methods reduce the number of binary variables logarithmi-
cally by leveraging the binary counting as opposed to the
unary counting [48]. Hence, the number of required binary
variables reduce to dac = [log,(Nac)]. However, these
result in a more complicated relationship between binary vari-
ables and weights. A simple procedure to reveal this relation-
ship is given in [49]. Another complexity within this binary
counting arises due to the necessity of using a neighborhood-
preserving counting method. Therefore, between adjacent
line segments, there should be minimal change of bits or ham-
ming distance should be 1 [50]. For this reason, a particular
sequence known as the binary reflected gray code [46] is
used. Using this recursive algorithm, a gray code matrix with
dac bits (or columns) and 294C rows is created. Then its first
Nac rows are selected as the gray code matrix and matched
with each PWA segment respectively, as shown in Fig. 4.
After naming each segment with a known binary sequence,
we form a binary decision variable matrix sac € RC x RV
to enable or disable relevant weights to activate the appropri-
ate PWA segment. Then an indicator function is realized such
that ind(v, &, z) outputs 1 if and only if for the vertex v, all of
the k" bit of the gray codes of the segments that the vertex
is connected equal to z [49]. For example, second vertex is
connected to the first and second line segments. As seen
in Fig. 4, first segment’s gray code is “0000” and second
segment’s is “1000”’. Considering ind(vac(2), k, 0) for k =
2,3,4 would be 1 since both gray codes’ digits are 0 for
k = 2,3,4. However, for k = 1 the function would output
0 since not all of the gray codes’ k™ digit is 0. Then the SOS2
constraint can be represented as follows.

Z)\AC(i» n) < saclk,n) Vneln,), Yk €liiau,
;
i € {i|ind(vac(i), k, 1) =1} 27
Z)»AC(i» n) < 1 —saclk,n) Vnelnng, Yk €I
;

i € {i | ind(wac(i), k, 0) = 1) (28)

F. APPROXIMATION OF OTHER NONLINEARITIES

After approximating the efficiency of the power electronic
equipment, the remaining nonlinearites to be addressed stem
from the battery system dynamics. We propose and design a
holistic approach in order to reach all desired variables by
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FIGURE 5. Relationship of the variables in the optimization problem formulation.

keeping the number of auxiliary variables at a reasonable
level. Therefore, the three variables Pgey;, SOC and T are
selected as main variables for battery dynamics, all other
variables are derived by relations as illustrated in Fig. 5.

We differentiate among four main variables (green blocks
in Fig. 5) subdivided to three main variables for the battery
and one (Pac) for the inverter output power. Other variables
are created being intermediate and derived variables (yellow
and cyan blocks respectively). Dashed lines between blocks
indicate that experimental data is used to find the variable,
whereas a solid line between blocks denotes that the connec-
tion is established via an equation. It should be noted that,
intermediate variables do not appear in the optimization and
are used to calculate the derived variables only.

Since there are three main variables for battery dynam-
ics, input space for approximation will be a 3-dimensional
volume. Then this volume needs to be divided into smaller
pieces which are used to interpolate the points in that region
linearly. Therefore, each axis of the input space is divided
into Npcell, Nsoc and Nt segments resulting in a Neypoid =
Npcen:Nsoc-Nt pieces of rectangular prisms shown in Fig. 6a.
However, linear approximation of the multivariate functions
is not as straightforward as univariate functions. Although
four points are enough to create a unique linear approxima-
tion, each cuboid contains eight different vertices. Achieving
unique shapes with four vertices requires additional parti-
tioning, such as R- or K-triangulation of each perpendicular
side of the cuboid described in [29]. Although these type of
triangulations seem to be simple enough, a more symmetrical
triangulation can provide easiness of gray-code generation
and pave the way for more advanced formulations. For this
reason, union-jack triangulation shown in Fig. 6b, is preferred
in this study as it is used in other studies such as Vielma et al.
[31]. Detailed information and comparison also can be found
in [30], [46], [51].

As being different from [29], the study by Vielma ef al. [31]
suggests the use of gray code encoding for each triangulation.

VOLUME 8, 2020

State of
Charge

(®)
FIGURE 6. Approximation tessellation for (a) whole approximation space

with rectangular prisms (the figure was adapted from [52]); (b)
Union-jack triangulation of each side.

However, it only provides univariate and bivariate functions
whereas our system requires modeling of a three-dimensional
input space. Therefore, we provide gray-codes for one cube
as shown in Fig. Al in Appendix.

After having union-jack triangulation of one cube, the next
step would be generating the whole cuboid by using one cube
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as a building block. Since this structure is symmetric, its
enumeration is straightforward as similar to a binary cube.
The method in [50] for finding gray codes for 2-dimensional
space can be easily extended to 3-dimensional space. The
procedure used in this study to generate the gray codes is
given by Algorithms Al and A2.

After creating the gray code, four dimensional weight ten-
SOT Acell € RCNpeei+1) 5 RCNsoc+1) y RCNT+D « RM for
the vertices veell = Vpeell X VsoC X VT can be constrained as
following, noting that using union-jack triangulation doubles
number of segmentation. Then Vi € Tonpg+1, Vj €
I1:28goc+11 and Yk € I[1.onp+1], following equations are
defined.

o
A

— A'Cell(ivja k5 n) S 1 (29)
2Npeen+1 2Nsoc+1 2Nt+1
L= Y > > heljkn)  (30)
i=1 j=1 k=1
with the following binary constraints [49]:

Z )\'CCH(iajv ka n) S SCCH(M’ iaj? k’ n) VM € ]I[l:dcuboid]’
ij.k

(i, ). k) € {i, ), k | ind(veen(@, j, k), u, 1) = 1} (D
Z)»ceu(i,j, k,n) < 1 —scen(u, i,j, k,n) Vi € Ii1:d. il
ij.k

(i’ja k) € {i7j7 k | ind(‘)cell(iaj7 k)a u’ 0) = 1} (32)

where scep is the tensor holding binary decision variables
to activate the necessary vertices. Thanks to the holistic
gray-code enumeration approach, above-given constraints are
enough the select unique vertices, any other SOS2 constraints
are not required as in [29], [53].

After defining all auxiliary constraints that activate the
appropriate vertices in the three dimensional volume, rela-
tionship between these auxiliary and actual variables can be
established.

2Npeei+1 2Nsoc+1 2Nt+1

Peen(n) = Z Z Vpcell (i, J, k)
i=1 J

=1 k=1

: )"6611(1.9]'7 ka n) (33)
2Npceni+1 Nsoc+1 2Nt+1

SOCug(n) = ) > wsoc(i,j k)

i=1 j=1 k=1
“Aeenl(d, j, k, n) 34
2Npceni+1 2Nsoc+1 2N7+1

Tag) =Y Y. > vrijk
i=1 k=1

=1
“Acell(i, j, k, m) (35)

where SOCaye and Ty, are the average SOC and temperature
in between time steps and defined as

SOCavg(n) = (SOC(n — 1) + SOC(n))/2 (36)
Tavg(n) = (T(n — 1)+ T(m))/2 (37)

The reason for using average values for SOC and T is
that they change between beginning and end of the time
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- >
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FIGURE 7. lllustration of the used rolling horizon scheme.

step. Therefore, for each time step, their average values are
considered with an assumption that they change linearly.
Consequently, their average values determine the operating
point for PWA approximation. Then other nonlinear vari-
ables can also be approximated using the weight matrix Acey-
Approximation of the aging cost function Jaging, the heat
dissipation QceJ1, the temperature change 7¢p and the current
Icen is straightforward with the help of vertices vaging, vag and
Va1, VI, YR € I,

2Npeei+1 2Nsoc+1 2Nt+1
Jaging(n) = Z Z Z Vaging(j, k))”cell(i,j,k,n)
i=1 j=1 k=1
(38)
2Npeen+1 2Nsoc+1 2Nt+1
om= > 3> vl kheenti.j.k.n)
i=1 j=1 k=1
(39
2Npeen+1 2Nsoc+1 2N1+1
Toy= Y > Y varlij ket j ko n)
i=1 j=1 k=1
(40)
2Npeeli+1 2Nsoc+1 2Np+1

L) =Y Y > i, Dreenli. j, k. n)
i=1 =1 k=1
(41)

In this study, to determine vertices optimally, the approach
used in [7], [54]-[56] is adapted to handle 3 dimensional data:
assuming that the system can be approximated by a gridded
data (i.e., not randomly scattered in the three dimensional
input space). Hence, only the data points lying at the axes
were optimally selected with the help of MATLAB’s fmincon
solver and griddedInterpolant functions. Lastly, we define the
constraint in (42) to make the simulation faster by removing
some of the unnecessary branching.

Pyp(n) < Pac(n) (42)
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FIGURE 8. Time series plot of the day with the price variance closest to the mean price variance. Case 1: temperature and SOC aware 3D optimization,
case 2: only SOC aware 2D optimization, case 3: 1D optimization with fixed SOC and temperature assumption.

IV. RESULTS AND DISCUSSION

With the given details of the proposed framework in this
section, an illustrative case study is provided. To test the sys-
tem, an energy arbitrage scenario as in [7] is used. However,
instead of conducting a batch simulation, a rolling horizon
algorithm is preferred to keep computation time at reason-
able levels [57]. In this scheme, the optimization problem is
solved with Ny, time steps (i.e., Ty/At), then first N, steps
(i.e., Ty/At) are applied to the BESS. To apply the power
reference, the system is simulated using original nonlinear
equations with a smaller time step §¢. With T, /T, iterations,
a desired simulation time of Ty, is achieved. This iteration
scheme is illustrated in Fig. 7. It should also be noted that
with the help of this receding horizon simulation strategy,
it is possible to simplify the optimization problem further. For
example, constraints in (13)—(15) are simplified by keeping
the state of health (SOH) value in the optimization constant
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and updating it at the beginning of each optimization loop.
With this system setup, numerical values regarding this case
study can be found in Table Al in Appendix.

To illustrate the effect of considering temperature and
SOC dynamics in the optimization, we generated three case
studies: case 1, where both effects are considered in the
optimization; case 2, where only SOC effect is considered in
the optimization; and, lastly, case 3, where both of the effects
are neglected in the optimization.

To analyze the effect of including temperature dynamics
in the optimization, case 1 is constructed according to equa-
tions given above (temperature and SOC aware modeling).
However, in cases 2, 3 the temperature is assumed constant at
Teonstant = 25 °C by modifying (20) and (21) as in (43) and
(44).

Jaging(n) = Jaging(Tconstanta SOCan(”)a Ieen(n))  (43)
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T(n) = Vn e H[O:Nh] (44)

constant

On the other hand, when simulating the absence of SOC
effect in case 3, it is not completely fixed in the optimization
not to ignore the SOC limits completely. Instead, only (20) is
changed to (45) to ignore SOC effect on the cost.

Jaging (n) = Jaging (Teonstants SOCconstant» Ieenn (1)) (45)

Using the above-given equations, proposed framework is
implemented using YALMIP [58] and Gurobi [59]. Thanks
to the proposed method combining several state-of-the-art
approaches, it was possible to solve this highly-complex
problem efficiently by increasing solution speed and reducing
memory consumption due to having less binary variables.
Hence, applying our method to the historical last values of
the intraday market trading prices of 2018 [60], we obtain the
following results.

First, in Fig. 8, we present time series results regarding the
day with price variations closest to the mean price variations
to have a rough idea about the overall optimization. In Fig. 8a,
b, ¢, and d; price signal, AC-side power Pac, SOC, and
cell temperature 7 variables are given respectively. Con-
sidering the charging/discharging patterns and SOC levels,
we may infer that case 1 prefers lower Pac levels compared
to case 2 which also prefers lower Pac levels compared to
case 3. As expected, SOC levels are lower in case 1 and
2 due to the SOC awareness of the optimizer and calendar
aging being more pronounced when resting at a higher SOC.
Moreover, in case 1 and 2, the optimizer also tries to postpone
charging to keep the overall SOC lower. Due to the tempera-
ture effect on the cost, in case 1 the optimizer only dispatches
the battery in cases of higher price fluctuations resulting in
dissipative heating and additional aging impacts recognized
by the optimizer, whereas in case 2 and 3 it already responds
to smaller price changes being unaware of the dissipation loss
side effects. Lastly, as seen in Fig. 8d, the optimizer with the
temperature awareness (case 1) keeps the cell temperature
lowest at a mean value of 28.96 °C.

After analyzing the time series plot in Fig. 8, we may see
the long-term decisions of the optimizer decisions in Fig. 9
where the cumulative frequency plot of the AC-side power is
given. Different than Fig. 8b, we can now clearly see in Fig. 9
that the optimizer tends to keep Pac lower to reduce the
overall cell temperature. On the other hand, in cases 2 and
3, Pac pattern seems to be similar as expected since SOC
does not directly depend on the power level but the energy
throughput. Therefore, in these cases, there is not a strong
driving reason for the optimizer to decide in favor of lower
power levels.

Long-term effects of the proposed algorithm on tempera-
ture and SOC are given in the rain-cloud plots and histograms
in Fig. 10. For illustration of rain clouds open-source libraries
given in [61], [62] with color schemes in [63] are utilized.
As settings, ksdensity function of MATLAB with a trian-
gle kernel is preferred. By considering probability densities
in Figs. 10a—c, we see that temperature distribution in case 1 is
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FIGURE 9. Pjc differences due to temperature and SOC inclusion. Case 1:

temperature and SOC aware 3D optimization, case 2: only SOC aware 2D

optimization, case 3: 1D optimization with fixed SOC and temperature
assumption.

slightly skewed to right compared to cases 2 and 3. In case 1,
there is a reduction of more than 1 °C in the mean tempera-
ture. This is particularly important when we think that this is
achieved without active control of the thermal management
system (TMS). Then by looking at Figs. 10d—f, we can see
SOC distributions in different cases. These figures show that
SOC distribution is skewed to right in cases 1-2 whereas it is
mostly a uniform distribution in Fig. 10f. Therefore, we infer
that SOC awareness also has a substantial effect on SOC
distribution and it can reduce the mean SOC from 50% to 35-
40% level. A cumulative frequency plot for SOC is given in
Appendix in Fig. A2 where uniform distribution of SOC in
case 1 can be seen clearly whereas cases 2 and 3 exhibit a
similar pattern.

After analyzing the effects of different strategies on the
important system variables Pac, SOC and T, we can observe
long-term benefits of these strategies by taking a closer look
at Fig. 11 and Table 1. In Fig. 11, we see the the actual
SOC during the one-year simulation (solid line) and the fitted
and extrapolated SOH projection until the end of life (dashed
line). We extrapolate the aging behavior through square-root-
function defined curve as given in (46), as the function applies
well to the mostly square-root-based degradation model in
[12]. This equation fits to the aging data with ~99.9%
goodness (according to the adjusted R-squared metric given
in Table 1).

SOH (1) = 100 — aexv/1 (46)

By looking at the three curves in Fig. 11, we see that
with each additional level of complexity introduced, battery
health is improved considerably. By continuing the degra-
dation trend in the first year, we reach end-of-life times
of 7.5, 6.2, 5.3 years for cases 1-3 respectively. This reveals
a ~41% increase in battery life when proposed case (case
1) and the base case (case 3) is compared. In this increase,
SOC awareness has a contribution of ~16% (from 5.3 years
to 6.2 years) whereas the additional temperature awareness
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100 F 1 T T 100 I I I 7] TABLE 1. Estimated parameters for lifetime projection.
Case 1 Case2 Case3
951 95 1 Expected life time (years) 7.5 6.2 53
Present value of total revenue (EUR) 92167 81824 73625
X N T Profitability index 1.92 1.70 1.53
g e, el
T 90r 90 ] Goodness of fitting (%)  99.88 99.88 99.89
2 RO 0 02040608 1 12 aex (%/\/years) 730 803 866
8 Casel| e e ]
Case2| T el T
Case3| e el e awareness causes a ~13% increase (from profitability index
80 L L L L i L — 1.70 to 1.92).
0 1 2 3. 4 5 6 7 8 To calculate present value of total revenue considering the
time / years battery life, we first found mean SOH values for each year
FIGURE 11. SOH evaluation and projection due to temperature and SOC with the help of the extrapolation given in Fig. 11. Then,
inclusion. Case 1: temperature and SOC aware 3D optimization, case 2: by using the one-year revenue values in Table 2 and mean
only SOC aware 2D optimization, case 3: 1D optimization with fixed SOC .
and temperature assumption. SOH values for each year, we find the revenue value for

each year proportional to the that year’s mean SOH value and
length of the year. Then a net present value formula is used to
find the present value of the revenue. Afterwards, profitability
index found by dividing the net present revenue by cost of

(being a main contribution of this work) has a contribution . o,
battery. This process is given by (47)—(50).

of ~21% (from 6.2 years to 7.5 years). As given in Table 1,
this increase in battery life may result in a profit increase of
~25% when case 1 and the base case are compared using a

depreciation calculation further explained in the text below. R, — SOH), R, (47)
Here, SOC awareness is responsible for an increase of ~11% P SoH 1
(from profitability index 1.53 to 1.70) whereas temperature Y, = {pif p < |tgoL] else tgoL} (48)
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FIGURE A1. Pyramids inside one rectangular prism with their respective gray codes.

RPY = (49)

= (1+¥
_ mPV ,minvestment
PI = R?Y/C (50)

where SOH ,, R,,, Y, tgoL, i, RPY, PI, CP"Y denote mean
SOH for the year p, discounted revenue of year p, year value
of the year p, battery end-of-life time in years, interest rate (or
cost of capital), total present value of the revenue, profitability
index, cost of investment. In this study, cost of capital is taken
as i = 6% and investment cost CnVestment i equal to battery
cost Chatery — F . Cpat.

Lastly, the results regarding to one-year simulation are
summarized in Table 2. To highlight the importance of the
temperature awareness, we have compared effect of tem-
perature and SOC awareness to the inclusion of the power
electronics efficiency by considering the study showing the
importance of the dynamic power electronics efficiency in
[7]. Therefore, cases 1-3 are conducted by neglecting the
power electronics efficiency (i.e., changing (7) as Pac = Pp)
and named as cases 4—6 respectively. We should also note
that when we ignore power electronics efficiency, we ignore it
in both optimization and BESS simulation whereas when we
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FIGURE A2. SOC differences due to temperature and SOC inclusion.
Case 1: temperature and SOC aware 3D optimization, case 2: only SOC

aware 2D optimization, case 3: 1D optimization with fixed SOC and
temperature assumption.

exclude the temperature and SOC effects, we exclude them
only in the optimization.

Considering Table 2, the temperature awareness cause
more than ~10% decrease in number of cycles whether power
electronics efficiency is included or not. On the other hand,
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TABLE 2. System characteristics regarding one-year simulation of the temperature dynamics study considering a 192 kWhcap of battery storage.

System characteristics under different included effects

Application and Dataset

Battery and PE losses

Only battery losses

Are SOC and temperature effects included? Both Only SOC None Both Only SOC None
Case no: Case 1 Case 2 Case 3 Case 4 Case 5 Case 6

Charge throughput [Ah] 11776 13278 13018 12826 14594 14205

Full equivalent cycle [-] 2062 2337 2301 2249 2573 2515

Mean Temperature [°C] 28.96 30.35 30.16 29.58 31.20 30.98

Mean SOC [%] 36.4 38.6 50.1 36.4 39.4 50.5

SOH [%] 92.77 92.11 91.50 92.62 91.87 91.29

Calendar aging [%] 3.75 4.14 4.82 3.80 4.26 4.92

Cycle aging [%] 3.48 3.75 3.68 3.58 3.87 3.79

Total battery degradation [%] 7.23 7.89 8.50 7.38 8.13 8.71

PE efficiency losses [EUR/year] 922 1018 1010 0 0 0

Battery efficiency losses [EUR/year] 2133 2305 2274 2250 2464 2427
Revenue (after efficiency losses) [EUR/year] 17012 17555 17862 18210 18880 19137
Approximated battery aging losses [EUR/year] 4670 5771 6716 4980 6296 7231
Net profit [EUR/year] 12342 11784 11145 13229 12584 11907

TABLE A1. Optimization parameters.

Parameter Value Unit
Cpat 250 EUR/kWhcap
kEOL 0.8 -
FErom 192 kWhcap
Chom 3 Ah
SOChin, SOChmax 0.05, 0.95 -
Th, Ta 8,4 h
Tsim 365 days
At, 5t 1/4, 1/32 h
Chhaxs Crmax 1,2 1/h
PRx 345.6 kW
Tnins Tmax 18, 55 °C
Tconst:ml 25 OC
SOCconstanl 50% -
Npcen, Nsoc, Nt 8, 4,4 -
TimeLimit (worst case) 1500 S
MIP gap 1.8% -
Cuts 1 -
Presolve 2 -

taking power electronics efficiency into account only causes
~9% decrease in number of cycles. Hence, we may infer
that temperature awareness has a comparable effect on bat-
tery usage if not higher than considering power electronics
efficiency.

By looking at the aging values, there is a noticeable amount
of increase in the battery health. In detail, when SOC and
temperature effects are neglected, calendar aging becomes
more pronounced. Moreover, temperature awareness cause
a reduction in both calendar and cycle aging whereas SOC
awareness cause reduction in only calendar aging. In fact,
SOC awareness lead to a slight increase in cycle aging, prob-
ably due to the faster discharging or more frequent charging
and discharging to keep SOC at lower levels.

Net profit values are slightly increased due to the decrease
in battery degradation losses despite of not hedging for some
of the profit potential of the market signals. It should be noted
that battery degradation costs in Table 2 are approximated
leveraging (18). Otherwise, direct usage of battery capacity
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loss would cause overestimation of the battery costs due to the
square-root-like shape of the SOH values. Therefore, profit
calculations in Table 1 and 2 may differ.

Algorithm A1 Creating Gray Code for Three Dimensional
Space

1: function grayCode = grayEnum(ny, ny, n,)
ny, nm, < max(ng, 1), ny, n;, < max(ny, 1),
ng, n, < max(ng, 1)
o dx < [logy(nx, 1)1,
i dy < [logy(ng, 1)]
D dy < dx +dy+d,
: grayCode < The fundamental cube in Fig. Al
forie[l,...,d,]do
ifn), > n’y then
10: grayCode <— grayGen(grayCode, X)
11 n, < n/2
12: else
13: ifn; > n, then
14: grayCode < grayGen(grayCode, y)
15: ny < ny/2
16: else
17: grayCode < grayGen(grayCode, z)
18: n, < n,/2

dy < [log,(ny, 1)1,

R e T VS

19: return grayCode(1 : nx, 1 : ny, 1 : n;)
20: end

V. CONCLUSION AND OUTLOOK

In this article, an optimization framework including the
thermal dynamics of a battery container is provided. With
the help of state of art algorithms leveraging binary count-
ing, a three-dimensional aging model (being dependent on
cell power, SOC, and temperature) is embedded into the
optimization problem. Then the proposed method is tested
for energy intraday market arbitrage operations considering
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Algorithm A2 Auxiliary Function to Expand Gray Code
Array

: function grayCode’' = grayGen(grayCode, direction)

: /I See study [50] for detailed information.

: /l direction is the axis to be expanded.

. grayCodey < grayCode

: grayCodey < reflection of grayCode along the plane

constructed by two axes other than the direction axis.

6: Add new bit O to end of bits in all gray codes in
grayCode

7: Add new bit 1 to end of bits in all gray codes in
grayCode

8: grayCode’ < Concatenation of grayCodey and
grayCode; along the direction axis

9: return grayCode’'

10: end

[ N R S R

three different levels of model fidelity; three-dimensional
aging model, two dimensional aging model (SOC and cell
power), and one dimensional aging model (only cell power).
On top of that, the effect of increasing model fidelity is
compared against the effect of neglecting power electronics
efficiency. Lastly, an economic analysis of the profitability of
the proposed method is conducted by the extrapolating aging
curve.

Results show that modeling thermal dynamics in opti-
mization cause an effect comparable to the impact of power
electronic equipment efficiency. Even without active control
of the thermal management system, the proposed method
reduces cell temperature more than 1 °C. Hence, it raises
the expected battery life significantly. As compared to the
base case where the expected life was 5.3 years, the pro-
posed method increased battery life by 2.2 years (or 40%)
of which 1.3 years is due to the temperature awareness and
0.9 years due to the SOC awareness. This increase in battery
lifetime reflects on the revenue as an additional 18.5 thou-
sand EUR compared to the base case. Temperature aware-
ness is responsible for 10.3 thousand EUR of this profit
on its own. Considering the battery price of 48 thousand
EUR, this increase corresponds to 38.6% of the battery price.
In other words, it is additional revenue of more than 25%
overall.

Along with its contributions, this study also suffers from
several limitations that will be addressed in future studies.
The main limitations of this study are given below with their
respective future work.

o The price signal information is assumed to be perfect.
However, in the real-world, algorithms taking the uncer-
tainty into account should be used [64], [65].

o Thermal dynamics are simplified to a 0-D model. How-
ever, with the help of data-driven methods, it would be
possible to take the thermal flow in the BESS container
into account without relying on computationally inten-
sive computational fluid dynamics simulations [66].
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o Active control of the thermal management system is
not considered. By leveraging this additional degree
of freedom, it may be possible to find an operation
strategy reducing cooling costs with a small compromise
in battery degradation. On top of that, cooling costs
and optimizer decisions can be analyzed under extreme
climate conditions of different regions such as Singa-
pore or Norway.

o To keep overall simulation time at reasonable levels,
the control horizon is selected as 4 hours. However,
a smaller horizon would be needed to make the system
more realistic and more resilient against price changes.

« Although only the arbitrage scenario in intraday markets
is considered in this study, there are multiple ways of
utilizing the BESS. It is possible to reach the maximum
potential of BESS by considering the combined oper-
ation of multi-use scenarios [67]. Additionally, BESS
performance can be improved by hybridizing BESS with
other storage systems such as supercapacitors [68].

APPENDIX

Please see Figs. Al and A2, and Algorithm Al and
Algorithm A2. Fig. Al shows bases of six square pyramids
which form the cube (cf. [69] for unfolded paper version).
Each base is located on one face of the cube. Then the bases
are triangulated via union-jack triangulation so that they form
smaller pyramids with four vertices, three located on the base
and one on the top of the pyramid. Gray code of each triangle
on the base represents the gray code of each unique small
pyramid. Although this type of triangulation looks to have
more pyramids compared to R- or K-triangulation, it creates
two segments at each axis. If we consider a cuboid with two
segments at each axis with a R- or K-triangulation, it would
have 23 - 6 = 48 pyramids, same as union jack triangulation.
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