
TECHNISCHE UNIVERSITÄT MÜNCHEN

Physik-Department
Lehrstuhl für Biomedizinische Physik

Image reconstruction, pre-clinical studies, and
signal formation investigations at a dark-field chest

radiography setup

Fabio Domenico De Marco

Vollständiger Abdruck der von der Fakultät für Physik der Technischen Universität München zur Erlangung des
akademischen Grades eines

Doktors der Naturwissenschaften (Dr. rer. nat.)

genehmigten Dissertation.

Vorsitzender: Prof. Dr. Martin Zacharias

Prüfer der Dissertation: 1. Prof. Dr. Franz Pfeiffer

2. Prof. Dr. Pierre Thibault

Die Dissertation wurde am 29.01.2021 bei der Technischen Universität München eingereicht und durch die
Fakultät für Physik am 02.06.2021 angenommen.





Abstract

The focus of this work is on an imaging setup dedi-
cated to the acquisition of dark-field radiographs of
large objects. While conventional radiography mea-
sures an object’s absorption of X-rays, the dark-field
modality detects the amount of radiation that is coher-
ently scattered. Because of this, dark-field radiography
can reveal unresolvable inhomogeneities in the mi-
crostructure of objects, and thus provide information
complementary to normal radiography.

The present setup achieves this with the use of an
interferometer-like arrangement of optical gratings.
As the required gratings are only available in small
sizes, the object field of view was increased by tiling
multiple gratings and scanning them across the object.
The peculiarities of the employed scanning procedure
required the development of suitable algorithms for
the retrieval of dark-field radiographs from the setup’s
scan data.

The first key topic of the thesis is the development of
these algorithms and their consolidation into an image
processing software package. After analyzing the math-
ematical structure of the data produced by the setup,
several image retrieval algorithms are introduced and
their performance is compared. Additionally, several
post-processing algorithms are introduced that correct
for spectral hardening and improve the visual quality
of the images. Finally, the creation of a software mod-
ule is discussed that unites these functionalities.

Previous small animal studies had shown that dark-
field radiography can provide diagnostic benefits for
structural pulmonary diseases, and the examined
setup previously demonstrated the method’s success-
ful transition to large animals. Showing a diagnostic
use of dark-field in this setting however required pre-
clinical imaging studies, which are the second main
topic of this work. The use of dark-field for the de-
tection of pneumothorax, the signal’s relation to in-
spiration state and lung thickness, and finally the ap-
pearance of various clinical features in dark-field ra-
diographs of human cadavers were examined. The
aforementioned software package was used for image
retrieval in all three imaging studies.

The third main subject of the thesis is the theoretical
discussion of several aspects of dark-field signal for-
mation, partly based on imaging experiments. These
include the discovery of a visibility-hardening effect,
an alternative view on grating-based X-ray imaging
based on partial coherence theory, and a comparison
of approaches for correcting dark-field estimation bias.

The development of image processing software for the
given setup thus enabled the realization of several pre-
clinical imaging studies, which in turn laid the ground-
work for the method’s further clinical translation. Addi-
tionally, the theoretical investigations provide insights
into the process of dark-field signal formation, which
may be beneficial for various applications of this imag-
ing modality.
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Zusammenfassung

Der Schwerpunkt der vorliegenden Arbeit liegt auf ei-
nem Bildgebungsgerät für die Aufnahme von Dunkel-
feldradiographien großer Objekte. In der konventio-
nellen Radiographie wird der Absorptionsgrad einfal-
lender Röntgenstrahlung gemessen, wohingegen mit
der Dunkelfeld-Methode das Maß kohärent gestreuter
Strahlung ermittelt wird. Hierdurch kann die Dunkel-
feldradiographie nicht direkt auflösbare Inhomogeni-
täten in der Mikrostruktur von Messobjekten ermitteln,
und damit ergänzend zur konventionellen Radiogra-
phie wirken.

Das besagte Gerät leistet dies durch den Einsatz einer
interferometer-ähnlichen Anordnung optischer Git-
ter. Da die erforderlichen Gitter aber nur in geringer
Größe erhältlich sind, wurde das Sichtfeld des Geräts
vergrößert, indem mehrere Gitterkacheln nebeneinan-
der gelegt, und in einer Scanbewegung über das Ob-
jekt bewegt werden. Die Eigenheiten der verwendeten
Scanverfahrens machte die Entwicklung geeigneter
Algorithmen für die Berechnung von Dunkelfeldradio-
graphien aus den Scandaten des Geräts erforderlich.

Das erste Kernthema der Arbeit ist die Entwicklung
dieser Algorithmen, und deren Einbindung in ein
Bildverarbeitungs-Softwarepaket. Nach einer mathe-
matischen Analyse der im Gerät erzeugten Bilddaten
werden mehrere Algorithmen eingeführt und deren
Leistungsfähigkeit wird verglichen. Zudem werden
mehrere Algorithmen zur Nachbearbeitung der be-
rechneten Bilddaten eingeführt, die dazu dienen, die
Quantitativität und den optischen Eindruck der Bil-
der zu verbessern. Zuletzt wird die Erstellung eines
Softwaremoduls erörtert, welches all diese Funktionen
miteinander vereint.

Vorausgehende Kleintierstudien haben gezeigt, dass
die Dunkelfeldradiographie Vorteile für die Diagnose
struktureller Lungenerkrankungen bietet, und am be-
sagten Scangerät wurde zudem die Anwendung der
Methode an großen Tieren gezeigt. Der Nachweis ei-
nes diagnostischen Nutzens in diesem Kontext setzt al-
lerdings die Durchführung vorklinischer Bildgebungs-
studien voraus, welche das zweite Hauptthema der
vorliegenden Arbeit bilden.

Der Nutzen der Dunkelfeldmodalität für die Erken-
nung von Pneumothoraxen, dem Bezug des Signals
zum Atemzustand und zur Dicke der Lunge, sowie
das Erscheinungsbild diverser klinischer Merkmale
in Dunkelfeldradiographien menschlicher Kadaver
wurden untersucht. Das obengenannte Softwarepa-
ket wurde für die Gewinnung der Dunkelfelddaten in
allen drei Studien eingesetzt.

Das dritte Hauptthema der Arbeit ist die theoretische
Diskussion verschiedener Aspekte der Entstehung des
Dunkelfeldsignals. Hierzu gehört die Entdeckung ei-
nes Aufhärtungseffektes des Interferenzkontrasts, ein
Blick auf die Funktionsweise der gitterbasierten Rönt-
genbildgebung mithilfe von Konzepten der partiellen
Kohärenz, sowie ein Vergleich verschiedener Metho-
den zur Korrektur der Schätzverzerrung des Dunkel-
feldsignals.

Zusammenfassend ermöglichte also die Ent-
wicklung von Bildverarbeitungssoftware für ein
Dunkelfeldradiographie-Scangerät die Durchfüh-
rung mehrerer vorklinischer Bildgebungsstudien,
die nun eine Grundlage für die weitere klinische
Translation der Methode bilden. Zudem gewähren
die theoretischen Untersuchungen Einblicke in den
Entstehungsprozess des Dunkelfeldsignals, was für
vielfältige Anwendungen dieser Modalität von Nutzen
sein könnte.
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Chapter 1

Historical context

An X-ray tube is a sphere of glass entirely surrounded by profanity.

– Cuthbert Andrews, about the state of X-ray technology in 1917. [Gutt02]
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The subject of the present thesis is the development
of image calculation algorithms for an X-ray dark-field
imaging setup and its application for pre-clinical imag-
ing tasks. Like all scientific work, the results presented
in this thesis build onto an enormous amount of pre-
ceding work. Thus, to place it in its proper context, an
overview of important scientific achievements making
the present work possible is presented here.

Since the topic of this work intersects with both the
discipline of medical X-ray imaging and X-ray imaging
physics, the historical development of each is intro-
duced: The discovery of X-rays, early technical devel-
opments, and medical radiographic applications are
introduced in section 1.1. Although the present work
is only remotely connected to tomographic imaging, I
believe that an introduction to medical X-ray imaging
would be incomplete without X-ray tomography. His-
tory and development of X-ray tomography are there-
fore introduced in section 1.2.

Given that X-rays and visible light are both electro-
magnetic waves, they both exhibit wave characteris-
tics. The X-ray imaging modalities examined in the
present work (phase contrast and dark-field) make ex-
plicit use of these wave properties. However, wave
properties of visible light had been discovered long
before X-rays. Section 1.3 thus introduces these early
discoveries, gives an overview of interferometer de-
signs, the most important type of optical setup exploit-
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Chapter 1. Historical context 10

ing phase effects, and introduces the workings of the
Zernike phase-contrast microscope, one of the oldest
phase-contrast imaging techniques as well as an im-
portant inspiration for many subsequently developed
methods.

Modern X-ray phase-contrast imaging has benefited
greatly from the development of synchrotron X-ray
sources, and many imaging methods, including the
one employed in this thesis, originated at synchrotron
research facilities. A brief description of their history
is thus given in section 1.4.

An overview of the X-ray diffraction-based imaging
methods themselves is given in section 1.5. X-ray crys-
tallography, the oldest and one of the most important
applications of X-ray diffraction, is introduced first.
X-ray microscopy, where phase-shifting effects were
observed early on and X-ray phase-contrast can be
highly beneficial, is introduced in section 1.5.2.

Subsequently (section 1.5.3), the oldest dedicated
method for measuring X-ray phase contrast, employ-
ing a crystal interferometer, is introduced. Analyzer-
based imaging, a related non-interferometric tech-
nique, is also presented. The most commonly used
method for X-ray phase-contrast, based on free-space
propagation of highly coherent X-rays, is introduced
(section 1.5.5), followed by the method (or group of
methods) employed in the present work, based on op-
tical gratings (section 1.5.6).

Grating-based X-ray phase-contrast measures the dis-
tortion of intensity patterns due to refraction or scatter
in the sample. Other X-ray phase-contrast imaging
methods exists which also employ this principle, such
as speckle-based and edge-illumination imaging, are
introduced in section 1.5.7.

Finally, more recent developments regarding the med-
ical and pre-clinical application of these various meth-
ods are introduced in section 1.6, including references
to the present work.

1.1 Early history and medical use

Even though X-rays had been produced in earlier ex-
periments [Thom18], their existence and interaction
with matter was first described by W. C. Röntgen in
1895: By ionizing gas in a Crookes tube (a partially
evacuated glass bulb containing two electrodes), and
accelerating the electrons thus created onto the tube
wall, he observed a fluorescence effect on a screen

placed behind, although the tube was covered by card-
board. Subsequent experiments revealed that this flu-
orescence effect was only weakly attenuated when dif-
ferent objects were placed between the tube and the
fluorescent screen. He found that the degree of at-
tenuation depends on density, thickness, and type of
material. As the fluorescent images yielded sharp pro-
jections of the objects, Röntgen concluded the phe-
nomenon to propagate as geometric rays, originating
from the point of interaction of the electrons with the
tube wall. However, unlike the “cathode rays" discov-
ered shortly before, these were unaffected by magnetic
fields, and unlike ultraviolet radiation, they exhibited
no noticeable refraction or reflection. Röntgen thus
correctly surmised that the observed rays constituted
a new discovery and termed them “X-Strahlen” (“X-
rays”) to differentiate them from other invisible ray
phenomena [Rönt95].

In particular, placing a hand between tube and screen
revealed a contrast in transmitted X-ray intensity be-
tween bones and the surrounding tissues. The dif-
ferences in attenuation capability of different materi-
als could thus be exploited to visualize internal struc-
tures of the human body and other objects appearing
opaque to the naked eye. Röntgen also recognized
the sensitivity of photographic plates and films to the
newly discovered type of radiation, which allowed the
recording of X-ray photographs (radiographs) for an
objective analysis after acquisition. The response to
Röntgen’s discovery was overwhelming: within a year
after his publication, over a thousand articles had been
produced about the subject [Behl18].

Among the most influential and long-lasting ideas of
the many suggested applications was to visualize the
interior of human bodies, especially for diagnostic and
research purposes. Radiographs could be stored on
photographic plates or film and examined later. Flu-
orescent screens also found clinical use: Since these
allow acquisition of a “live,” moving image of the sub-
ject, so-called fluoroscopy became an important tool
for assisting surgeons during interventions. However,
before pathological changes could be diagnosed, the
appearance of the healthy human body in X-ray im-
ages, and normal variations between patients, had
to be determined, which was the subject of many
early radiographic studies, e.g., concerning skeletal
growth [Thom18]. The first clinical X-ray department
was already established in 1897 in Glasgow, providing
radiography and fluoroscopy services, with demand
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exceeding its capacities only six years later [Thom18].

The spectral performance of Crookes tubes is depen-
dent on gas pressure inside the tube, which could
not easily be regulated and varied with temperature
and the age of the tube. Furthermore, tube voltage
and tube current could not be regulated indepen-
dently [Hofm10]. These issues were resolved with the
development of a new tube design by W. Coolidge
in 1913, which was not dependent on the presence
of ionizable gas. Here, electrons were released using
thermionic emission of electrons, e.g. from a heated
metal wire, which also works in a vacuum. Spectral
hardness and tube current could thus be controlled
independently, namely by variation of acceleration
voltage and the heating current applied to the metal
wire. Furthermore, the performance of Coolidge tubes
did not vary as much over their lifetime, and they were
easier to operate than Crookes tubes.

Since only a small fraction of the electrons’ kinetic en-
ergy is converted into X-rays in the anode, the anode
is heated significantly during operation (see also sec-
tion 2.3.2 on page 46). This heating naturally limits
the electrical power that may be delivered to the X-ray
tube. This limit can be increased by active anode cool-
ing or an increase of anode focal spot size. However,
the latter also leads to a decrease in image resolution.
This trade-off could be improved with the “line focus”
principle by O. Goetze [Behl15]: The achieved reso-
lution depends only on the size of the focal spot as
projected into the image plane. Thus, a small angle
between anode plane and beam axis decreases appar-
ent focal spot size without increasing demands to tube
cooling.

The reduction in acquisition times due to these tech-
nical improvements allowed the development of dy-
namic, contrast-enhancing X-ray imaging methods: In
bronchography, an agent containing silver, bismuth, or
iodine was introduced via the trachea to magnify the
contrast of the bronchial tree. Similarly, injection of a
contrast agent directly into an artery or via a catheter
introduced into a vein allowed highlighting of blood
vessel structures near the point of release, e.g., the
head or the heart (cranial / coronary angiography). Cra-
nial angiography on a patient was successfully per-
formed for the first time in 1927 [Thom18].

Subtraction angiography, a refinement of the tech-
nique, was first suggested in 1935: By imaging the in-
vestigated region twice, before and after application
of the contrast agent, and subsequently subtracting

the two images, structures receiving no contrast agent
become invisible, and only a map of the distribution
of contrast agent remains. Similarly to computed to-
mography, practical implementations were developed
only after the introduction of digital X-ray imaging
technology in the 1960s and 70s. Digital subtraction
angiography (DSA) systems were first commercialized
in 1980 [Crum+18]. An important advantage of per-
forming the subtraction digitally is the possibility of
correcting the patient’s movement between the two
images. Nowadays, DSA is most commonly used to
identify blood vessel blockages.

In the 1960s, angiography was first combined with
a treatment of vascular disease, i.e., by identifying
blocked or constricted blood vessels with angiographic
methods, guiding a specialized catheter towards the
vessel, and using it to dilate the vessel, all during the
angiography session. This constituted the first exam-
ple of interventional radiography [Thom18]. The field
has since expanded greatly, and a large range of angio-
graphic interventional procedures are now performed
routinely.

1.2 Medical X-ray tomography

1.2.1 Conventional tomography

Placing the imaged object between source and film
produces a projection of its internal structure, which
often leads to an occlusion of features of interest by
other structures. Acquisition of a second image from
another angle can ameliorate this problem, but nat-
urally, other structures overlap from this new angle.
In the 1920s and 30s, an approach was developed to
eliminate this problem and produce sectional images
of the human body:

A radiographic acquisition was performed while the
source and the film were moved along opposite direc-
tions. For one particular plane (parallel to the film)
within the imaged object, the movement of source and
film cancel out. However, features in other regions
are blurred by the motion, increasingly so with their
distance to the “focus” plane. Thus, they are obscured
in the final image, and only features near the focus
plane remain visible, producing a sectional image of
the object along this plane.

The method was invented at least four times inde-
pendently in France, Italy, the Netherlands, and Ger-



Chapter 1. Historical context 12

many. The implementations differed in which ele-
ments (source, patient, film) were moved during the
acquisition, and in the type of movements performed
by these elements. Furthermore, as the optimal plane
is always parallel to that of the film, even axial sec-
tional images of the body (as commonly known today
from CT and MRI) could be achieved. Different names
were used for these variants (“planigraphy”, “stratig-
raphy”, “tomography”, and others). In 1962, tomog-
raphy was chosen as a generic label for this imaging
method [Litt+96].

Movement of these elements on complex trajectories,
e.g., circles or spirals, produced better images than
linear movement. A very successful device employ-
ing this so-called “pluridirectional tomography” was
the “Polytome”, which was first constructed in 1949
and became commercially available soon after. A large
number of medical pluridirectional tomographic de-
vices with increasingly complex movement trajectories
was developed until at least 1980 [Litt+96].

1.2.2 Early computed tomography

An alternative, more versatile approach for producing
sectional X-ray images took shape with the advent of
digital image acquisition and information processing
technology in the 1960s. However, its theoretical foun-
dations are far older: In 1917, J. Radon had shown how
a function defined on a plane can equivalently be rep-
resented by the entirety of its parallel projections from
all angles, and how to transform between these two
representations [Rado17]. The spatial map of X-ray at-
tenuation strength in a plane of an imaged object can
be interpreted as such a function, and its X-ray image
as a projection of this function along the direction of
the X-rays.

It can be shown that an X-ray image of an object is
a projection of the object’s spatial distribution of X-
ray attenuation coefficients. Radon’s publication thus
implies that, if X-ray images of an object are acquired
from a large number of angles, with the projection rays
being oriented in a plane, a sectional image along this
plane (a tomogram) can be reconstructed from this set
of images. Several methods for the calculation, such as
iterative, algebraic techniques, or a direct application
of Radon’s transforms [Broo+76; Buzu08] are possible.

Other than in conventional tomography, no motion
blur is desired, and the beam geometry can be such
that only the volume of interest is irradiated. However,

the need for mathematical operations on imaging data
requires information processing technology.

After similar reconstruction problems had been
researched in the context of statistics and astro-
physics [Buzu08], a sophisticated analytical solution
for tomographic reconstruction from a “fan-beam”
source, as well as an imaging and tomographic re-
construction method using exclusively analog elec-
tronics and X-ray film was presented by B. I. Koren-
blyum and other researchers from Kyiv Polytechnic
Institute [Kore+58; Gust20]: They devised an imaging
setup to apply a narrow X-ray fan beam to the imaged
object, with the object rotating around an axis orthog-
onal to the beam. The resulting projections were to be
recorded on a roll of X-ray film passing over a drum
surrounding the object at some distance, thus encod-
ing intensity as a function of rotation and fan angle
(i.e., a so-called sinogram). Input of sinogram data for
reconstruction of the tomograms was to be achieved
by illuminating the film with a cathode ray tube (CRT)
focused onto the film and measuring light intensity
with a photomultiplier tube. The requisite calcula-
tions of the basic arithmetic operations necessary for
reconstruction (logarithms, multiplications, integrals,
among others) were to be performed by analog elec-
tronics. A single evaluation step of the integrand of the
reconstruction formula would be translated to light
intensity of a second cathode ray tube, projected onto
photographic film, thus eventually producing the full
tomogram after evaluation of all integrals for all data
points of the tomogram. Sampling different points of
the sinogram and tomogram films was to be achieved
by deflection of the CRT’s electron beam as well as
rotating the barrel on which the sinogram film was
mounted. A total reconstruction time of 5 minutes was
estimated for a tomogram consisting of 104 data points.
It is unclear whether such an apparatus was ever com-
pleted. However, this work is one of the earliest stud-
ies on the retrieval of tomograms by computational
means, i.e., computed tomography (CT).

A. M. Cormack developed a solution to the recon-
struction problem without knowledge of preceding
work [Corm63; Corm64] and successfully verified
his method with tomographic measurements of an
imaging phantom using a radioactive source: He
found the determined attenuation coefficients to
be in good agreement with theoretically calculated
values [Corm64].
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Around the same time, G. Hounsfield began working
on the same problem and constructed a tabletop ap-
paratus very similar to Cormack’s and, by presenting
tomograms acquired with this device, succeeded in
convincing a number of influential radiologists of the
method’s benefits. Funding for the construction of a
number of clinical prototypes for head CT scans at
EMI, Ltd. could thus be acquired [Beck06].

The first CT scan of a patient was performed in
1971 [Beck06]. The prototypes (then called “EMI
scanners”) already shared a large number of features
with today’s CT machines: X-ray source and detector
were mounted on a common frame (“gantry”) rotat-
ing around the patient’s head. In this and other “first-
generation” CT devices, X-rays were collimated to a
pencil beam. In order to produce a parallel-beam ge-
ometry, source and detector were translated laterally
across the imaged slice, before moving on to the next
projection angle. Acquisition of a tomogram thus con-
sisted of alternating translation and gantry rotation
steps [Buzu08]. This meant that acquisition for a single
80×80 pixel slice required 4.5 to 20 minutes [Beck06].

Even at this early stage, however, the device achieved
a 0.5% accuracy in the determination of absorption
coefficients [Houn73], far surpassing the soft-tissue
contrasts of other non-invasive brain imaging meth-
ods available at the time. Before the introduction
of CT, pneumoencephalography, an imaging proce-
dure where spinal fluid was drained from the brain
and replaced by air or other gasses to enhance soft-
tissue contrast for a subsequent radiograph, was com-
monly used to identify brain lesions. This excruciat-
ing procedure induced side effects such as vomiting,
headaches, and fever for several days after the exami-
nation [Whit+73]. This method was among the first to
be nearly entirely replaced by CT.

Unlike the concept by Korenblyum et al., data acqui-
sition and reconstruction were performed with dig-
ital technology from the start: X-ray detection was
achieved with a sodium iodide scintillation crystal and
a photomultiplier tube [Beck06]. A second, identical
detector was employed to provide the reference, blank-
scan intensity. Output voltages from both detectors
were digitized for storage and subsequent reconstruc-
tion [Houn73]. For the prototype device, measurement
data initially even had to be transported to an external
mainframe for reconstruction [Beck06].

1.2.3 Further development of CT

The most straightforward reconstruction algorithm is
so-called back projection, i.e., a “smearing out” of all
projections across the image plane along the reverse
direction of projection. However, this leads to signifi-
cant artifacts. Two better alternatives are iterative re-
construction and analytic reconstruction. All three are
presented and compared in [Broo+76]. Reconstruction
of data from the EMI scanner was initially performed
using an iterative algebraic reconstruction technique
(ART). However, since filtered back projection (FBP),
one of the algorithmic implementations of the ana-
lytic solution for the reconstruction problem, is based
on Fourier transforms, its execution speed benefited
greatly from applying the Fast Fourier Transform (FFT)
algorithm for these calculations. Together with general
improvements in computer performance, this allowed
moving reconstruction of CT data to local computers,
and the FBP reconstruction algorithm remains in ev-
eryday use for many reconstruction problems even
today.

Increasing the number of detector elements in
“second-generation” CT devices allowed acquisition
of multiple projection rays at a time, significantly re-
ducing acquisition time [Buzu08].

Source translation was finally rendered unnecessary
in “third-generation” CT devices, where even larger
detector arrays are used, simultaneously acquiring all
projection data for a given rotation angle. The resulting
acquisition times below 20s finally allowed performing
a complete (axial) trunk scan during a single breath-
hold [Buzu08]. The radial emission of X-rays motivated
the use of curved detector arrays and required adapta-
tion of reconstruction algorithms to the resulting fan-
like shape of the radiation field, thus finally replicating
the setup geometry proposed by Korenblyum et al. sev-
eral decades earlier, albeit replacing the X-ray film by
a linear array of 400 to 1000 [Buzu08] digital detector
modules. This geometry enabled the use of helical
acquisition techniques, i.e., simultaneous movement
of the patient in craniocaudal (head-to-toe) direction
and rotation of the source-detector unit (“gantry”), al-
lowing rapid scans of large, multislice volumes.

However, a helical scan would typically require multi-
ple, rapid gantry rotations. This was only possible by
replacing the conventional electrical and data connec-
tions to the gantry with slip-ring technology [Hurl+09].
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A downside of the sharp “fan” collimation is that long,
helical scans exert a high heat load to the X-ray tube
(since most of the generated X-rays do not contribute
to the image) [Gold08]. This was ameliorated by the
introduction of detectors consisting of multiple pixel
lines (“multislice CT”), since they allowed expanding
the radiation field perpendicularly to the axial plane,
leading to more efficient use of the X-ray tube by turn-
ing the “fan” of X-rays into a wider “cone”. The first
commercial multislice (2-slice) CT was introduced by
Elscint in 1992 [Gold08], but the multislice CT era
is mainly understood to begin with the introduction
of four-detector row CT setups in 1998/99 [Gold08;
Hurl+09].

From then on, CT manufacturers have competed to
develop devices with more and more detector lines.
This competition produced the first CTs with 16 lines
in 2001, 64 lines in 2004 [Hurl+09], and even 256 or
320 slices around 2008.

This increase was largely motivated by the desire to
allow imaging of fast, dynamic processes, such as car-
diac CT [Hurl+09; Mahe+09] and perfusion studies,
but is not as essential for most other medical appli-
cations. Naturally, data produced with cone-beam CT
require different, more sophisticated reconstruction al-
gorithms to take into account the differences in beam
geometry. An overview of such algorithms based on
filtered back projection is given in [Turb01].

In 2009, the United States’ National Council on Radi-
ation Protection and Measurements (NCRP) released
its Report No. 160, which highlighted the significant in-
crease of the general population’s exposure to ionizing
radiation from medical exams. It showed that, com-
pared to the early 1980s, U.S. residents received more
than seven times as much yearly effective dose from
medical sources in 2006, thus surpassing the effec-
tive dose from natural background sources [NCRP09].
This finding has received widespread attention in U.S.
mainstream media, strongly increasing public aware-
ness of radiation risks from CT exams [DeMa17]. Simi-
larly, the number of CT examinations in Germany has
increased by 40% from 2007 to 2014, accounting for
about 60% of collective effective dose due to medical
imaging in 2014 [Neko+17]. Furthermore, nuclear mag-
netic resonance imaging (MRI), which does not use
ionizing radiation, has proven able to replace CT for
many imaging tasks.

Consequently, a number of efforts have been taken to
reduce ionizing radiation dose. Since reimbursement

of CT exams has been partially tied to the availabil-
ity of dose-reduction features [DeMa17], low-dose ca-
pabilities have become a major selling point for CT
setups — it has been claimed that by 2009, the “slice
war” between manufacturers had given way to a “dose
war” [Mahe+09]. Besides the introduction of strict clin-
ical criteria for ordering CT exams, dose reductions
have been achieved through improvements in detector
technology and the introduction of automatic tube cur-
rent modulation [DeMa17].

Most prominently however, the demand for dose
reduction has lead to a resurgence of iterative re-
construction techniques, specifically in combination
with an accurate statistical treatment of measurement
data [Thib+07]. Such a statistical iterative reconstruc-
tion (SIR) promises tomograms with increased signal-
to-noise ratios by taking into account certain assump-
tions about the imaged objects. The iterative approach
attempts to solve the reconstruction problem by explic-
itly minimizing a cost function between data and the
system’s forward-model applied to the estimate (i.e.,
the measured sinograms and the forward-projected
tomograms). Additional assumptions about imaged
objects can then be introduced as additional cost func-
tion terms. This so-called regularization typically pe-
nalizes the presence of sharp edges in tomograms,
leading to a smoother appearance of images. How-
ever, the magnitude of applied regularization must be
chosen carefully so as not to obscure clinically rele-
vant features by excessive smoothing. Furthermore,
the statistically accurate treatment of measurement
data e.g. leads to a reduction of beam starvation ar-
tifacts due to metal objects and much better recon-
struction results from measurements with irregularly
sampled sinograms. Different variants of iterative re-
construction algorithms have since been introduced
by the major CT manufacturers [Flei+11]. However,
average yearly effective dose per person in Germany
due to CT alone has still increased from 2007 to 2014,
meaning that all advances in dose reduction during
this time were unable to compensate for the increasing
number of CT exams [Neko+17].

A more recent innovation is the development of clini-
cal dual-energy CT devices. In 1976, R. E. Alvarez and
A. Macovski proposed a method to combine CT scan
data of the same object acquired with two different X-
ray spectra and thus obtain a decomposition of linear
attenuation coefficients into two independent parame-
ters, approximately representing the fraction of attenu-
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ation due to the photoelectric effect and Compton scat-
tering [Alva+76]. Given that these values are material-
dependent, the photoelectric and Compton coefficient
pairs of any two (sufficiently different) materials can
be used as “basis vectors” for virtually decomposing
any measured coefficient pair into a fractional mix of
both materials. This works especially well for separat-
ing bone, metal, or iodine, a commonly-used contrast
agent due to its high atomic number, from surround-
ing soft tissue. The first medical dual-energy CT was
introduced by Siemens in 2006, employing two X-ray
tubes and detectors operated at different acceleration
voltages (e.g., 80 and 140kV). Other manufacturers
have since followed with their own implementations
of dual-energy CT capabilities.

There has been rapid progress in the development of
solid-state X-ray photon-counting detectors: Due to
sophisticated per-pixel readout electronics, thermal
noise can be completely suppressed and the lack of an
intermediate scintillation step allows a better localiza-
tion of incident radiation. Furthermore, high readout
speeds allow counting and even energy-discrimination
of individual X-ray photons (cf. section 2.4.2 on
page 49). These properties makes photon-counting de-
tectors ideally suited to use in CT for increasing noise
characteristics and implementation of multi-energy
spectral acquisition modes. However, their clinical ap-
plication is still hindered by technological difficulties
and photon-counting detector development remains
an active field of research.

1.3 Visible-light phase contrast

1.3.1 Discovering the wave properties of
light

To confirm the wave nature of light, T. Young per-
formed an experiment in 1803, where a ray of sunlight
was split in two by the edge of a thin piece of cardboard,
which produced colorful periodic patterns on a screen
downstream [Youn04; Sche86]. Young explained this
effect by a superposition of the light waves emanating
from each slit: Depending on the relative phase of the
waves from each slit, they would extinguish or amplify
each other. In a similar experiment, Young was also
able to estimate the wavelength of red light [Youn02].

A. J. Fresnel further refined this work in 1819: Expand-
ing Huygens’ principle of interpreting every point of

a wavefront as a new, secondary point source, Fresnel
was able to correctly predict the shape of interference
patterns from several diffraction geometries [Fres00].
His success further substantiated the wave model of
light, which was then still opposed by many notable
researchers.

Another arrangement to achieve interference was pre-
sented by H. Lloyd in 1834: Using monochromatic
radiation impinging on a mirror at a steep angle, in-
terference fringes could be generated on a screen by
superposition of direct illumination and light reflected
by the mirror. This also proved that light waves experi-
ence a half-period phase shift upon reflection from a
mirror.

In 1836, H. F. Talbot illuminated a transmission grat-
ing with sunlight and observed multicolored periodic
patterns at different distances from the grating, essen-
tially reproductions of the grating profile [Talb36]. The
relation to diffraction phenomena is not immediately
obvious. A theoretical description of this effect was
only found in 1881 when J. W. Strutt (Lord Rayleigh)
showed it to be a consequence of Fresnel’s theory of
diffraction when applied to a periodic attenuating ob-
ject [Rayl81].

Based on the observation that the propagation speed
of electromagnetic fields coincided with the speed of
light, J. C. Maxwell suggested in 1862 that light is a
phenomenon of electromagnetism. He developed a set
of 20 “general equations of the electromagnetic field”,
an early form of what are known today as Maxwell’s
equations [Maxw65].

Unlike other known wave-like phenomena, however,
light waves can traverse the vacuum of space and thus
have no obvious medium of propagation. A contempo-
rary hypothesis was the existence of an omnipresent,
yet undetectable propagation medium called “luminif-
erous aether”. To determine its existence, A. A. Michel-
son and E. W. Morley designed an interferometric ex-
periment in 1881, which they subsequently improved
and repeated in 1887 [Mich+87]: Assuming the exis-
tence of a propagation medium, the speed of light
would have to be constant relative to it. Due to the
earth’s significant speed of movement around the sun,
relative differences in the speed of light would have to
be observable between propagation in parallel to, and
at a right angle with the earth’s movement.

Michelson and Morley designed an interferometer us-
ing a semi-transparent mirror which split an incident
beam into two orthogonal (reflected and transmitted)
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Figure 1.1: Two examples for visible-light two-
beam interferometers: the Michelson and the Mach-
Zehnder interferometer.

partial beams (cf. Fig. 1.1a). Both beams would then
travel at right angles (in parallel with and orthogonal
to the earth’s movement), reach a conventional mirror,
and return to the beam-splitter. The occurring partial
reflection and transmission of both beams meant that
a superposition of beams traveling in orthogonal direc-
tions could be observed. Any deviation in the speed of
light for the two directions would lead to a phase delay
between both beams. Furthermore, the entire inter-
ferometer could be rotated, allowing an interchange
of “parallel” and “orthogonal” beams. However, no de-
viations in phase difference due to rotation could be
determined, effectively disproving the aether hypothe-
sis. This finding of a universally constant speed of light
(in vacuum) was a cornerstone for the formulation of
special relativity by Albert Einstein.

1.3.2 Interferometer designs

Besides basic research, visible-light interferometers
are used for many applications, among the most
prominent being testing of optical components and
microscopic imaging. A large number of visible-light
interferometer types exist and can be classified accord-
ing to beam geometry.

Two-beam interferometers spatially separate two mu-
tually coherent beams, and different optical compo-
nents are thus used for manipulating each of the two
beams.

The spatial separation is most commonly achieved
by “amplitude-splitting” a single beam with a beam-
splitter, i.e., a semi-transparent mirror. The interferom-
eter used by Michelson and Morley mentioned above is
one such example. This type of interferometer can also
be adapted for testing optical components, and is then
called a “Twyman-Green interferometer”. Since either
beam traverses the same volume two times (before and
after reflection), the wavefront phase is shifted twice
by an inserted sample, leading to very high sensitivity.

Tilting both mirrors by 45◦ and reuniting the beams in
a second beam-splitter results in the “Mach-Zehnder”
interferometer geometry (Fig. 1.1b). It is often used for
to characterize plasmas (variation of refractive index
due to temperature and pressure) and air flow [Hari06].
It can be adjusted in such a way that interference
fringes and the object under examination are both in
focus [Hari06], e.g. allowing imaging an airfoil (the
sample) together with its effects on airflow (interfer-
ence effects). Furthermore, a sample placed in the
beam is only traversed once by the wavefront.

However, two-beam interferometers are quite suscepti-
ble to external disturbances, since the relative position
of optical components manipulating the two beams
must be constant down to less than a wavelength. This
limitation disappears if the same optical components
can be used to manipulate both beams, as is done in
so-called common-beam interferometers.

One such example is the Newton interferometer
(Fig. 1.2a), a design often used for optical components
testing due to its simplicity, high stability and moder-
ate coherence requirements. The examined object sur-
face is placed “face-down” onto a corresponding ideal
reference. When illuminated with monochromatic
light, reflections from the adjacent surfaces reach the
screen (or eyepiece) via the same optical path, gen-
erating interference fringes. Magnitude and type of
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surface deviations can then be inferred directly from
the shape of these fringes.

Common-beam interferometers can often be modified
to induce a lateral displacement / shear between the
two beams. The simplest possible arrangement is a
single glass plate with highly parallel surfaces, illumi-
nated at an angle by a collimated, highly monochro-
matic light source (Fig. 1.2b). Reflection by both sur-
faces generates mutually coherent beams with a lateral
shear dependent on angle and thickness of the glass
plate. For small lateral displacements, it can be shown
that the resulting phase difference is approximately
proportional to the spatial derivative of phase along
the shear direction. The resulting fringe pattern thus
encodes information about differential phase shift, or
equivalently, refraction angle induced by the object.

A shearing interferometer can also be designed by ex-
ploiting the Talbot effect (Fig. 1.2c, cf. section 1.3.1):
The effect results from coherent superposition of
diffraction orders from an optical grating. At certain
downstream distances, a self-image of the grating is
generated as long as the diffracted fields overlap spa-
tially. An introduced object distorts this image, from
which the amount of phase-shift may be estimated. As
in the shearing interferometer, the phase shift of the
fringe pattern is proportional to differential phase. An
analyzer grating may be introduced near the detector
if the self-image can not be resolved directly. Of the
shown examples, this is the only design not dependent
on mirrors, which is especially useful for wavelengths
where reflective materials are not readily available.

1.3.3 Phase-contrast microscopy

An adaptation of interferometric methods for micro-
scopic imaging of phase shifts was first achieved by
F. Zernike in 1932: A conventional transmitted-light
microscope is modified by insertion of two annular
plates, a “condenser annulus” and a “phase plate”. This
is illustrated in Fig. 1.3.

The condenser annulus, an aperture that transmits
light only in a ring-shaped region, is positioned at the
front focal plane of the condenser. The ring-shaped
light intensity profile is thus completely defocused in
the sample plane (parallel light), and reforms at the
back focal plane of the objective. In a ring-shaped
region matched with the annular aperture, the phase
plate partly attenuates the light and imprints a phase-
shift of approximately 1/4 of a wavelength.
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Figure 1.2: Three examples for common-beam inter-
ferometers: Newton, shearing, and Talbot interferom-
eter.
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Zernike phase-contrast and dark-field microscopy
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Figure 1.3: Operating principle of the Zernike microscope. (a): The condenser annulus is imaged to the back
focal plane of the objective, where the phase plate is located. (b): Scattered and unscattered light passes through
different regions of the phase plate, leading to interference effects and a highlighting of phase-shifting structures
in the image plane. (c): Replacing the phase plate by an absorbing plate allows blocking all unscattered radiation,
producing a dark-field image of the sample.
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In the absence of phase-shifting structures in the sam-
ple, all light passes through this region and the func-
tionality of a conventional microscope remains unaf-
fected: An intermediate, real image of the sample is
generated downstream of the phase plate, and can be
further magnified with an eyepiece.

However, in the presence of small structures in
the sample, the incident light is partly diffracted.
Diffracted and undiffracted light is focused onto the
same point in the plane of the intermediate image, but
scattered light will not pass through the phase-shifting
and attenuating annular region of the phase plate.
A spatial separation of diffracted and undiffracted
light is thus achieved in the plane of the phase plate
(Fig. 1.3b).

In the image plane, diffracted and undiffracted light
are out of phase by λ/4 and, due to the attenuation of
the latter in the phase plate, of similar intensity, which
maximizes the impact of phase shifts on measured in-
tensity. The general shape of the image thus remains
unaffected, but refracting sample regions achieve sig-
nificantly higher intensity contrast.

Phase-contrast microscopes first became commer-
cially available in 1941. This invention was especially
valuable for cell imaging since many types of cells are
highly transparent and thus do not generate significant
contrast without prior staining.

Alternatively, the phase plate can be replaced by an
attenuating disk which blocks all unscattered light
(Fig. 1.3c). In this so-called “dark-field illumination”,
the image is composed only from scattered light. Since
no interference occurs, no phase information is re-
trieved. This is often useful for imaging fibrous struc-
tures.

1.4 Synchrotron radiation

X-ray tubes are very inefficient: Only a very small frac-
tion of expended electrical power is converted into
X-rays, and these are both highly polychromatic and
emitted in a large angular range. This is at odds with
the demands of both X-ray crystallography and inter-
ferometric methods for highly monochromatic, par-
allel illumination. Due to a lack of suitable optical
elements for X-ray collimation, such conditions could
only be achieved by isolating the desired wavelength
and propagation direction. This leaves very little flux
and leads to long measurement times. In the 1950s

however, the potential of using deflecting magnets in
particle accelerators as X-ray and UV light sources was
recognized.

A synchrotron is a ring-shaped particle accelerator:
Charged particles (electrons or ions) are alternatingly
accelerated by linear accelerator modules, and mag-
netically deflected and focused to keep them on a
closed-loop track. As their kinetic energy increases,
the field strength of the deflection and focusing mag-
nets is increased “synchronously”, i.e. by the ideal rate
to keep the particle trajectory constant.

Such a type of accelerator was first suggested by M. O.
Oliphant in 1943, whereas the crucial concept of
“phase stability” was developed independently by V. I.
Veksler (Soviet Union) and E. M. McMillan (USA). The
first demonstration systems were built in 1946, initially
for the acceleration of electrons [Wils96].

The synchrotron evolved from a previous circular ac-
celerator design, the cyclotron, which uses similar
acceleration and deflection principles: it consists of
two hollow D-shaped electrodes, in which a constant
magnetic field is applied. A high alternating voltage
is applied between the electrodes. The particles are
thus alternately accelerated (between the electrodes)
and deflected by a half-turn while inside an electrode.
As the particles gain energy, the radius of their tra-
jectory increases, but—as long as they have nonrela-
tivistic energies—their period remains constant, and
the acceleration voltage thus alternates at a fixed fre-
quency [Lawr+32]. However, the period increases
when relativistic energies are reached, limiting further
acceleration. The concept can be modified by varying
acceleration voltage frequency over time (yielding a
“synchro-cyclotron”), but this limits operation to the
acceleration of single pulses of particles. Due to its
method of operation, the synchrotron does not have
this limitation. Instead, particle energies are limited
primarily by the deflection magnets’ maximum field
strength, the loss of energy due to bremsstrahlung (cf.
section 2.3.2 on page 46), and thus the circumference
of the ring.

Like (synchro-)cyclotrons before them, synchrotrons
were primarily used for particle collision experiments.
Such experiments had lead to many important ad-
vancements in particle physics [DiLe93], and the in-
crease in available particle energies now promised the
discovery of further elementary particles as well as
hitherto unknown particle interaction and decay pro-
cesses. To this day, the synchrotron remains the state-
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of-the-art particle accelerator design for high energy
physics research, the most prominent currently being
the Large Hadron Collider (LHC), featuring the world’s
largest synchrotron acceleration ring with a 26.7km
circumference [LHC08].

It is well known from radio transmitters that accel-
erated electric charges (an alternating current in the
antenna) emit electromagnetic radiation. In particle
accelerators, the much greater accelerations and veloc-
ities of particles in an accelerator lead to both higher
intensities and lower wavelengths of emitted radia-
tion. In a synchrotron, this effect was first reported
in 1948 [Elde+48; Will11]. For the achieved electron
energies between 50 and 80MeV, a significant portion
of the radiated spectrum was in the visible range. Spec-
troscopic measurements through the glass wall of the
accelerating tube were found to coincide with theoret-
ical predictions.

A similar study was performed in 1956, now at a syn-
chrotron with electron energies of 233 and 321MeV.
The higher electron energies allowed the generation of
ultraviolet and soft X-rays (emitted wavelengths scale
approximately with the inverse cube of electron en-
ergy [Tomb+56]). Furthermore, the angular distribu-
tion of radiated light, which is roughly isotropic for
non-relativistic electrons, is focused into the direction
of electron movement for high electron energies due
to relativistic effects. It was recognized that the result-
ing high-intensity light source could be exploited for
practical uses, such as spectroscopy in the UV and soft
X-ray regime [Tomb+56].

In the following years, a number of synchrotrons
(now called “first-generation synchrotron sources”)
thus introduced facilities to use this radiation, while
maintaining their main use for collision experi-
ments [Will11]. The hard X-ray regime became ac-
cessible with the modification of DESY (Hamburg,
Germany) in 1964 [Will11]. Eventually, facilities dedi-
cated entirely to the generation of synchrotron radia-
tion (“second-generation sources”) were created, the
first one being the Synchrotron Radiation Source (SRS,
Cheshire, England) commissioned in 1981 [Will11].

However, although these were among the brightest
sources of light in their respective spectral ranges, their
spectral bandwidth was still significant and monochro-
matic beams could only be achieved at the expense of
discarding the majority of emitted light [Kita00]. It
was realized that the characteristics of the emitted
radiation could be improved by employing specially-

designed magnet arrays, to be installed in addition to
the existing deflection and focusing magnets. These
so-called insertion devices consist of a series of dipole
magnet pairs with alternating polarity. The deflections
induced to the beam by two successive magnet pairs
cancel out and thus do not disturb the overall elec-
tron trajectory. The achieved X-ray power however
increases with every magnet pair added to the array
(cf. section 2.3.2 on page 46).

Insertion devices can be designed as “wigglers”, which
feature a greater lateral displacement of the electron
beam and a very high overall X-ray output, or as “undu-
lators” with lower lateral displacement, which allows
coherent superposition of radiation from individual
deflections and results in a spectrum with one or more
narrow peaks [Robi09; Kita00]. The first of these so-
called “third-generation sources” was the “European
Synchrotron Radiation Facility” (ESRF) in Grenoble,
France, becoming operational in 1994 [Will11].

The achieved increases in spectral X-ray flux and de-
creases in source size as well as angular range have
allowed to decrease measurement times and accuracy
of existing measurement methods, such as X-ray crys-
tallography, but have also enabled the development of
entirely new applications, such as propagation-based
X-ray phase contrast imaging (section 1.5.5).

1.5 X-ray phase contrast methods

1.5.1 X-ray crystallography

Like all electromagnetic radiation, X-rays exhibit wave
properties that can be exploited for experimental pur-
poses. However, since hard X-rays have wavelengths
four orders of magnitude smaller than visible light, X-
ray diffraction effects are much harder to observe.

Given an optical grating with period p, illuminated by
a plane wave at normal incidence with wavelength λ,
diffraction maxima are expected in the far-field at an-
glesαn = sin−1(nλ/p) relative to the normal of the grat-
ing plane, n being an integer. Thus, simply replacing
a visible-light source in a diffraction experiment with
a hard-X-ray source (of sufficient coherence) would
produce diffraction angles four orders of magnitude
smaller, which would typically not allow resolving in-
dividual maxima.

The opposite problem was discussed by P. Ewald and
M. von Laue in 1912: Ewald wished to perform diffrac-
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tion experiments on a crystal in order to validate a
theoretical model of crystal structure, but this was not
feasible with visible light due to the wavelengths being
much greater than the expected periodicity of the crys-
tal structure. Von Laue suggested using X-rays and was
able to produce an X-ray diffraction image of a cop-
per sulfate crystal in the same year, which conclusively
proved the wave nature of X-rays [Mart14]. The highly
regular atomic arrangement of crystals takes the place
of the grating. Since the wavelength of X-rays are in a
similar range as dimensions of crystal unit cells, result-
ing diffraction angles are easy to observe. However, the
regularity of crystals in all three dimensions allows for
a larger number of diffraction maxima. Their relation
to parameters of the crystal lattice are described by the
Laue or Bragg relations [AlsN+11, sec. 5.1].

X-rays diffraction experiments have proved to be an
ideal tool for examining crystal microstructure and re-
main an important technique to this day. Acquiring
diffraction images for different crystal orientations al-
lows calculation of their internal structure to an ex-
tremely high degree of precision. Even molecules
not naturally forming crystal structures can be exam-
ined, since crystals can often be grown artificially. The
structure of a large number of biomolecules has since
been discovered with the help of X-ray crystallography.
Among the most important findings are the discov-
ery of the double-helix structure of DNA [Wats+53b]
and its method of replication [Wats+53a] in 1953, the
first determination of a protein’s structure (myoglobin)
down to an atomic level in 1960 [Kirk14], and the struc-
ture determination of a photosynthetic reaction center
in 1981 [Mich82; Will11].

1.5.2 X-ray microscopy

Motivated by the invention of the scanning electron
microscope (SEM) by M. von Ardenne in 1937, a modi-
fication of the technique to generate “electron shadow
images” was proposed in 1939 [Arde39]: By expanding
the electron beam emitted from the probe into a wide
cone, a magnified shadow of the object could be gen-
erated. This differs from the previously invented trans-
mission electron microscope (TEM) by the absence of
focusing electron optics. Placing the object very close
to the probe would then allow very high sample magni-
fication. The achievable resolution is primarily limited
by the size of the electron probe.

Additionally, a geometry was proposed where the TEM
electron beam is focused onto a target, and instead
using the cone of generated X-rays to image the ob-
ject at high magnification. Since X-rays are scattered
much less than electrons in material, significantly
thicker samples could be imaged, while also receiv-
ing less radiation damage. This method, later named
“X-ray projection microscopy” was realized in the same
year [Mals39; Kirz+09]. Conceptually, this is the sim-
plest method to achieve a very high magnification of
radiographs, since no X-ray optical elements are re-
quired, only the electron beam must be well focused to
generate a sufficiently small focal spot. Furthermore,
no monochromation is required.

The primary benefit of both electron and X-ray mi-
croscopy techniques lies in the higher achievable res-
olutions: Conventional visible-light microscopes are
said to be diffraction-limited, i.e. their resolution is
restricted by the light wavelength (which is in the
vicinity of 0.5µm). The much smaller X-ray wave-
lengths (≈ 1nm) and electron de Broglie wavelengths
(≈ 10pm) used in microscopy shift this fundamental
limit to much smaller dimensions.

Besides the finite size of the X-ray focal spot, resolution
in X-ray microscopy was limited by diffraction in the
sample: The significant propagation distance to the
film / detector creates intensity fluctuations around
edges. It was only recognized much later that these
“artifacts” contain highly valuable information to re-
trieve X-ray phase-contrast maps. Accordingly, modi-
fications to SEM-based X-ray projection microscopes
for the retrieval of phase-contrast information have
been presented [Mayo+02].

Over the years, a number of X-ray focusing techniques
were developed: P. Kirkpatrick and A. V. Baez suggested
the use of a set of two “crossed” grazing-incidence
concave mirrors for focusing X-rays [Kirk+48]. It was
however recognized that this arrangement can pro-
duce significant aberrations when used for X-ray mi-
croscopy [Kirz+09]. Similar grazing-incidence focusing
optics have however found widespread use in X-ray
astronomy.

Additionally, Fresnel zone plates were investigated
as alternative focusing elements: Consisting of ra-
dially symmetric, attenuating rings, zone plates in-
duce diffraction effects which lead to constructive
interference at certain downstream positions, if the
incident radiation is sufficiently coherent. However,
since the size of the resulting focal spots is deter-
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Figure 1.4: Operation of a crystal-based X-ray inter-
ferometer. The three crystal layers are produced by
cutting grooves into a single ingot.

mined by the smallest features of the zone plate, i.e
the width of the outermost zones, construction of Fres-
nel zone plates with sufficient quality for X-ray mi-
croscopy is challenging, especially for use with hard
X-rays. The similar behavior of zone plates and opti-
cal lenses allowed the imitation of visible-light beam
paths for soft X-ray microscopy. X-ray microscopes us-
ing zone plates were first implemented for laboratory-
based and synchrotron X-ray sources between 1974
and 1983 [Kirz+09].

It was recognized that the achievable contrast due to
phase shifts is much higher than the contrast due to
attenuation for most X-ray wavelengths [Schm+87]:
Based on the phase-contrast generation method in the
Zernike microscope, intensity contrasts due to phase
shifts were found to be higher for various organic mate-
rials and soft X-ray wavelengths. Alternatively, this al-
lows a reduction of dose and associated damage to the
sample for comparable image contrast. Thus, the de-
sign of the Zernike phase-contrast microscope was suc-
cessfully adapted to X-rays in this manner [Schm+94].

1.5.3 X-ray crystal interferometers

One of the earliest steps towards X-ray phase contrast
imaging was made in 1965 with the development of
the first X-ray interferometer [Bons+65]: It consisted
of a single, nearly perfect silicon monocrystal into
which two grooves of 1cm width were cut, leaving

three 50µm thin crystal layers with perfect mutual
alignment due to being part of the same crystal lattice.
Characteristic X-rays from the copper Kα line were se-
lected by Bragg reflection and subsequently diffracted
by all three layers (Fig. 1.4): The first layer is illumi-
nated at an angle, and splits the incident beam into
two transmitted beams: an undiffracted portion and a
reflection on the 220 crystal plane, which is orthogo-
nal to the crystal layers’ front surfaces, thus resulting
in a reflection symmetric to the longitudinal axis of
the setup. The different directions of propagation thus
lead to a spatial separation of the two beams. At the
second crystal layer, each partial beam is split into a
transmitted and a 220 reflection again, and the inher-
ent symmetry of the arrangement causes a pair of spa-
tially separated beams to rejoin and thus to interfere
at the third crystal layer. The resulting interferogram is
finally observed downstream of the third crystal layer.

The observed type of interferogram is equivalent to
what would be observed with a visual-light Michelson
or Newton interferometer: The intensity depends si-
nusoidally on the phase difference between the two
beams. A spatial gradient of phase difference thus re-
sults in a fringe-like pattern of alternating bright and
dark lines, where adjacent bright (or adjacent dark)
lines correspond to a phase difference of one wave-
length. The fringe pattern can thus be interpreted as
contour lines of phase difference.

The authors demonstrated how inserting of a plastic
wedge in one of the beams lead to a change in the
fringe pattern: The spatial period of these contour
lines was increased along the direction of the wedge
slope, indicating a spatial phase shift gradient due to
the object in this direction. The used wavelength was
about three orders of magnitude smaller than visible
light (1.54Å), rendering the setup extremely suscepti-
ble to disturbances. Furthermore, the associated ben-
eficial effect on interferometer sensitivity is canceled
by the phase shift induced at these wavelengths being
five orders of magnitude weaker 1, disqualifying it for
use in optical testing.

However, the authors recognized the possibility to dif-
ferentiate materials with X-ray phase contrast images.
Using a very similar setup, this was first realized by
M. Ando and S. Hosoya in 1972 [Ando+72]. The sig-
nificantly higher X-ray energy (Kα1 of Molybdenum,

1Refractive index of polymethyl methacrylate at λ= 1.54Å: n =
1−4.14×10−6, at λ= 589.3nm: 1.4905, thus yielding a phase shift
approx. 1.2×105 times higher for the latter wavelength.
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17.48keV) allowed measurement of thicker samples:
X-ray phase-contrast micrographs of part of a butterfly,
a bone sample and a thin granite slice were acquired.
The field of view was extended by moving the inter-
ferometer, the sample, and the photographic plate
relative to the X-ray source. The extremely faint il-
lumination by a single fluorescence line and the high
resolution demanded very high acquisition times on
the order of 24h.

Several decades later, the idea to use the X-ray crys-
tal interferometer as a phase-contrast imaging tool
was revived by Momose et al. by using it at a syn-
chrotron beamline: The high intensity and narrow
bandwidth of synchrotron radiation allowed acquisi-
tion of crystal-based phase-contrast images on much
shorter timescales and at higher resolutions.

Phase-contrast projections of a biological sample (a
slice of rat cerebellum) demonstrated the contrast ad-
vantage of phase shifts over attenuation for soft tis-
sues [Momo+95]. Phase-contrast projections were ex-
tracted from single images using the Fourier-based
method described in [Take+82].

By incorporating a rotating stage to the setup, Mo-
mose et al. enhanced the method to generate the first
phase-contrast CT measurements [Momo95]. Phase
retrieval was refined by introducing a rotatable phase-
shifting plate into the reference beam, allowing the
acquisition of images at different phase shifts and thus
acquire phase-constrast images at the same resolu-
tion as the measured data. The first phase-contrast
CT measurement of a biological sample was also
achieved [Momo+96]. Since the field of view of the
Bonse-Hart interferometer is limited by the size of the
crystal, alternative interferometer designs with spa-
tially separated crystals were also explored [Yone+99].

1.5.4 Analyzer-based phase contrast

Another method which employs crystals as central op-
tical elements for phase contrast is so-called analyzer-
based imaging. Here, an incident monochromatic
beam is collimated and expanded due to reflection
from a first crystal, and then reaches the “analyzer crys-
tal”. The latter is pivoted about an axis orthogonal to
the beam, and is initially rotated such that it produces
a Bragg reflection, which is recorded by a detector.

Deviating the crystal’s rotation angle from this position
results in a decrease of detected intensity. Since the

incident beam usually has nonzero angular divergence,
and the crystals’ reflectivity changes gradually with the
angle of incidence, the intensity does not immediately
drop to zero, but decreases gradually [Endr18]. The
resulting dependence of intensity on crystal rotation
angle is called a “rocking curve”.

Upon inserting a phase-shifting object upstream of
the analyzer crystal, the beam is refracted, which shifts
the angles of radiation incident on the analyzer crystal.
Thus, a rocking curve measured with the sample will
be shifted relative to a curve from a blank reference
measurement. This shift is directly equal to the re-
fraction angle induced by the sample, which is in turn
related to a spatial derivative of total phase shift by
the sample. Like shearing and Talbot interferometers,
the analyzer-based method thus measures differential-
phase contrast.

The method has been successfully used with labora-
tory sources [Davi+95], but benefits greatly from the
high brilliance (specifically, the low bandwidth and
angular divergence) of synchrotron radiation.

Qualitatively, information about sample attenuation is
encoded in the peak height or total area under the rock-
ing curve. In a variation of the analyzer-based method
named diffraction-enhanced imaging, Chapman et al.
presented a method to separately derive both modali-
ties from two images: The undisturbed rocking curve
is first measured completely. The angles on either side
of the peak, where intensity drops to half of peak inten-
sity, are identified. Upon introducing the sample, one
image at each of these two angles is taken. The sym-
metry of the rocking curve then allows the calculation
of maps of attenuation and refraction [Chap+97].

Small-angle scattering information can also be re-
trieved from the rocking curve, since it leads to an
angular spread of the curve. Oltulu et al. presented a
model of rocking curve intensity which incorporates it
in addition to attenuation and refraction. The effect of
small-angle scatter is assumed to be a Gaussian angu-
lar spread of (a fraction of) the rocking curve intensity.
The model thus describes small-angle scatter as a con-
volution of the original rocking curve with a sum of a
Gaussian and a Dirac delta. Using this approach, at-
tenuation, refraction, and small-angle scatter images
of a phantom were successfully retrieved from a set of
24 measured images [Oltu+03].
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Figure 1.5: Downstream intensity modulations
from coherent illumination of a cylindrical phase-
shifting sample. The lateral extent of the modula-
tions increases with propagation distance. A map of
phase shifts may then be reconstructed from intensity
measurements at one or more downstream distances
(see line profiles).

1.5.5 Propagation-based phase contrast

A refracting object illuminated with visible light pro-
duces shadows on a downstream screen. The amount
of refraction can then be evaluated by analysis of these
shadows. This so-called “shadowgraph” method can
not easily be translated to X-rays because the achiev-
able refraction angles are extremely small. However, a
similar approach is feasible if the transverse coherence
of the illuminating X-ray source is sufficiently high:

The field at a measurement plane downstream of an
object can be thought of as the superposition of spher-
ical waves emanating from each point in the object
plane (Huygens-Fresnel principle, cf. section 2.1 on
page 33). If the transverse coherence between the
different locations in the object’s plane is sufficiently
high, they may interfere, and thus produce spatial
intensity variations in the measurement plane. The
spatial extent of these intensity variations is signifi-
cantly higher than those resulting from mere refraction
and increases with the distance between object and
measurement plane (cf. Fig. 1.5).

For moderate propagation distances, these intensity
variations are most apparent in regions of large spa-
tial gradients of phase-shift. In other words, intensity
contrasts at edges and interfaces are highly empha-
sized. For larger propagation distances, this additional

contrast becomes increasingly blurred and the image
eventually no longer resembles a conventional projec-
tion image.

This type of measurement was first reported in 1995,
using highly coherent radiation from the ESRF2, a
third-generation synchrotron source: Intensity fluc-
tuations due to X-ray phase-shifts by very weakly ab-
sorbing fibers were observed at multiple propagation
distances and X-ray energies [Snig+95]. Soon after-
wards, the method was successfully translated to use
with a microfocus X-ray tube, which proved that high
temporal coherence, i.e. high monochromaticity, is
not a requirement [Wilk+96].

For very small specimens, attenuation of hard X-rays
is often negligible and all observed intensity modu-
lations can be assumed to arise from phase shifts.
In such cases, the map of phase shifts induced by
the sample can be reconstructed from a single im-
age [Nuge+96].

In the presence of significant attenuation, this is not
possible and imaging data from at least two different
propagation distances must be combined to separate
attenuation and phase shift. Using a generalized defi-
nition of phase, Paganin and Nugent derived an algo-
rithm to perform this retrieval even for partially coher-
ent X-rays [Paga+98]. For a given propagation distance,
edge-enhancement contrast depends on feature size,
leading to poor visibility of certain features. This may
also be ameliorated by joining acquisitions at multiple
propagation distances [Cloe+99].

An even simpler approach was developed by Paganin
et al. in 2002 [Paga+02]: With the assumption of a con-
stant ratio of phase shift to attenuation everywhere
within the sample, a single acquisition is sufficient
to retrieve a map of phase shifts. Although this as-
sumption only holds for samples with homogeneous
elemental composition, it is often applicable to het-
erogeneous samples since the ratio of phase shift to
attenuation is similar for many biological materials.

The high resolution and image quality as well as the
simplicity of the experimental setup and the Paganin
phase retrieval method have lead to propagation-
based imaging becoming the most popular and widely-
used X-ray phase-contrast imaging method. However,
the method’s high demands to spatial coherence limit
its applicability with conventional, non-microfocus
X-ray sources.

2 “European Synchrotron Radiation Facility”, Grenoble, France
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1.5.6 Grating-based phase contrast

Crystal-based X-ray interferometers, in which a sili-
con monocrystal takes the place of beam splitters and
mirrors from visible-light designs, demonstrated that
interferometric techniques could be used to achieve
X-ray phase contrast. This type of of interferometer is
highly sensitive even to minuscule phase shifts. How-
ever, the high sensitivity also means that this approach
is highly susceptible to mechanical disturbances and
crystal imperfections. Furthermore, object size is
severely limited by the size of the crystal.

Another type of diffractive optical element available
for use with X-rays are optical gratings. These are ob-
jects whose optical properties vary in a highly regular,
periodic manner across their surface. Most common
are linear gratings, which feature equidistant, paral-
lel lines where attenuation, phase-shift or reflectiv-
ity differ from the remaining area. When illuminated
with sufficiently coherent light, fields transmitted or
reflected by the individual grating structures interfere
(constructively or destructively) at different locations,
leading to a spatial variation of light intensity in a given
measurement plane.

The shape of the achieved intensity distribution de-
pends on multiple parameters, namely: the wave-
length λ of the light, the spacing (or pitch) p of adja-
cent grating lines, and the distance L from the grating
at which the intensity is measured. For large distances
L (compared to p2/λ), the so-called far-field regime is
reached, in which incident light is split into discrete
beams at equally-spaced angles. Each beam corre-
sponds to a diffraction order, where the relative phase
shift between fields from adjacent grating lines equals
an integer multiple of the wavelength. This case is easy
to achieve if the pitch p is in the vicinity of λ, and can
be achieved for X-rays if a crystal serves as a grating,
its “pitch” being defined by the lattice spacing, which
may be only a few atomic radii.

However, since the width of ordinary grating struc-
tures must necessarily be much greater than a single
atom, fields from the different diffraction orders from
the grating overlap even for large L, and interfere with
each other (near-field diffraction). As first observed by
H. F. Talbot for visible light (section 1.3.1), the intensity
modulations resulting from this interference are peri-
odic, and resemble the grating structures themselves
(e.g. in pitch). Unlike far-field diffraction beams how-
ever, they appear and disappear as L is varied. Further-

more, the distances where contrast is maximal depend
on the wavelength. Talbot’s experiment was first re-
produced with X-rays by Cloetens et al. at the ESRF in
1997, using phase-shifting gratings [Cloe+97].

Introduction of a refracting object before or after the
grating equally refracts all diffraction orders, and thus
leads to a lateral deflection of the interference pattern
(Fig. 1.6b). The amount of refraction can then be in-
ferred directly from this deflection, just as in visible-
light shearing interferometers. If the refraction angles
are not too large, the interference pattern provides an
image of the refracting object. With a grating-based
X-ray setup, such images were first achieved by David
et al. in 2002 [Davi+02]: In addition to the main (phase-
shifting) grating, a combination of a second phase-
shifting grating and a Bragg crystal were used to ana-
lyze the interference pattern, producing intensity mod-
ulations with a much lower spatial period, enabling
the visualization of local refraction due to an ensemble
of polystyrene spheres.

In 2003, Momose et al. replaced this combination of
phase grating and Bragg crystal with an absorption
grating, thus assembling the first X-ray Talbot interfer-
ometer in the now common design. Furthermore, a
method was presented to derive a map of refraction
angles from a series of interferograms [Momo+03]. The
refraction angle is proportional to the phase shift in-
duced to the wave, differentiated with respect to the
coordinate orthogonal to the grating ridges. Maps of
refraction angle are therefore also named differential
phase shift images.

The retrieval of image data was further refined by
Weitkamp et al. in 2005 with the phase-stepping tech-
nique, which allowed a separation of measurement
data into maps of attenuation and refraction (cf. sec-
tion 2.5.6 on page 56). Furthermore, tomographic
reconstruction of phase images (retrieved from in-
tegrated differential-phase data) were shown to pro-
vide volumetric information about the refractive index
decrement δ [Weit+05].

Due to the difficulties of manufacturing transmis-
sion gratings with low periods and strong attenua-
tion of hard X-rays, the absorption gratings used so
far were very small and had limited attenuation ca-
pabilities. A combination of techniques to produce
larger, and more strongly attenuating gratings were
soon examined, among them photolithography, elec-
troplating, evaporation, and anisotropic wet etch-
ing [Davi+07]. In particular, a technique abbreviated
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“LIGA”, developed at the Karlsruhe Institute of Tech-
nology (KIT) [Bach+95], later proved to be especially
valuable [Mohr+12] (cf. section 3.2.2 on page 73).

Due to its high demands on spatial coherence, the
generation of X-ray Talbot images was restricted to
measurements at synchrotron beamlines. Illumina-
tion of a grating with a conventional X-ray tube does
not produce visible Talbot self-images, because the
significant size of the source spot leads to a blur of the
interferograms, eliminating their contrast (Fig. 1.6a).
This could only be circumvented by use of a micro-
focus X-ray tube, or an extremely narrow collimation
of a conventional X-ray tube, either of which severely
limited X-ray flux. In 2006, Pfeiffer et al. overcame
this limitation by introducing an additional absorp-
tion grating near the X-ray tube [Pfei+06]: This source
grating splits the large source spot into an array of
equidistant “source slits”. The width of each slit must
be narrow enough to limit the aforementioned blur,
but the total number of usable slits is unlimited if the
period of the source grating is matched to the period
of the interferograms at the analyzer grating (the “Lau
condition”): in this case, the interferograms from all
slits are in phase with each other, and a large fraction of
the X-ray tube’s flux is used productively. This Talbot-
Lau approach first introduced X-ray phase contrast
to laboratories, and promised a realistic possibility to
apply the method for clinical applications3.

The Talbot-Lau approach was soon extended to tomo-
graphic measurements. For the tomographic recon-
struction of differential-phase (refraction angle) data,
an approach first presented in [Fari+88] was adapted,
which combined the integration of differential data
with its reconstruction by using a modified kernel for
filtered backprojection [Pfei+07].

Although the size and quality of available gratings was
increasing thanks to dedicated research efforts, their
extent, and thus the field of view of Talbot and Talbot-
Lau imaging setups, did not exceed a few centimeters.
An alternative to the phase-stepping technique was
introduced by Kottler et al. in 2007 [Kott+07]: For this
fringe-scanning technique, the interferometer would
be first slightly detuned so that regularly-spaced moiré
fringes were achieved. These arise from the spatial vari-
ation of the position of the intensity modulations inci-
dent on the analyzer grating, relative to this grating’s

3Interestingly, the use of a Talbot-Lau interferometer for X-rays
and matter waves had already been suggested in 1992 by Clauser
and Reinsch [Clau+92].

attenuating structures. In the phase-stepping tech-
nique, each point of the sample is measured at multi-
ple values of this relative position by laterally moving
the analyzer grating. In fringe-scanning however, the
same set of variations is instead achieved by moving
the sample across the moiré pattern (cf. section 3.2.1
on page 71). This has the advantage of allowing the
measurement of samples much larger than the grating
area with a controlled linear movement of the sample
relative to the interferometer. Furthermore, such a
scanning setup does not require manipulation of grat-
ing positions during the measurement, which allows
to assemble the interferometer in a rigid frame and
thus reduce its sensitivity to vibration.

The magnitude of differential-phase contrast not only
depends on the angle of refraction due to the object,
but also on the object’s location in the beam. This de-
pendence was thoroughly analyzed by Donath et al. in
2009 [Dona+09] (see section 2.5.8b on page 61). The
ratio of image signal and angle of refraction—the angu-
lar sensitivity—was found to be greatest when the ob-
ject was placed directly before or after the modulation
grating, and scale linearly with the object’s distance to
source or analyzer grating, respectively. This means
that sample location in grating-based phase contrast
not only determines its geometrical magnification, but
also the obtained signal magnitude.

A crucial addition to the technique was made by Pfeif-
fer et al. in 2008. Besides refraction, which leads
to a lateral shift of the interferogram, and attenua-
tion, which uniformly decreases its intensity, a third
effect could be identified: a decrease of visibility,
i.e., the interferogram’s amplitude, normalized to its
mean value [Pfei+08]. It was realized that this effect
arises from small-angle scattering in the sample: as
in the small-angle X-ray scattering (SAXS) measure-
ment technique, incident radiation is diffracted into
a narrow cone by irregular microscopic structures in
the sample. This leads to a blur, or irregular displace-
ment of the interferograms, and thus a reduction of
visibility when the interferograms are averaged by the
analyzer grating. The length scale of the scattering
structures is usually far below the spatial resolution.
The effect was named X-ray dark-field due to its con-
ceptual similarity to the scatter-sensitive, visible-light
microscopy technique with dark-field illumination (cf.
section 1.3.3). An object’s dark-field signal is given by
the ratio of reduced and original visibility.

While X-ray dark-field provides per-pixel information
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about small-angle scatter, a single SAXS measurement
provides information only about the ensemble as a
whole. On the other hand, SAXS information is much
more detailed and complete than the information re-
trieved from a dark-field image. The relation between
X-ray dark-field signal and sample structure was ex-
amined in depth by Yashiro et al. [Yash+10] and Lynch
et al. [Lync+11]. Furthermore, Strobl has pointed out
that these relations are equivalent to the ones for the
spin-echo small-angle neutron scattering (SESANS)
measurement technique [Stro14]. The achieved dark-
field signal depends on the autocorrelation function
of the object’s electron density (normalized to zero
mean), evaluated at one “autocorrelation length”. This
length is a setup-specific value which depends on
wavelength, and, like the angular sensitivity, on grating
periods and the position of the sample in the beam (cf.
section 2.5.8c).

The noise characteristics of differential-phase and
dark-field projections differ from those of conven-
tional X-ray. Revol et al. found that, while relative
levels of statistical noise for all modalities scale with
the inverse square root of detected dose, those of dif-
ferential phase and dark-field additionally scale with
the inverse of (blank-scan) visibility [Revo+10]. This
demonstrated that achieving a high visibility is the
primary requirement to maximize phase-contrast and
dark-field signal-to-noise ratio (SNR) at a given dose
level. Subsequently, Chabior et al. demonstrated that
the estimation of visibility and dark-field from phase-
stepping data is biased, i.e. the expectation value of vis-
ibility data increasingly deviates from the true value as
SNR decreases [Chab+11]. This suggests caution in the
quantitative interpretation of low-SNR dark-field im-
ages (see also section 6.3 on page 184 for a discussion
of correction methods for this bias).

In 2016, Miao et al. presented an approach to generate
low-frequency moiré fringes without the use of an an-
alyzer grating [Miao+16]. Instead, two closely-spaced
phase gratings are used in place of a single modula-
tion grating. The combined effect of the two gratings
is equivalent to that of one single phase grating with a
spatially-varying amplitude (i.e., a beat pattern of the
two gratings’ slightly differing effective periods). This
has a focusing effect which leads to intensity modu-
lations with a sufficiently large period to be detected
directly. Besides the increased flux and reduced cost
due to the omission of the analyzer grating, this de-
sign also allows flexible “tuning” of the setup’s angular

sensitivity by varying the distance of the two phase
gratings. This has been successfully demonstrated to
deliver dark-field radiographs with variable angular
sensitivity, without a need to adjust the location of
the sample in the beam [Kagi+17]. In analogy to the
work by Donath et al., angular sensitivity as a func-
tion of sample position was recently analyzed for the
dual-phase-grating design [Yan+19]. While the dual-
phase-grating approach should be compatible with
low-coherence sources via the use of a source grating,
this has (to my knowledge) not yet been demonstrated
experimentally.

1.5.7 Other wavefront-marking methods

In contrast to propagation-based phase contrast, a
large number of phase-contrast imaging methods can
be classified as “wavefront-marking methods”: Optical
components are used to generate an intensity modula-
tion on the detector, and information about refraction
and/or small-angle scattering by an object is then ex-
tracted from the distortion of this pattern. Naturally,
grating-based imaging belongs into this category, but
other methods besides Talbot self-imaging can be used
to produce the modulation pattern:

Grids with a period of at least twice the pixel size can be
visualized directly without aliasing. Unlike with finer
gratings, the Talbot effect does not occur (at reason-
able downstream distances), but as for Talbot images,
refracting samples induce a lateral shift of the grid
shadow (Fig. 1.6c). The refraction angle can then be re-
trieved from this shift. Using a signal retrieval method
from visible-light interferometry [Take+82], Wen et al.
demonstrated the retrieval of phase-contrast and dark-
field information from single-shot, single-grid X-ray
measurements [Wen+08; Wen+09], and also derived
a relation of the grid-based dark-field signal to setup
parameters, which appears to be identical to the find-
ings by Yashiro et al. for grating-based X-ray [Yash+10],
with the grid taking the place of the modulation grating.
However, the resolution of the signal retrieval method
used by Wen et al. is limited by period of the grid. Mor-
gan et al. therefore developed an alternative process-
ing method, based on the comparison of “interroga-
tion windows”, small regions around the pixel of inter-
est, before and after insertion of a sample [Morg+11b;
Morg+11a]. This increased the resolution of retrieved
differential-phase contrast images far below the grid
period, and thus enabled the practical use of grids with
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periods much higher than the pixel size for single-shot
X-ray phase-contrast.

Propagation-based imaging of rodent lungs typically
generates so-called speckles, irregular spotty intensity
patterns, on the detector. These have been shown
to arise due to the lungs’ alveolar interfaces acting
like unordered clusters of microscopic compound re-
fractive lenses [Kitc+04]. It was recognized that this
phenomenon could be used as a wavefront mark-
ing mechanism by generating a speckle pattern with
a diffuser (such as a piece of sand paper). Since
the diffuser structure is usually random and irreg-
ular, this is also the case for the generated speckle
patterns. Thus, the phase shift induced by an ob-
ject is not determined with a fit to a known model
of measured intensity (e.g. as in grating-based phase-
stepping), but is retrieved by measuring the local dis-
placements of the speckle pattern compared to a refer-
ence scan measurement [Béru+12], and is thus similar
to the “interrogation window” approach by Morgan
et al. Due to the lack of translational symmetry in the
speckle pattern, the method is intrinsically sensitive
to refraction in all directions. Speckle-based imaging
has since matured into a versatile imaging technique:
the method has been modified to incorporate dark-
field information, and is compatible with laboratory
sources, high X-ray energies, and tomographic acqui-
sition schemes [Zdor18].

Another approach developed by A. Olivo et al. [Oliv+01]
is the edge-illumination technique, which is based
on the use of an attenuating aperture, or periodic
“mask”, which splits an incident wave field into one or
more narrow “beamlets”. In the absence of a sample,
these beamlets illuminate an edge, or openings in a co-
registered second mask in front of a detector. Introduc-
tion of a refracting sample then deflects the beamlet
away from this opening, which leads to a reduction in
measured intensity (Fig. 1.6d). For weakly attenuating
samples, a single measurement is sufficient to encode
the angle of refraction. In order to distinguish refrac-
tion from attenuation, measurements at two different
relative shifts of the masks can be performed, similar
to phase-stepping [Munr+12]. By increasing the num-
ber of measured relative shifts to three, the method
could also be extended to include small-angle scatte-
ring information [Endr+14]. Other than grating-based
imaging, the beamlets do not interfere and the Tal-
bot effect is not used. Nonetheless, while the method
was successfully demonstrated with conventional X-
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Figure 1.6: Intensity maps for grating-based meth-
ods with magnification and source blur. For low
transverse coherence, Talbot images can not be ob-
served (a), motivating the introduction of a source
grating (b). Grid-based methods directly resolve the
grating shadow (c), and edge-illumination employs a
set of masks registered to each other and the detector
pixels (d). Propagation distance is 0.5m, but trans-
verse scaling differs: pixel size is 100µm in all images.
For visualization purposes, the refractive power of the
wedge (red) in (c) and (d) is greater than in (b).
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ray tubes [Oliv+07], its use with large focal spots is
limited due to the penumbral blur of the beamlets.
Like grating-based imaging however, this method can
also benefit from the addition of a source grating, or
“source mask” [Bast+16].

1.6 X-ray phase contrast for medi-
cal applications

Without applications, we are just a curiosity.

J. Kirz and C. Jacobsen, about X-ray
microscopy [Kirz+09]

The two modalities added by X-ray phase-contrast
imaging methods, (differential) phase and dark-field,
each offer an important advantage compared to con-
ventional X-ray imaging:

• The phase signal provides greater contrast between
objects composed of light elements, whereas

• the dark-field signal provides information about mi-
crostructural interfaces below the resolution limit.

Each of these features is beneficial for medical appli-
cations, since most biological tissues are composed of
light elements, and their performance often rests upon
microscopic functional units.

While X-ray phase-contrast imaging methods are not
yet part of everyday clinical use, the usefulness and
clinical feasibility of such methods has been explored
in a large number of experiments, both at synchrotron
beamlines and laboratory-based setups. This section
provides an overview of some recent developments in
this regard.

1.6.1 Breast cancer

Mammography is the most prevalent imaging tool for
the detection of cancerous changes in female breast
tissue. It is a radiographic method used for diagno-
sis as well as screening, i.e., preventative early detec-
tion [Vogl+11, ch. 20]. The goal of clear distinction
between healthy and cancerous tissue is complicated
by a number of factors: (Pre-)cancerous growths often
have a similar composition as the surrounding tissue,
and are superimposed in a projection image by various

(healthy) structures, which leads to weak contrast. De-
tecting the presence of microcalcifications, another im-
portant diagnostic marker, additionally requires high
resolution. Phase contrast imaging methods have been
evaluated to improve this very challenging imaging
task.

An early imaging experiment with mammographic
samples at an analyzer-based imaging setup yielded
high-quality images at acceptable dose levels. How-
ever, the use of a fixed-target source and a monochro-
mator lead to measurement times of 10 to 20 min-
utes [Inga+98].

In [Stam+11], several excised breast samples were im-
aged in a grating-based setup with a laboratory source.
Absorption, phase and dark-field information were
fused into a common image by color coding. This re-
vealed additional information compared to preceding
conventional in situ mammography. These initial find-
ings were later supplemented by a reader study on a to-
tal of 33 cases, which found a superior image quality of
phase-contrast-supported fusion images, compared to
attenuation-only images of equivalent dose [Haus+14].

In [Mich+13], it was demonstrated that microcalcifi-
cations may produce a dark-field signal while remain-
ing invisible in conventional mammography. Further-
more, [Wang+14] showed that the chemical compo-
sition of microcalcifications could be distinguished
by combining attenuation and dark-field image data.
However, these findings have been called into ques-
tion by Scherer et al. [Sche+16a; Wang+16]. An alterna-
tive, morphology-based classification of microcalcifi-
cations via joint use of attenuation and dark-field data
has been presented in [Sche+16b]. Recently, results
from an extensive patient study have been presented,
which suggest that the ratio of dark-field and attenua-
tion signal can be used to differentiate between benign
and malignant microcalcifications [Fort+20].

An adaptation of a clinical mammography system to
grating-based imaging was presented in [Koeh+15].
The employed scanning approach sidesteps an impor-
tant limitation of grating-based imaging, namely the
limited area of available gratings. The presented setup
achieved a field of view of 160mm×196mm with a
scan time of 10 to 15s, demonstrating the technical
feasibility of a clinical phase-contrast mammography
system.

The dose efficiency of mammography can be signifi-
cantly improved if a monochromatic spectrum is used.
In [Diem+16], a synchrotron-based edge-illumination
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setup was used at the unusually high photon energy of
60keV to produce high-quality phase-contrast mam-
mograms at a mean glandular dose of only 0.12mGy
(the diagnostic limit is 2.5mGy). Similarly, mammogra-
phy with grating-based phase contrast was performed
in [Eggl+18] at an inverse Compton source, achieving
CNR values superior to clinical images while maintain-
ing similar dose levels.

1.6.2 Joint imaging

Two common diseases affecting joints are osteoarthri-
tis and rheumatoid arthritis (RA). While osteoarthritis
primarily arises from mechanical wear, rheumatoid
arthritis is an autoimmune disorder [Sala11, ch. 9].
While RA is much more severe, both conditions are
associated with damage to the affected joints’ cartilage
and underlying bone. Due to the low X-ray absorption
contrast of cartilage, and the high demands to spa-
tial resolution, established clinical imaging methods
such as radiography, CT, and MRI have limited ability
to detect early stages of joint damage from these dis-
eases [Stut+11]. This limits the possibility to monitor
disease progression over time.

Because of their advantage in soft-tissue contrast over
conventional X-ray, different X-ray phase-contrast
techniques have been tested for imaging of cartilagi-
nous structures in joints.

In an early work [Moll+02], an analyzer-based setup
was used to image a number of human ankle and
knee joints, both with healthy and damaged carti-
lage. The bone-cartilage interface and damage to the
cartilage are apparent in rocking curve images. This
work was followed by in vivo experiments on guinea
pigs [Coan+10], which demonstrated the feasibility of
in situ phase-contrast imaging of joints. Although the
joint anatomy and certain osteoarthritic changes were
visualized at low dose, cartilage was not rendered visi-
ble.

In another work [Stut+11], grating-based imaging was
evaluated for cartilage imaging. Using numerical phan-
toms, the need for high angular sensitivity was recog-
nized, and cartilage in a human finger joint could be
visualized. The authors present design guidelines for a
grating-based, lab-source setup dedicated to imaging
hand joints.

Such a setup was finally constructed by the Momose
group [Tana+13; Momo+14], successfully visualizing

cartilage in human finger joints in vivo at an average
entrance dose of 5mGy. A clinical imaging study us-
ing this device was recently completed, involving 55
healthy participants and 70 RA patients [Yosh+20]. A
statistically significant difference between the varia-
tion of cartilage thickness between healthy and RA
patients could be determined, suggesting potential for
early detection of RA.

Furthermore, high-resolution propagation-based
phase contrast CT data of human hands [Roug+20]
and mouse knees [Roug19, pp. 219–230] recorded at
synchrotron beamlines have recently been presented.

1.6.3 Bone imaging and directional dark-
field

The microarchitecture of bones can generate a signif-
icant X-ray dark-field signal, which has motivated its
evaluation for diagnostic imaging of bony structures.
However, these structures are also highly ordered.
Since dark-field images generated by one-dimensional
gratings register only the amount of scattered radiation
in one direction, signal magnitude is dependent on the
relative orientation of gratings and sample. Retrieval of
reliable diagnostic information thus likely requires tak-
ing the signal’s directional dependence into account.

The use of grating-based phase contrast for imaging
entire hands ex vivo has been evaluated in [Thür+13].
In this work, the directional dependence of phase-
contrast and dark-field signals was taken into account
by acquiring radiographs at two orthogonal sample ori-
entations, and combining the individual images to cal-
culate the overall “magnitude” of refraction and scatter.
Readers found an improved depiction of soft tissues in
the phase contrast modality, while the dark-field im-
age was found to be useful for visualizing calcifications
and bony structures.

An alternative approach to quantify the directionally-
dependent dark-field signal has been presented
in [Jens+10a; Jens+10b], where dark-field values from
multiple orientations are fitted to a model incor-
porating average scattering strength, the degree of
anisotropy, and the main direction of scatter.

This method has been demonstrated to visualize
a per-pixel-average of bone microstructure orienta-
tion [Potd+12; Scha+14]. Since this approach does not
require direct resolution of these microstructures, it
can be performed at clinically acceptable dose values.
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Directional dark-field measurements on human tho-
racic vertebrae revealed a correlation of mean scat-
ter and anisotropy with “vertebral failure load”, i.e., a
measure for their mechanical strength [Eggl+14]. This
suggests an application for diagnosing osteoporosis,
which compromises the mechanical strength of bones.

Using an inverse Compton scattering X-ray source,
this approach has recently been applied to a hu-
man hand [Jud+17], revealing variations in dark-
field anisotropy across different regions of the long
bones. Furthermore, microfractures in porcine ribs
were found to exhibit an elevated mean scattering
strength [Jud19].

A clinical implementation of directional X-ray dark-
field imaging is complicated by the demand for
measurements at multiple orientations. This limita-
tion might however be resolved by the use of two-
dimensional diffracting structures in place of one-
dimensional gratings, e.g., as presented in [Kagi+16;
Kagi+19].

1.6.4 Lungs and airways

Like bones, lungs have a very complex microstructure
that determines their functionality: Air is inhaled via
the main airways, which then bifurcate repeatedly into
successively finer branches and finally end in alveo-
lar sacs, clusters of microscopic cavities (alveoli) sur-
rounded by a network of capillaries [Sala11, ch. 23].
Gas exchange between the air and the blood is then
achieved by diffusion across the thin alveolar mem-
branes. In an adult human, the complex hierarchy
of airways supplies air to approximately 300 million
alveoli [Weib63, p. 61], which collectively provide a sur-
face area of approx. 120 m2 to 140 m2 [Ochs06]. This
enormous area is necessary to allow gas exchange at a
sufficient rate despite the very slow underlying diffu-
sive processes.

The mean chord length [Knud+10] of human lungs
is approx. 200µm [Weib63, p. 68], which means that
X-rays passing through 10cm of human lung tissue
will traverse approximately 500 alveolar membranes,
experiencing refraction at each air-tissue interface.

As mentioned previously, propagation-based [Yagi+99;
Kitc+05] and analyzer-based imaging experiments with
mouse lungs [Lewi+03; Kitc+05] have shown to pro-
duce speckles, patchy intensity patterns downstream
of the lung. Comparison with simulations showed that

this effect is due to multiple refraction on alveolar in-
terfaces, followed by free-space propagation. In partic-
ular, the series of subsequently traversed alveoli have
a similar effect on the X-ray beam as (irregular) com-
pound refractive lenses [Kitc+04].

Propagation-based phase-contrast and other single-
image methods have since been used extensively for
in vivo, real-time airway imaging, e.g. for detection
of inhalable substances [Donn+09] or examining drug
delivery [Morg+14; Grad+19].

Other analyzer-based experiments on mice have
demonstrated so-called extinction contrast, i.e., a
broadening of the rocking curve, in the lung region, de-
livering significant contrast between the lungs and the
surrounding area at certain analyzer angles [Zhon+00].

Complex analyzer-based acquisition schemes have
been designed to separate attenuation, refraction and
small-angle scatter from rocking curves, or even from
a single “double-reflection” acquisition with a Laue-
geometry analyzer. The mouse lung is very prominent
both in the maps of refraction angles and rocking curve
width (i.e., the spread of refraction angles, similar to
the dark-field modality) [Kitc+10].

The amount of scatter induced by a lung naturally
increases with the number of traversed membranes.
Since structural lung pathologies such as emphysema
affect the number or quality of these membranes, the
possibility to detect and quantify such diseases by
measuring small-angle scatter was recognized. In em-
physema, inflammatory processes destroy alveolar
membranes, often “fusing” adjacent alveoli into one
larger airspace, leading to a reduction of membranes.
An emphysematic lung would thus be expected to scat-
ter less than a healthy lung of comparable size.

However, in order to distinguish pathological changes
from normal thickness variations, additional infor-
mation is necessary, especially for non-tomographic
imaging. Since alveolar material occupies only a lim-
ited fraction of lung volume (approx. 50% for human
lungs [Weib63, p. 54]), and the remaining materials
such as airways and connective tissue may not be af-
fected by the pathological changes, the lungs’ attenua-
tion signal may be affected differently by pathological
changes. This was exploited in one of the first studies
of grating-based X-ray dark-field for lung imaging.

In [Schl+12], mouse lungs were imaged ex situ in a
grating-based imaging setup at an inverse Compton
scattering X-ray source. Emphysematic lungs could
be distinguished from normal lungs in scatter plots of
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dark-field versus transmittance. This was followed up
by additional measurements and statistical analyses
demonstrated the benefit of using “normalized scat-
ter”, the ratio of dark-field and attenuation signal, for
emphysema detection [Mein+13].

In a move towards preclinical imaging, Tapfer et al.
developed a grating-based phase-contrast CT setup
for in vivo small-animal studies [Tapf+11; Tapf+12].
The work in collaboration with SkyScan N.V. (now
Bruker microCT N.V., Kontich, Belgium) yielded the
“SkyScan 1190” device. A large number of imaging stud-
ies for evaluating dark-field for lung pathologies was
conducted with two of these devices.

The transferability of emphysema diagnosis capabil-
ities to experiments at this device was demonstrated
in [Yaro+13]: healthy and emphysematous lungs ex situ
could be distinguished via joint analysis of the attenu-
ation and dark-field signals at a range of acceleration
voltages. The first in vivo dark-field radiographs of
a mouse at this device were presented in [Bech+13],
and an imaging study for evaluating emphysema de-
tection on living mice was performed in [Mein+14b].
A more extensive imaging study involving 41 animals
demonstrated that staging, i.e., a distinction of emphy-
sema severity, could be achieved with the dark-field
modality, and with a higher accuracy than using only
conventional X-ray [Hell+15].

The range of examined pathologies was then expanded
to pulmonary fibrosis. This condition is character-
ized by a replacement of normal lung parenchyma
by scar tissue, which hardens the lung and diminishes
its functionality [Sala11, ch. 23]. As treatment options
are very limited, patients often have a poor progno-
sis. In a study with 20 animals, the possibility to diag-
nose end-stage fibrosis was demonstrated [Yaro+15].
In a later reader study, using dark-field radiographs
instead of or in addition to conventional X-ray was
found to diagnose pulmonary fibrosis with greater ac-
curacy [Hell+17].

Similar advantages of dark-field radiography for the di-
agnosis of neonatal lung injury [Yaro+16], pneumotho-
rax [Hell+16], and acute lung inflammation [Hell+18b]
were also demonstrated. A reader study examining
lung tumor detection of a single ex situ specimen
which found no clear benefit of dark-field radiogra-
phy [Mein+14a], was followed by a more extensive in-
vestigation on living mice [Sche+17], where a statisti-
cally relevant advantage could be identified.

Given the ample evidence of the benefit of X-ray dark-
field radiography, an effort was made to transfer the
method to larger animals, as an intermediate step to a
clinical implementation. Using the setup presented in
chapter 3, the first dark-field thorax radiographs of a
pig in vivo [Grom+17] and of a human ex vivo [Will+18]
could be acquired. Several of the subsequent findings
from experiments with this setup will be the subject of
the present thesis, such as: the detectability of pneu-
mothorax in pigs [Hell+18a] (section 5.1), the depen-
dence of dark-field signal on lung thickness at different
points in the breath cycle [DeMa+19] (section 5.2 on
page 127), the appearance of various imaging features
in human cadavers [Fing+19] (section 5.3 on page 145),
and a hardening effect of spectral visibility induced by
small-angle-scattering objects (section 6.1 on page 159,
publication submitted).

Several other scanning dark-field radiography set-
ups with a similar focus have since been devel-
oped [Seif+19; Li+20].

Dark-field tomography of mouse thoraxes in vivo was
first presented in [Velr+15]. Unlike conventional tomo-
grams, which visualize the object’s attenuating power,
dark-field tomograms display the “linear diffusion co-
efficient”, a measure of small-angle scattering activ-
ity. Both emphysematic and fibrotic lungs differ from
healthy ones by the numerical values in the dark-field
tomograms and the spatial distribution of their vari-
ations. Generally, dark-field CT would likely have a
high clinical benefit for a wide range of medical condi-
tions. However, achieving measurement times and
patient doses compatible with clinical application,
as well as achieving sufficient mechanical stability
are considerable challenges and an active field of re-
search [Teuf+17].
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Physics and techniques of X-ray imaging

If you wish to make an apple pie from scratch,
you must first invent the universe.

Carl Sagan
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The physical fundamentals for the subsequent content
will be introduced in this chapter. A mathematical de-
scription of electromagnetic fields as scalar quantities,
and their propagation through space, are introduced
in section 2.1. We then focus on the different types
of interaction of X-rays with matter, and their descrip-
tion in a macroscopic model in section 2.2. The three
main mechanisms for the production of X-rays are
introduced in section 2.3, and practical, technical im-
plementation of these methods of generation, as well
as the detection of X-rays are presented in section 2.4.
Section 2.5 introduces the essentials of phase contrast
and dark-field in grating-based imaging setups.

2.1 Scalar fields

The interplay between electric fields ~E and mag-
netic fields ~B was first comprehensively described
by a set of differential equations established by
J. C. Maxwell [Maxw65] (and formulated in the vec-
tor representation known today by O. Heaviside). Two
of the four equations show that electric and magnetic

33
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fields are closely tied to each other. In vacuum and an
absence of free currents, these are:

∇×~E =−1

c

∂~B

∂t
, (2.1)

∇×~B =µ0ε0
∂~E

∂t
. (2.2)

An oscillating electric field thus generates a magnetic
field and vice versa. The ratio between the two is de-
termined by the permeability µ0 and permittivity ε0

of vacuum. Combining Eqs. (2.1) and (2.2) shows that
both ~E(~r , t ) and ~B(~r , t ) fulfill the wave equation:(

µ0ε0
∂2

∂t 2 −∇2
)
~E = 0, (2.3)(

µ0ε0
∂2

∂t 2 −∇2
)
~B = 0. (2.4)

Comparing this to the standard form of the wave equa-
tion, it follows that the phase speed of all solutions to
these equations is c = 1/

p
µ0ε0. From measurements

of µ0 and ε0, a value for c was found which was in the
vicinity of the previously determined speed of light
(about 3×108 m/s). Maxwell thus presumed light to be
a form of electromagnetic waves.

Furthermore, the phase velocity c defines a dispersion
relation between the wavenumber k = 2π/λ and angu-
lar frequency ω of any solution:

ω= ck. (2.5)

As c is independent of k (in vacuum), the group veloc-
ity vg = ∂ω/∂k is also c . One basic solution of Eqs. (2.3),
(2.4) is:

~E (~r , t ) = ~E0 sin
(
~k~r −ωt

)
, (2.6)

~B (~r , t ) = ~B0 sin
(
~k~r −ωt

)
, (2.7)

which corresponds to a plane electromagnetic wave
traveling in the direction of the wave vector~k. Further-
more, |~k| = 2π/λ, ω = 2π f , |~B0| = |~E0|/c, and ~B0, ~E0,
and~k are at right angles with each other.

In the case of electromagnetic waves traveling through
a homogeneous medium, µ0 and ε0 are replaced by
µ ≡ µrµ0 and ε = εrε0, which results in a change of
phase velocity:

ω= c

n
k, n =p

µrεr. (2.8)

where n is the refractive index of the medium. The
calculation of group velocity is more difficult since n
is typically a function of k.

It can be shown that the description of electromag-
netic waves as two vector fields can be simplified to
a single scalar function without loss of precision for
most problems of optics. This scalar function may be
understood as a vector component of either of the two
vector fields [Good05, ch. 3.2]. Additionally, it is often
practical to express the scalar field as the real part of a
complex-valued analytic signal [Good85, ch. 3.8]. An
analytic signal taking the place of Eqs. (2.6), (2.7) is
thus

U (~r , t ) =U (~r )exp(−iωt ) , (2.9)

U (~r ) =U0 exp(i~k~r ), (2.10)

U0 being a complex-valued constant. Any such field
U (~r , t) must still fulfill the wave equation. The sepa-
ration of the time dependence allows the formulation
of a differential equation for the evolution of U (~r ), the
Helmholtz equation [Good05, ch. 3.3]:

(∇2 +k2)U (~r ) = 0, (2.11)

which may then be solved in place of the complete set
of Maxwell’s equations.

Propagation of scalar fields Several approaches to
do so have been developed, such as the Helmholtz-
Kirchhoff integral theorem: Starting from a complete
set of boundary conditions, namely all values of U
and their normal first derivatives ∂U /∂n on a closed
surface S, the values of U (~r ) of all points enclosed by
that surface can be retrieved. This is achieved by use
of Green’s theorem and the use of a suitable Green’s
function of Eq. (2.11), namely, a spherical wave

G(~r ) = exp(i kr )

r
.

This function then also appears in the solu-
tion [Good05, ch. 3.3]:

U (~r0) = 1

4π

Ï
S

{∂U (~r )

∂n
G (~r −~r0)

−U (~r )
∂G

∂n
(~r −~r0)

}
d 2~r . (2.12)
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The general case of an arbitrary surface S can be sim-
plified to the case of a field emerging from an aperture
in a plane: Let S coincide with this plane, and extend
into the field downstream of the aperture. If it is en-
sured that no fields are incident into the volume of S
other than through the aperture, the surface integral
in Eq. (2.12) can be simplified to cover only the area of
this aperture [Good05, ch. 3.4].

Furthermore, an alternative approach exists to solve
Eq. (2.11), the Rayleigh-Sommerfeld solution: It is
achieved by employing a superposition of two spher-
ical waves as Green’s functions G for which G(~r ) or
∂G/∂n(~r ) are zero in all points ~r in the plane of the
aperture, and then applying Green’s theorem [Good05,
ch. 3.5].

This leads to two separate solutions for U (~r0), which
are however closely related to Eq. (2.12): they are pro-
portional to the surface integral comprising only the
first or only the second summand in Eq. (2.12).

Although the three solutions differ, they have been
found to deliver nearly identical results for the case of
apertures much larger than the wavelength. The sim-
plest formulation is given by one of the two Rayleigh-
Sommerfeld solutions:

U (~r0) = 1

iλ

Ï
Σ

U (~r )G(~r −~r0)cosθd 2~r , (2.13)

withΣ the area of the aperture and θ the angle between
~r −~r0 and the normal of the area element d 2~r [Good05,
ch. 3.7].

This is very similar to the so-called Huygens-Fresnel
principle, according to which every point in a plane
of a wavefield can be considered a point source with
an amplitude proportional to the field amplitude at
this point. The field at any point downstream of this
plane can thus be calculated as the superposition of
the fields emanating from this array of point sources.
However, the cosine term (the obliquity factor) is not
consistent with this simple picture and can only be
neglected for sufficiently small values of θ.

When expressing Eq. (2.13) in Cartesian coordinates,
|~r −~r0| is given by a square root, but can be approxi-
mated by a second-order polynomial, which results in
the expression [Good05, ch. 4.2]

U (x0, y0) = exp(i kz)

iλz

Ï ∞

−∞
U (x, y)×

exp

{
i k

2z

[
(x0 −x)2 + (

y0 − y
)2

]}
d xd y, (2.14)

where (ξ,η) are coordinates in the aperture plane,
(x0, y0) coordinates in the measurement plane, and z is
the distance between the two planes. This means that
the spherical wavefronts emanating from the points in
the aperture are approximated as paraboloidal shapes,
which is only valid for sufficiently small values of θ
[note that cosθ from Eq. (2.13) has been set to 1 in
Eq. (2.14)]. This is the so-called Fresnel approximation.

2.2 Interactions of X-rays with
matter

A large number of interaction processes of X-rays with
both electrons and atomic nuclei can be distinguished.

They differ in the types of particles participating in the
interaction (including particles being destroyed or gen-
erated in the interaction), and the amount of energy
and momentum exchanged between these particles.

Some interaction types (Thomson and Rayleigh scatte-
ring) can be understood and quantitatively described
with classical electrodynamics, whereas others (Comp-
ton scattering, photoelectric absorption, and others)
can only be fully described by a treatment in quantum
field theory. The latter category of phenomena will
only be introduced phenomenologically.

Several types of X-ray interaction processes with mat-
ter can be described as scattering processes. Therefore,
a number of physical quantities useful for the charac-
terization of scattering processes will be introduced
here.

2.2.1 Scattering by a single, free electron

The effect of an electromagnetic plane wave imping-
ing on a free electron can be understood with classi-
cal electrodynamics: The electron is accelerated by
the oscillating electric field of the wave, and thus be-
comes an oscillating electric dipole. The electron it-
self thus emits an electromagnetic wave at the same
frequency as the incident wave (so-called Thomson
scatter). Given an incident field Uin(t ) at the electron,
it can be calculated with Maxwell’s equations that the
emitted electric field amplitude at a distance~r from
the electron is

Usc(t ) =−r0
e i kr

r
Uin(t )cosα, (2.15)
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where r0 = e2/(4πε0mc2) is the classical electron ra-
dius and α is the angle between~r and the polarization
vector of Uin (cf. [AlsN+11, Appendix B]).

The factor e i kr /r merely describes the distance-
dependent phase shift and amplitude reduction of a
spherical wave. The essential relation between inci-
dent and radiated field amplitude is thus given by the
factor −r0, which is also called the scattering length of
a free electron. The negative sign (implying a π phase-
shift between Uin(t) and Usc(t) at r = 0) is important:
It results from the electron being assumed as free.

This can be understood as the limiting case of an elec-
tron trapped in a quadratic potential well, i.e. a har-
monic oscillator driven by the incident wave: The
phase shift between excitation and response of the
oscillator is zero for excitation frequencies ωin far be-
low the oscillator’s resonance frequency ωres, π/2 for
ωin = ωres, and approaches π for ωin À ωres. For a
free electron, the oscillator strength k, and thus the
resonance frequency ωres =

√
k/me can be said to ap-

proach zero, and the response to excitations of all fre-
quencies is thus phase-shifted by π.

In a rough semi-classical view, a bound electron with
binding energy ε can be interpreted as a harmonic
oscillator with ~ωres = ε. For X-rays and the binding
energies of most electrons (except from the innermost
orbitals), ωin À ωres and the approximation of free
electrons is good. This is not the case for lower photon
energies, such as UV or visible light. Note however that
a harmonic oscillator model is generally not sufficient
to describe the behavior of a bound electron.

The difference in phase response between ωin ¿ωres

and ωin À ωres also has an effect on a material’s real
part of the index of refraction n, cf. section 2.2.4.

2.2.2 Atomic form factor and ~q space

The scattering amplitude of a single free electron from
the preceding section can be generalized to an arbi-
trary spatial distribution of electric charge ρ(~r ), such
as the electronic configuration of an atom. Note that
this is an apparent contradiction:

The electrons are considered “bound” from the per-
spective of the atom, so that they retain a fixed spatial
distribution ρ(~r ) (given by the orbitals’ wavefunctions),
but “free” from the perspective of incident radiation
since εphoton À εbond, i.e. ωin Àωres.

In this case, an angular dependence of scattered fields
is introduced: Given wave vectors~kin,~ksc of incident
and scattered waves, the fields scattered by two point
charges of distance~r are out of phase by (~kin −~ksc)~r ,
when measured sufficiently far from the scatterer
(cf. Fig. 2.1). Generalized to an arbitrary continuous
charge distribution ρ(~r ) and neglecting polarization
effects, the resulting field is proportional to

− r0

e

∫
V
ρ(~r )exp

[
i
(
~kin −~ksc

)
~r
]

d 3r.

The quantity ~kin −~ksc is often shortened to ~q . Since
k = |~kin| = |~ksc| for elastic scattering, the magnitude of
~q can also be written as

q = 2k sin(θ/2) ≈
θ¿1

kθ, (2.16)

where θ is the angle between~kin and~ksc (cf. Fig. 2.1).
Combined with Eq. (2.15), this yields:

Usc(~q , t ) =−r0Uin(t )
e i kr

r
f 0(~q), (2.17)

f 0(~q) = 1

e

∫
V
ρ(~r )exp

(
i~q~r

)
d 3r. (2.18)

with f 0(~q) the atomic form factor, which depends on
atomic number and the atom’s electronic state (ion-
ization, etc.). Note that f 0(~q) is the three-dimensional
Fourier transform of ρ(~r ). Given Eq. (2.16), the result-
ing three-dimensional “reciprocal space” of ~q vectors
can be sampled by measurements at different scat-
tering angles as well as different wavelengths. Fur-
thermore, ~q =~0 describes forward scattering, where
f 0 is equal to the number of electrons in the atom,
which is usually given by the atomic number Z . Fi-
nally, additional terms can be added to f 0 to describe
additional interactions such as resonant scattering and
photoelectric absorption. This will be introduced in
section 2.2.5.

Conceptually, Eq. (2.18) can be extended to larger vol-
umes than a single atom, so long as limitations due to
source coherence can be neglected. Sample ordering
beyond the atomic scale must therefore be taken into
account. For example, arranging identical objects in
a crystal lattice allows coherent addition of scattered
radiation from adjacent objects in the lattice at certain
diffraction angles. This leads to a powerful amplifi-
cation of the individual sample’s form factor at these
angles, which forms the foundation of structure deter-
mination via X-ray crystallography (cf. section 1.5.1 on
page 20).
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Figure 2.1: Relations between wave vectors and path
difference for a scattering object consisting of two
point charges P1, P2 at a relative location~r . Incident
(in phase) and scattered (out of phase) wavefronts are
also indicated.

2.2.3 Relation between real-space and ~q-
space quantities for elastic scatte-
ring

Since only intensities are measurable, form factors are
not experimentally accessible. A ratio of scattered and
incident intensities is thus a more useful experimental
quantity.

The differential cross-section is defined as the inten-
sity Isc scattered in the solid angle ∆Ω per incident
flux (photons per second per area) Φ0, and can be
rewritten in terms of incident and scattered field am-
plitudes [AlsN+11, Ch. 1]:

dσ

dΩ
(~q) = Isc

Φin∆Ω
=

∣∣Usc(~q)
∣∣2 r 2

|Uin|2
. (2.19)

By inserting Eq. (2.15) in Eq. (2.19), the differential
Thomson cross-section results as dσ/dΩ= r 2

0 cos2α,
or r 2

0 (1 + cos2α)/2 for unpolarized radiation. Tak-
ing into account an atomic form factor and using
Eq. (2.18),

dσcoh

dΩ
(~q) = r 2

0

∣∣ f 0(~q)
∣∣2

. (2.20)

This relates quantities measurable in a scattering ex-
periment to the real-space electric charge density of
the specimen. Finally, the inverse Fourier transform
of the differential cross-section can be calculated. The
correlation theorem shows that it is the autocorrela-

tion function of the charge density:

F−1
[

dσcoh

dΩ

(
~q

)] (2.20)= r 2
0 F−1

{
f 0(~q)

[
f 0(~q)

]∗}
(2.18)= r 2

0

e2 F−1 {
F

[
ρ (~r )

]
F∗ [

ρ (~r )
]}= r 2

0

e2 Rρ(~r ′),

where

Rρ(~r ′) ≡ (ρ?ρ)(~r ′) =
∫
ρ(~r )ρ(~r +~r ′)d 3r,

since ρ(~r ) is a real-valued function. The relation be-
tween all four quantities is illustrated below:

ρ(~r ) e · f 0(~q)

Rρ(~r ′) e2

r 2
0

dσcoh
dΩ (~q)

F

? |·|2
F−1

F

F−1

(2.21)

Note that the horizontal relations are invertible, but
the vertical ones are not. Usually, the goal of a scatte-
ring experiment is to retrieve the shape of the object,
i.e. ρ(~r ), from the measurement data (dσcoh/dΩ)(~q),
which is not generally possible (the retrieval of f 0

from dσcoh/dΩ is the so-called “phase problem”). The
quantity Rρ(~r ′) is of special importance for the calcu-
lation of the X-ray dark-field signal in section 2.5.8c.

2.2.4 Elastic scattering and index of re-
fraction

The properties of an elastic scatterer can be directly
related to the real part of the index of refraction of a
material composed of these scatterers.

It can be shown that a thin slab of thickness ∆, com-
posed of atoms with a form factor f 0(~q) and a number
density ν, if illuminated by a distant monochromatic
point source, produces scattered fields adding up to a
wave with identical wavelength λ and amplitude

Usc = iλ · [−r0 f 0(~0)U0
] ·ν∆, (2.22)

where U0 is the field amplitude at the same point if
the thin slab were absent. This result is obtained by
integration of scattered fields due to each infinites-
imal element of the slab, while taking into account
the variation of optical paths from source to slab and
slab to detection point [AlsN+11, Ch. 3.1]: Each atom
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stimulated by a wave amplitude U0 emits a wave with
amplitude −r0 f (~0)U0. Most importantly, the collec-
tive effect of all scatterers in the slab thus introduces a
factor i (or a phase shift of π/2) and a dependence on
wavelength compared to the individual scatterer1.

The total amplitude at the measurement point is then

U0 +Usc =U0
(
1− iλr0 f 0(~0)ν∆

)
.

For sufficiently small values of the imaginary part, this
corresponds to a phase shift of −λr0 f 0(~0)ν∆ and a
negligibly small change in magnitude. An object with
index of refraction n and thickness ∆ imparts a phase
shift onto an incident plane wave:

U (z, t ) =U0 exp[i (kz −ωt )]

(2.8)= U0 exp
[

i
ωn

c

(
z − c

n
t
)]

. (2.23)

The position-dependent part of the phase at z = ∆,
relative to z = 0, is ωn∆/c. The phase difference in-
duced by inserting the object is thus ω(n −1)∆/c. By
comparison:

−r0λν f 0(~0)∆=ω(n −1)∆/c.

Given2 that ω= 2πc/λ, rearrangement yields

n = 1− r0λ
2ν f 0(~0)

2π
.

Furthermore, for a material composed entirely of
atoms with atomic number Z , f 0(~0) = Z . Thus,
ν f 0(~0) = νZ can be interpreted as the material’s elec-
tron density νe , and therefore,

n = 1− r0λ
2νe

2π
. (2.24)

This also holds for mixtures of different materials: In
this case, ν f 0(~0) is replaced by a sum over all con-
stituent elements k, i.e.

∑
k νk f 0

k (~0) =∑
k νk Zk , which

is also equal to νe .

The finding in Eq. (2.24) is further generalized to in-
clude photoelectric absorption and resonant scatte-
ring and in sections 2.2.5 and 2.2.8.

1The atomic form factor depends on ~q and therefore on λ, but
not for forward scattering. The dependence on λ in Eq. (2.22) results
from the relative phase shifts of different scatterers in the slab.

2We use here the dispersion relation with n = 1 because the above
calculation leading to Eq. (2.22) neglects the optical path within the
material. Thus, the entire optical path is outside of the medium.

2.2.5 Photoelectric absorption, fluores-
cence, and resonant scattering

The form factor f 0(~q) can be modified to model addi-
tional types of interaction between X-rays and matter,
namely resonant scattering and photoelectric absorp-
tion. These effects will be discussed below. It should
however be noted that these effects can not be under-
stood in the framework of classical electrodynamics.
Their contributions to the form factor can thus not be
calculated in the same manner as the elastic scatte-
ring term f 0, and does not describe the the underlying
physics in the same way. They are determined from
calculations in quantum field theory, or experimen-
tal data. Finally, the contribution of Compton scatte-
ring, another important type of interaction, can not be
included in the form factor, and must instead be de-
scribed by its differential cross-section and the angular
dependence of the energy of scattered photons.

An X-ray level of an atom is defined as its normal state,
with one or several electrons removed. It is named ac-
cording to the quantum numbers of the missing elec-
tron’s orbital. The first few are named K, L1, L2, L3, M1,
M2 and M3, and correspond to states with one vacancy
in the 1s, 2s,2p1/2, 2p3/2, 3s, 3p1/2, and 3p3/2 orbitals,
respectively. Each X-ray level is characterized by its
energy. The letter X has been introduced to describe
the ground state [Jenk+91].

In photoelectric absorption, an incident photon is ab-
sorbed by an atom, and its energy is imparted to an
atomic electron, which thus leaves the atom. In other
words, a transition between two X-ray levels takes
place. For this to occur, the photon energy must be
at least as high as the energy difference between the
two levels. For greater photon energies E , interaction
probability approximately scales with E−3 (see sec-
tion 2.2.7). Additionally, the conservation of angular
momentum places restrictions on which transitions
can occur (the photon has spin 1).

Usually, the final X-ray level has more vacancies than
the initial level, i.e. the atom has been ionized in the
transition (so-called photoionization). The inverse pro-
cedure, i.e. a transition to a less energetic X-ray level
by emission of a photon, so-called X-ray fluorescence,
also occurs (typically shortly after a photoabsorption
process).

Traditionally, the “allowed” transitions (and their en-
ergies) are denoted by the Siegbahn notation (Kα, Kβ,
etc.), but are alternatively described by the initial and
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Figure 2.2: Illustration of photoelectric absorption,
(X-ray) fluorescence and resonant scattering. The
letter X denotes the atomic ground state.

final X-ray level, e.g. X−K for a photoionization pro-
cess, or K−L3 for a fluorescence transition (the “Kα1”
line) [Jenk+91].

In resonant scattering, an atom is first raised into an
excited state by absorption of an incident photon. This
state then decays and in turn releases another photon
with the same energy as the original photon [AlsN+11,
ch. 8.7]. This mainly occurs for photons with energies
near the energy of the atomic transition and leads to
a deviation of the index of refraction near these ener-
gies. The processes of photoelectric absorption, flu-
orescence, and resonant scattering are illustrated in
Fig. 2.2.

For photoelectric absorption, the quantity ~q is not ap-
plicable, since the incident photon is eliminated in
the interaction. The angular dependence of resonant
scattering is negligible for X-rays, since this interac-
tion mostly takes place with electrons in the inner-
most orbitals of negligible spatial dimensions (it is thus
roughly isotropic) [AlsN+11, ch. 8.4.2]. Both types of
interactions however significantly depend on photon
energy E .

The atomic form factor can be modified to include
both effects:

f (~q ,E) = f 0(~q)+ f ′(E)+ i f ′′(E), (2.25)

where f ′′(ω) < 0 [AlsN+11, Ch. 1.2]. Classically, the
imaginary component of f would be understood as
an amplitude response of the scatterer, shifted by π/2
with respect to the incident amplitude. Generalizing
Eq. (2.22) from f 0 to f implies that f ′′ < 0 leads to a
reduction in scattered amplitude, and thus an attenua-
tion of incident radiation.

As a generalization of Eq. (2.20), the resulting differen-
tial cross-section for coherent scattering of unpolar-
ized radiation is [Whit57; Scho+11](

dσcoh

dΩ

)
(θ,Eγ, Z ) = 1

2
r 2

0

(
1+cos2θ

)∣∣ f (~q , Z )
∣∣2 .

The modifications to f can also be included in the
calculation of the index of refraction n by replacing
f 0(~0) in Eq. (2.24) with f from Eq. (2.25):

n(E) = 1− r0λ
2ν

[
f 0(~0)+ f ′(E)+ i f ′′(E)

]
2π

. (2.26)

The real and imaginary parts of n are often denoted
with separate symbols:

n = 1−δ+ iβPE, (2.27)

where

δ= r0λ
2ν

2π

[
f 0(~0)+ f ′(E)

]
, (2.28)

βPE =− r0λ
2ν

2π
f ′′(E). (2.29)

The imaginary part βPE then quantifies the rate of at-
tenuation by the material due to photoelectric absorp-
tion.

However, as indicated by the subscript, the quantity
thus obtained does not include the attenuating effect
of Rayleigh- or Compton scatter. A linear attenua-
tion coefficient (and an effective β) that includes these
effects is derived from the total cross-section in sec-
tion 2.2.7. Finally, the relation of the index of refraction
to the effected attenuation and phase-shift of incident
radiation is discussed in section 2.2.8.
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Figure 2.3: Compton scattering by a free electron.
Depending on the scattering angle θ, some momen-
tum and energy are transferred to the electron.

2.2.6 Compton scatter

In elastic scattering of X-rays, incident and scattered
radiation have the same wavelength. However, experi-
ments showed that the wavelengths of X-rays scattered
at large angles are greater than those of the incident
radiation. This can not be explained with the classical
description of light as an electromagnetic wave, but re-
quires an interpretation of both radiation and scatterer
as particles, and the scattering process as an elastic col-
lision of these particles, i.e. an interaction where total
energy and momentum are conserved (i.e., an elastic
collision3, cf. Fig. 2.3).

Such a collision necessitates some energy transfer be-
tween the photon and the electron, the magnitude of
which depends on the collision angle. In order to quan-
titatively describe the angular dependence of scattered
wavelengths, energy and momentum of a the photon
must be known. To describe the photoelectric effect,
Einstein had also assumed a quantization of electro-
magnetic radiation, with the energy of these quanta
being proportional to frequency, i.e. E = h f = hc/λ.
To calculate the momentum p of such a particle, the
famous mass-energy relation E = mc2 can be used to-
gether with p = mv (and v = c for light) to arrive at the
relation4 p = E/c = h/λ. The resulting shift in wave-
length is then given by [Thom+09, sec. 3.1]

∆λ≡λsc −λin = h

me c
(1−cosθ) ,

where θ is the scattering angle, λsc and λin are the
wavelengths of scattered and incident radiation, and

3Confusingly, Compton scattering is also called “inelastic scatte-
ring” (to emphasize the change in radiation wavelength), although
it is described by an elastic collision process.

4The value of the proportionality constant h (the “Planck con-
stant”) is 6.62607015×10−34 Js.

me is the electron’s rest mass. First presented by
A. H. Compton in 1923, this description provided fur-
ther evidence for the quantization of electromagnetic
radiation. However, this treatment does not predict
the differential cross-section dσ/dΩ, i.e. the relative
frequency with which a certain scattering angle occurs.

The classical understanding of an elastic collision be-
tween solid bodies is not applicable here. Instead, an
exact solution was found for a free electron by O. Klein
and Y. Nishina in 1928 via quantum electrodynamics
calculations which also take relativistic effects into ac-
count. The exact equation for the Klein-Nishina cross-
section is complicated, but can be approximated by(

dσKN

dΩ

)
(θ,E) ≈ r 2

0

(
1+cos2θ

)
2
[

1+ E
me c2 (1−cosθ)2

]
for photon energies below 100keV [Thom+09, Sec. 3.1].
Qualitatively, the differential cross-section for Comp-
ton scattering is high at all scattering angles for low
photon energies (see Fig. 2.4a), and is increasingly
focused to the forward direction (small θ) for pho-
ton energies exceeding the electron rest mass (approx.
511keV).

It must be emphasized that the Klein-Nishina cross-
section is only applicable to free electrons. Similarly
to coherent scatter, deviations occur for the ensem-
ble of electrons bound to an atom, albeit for different
reasons: Compton-scattered radiation from different
electrons is mutually incoherent and the introduction
of a form factor (which implies an addition of ampli-
tudes) is thus not required. However, as described in
[Whit57], Compton scattering can be understood as a
two-step process: firstly, deflection of the photon by a
given angle while transferring the associated momen-
tum to the electron, and secondly, transfer of energy
from the photon to the electron. The probability of the
first step is given by the Klein-Nishina cross-section, of
the latter by the so-called (incoherent) scattering func-
tion S(~q , Z ). The differential cross-section for Comp-
ton scatter is thus given by [Scho+11](

dσC

dΩ

)
(θ,E , Z ) =

(
dσKN

dΩ

)
(θ,E) ·S(~q , Z ).

In particular, S achieves very low values (the second
step becomes very improbable) if ~q is much smaller
than the root mean square momentum of the elec-
tron before the scattering process [Whit57]. Thus,
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Figure 2.4: Compton scatter cross sections. (a): Differential Klein-Nishina cross-section at different photon en-
ergies. (b): Deviation between Compton-scatter differential cross-sections from free electrons (Klein-Nishina)
and different atoms (correction by incoherent scattering functions). Values retrieved with the “xraylib” li-
brary [Scho+11]. 1barn = 10−28 m2.

Compton scatter by bound electrons is much less com-
mon for low photon energies or low scattering angles
than would be expected by the Klein-Nishina cross-
section. This is illustrated in Fig. 2.4b. Similarly, co-
herent scattering can also be interpreted as a two-
step process, allowing an alternative interpretation of
| f (~q , Z )|2 [Whit57].

2.2.7 Relative magnitude of interaction
types

The overall strength of a given type of X-ray-matter in-
teraction can be characterized by its total cross-section
σ, which is simply defined as the integral of the differ-
ential cross-section over the entire solid angle:

σ=
∫

4π

(
dσ

dΩ

)
dΩ.

Like the differential cross-section, the total cross-
section gives a measure of interaction probability, al-
beit without consideration of the scattering angle. To-
tal cross-sections of all interaction types5 can also be

5Pair production and photonuclear interactions are disregarded

added to provide a probability measure for any inter-
action type [Hubb82], each with its own dependence
on photon energy E :

σtotal(E) =σPE(E)+σcoh(E)+σC(E). (2.30)

The relation of σ, which has the dimensions of an area,
to a probability measure is illustrated in Fig. 2.5: An
incident particle (photon) interacts with a given atom
if its path crosses a normally-oriented surface of areaσ
located at the atom. For an ensemble of N atoms uni-
formly distributed in a volume with front surface A and
depth z [thus having a number density ν = N /(Az)],
the average number of intersections (and thus, interac-
tions) of a normally incident light “beam” composed
of M photons is given by the ratio of total interaction
area and the front surface, i.e.

〈Mint〉 = M Nσ/A = Mνσz.

This equation is generally correct only if incident parti-
cles are never deflected or absorbed during an interac-
tion (which is approximately the case for coherent for-
ward scatter). Under the assumption that an incident

in Eq. (2.30) (and generally in this chapter) since they occur only for
photon energies beyond 1MeV, which are not commonly used for
imaging.
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Figure 2.5: Relation between linear attenuation coef-
ficientµ and cross-sectionσ. The average number of
interactions between a narrow light beam with a small
volume of material is proportional to the ratio of to-
tal cross-sections Nσ in that volume and the volume’s
front surface area A.

particle is eliminated after an interaction, the model
is only applicable for 〈Mint〉 ¿ M . It can however be
extended to arbitrary object thicknesses:

The derivative of 〈Mint〉 with respect to z, i.e., the num-
ber of interactions per thickness, is a local measure
for the interaction rate and related to the linear atten-
uation coefficient µ: d〈Nint〉/d z = νσ ≡ µ. The num-
ber of photons detected behind the object is given by
Mdet = M −Mint, and thus,

d〈Mdet〉
d z

=−νσM =−µM
z small≈ −µ〈Mdet〉 . (2.31)

With the knowledge that 〈Mdet〉 = M for z = 0, integra-
tion thus yields

〈Mdet〉(z) = M exp
(−µz

)
. (2.32)

As illustrated in Fig. 2.6, the magnitudes of the different
types of X-ray-matter interaction differ significantly
and depend on both X-ray energy and elemental com-
position.

The probability for photoelectric absorption roughly
scales with the inverse cube of photon energy, but

increases sharply when photon energy exceeds the
energy of an atomic fluorescence line, since the elec-
tronic transition corresponding to that line can now
be induced by absorption of a photon.

The total Klein-Nishina cross-section varies only
slowly with photon energy. The total Compton cross-
section of a bound electron is lower than that of a free
electron, due to the relationship characterized by the
incoherent scattering function S mentioned in sec-
tion 2.2.6. This reduction increases for heavier ele-
ments (i.e., more strongly bound electrons) and lower
photon energies, but at most reduces the atomic to-
tal cross-section by a factor of 2 compared to Klein-
Nishina, as evident from tabulated values of S(~q , Z ).
Roughly speaking, the atomic Compton scattering
cross-section thus scales with the number of electrons,
i.e. with Z .

The total cross-section for Thomson scatter, i.e., elastic
scatter from free electrons, is

σT = 8πr 2
0

3
,

which follows directly from integration. For coherent
forward scattering from atoms, scattered fields from
different points in the atomic charge cloud add up
constructively. The total forward-scattered field is thus
proportional to the total charge, i.e. f 0(~0, Z ) = Z . The
differential cross-section for coherent forward scat-
ter is then proportional to Z 2, cf. Eq. (2.20). The to-
tal cross-section also depends on the dependence of
f 0(~q , Z ) on ~q and roughly scales with Z 2.5.

Even though the differential cross-section in forward
direction and the total Thomson cross-section are in-
dependent of energy, the total atomic coherent cross-
section scales approximately with E−2. This is not
related to the proportionality of δ with E−2 found in
section 2.2.46, but arises from the atomic form factor,
and thus from the spatial charge density distribution
within the atom.

With one exception, the dependence of the total cross-
section for each interaction type on photon energy
and atomic number approximately follows power laws.
This is illustrated in Table 2.1. The exponents have

6That result was found with the assumption of a scatter amplitude
independent of angle and energy, and an integration over scattered
fields from all elements in a thin, infinitely extended slab of mate-
rial. Taking into account the variations of optical path lengths to
and from different surface elements in this slab lead to an inverse
proportionality of total scattered field strength and photon energy.
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σ∝ Z aE b a b

σPE
* 4.0. . .4.65** −2.85. . .−2.55

σcoh 2.45. . .2.66 −1.99. . .−1.56

σC 0.79. . .0.96 ***

Table 2.1: Approximate power-law exponents of to-
tal cross-sections for photoelectric absorption, co-
herent scattering, and Compton scattering on pho-
ton energy E and atomic number Z for 20keV <
E < 150keV and 3 < Z < 89. (*): Fits exclude K
edge, (**): 4.47. . .4.51 for energies below the K edge.
(***): Does not follow a power law, σC is roughly inde-
pendent of E .

been retrieved via power-law regression to data from
the xraylib library [Scho+11] for X-ray energies be-
tween 20 and 150keV and all atomic numbers from
3 to 89. More detailed fitting results are also shown in
Fig. 1 (Appendix) on page 224.

The relative magnitude of elastic and resonant scatte-
ring can be determined by comparing f 0(~0) and f ′ in
the real part of the index of refraction, Eq. (2.28). The
scattering factor f ′ significantly deviates from zero for
photon energies in the vicinity of an photoelectric ab-
sorption edge, i.e., where f ′′ sharply increases. This is
illustrated for two elements in Fig. 2.7.

For medical imaging purposes, f ′ is usually negligible
since the used photon energies typically far exceed
the edge energies of light elements dominant in bio-
logical tissues. Tabulated values in xraylib show that
in the energy range between 20 and 150keV and for
elements with 3 < Z < 89, f ′/ f 0(~0) = f ′/Z never falls
below −11%.

2.2.8 Attenuation and phase shift

We examine the combined effect of all interaction
types in a material on its index of refraction, i.e., its
attenuating and phase-shifting properties. Using these
findings, an approximate relation between an object’s
index of refraction and its effect on an incident wave-
field is then presented.

Generalizing Eq. (2.31), the total attenuation coeffi-
cient of a mixture of different elements k is given
by each element’s total interaction cross-section—as
given in Eq. (2.30)—weighted by that element’s num-
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Figure 2.6: Energy-dependence of photoelectric ab-
sorption, coherent scattering and Compton scatte-
ring for carbon (Z = 6) and lead (Z = 82). 1barn =
10−28 m2.
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Figure 2.7: Energy dependence of the scattering fac-
tors f ′′′ and f ′′′′′′, normalized to f 0(~0) = Z , for two ele-
ments (calcium and tungsten). The location of the K
edge coincides with a drop in f ′, and an associated
change in δ according to Eq. (2.28).
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ber density νk [AlsN+11, ch. 1.3]:

µtotal(E) =∑
k
νk σtotal,k (E) = ρNA

∑
k

σtotal,k (E)

Ak
,

(2.33)
where NA is the Avogadro constant, ρ is mass density
and Ak is the k-th element’s molar mass. In a measure-
ment where a narrow, monochromatic beam passes
through an object, the dependence of transmitted in-
tensity on object thickness z is typically proportional
to exp(−µtotal z) [Hubb82]. However, this may differ for
other experimental arrangements: Most importantly,
Compton-scattered radiation may be measured in the
absence of sufficient collimation (downstream of the
object), which leads to deviations.

As will be shown below, the imaginary part of the index
of refraction is related to the linear attenuation coef-
ficient via βtotal =µtotal/2k. Similarly to µtotal or βtotal,
the real part of the refractive index as given in Eq. (2.28)
can also be generalized to an arbitrary mixture:

δ(E) = r0

2π

(
hc

E

)2 ∑
k
νk

[
f 0

k (~0)+ f ′
k (E)

]
= r0ρNA

2π

(
hc

E

)2 ∑
k

Zk + f ′
k (E)

Ak
, (2.34)

where Zk is the k-th element’s atomic number. The
xraylib library [Scho+11] uses the formulation in
Eqs. (2.33) and (2.34) for the calculation of the complex
index of refraction.

Given Eqs. (2.33) and (2.34), it would now be interest-
ing to know the effect of an object with known µtotal(E )
and δ(E) on incident X-rays with photon energy E . In
general, the effect of an extended object on an inci-
dent wavefield may be difficult to calculate, especially
if interaction cross-sections are so high that photons
are likely to have multiple successive interactions with
the object. Photons may travel in very different di-
rections after being Compton-scattered, and photoab-
sorption may release electrons which traverse the ma-
terial and eventually emit another photon when they
are reabsorbed. In practice, this “shower” of electrons
and X-ray photons resulting from X-ray matter inter-
action can only be approximated with Monte-Carlo
simulation methods, such as EGSnrc [Kawr+20] or
Geant4 [Agos+03]. This is necessary e.g. for dose calcu-
lations, where the exact location of energy deposition
within the material must be known.

For imaging however, only the field downstream of the
object is of interest. A number of assumptions and
simplifications can be made to determine a relation
between the object’s interaction cross-sections (or the
index of refraction) with its effect on the downstream
wavefield.

An approach very useful for X-ray imaging is the projec-
tion approximation, which assumes that interactions
are sufficiently weak (rare) to negligibly perturb the
field in directions which are not exactly downstream.
This then results in equations which relate the amount
of phase shift or attenuation due to an object to pro-
jection integrals across the object.

Starting with the Helmholtz equation (2.11), Pa-
ganin [Paga06, ch. 2.1] derives a number of useful
equations using the projection approximation. His
approach and intermediate results will be briefly sum-
marized here.

In matter, the wavenumber k is equal to nk0, where
k0 = ω/c is the equivalent wavenumber in vacuum.
Eq. (2.11) is thus[∇2 +n(~r )2k2

0

]
U (~r ) = 0.

By separating a wavefield U (~r ) into a product of a
plane wave exp(i kz) and an envelope Ũ (~r ), a “product
rule” for the application of ∇2 can be applied which
leads to the following relation for Ũ (~r ):[

2i k0
∂

∂z
+ ∂2

∂x2 + ∂2

∂y2 +k2
0(n2 −1)

]
Ũ (~r ) = 0. (2.35)

The field incident on the object is assumed to be a
plane wave propagating in z direction, so that ∂2Ũ /∂x2

and ∂2Ũ /∂y2 are initially zero. As the projection ap-
proximation consists of assuming that the object im-
parts negligible changes to the wavefield Ũ in all di-
rections other than z, the approximation is applied
to Eq. (2.35) by neglecting the ∂2Ũ /∂x2 and ∂2Ũ /∂y2

terms: [
2i k0

∂

∂z
+k2

0(n2 −1)

]
Ũ (~r ) ≈ 0. (2.36)

With the object assumed to occupy the volume where
0 < z < z0, a solution of Eq. (2.36) can then be given as

Ũ (~r ) ≈ exp

[−i k0

2

∫ z0

0
1−n2(x, y, z)d z

]
Ũ (~r0),

where~r = [x, y, z0]T is downstream and~r0 = [x, y,0]T is
upstream of the object. Rewriting n as 1−δ+ iβ [as in
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Eq. (2.27)], and using the fact that δ,β¿ 1 for X-rays,

1−n2 ≈ 2δ−2iβ,

and thus (if we omit the dependence of Ũ , δ, and β on
x and y):

Ũ (z0)

Ũ (0)
≈ exp

(
−i k0

∫ z0

0
δ(z)d z︸ ︷︷ ︸
∆Φ

)
×

exp

(
−k0

∫ z0

0
β(z)d z

)
︸ ︷︷ ︸

A

. (2.37)

The amount of phase shift ∆Φ and the amplitude at-
tenuation factor A can therefore be directly retrieved
from projection integrals of the real and imaginary
parts of the index of refraction, respectively. As the
field intensity I is proportional to |Ũ |2, its attenuation
factor is T = A2 = exp(−2k0

∫ z0
0 β(z)d z). By compar-

ison with the linear attenuation coefficient from the
Beer-Lambert attenuation law in Eq. (2.32), we find
that

µ= 2k0β. (2.38)

2.3 X-ray generation

X-rays are electromagnetic radiation with wavelengths
in the vicinity of 1Å [AlsN+11, p. 2] and thus, photon
energies in the keV range. Although there is no sharp
distinction, the X-ray regime is bounded on the high-
wavelength end by extreme ultraviolet (EUV) radiation
with photon energies between 30 and 250eV [Attw99,
p. 1]. On the low-wavelength end, a distinction be-
tween X-rays and gamma (γ) radiation can be made,
although no clear dividing line between the categories
exists. Gamma radiation is often understood to origi-
nate from radioactive decay processes in atomic nuclei,
whereas the term “X-rays” typically describes radiation
generated by the acceleration of electrons or fluores-
cence. Although there is a significant overlap between
the energy ranges of photons emitted in both cate-
gories, γ radiation typically exhibits very high photon
energies beyond 100keV. The three main mechanisms
of γ-ray / X-ray production, as well as their practical
implementation, are introduced in this section.

2.3.1 Radioactive sources

Radioactivity describes a phenomenon arising from
an instability of some types of atomic nuclei, especially
those with an imbalance between the number of pro-
tons and neutrons7. This instability leads to the decay
of the nucleus into one or several “daughter nuclei”,
as well as a number of elementary particles. Decay
processes can be classified according to the types of
released particles. Although a large number of decay
types exist, most radioactive isotopes decay via the α,
β−, or β+ processes.

In α decay, a 4He nucleus (the “α particle”, composed
of two protons and two neutrons), splits off from the
main nucleus. The resulting nucleus thus contains
two fewer protons and neutrons. This decay process
occurs only for heavy nuclei. In β− decay, a single
neutron within the nucleus decays into a proton, while
an electron and an antineutrino are released. The β+
decay process is very similar, but the decay process is
inverted: one proton is converted into a neutron, while
a positron and a neutrino are emitted.

In neither of these processes, a photon is released di-
rectly. The difference in nuclear binding energy of the
nucleus before and after decay is mainly transferred
to the α or β particle as kinetic energy. In many cases
however, the resulting nucleus is in an excited state
and decays to its ground state by emission of one or
several high-energy photons (the latter if intermediate
excitation states exist). Furthermore, the positron re-
leased in β+ decay is annihilated when encountering
an electron, producing two gamma photons emitted
in opposite directions. These two pathways for the
emission of γ rays are illustrated in Fig. 2.8a. For most
γ decay processes, decay of excited nuclear states oc-
curs nearly instantaneously, but some elements pos-
sess metastable states (nuclides) with a half-life in the
range of minutes or hours, thus acting as a source of
gamma radiation for an extended period of time.

Gamma radiation from radioactive materials is com-
monly used for radiotherapy and some imaging appli-
cations, such as the inspection of shipping contain-
ers. In medical imaging, metastable nuclides (radionu-
clides) are used extensively: Their inhalation or injec-
tion by a patient, and subsequent measurement of

7In stable isotopes of light elements, the number of protons and
neutrons is nearly identical, but stable isotopes of heavier elements
contain an excess of neutrons, which counteracts the protons’ elec-
trostatic repulsion. [Open20]



Chapter 2. Physics and techniques of X-ray imaging 46

B

e-
e+

νe

γ

γ

γ

e-
γ

a v

B

e-

v

a
γ

B

γ

Ionization Transition Emission

A

B

C

Figure 2.8: Physical origins of X-rays. (a): Radioactive
decay (shown: β+ decay of original nucleus and γ de-
cay of daughter nucleus). (b): Acceleration of charges,
by electrostatic forces in material (low velocity, high
acceleration) and external magnetic fields (high veloc-
ity, low acceleration). (c): X-ray fluorescence. Orbital
electron is expelled by high-energy particle (left), va-
cancy is filled by other orbital electrons (center), and
energy difference between states is released as γ pho-
ton (right).

gamma radiation emitted from inside the body allows
retrieving functional information, e.g. of metabolic ac-
tivity or blood perfusion. Medical γ-ray imaging tech-
niques include positron emission tomography (PET),
scintigraphy, and single-photon emission computed
tomography (SPECT).

2.3.2 Accelerated electric charges

As previously mentioned in section 1.4, the emission
of radiation by an acceleration of electrical charges
is well-known from radio transmitters: An alternat-
ing current in a dipole antenna causes the emission
of radio waves, their frequency determined by the fre-
quency of the current.

Due to antennas typically being dimensioned in the
vicinity of the radiation wavelength, as well as speed
limitations of electronic circuits, antennas can usually
not be used to detect or generate frequencies greater
than those of microwaves.

For the generation of X-rays, free electrons are used
instead. The required acceleration or deceleration is
achieved either by collision with a material or by mag-
netic deflection, see Fig. 2.8b.

In synchrotron particle accelerators (cf. section 1.4
on page 19), electrons or protons are alternatingly ac-
celerated by linear accelerator (linac) modules, and
forced onto a circular path by magnetic fields. The
circular beam path allows repeated acceleration by the
same linac modules and thus achieves very high elec-
tron energies, but requires a synchronous increase of
magnetic field strengths.

The magnets used for the deflection of the electron
beam in synchrotrons act as X-ray sources if the kinetic
energy of the electrons and the “bending power”, i.e.
the achieved magnetic field strengths are sufficiently
high.

For relativistic electrons, the angles of emitted radi-
ation are distorted towards the “forward direction”,
i.e. the electrons’ movement direction. The radia-
tion is thus focused into a narrow cone of high inten-
sity [Will11, ch. 3.5].

With the introduction of third-generation synchrotron
sources, this method of X-ray generation has been re-
fined by the use of insertion devices, which primarily
consist of a lattice of magnets pairs with alternating
polarity. The electron beam passes through the space
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Figure 2.9: Method of operation of a synchrotron in-
sertion device: An array of magnet pairs forces the
electron beam onto an oscillating trajectory, which
induces the emission of intense X-rays.

between the magnet pairs and is thus deflected in al-
ternating directions, see Fig. 2.9.

An insertion device can be operated in two distinct
modes: If the angular deviation of the electron beam
exceeds the opening angle of the radiation cone (a
wiggler), each magnet pair acts as an individual bend-
ing magnet, and the total intensity at all wavelength
increases linearly with the number of magnet pairs.
For smaller angular beam deviations (an undula-
tor), interference of radiation from successive mag-
net pairs occurs, leading to constructive or destructive
interference for different wavelengths, resulting in a
radiation spectrum consisting of successive narrow
peaks [Will11, ch. 3.7].

Acceleration of electrical charges is also an important
mechanism of X-ray production in X-ray tubes. In the
X-ray tube design by Coolidge, a filament and a target
plate are placed in an evacuated vessel (cf. Fig. 2.10a).
The filament is electrically heated, which leads to a re-
lease of electrons from the material (thermionic emis-
sion). The electrons are accelerated towards the anode
due to a high voltage applied between filament (the
cathode) and target (the anode) and are decelerated
extremely rapidly by electrostatic repulsion within the
anode material.

The electrons’ kinetic energy is thus partly converted to
electromagnetic radiation with a continuous spectrum
of photon energies (bremsstrahlung). The high-energy
limit of this spectrum is determined by the electrons’
acceleration voltage: The highest photon energies Eγ
are achieved by the conversion of an electron’s entire
kinetic energy Ee in a single collision event. Since the
kinetic energy of an electric charge e when accelerated
by a potential difference U is eU ,

Eγ ≤ Ee = eU .

Electron energies in the keV range are therefore suf-
ficient for the generation of bremsstrahlung X-rays,
compared to electron energies in the GeV range for
bending magnets or insertion devices for comparable
X-ray energies. However, the efficiency of X-ray gener-
ation by X-ray tubes is extremely low: For thin trans-
mission targets, the ratio of X-ray energy and electron
energy loss has been found to (approximately) scale
as η = 2.8×10−6ZU , where Z is the atomic number
of the anode material and U is given in kV. For thick,
non-transmission targets, this is even lower at [Dyso90,
section 2.8]

η= 1.3×10−6ZU [kV]. (2.39)

For a tungsten reflection target and U = 60kV, this re-
sults in an efficiency of η = 0.5%. Furthermore, the
above efficiency values were derived by integration of
X-ray intensities at all emission angles, whereas practi-
cal applications utilize only a small cone of radiation.
The true efficiency of X-ray tubes is thus even lower.

2.3.3 Fluorescence

The third mechanism of X-ray production was already
introduced in section 2.2.5, and is illustrated in both
Fig. 2.2 and Fig. 2.8c: Like incident X-rays, electrons of
sufficient kinetic energy may also cause ionization of
a material and thus induce various non-ground-state
X-ray levels. The electrons of an atom or molecule are
arranged in a number of orbitals with different binding
energies. An incident electron may induce a given X-
ray level in an atom if its kinetic energy exceeds the
level energy.

In the case of such an event, various transitions to less
energetic X-ray levels may occur, often accompanied
by the emission of a photon (X-ray fluorescence). The
photon energy is equal to the energy difference of the
transition’s initial and final X-ray level.
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Figure 2.10: X-ray tube designs. (a): Operating principle of a Coolidge-type X-ray tube. (b): Schematic of a
modern X-ray tube assembly for medical use. The rotating anode plate with a Goetze line focus is driven by
an induction motor (rotor / stator) and supported by a vacuum-compatible bearing. The evacuated vessel
(white) is submerged in oil (yellow) and is contained in a housing which acts both as radiation shielding and as
protection from mechanical failure. Adapted from [Behl90].

As X-ray level energies are highly specific to the type
of atom (or molecule), so is the energy of the photon
released in this process. It is therefore also called char-
acteristic radiation and measurement of the photon
energies of characteristic radiation emitted by a sam-
ple (e.g., using an energy-dispersive X-ray detector)
can be used to identify its composition to great preci-
sion. X-ray levels are usually characterized by one or
more vacancies in the atom’s innermost shells. Their
energies are nearly independent of the atom’s chemical
configuration and lie in the keV range. X-ray emission
spectroscopy is thus well suited to determine the ele-
mental composition of measurement samples.

Characteristic X-rays are produced by X-ray tubes in
addition to bremsstrahlung. As illustrated in Fig. 2.11,
the spectrum of X-rays produced by X-ray tubes are
thus a superposition of a continuous, wide-band com-
ponent due to bremsstrahlung, and very narrow, high-
intensity spectral lines of characteristic X-rays, whose
wavelengths are determined by the elemental compo-
sition of the tube target.
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L 1 W, 150 kV
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W, 50 kV

Figure 2.11: Simulated emission spectra [Hern+14]
of a tungsten-anode X-ray tube at 50, 100, and 150kV
acceleration voltage. The energies of the most domi-
nant tungsten fluorescence lines are also highlighted.
For medical use, this radiation would be filtered by at
least 2.5mm of aluminum, which eliminates nearly all
flux for photon energies below approx. 20keV.
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2.4 X-ray imaging hardware

In this section, technical implementations of X-ray
generation (discussed in section 2.3) and X-ray detec-
tion (discussed in section 2.2 in terms of X-ray-matter
interactions) for imaging purposes will be discussed.

2.4.1 X-ray sources

The oldest (and still the most widespread) method to
produce X-rays is the use of X-ray tubes. The vast ma-
jority of modern X-ray tubes follow the operating prin-
ciple of the “Coolidge tube” invented in 1913: In an
evacuated glass or metal vessel, electrons are emit-
ted via thermionic emission from a heated filament
(a “hot” cathode), and accelerated onto a metallic tar-
get (the anode) by application of an electric potential.
This is illustrated in Fig. 2.10a. On collision with the
anode material, the electrons are rapidly decelerated
and thus emit a wide spectrum of bremsstrahlung. Ad-
ditionally, the collisions create vacancies in the elec-
tron orbitals of the target material, which leads to an
emission of characteristic, material-specific X-ray flu-
orescence lines.

However, only a small portion of the electrons’ kinetic
energy is converted to X-rays in either of these pro-
cesses. The vast majority of this energy is converted to
heat in the target material. The de facto efficiency of an
X-ray tube is even lower since the anode emits X-rays
in a large angular range, but only a small portion (rays
facing the detection area) are desired. In modern X-ray
tube assemblies, the tube is covered by lead shielding
in all directions with the exception of an exit window,
often made from beryllium. Additional devices are
often present to collimate radiation to the area of in-
terest. The low efficiency implies that efficient heat
dissipation and a high-power high-voltage generator
are required for high X-ray flux and / or long operation
times. The anode material may be damaged (molten
or evaporated) if heat dissipation is insufficient. This
can also spoil the vacuum within the tube and may
render the entire device inoperable. Heat dissipation
is achieved by submerging the X-ray tube in oil within
the tube assembly. Additional heat dissipation may
be achieved by circulating the oil through an external
cooler.

Another trade-off between beam quality and techni-
cal challenges is given by the focusing of the electron
beam onto the target: A smaller focus results in X-

rays being emitted from a smaller area, which reduces
penumbral blurring (and increases spatial coherence).
However, the heat is also generated in a smaller area,
which further increases demands to heat removal.

This trade-off can be mitigated by the use of suitable
electron optics: Focusing electrons to an elongated
rectangle on the target (as opposed to a point) leads
to a variation of apparent focal spot size on the X-
ray emission angle: At low angles, the focal spot is
foreshortened, thus appearing much smaller. This so-
called “Goetze line focus” thus allows reduced penum-
bral blurring at high X-ray flux and is very widely used
in high-flux X-ray applications. Anode angles in the
vicinity of 10° are commonly used, resulting in a re-
duction of focal spot size by factors between 5 and
10 [Behl15, ch. 6.2.1].

Even greater advances in heat dissipation were
achieved by the introduction of the rotating anode: By
replacing the fixed target with a rotating circular disk,
the heat induced by incident electrons is spread over
a much larger area, allowing for a higher flux. How-
ever, the combination of rotating parts and vacuum
technology is fraught with additional technical chal-
lenges: Rotation of the anode disk is achieved with
induction motors, which do not require an electrical
connection between rotor and stator, and can thus
be placed inside and outside of the vacuum vessel,
respectively [Behl15, ch. 6.2.3]. Additionally, conven-
tional lubricants can not be used in vacuum, which
is why high-precision, silver- or lead-coated ball bear-
ings, or liquid metal spiral-groove bearings are used
for the rotor / anode disk [Behl15, ch. 6.2.3]. These
technical achievements are visualized in Fig. 2.10b, a
simplified schematic of a modern high-performance
rotating-anode tube assembly.

2.4.2 X-ray detection

Among the oldest X-ray detection mechanisms is the
use of materials that generate visible-light fluorescence
when irradiated. Since this process does not induce a
permanent change to the material, fluorescent screens
in an X-ray imaging setup provide object snapshots
that update in real time. They are however unable
to produce a permanent image, which makes them
unsuitable for accurate radiological diagnosis. It was
discovered that silver salts used for photography (such
as silver bromide and silver chloride) are also sensitive



Chapter 2. Physics and techniques of X-ray imaging 50

to X-rays. Thus, photographic plates and films were
soon adapted for X-ray imaging.

Similarly to photographic film, X-ray film consists of
a layer of silver salt emulsion which is applied to one
or both sides of a substrate (the eponymous plastic
film). As with visible light, exposure to X-rays induces
a chemical change to the salt. During the development
process, this change is rendered visible as the silver
salt exposed to radiation is converted to black metallic
silver, the degree of this “blackening” being a function
of the received dose. In additional treatment steps,
undeveloped silver salts are removed and the image is
stabilized. Additionally, the efficiency of the detection
process can be increased by combining the film with
intensifying screens. These convert a part of the inci-
dent X-rays to visible light, which then also contribute
to the exposure of the silver salt emulsion [Vogl+11,
section 3.2].

Due to the high image quality and comparably low cost,
X-ray films were used for the majority of X-ray imaging
applications for many decades. However, X-ray imag-
ing methods which require mathematical operations
on the image data, such as computed tomography,
subtraction angiography, and phase-contrast imaging
are largely incompatible with slow, analog film-based
technology, instead requiring digital detection.

Early CT devices and some radiography systems used
gas (ionization) detectors: These consist of an array
of ionization chambers, i.e., gas-filled containers with
conductive surfaces and a central electrode. By apply-
ing a high voltage between electrode and container
walls, ionization events by incident X-rays are detected
as an electric current [Lanc+16, sec. 2.1.3]. This en-
ables very fast acquisition and digitization, but the use
of gas as an absorbing medium limits the efficiency of
this approach.

For radiographic applications, systems using photo-
stimulable phosphor plates as intermediate storage
have been developed (first introduced by Fuji Photo
Film Co. in 1983 [Sono+83]). Exposure of a region of the
phosphor plate to X-rays creates an excited state in the
material which decays only slowly. Illumination of this
excited region with an appropriate light source (usu-
ally, red light from a HeNe laser) stimulates the emis-
sion of blue light. By scanning a “readout laser” over an
exposed phosphor plate and measuring the intensity
of luminescence in each point, a digital image can be
generated. This technique has a higher dynamic range
than X-ray film, and the response of the image signal

to X-ray intensity is linear, unlike film [Lanc+16, sec.
2.2.2]. However, the readout procedure is slow, and
acquisition of images in rapid succession is not feasi-
ble, limiting the technique to standard radiographic
applications.

Indirect conversion and energy-integrating detec-
tion An alternative approach for digital X-ray detec-
tion is the combination of X-ray-sensitive phosphors
with electronics for the detection of visible light. X-ray
intensity is thus encoded first by the intensity of visible-
light luminescence, and then by the photodiode cur-
rent resulting from that luminescence. For imaging
purposes, this so-called indirect conversion process is
employed in flat-panel detectors. The operating prin-
ciple of this design is illustrated in Fig. 2.12. Incident
X-rays are received by a phosphor layer. Usually, scintil-
lators such as thallium-doped cesium iodide are used
due to their strong X-ray absorption and high light
yield [Spah05]. As the intensity of luminescence is pro-
portional to X-ray intensity, light yield is expressed in
(visible-light) photons per keV.

Although the efficiency of the scintillator increases
with thickness, scattering of scintillation light within
the material also increases, which limits the resolution.
Scintillator thicknesses usually range from 150µm for
mammographic applications to 600µm for general ra-
diography [Spah05]. Furthermore, CsI crystals can be
grown in columnar structures and thus act as light
guides, which reduces scatter.

The scintillator layer is placed on an “active matrix”
composed of thin-film-based electronics (Fig. 2.12):
a two-dimensional array of photodiodes is placed on
charge collector electrodes, which are linked to read-
out and gate lines via thin-film transistors (TFTs).

During acquisition, each photodiode generates a cur-
rent which is proportional to the intensity of inci-
dent light, and thus to the intensity of X-rays incident
on the scintillator. The charge accumulated by the
photocurrent is stored by the charge collector elec-
trode [Kott+02]. As the magnitude of this charge is
equal to the integrated photocurrent, it is proportional
to the integrated X-ray intensity, i.e., the absorbed X-
ray energy. This detector design is therefore called
energy-integrating. After acquisition, detector readout
is accomplished by successively activating each gate
line, which sends the charges of the associated row of
detector elements to an amplifier and an analog-to-
digital converter (ADC).
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Figure 2.12: Design and operation of a TFT-based
flat-panel detector. Incident X-rays reach a layer of
scintillation material (often structured CsI crystals),
where visible-light photons are produced. These are
absorbed by an underlying layer of photodiodes, which
induces a current. The total charge accumulated by
this current is then stored in a grid of capacitive ele-
ments. Readout, i.e. a measurement of these charges,
is achieved by a thin-film transistor (TFT) circuit: Se-
quentially applying a voltage to the series of gate lines
discharges one row of capacitive elements at a time.

The fabrication of the necessary TFT electronics uses
thin-film deposition techniques used in LCD screen
manufacturing, and has profited from the mass-
market adoption of this technology [Spah05], enabling
large fields of view (beyond 40cm×40cm) as well as
pixel sizes in the vicinity of 100µm.

Direct conversion and photon-counting detection
A digital detection technique rapidly gaining in pop-
ularity is based on the collection of charges from X-
ray-induced ionization events in a semiconductor ma-
terial. This eliminates the need for a phosphor and
can also produce a greater charge, i.e., a stronger sig-
nal per X-ray photon, than an indirection detection
system [Ball+16]. TFT-based flat-panel detectors have
been developed which use a layer of amorphous sele-
nium (a-Se) in place of a scintillator. In these, electron-
hole pairs generated by X-ray absorption are separated
by applying a voltage to electrodes at the interfaces
of the selenium layer [Kasa+02]. Despite the complex
interactions in the material, the inherent resolution of
an a-Se direct conversion layer is much higher than
that of a comparable CsI scintillator layer [Que+95].
On the other hand, the comparably low attenuation
coefficient of selenium necessitates a high layer thick-
ness, especially for the high-energy end of medically-
used X-rays. Other semiconductor materials, such as
cadmium telluride (CdTe), are more suitable for this
energy range.

Another important advancement of X-ray detector
technology is the development of more sophisticated
readout electronics. As the number of generated
electron-hole pairs in a direct conversion system is
proportional to the absorbed X-ray energy [Ball+16],
energy-integrating measurements as with scintillator-
based detectors are possible. However, sufficiently
fast readout electronics can distinguish the current
pulses induced by individual X-ray photons, and thus
measure not only the total energy absorbed in an ex-
posure, but also the number of absorption events.
The latter quantity provides an improved signal-to-
noise ratio, since electronic noise and noise from the
energy-integration process [Swan73] are eliminated,
and lower-energy X-ray photons, which produce a
greater contrast, are weighted as strongly as high-
energy photons [Tagu+13]. Furthermore, the shape
of the current pulse provides information about the
energy of the absorbed X-ray photon, which enables
spectral X-ray imaging applications.
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However, this comes at the cost of more complex, per-
pixel readout electronics which introduces certain lim-
itations. For example, two photons absorbed nearly
simultaneously may be interpreted as a single pho-
ton with higher energy due to the temporal overlap of
current pulses (pile-up), and photons arriving during
the “dead time” where the previous pulse is processed
may not be counted (dead time losses) [Ball+16]. This
complicates the introduction of photon counting de-
tectors for high-flux applications (e.g., medical CT),
where these effects are most prevalent. Nonetheless,
the introduction of photon counting detectors is one
of the most important recent innovations for many
X-ray imaging applications and a very active field of
research.

2.5 Principles of grating-based X-
ray phase-contrast and dark-
field imaging

In this section, the fundamentals of grating-based X-
ray phase contrast, the imaging method used for all
experimental results in this thesis, will be introduced.

After a brief introduction to diffraction gratings in sec-
tion 2.5.1, the (fractional) Talbot effect due to the mod-
ulation grating (or G1) is explained in section 2.5.2.
Diffraction gratings can be used to imprint a periodic
modulation (either in phase or amplitude) onto an in-
cident X-ray wavefield. If this wavefield has sufficient
transverse coherence, the Talbot effect then causes a
reproduction of this periodic pattern at certain down-
stream distances. In particular, pure phase modula-
tions due to the grating result in amplitude (and thus,
intensity) modulations at certain rational fractions of
the Talbot distance.

Inserting an object before or after the grating leads to
a modification of the detected modulations. Specif-
ically, these modulations can be modified in several
different ways, as opposed to conventional X-ray imag-
ing, where only one effect (the reduction in measured
intensity) can be determined. This is discussed quali-
tatively in section 2.5.3, followed by the introduction of
the analyzer grating (or G2), which decouples grating
periods from detector resolution, in section 2.5.4. The
crucial addition of a source grating (or G0) to enable
use of the method with conventional X-ray tubes is
explained in section 2.5.5.

Phase stepping, the most common experimental proce-
dure to retrieve data from a grating-based X-ray imag-
ing setup, is introduced in section 2.5.6. Section 2.5.7
explains the effect of replacing parallel-light illumina-
tion with point-source illumination (i.e., a light “cone”).
Finally, the mathematical relations between the quan-
tities measured in a grating-based setup and the phys-
ical properties of the measured object are derived in
section 2.5.8.

2.5.1 Diffraction gratings

Diffraction gratings are highly regular, usually planar
structures which are characterized mainly by their
periodic thickness variation on a microscopic scale.
Most optical gratings are periodic only in one direc-
tion, although two-dimensional gratings can be man-
ufactured as well. For visible-light applications, grat-
ings can be made to reflect or transmit incident light.
Their main purpose is to act as diffracting elements:
a monochromatic plane wave incident on a flat trans-
mission grating will be diffracted into regularly-spaced
diffraction maxima, whose spacing is determined by
the ratio of light wavelength λ and grating period p.
Accordingly, white light is spatially separated into its
spectral components. Diffraction gratings are thus of-
ten used for spectral analysis of visible-light sources.

Most diffraction gratings have a rectangular height pro-
file, i.e., resembling a pulse wave. Equivalently to the
definition of the duty cycle of pulse waves, a duty cycle
D of the grating’s height profile can be defined as the
ratio of grating ridge width w and period p: D = w/p.
Furthermore, the ratio of grating ridge height h and
width w is called the aspect ratio.

Gratings can be used for wavelengths beyond the
visible spectrum, although their efficiency declines
with decreasing wavelength: Lower interaction cross-
sections with material at these wavelengths mean that
greater amounts of material are required to attenuate
incident light. Additionally, as the spacing of adjacent
diffraction maxima is proportional to λ/p, low grating
periods are especially important to achieve sufficient
separation. These extreme demands to period and as-
pect ratio can only be met by specialized, costly manu-
facturing methods such as deep X-ray lithography (cf.
section 3.2.2 on page 73.)

X-rays have wavelengths in the vicinity of atomic radii.
It is thus impossible to achieve similar spatial sepa-
ration of diffraction maxima as for visible light with



53 2.5. Principles of grating-based X-ray phase-contrast and dark-field imaging

conventional gratings: the grating ridges and grooves
would have to have a width of a single atom8. Instead,
the achieved diffraction angles are very small and fields
from all diffraction maxima “overlap”. If the transverse
coherence of the incident radiation is sufficiently high,
they may interfere with each other, which causes the
so-called Talbot effect.

2.5.2 The Talbot self-imaging effect

As discovered by H. F. Talbot in 1836 and systematically
described by Lord Rayleigh in 1881 (cf. section 1.3.1
on page 15), a periodic, fully coherent wavefield with
period p and wavelength λ in one plane will be re-
produced at certain downstream distances, namely
multiples of the Talbot distance zT = 2p2/λ. Further-
more, at downstream distances z = 1

2 zT, 3
2 zT, . . ., the pe-

riodic pattern is repeated with a lateral shift of p/2 (cf.
Fig. 2.14a). This can be verified by Fresnel propagation
of an arbitrary periodic wavefield, see e.g. [Good05, ch.
4.5.2]. This applies for purely imaginary or real-valued
modulations, i.e. fields transmitted by absorbing grat-
ings as well as phase-shifting gratings.

Closely related to this is the fractional Talbot effect:
A pure phase modulation is converted into modula-
tions of magnitude (and thus intensity) at downstream
distances of certain rational fractions of zT. Unlike
the ordinary Talbot effect, the relevant downstream
distances are dependent on specifics of the original
modulated pattern, such as the phase-shift amplitude
and specific profile of the gratings. A number of such
distances for gratings with different duty cycles and
amounts of phase shift are compiled in [Sule97].

All of these effects can be understood to emerge
from coherent superposition of adjacent diffraction
orders generated by the grating. This is illustrated in
Fig. 2.13, where the intensity distribution downstream
of a coherently-illuminated grating is simulated. For
large propagation distances, the diffraction orders are
spatially separated, but for shorter distances where
they overlap, self-imaging of the periodic grating struc-
ture can be observed in regular intervals.

The most commonly-used phase-modulating gratings
have a duty cycle of D = 0.5 and achieve a phase

8Of course, this feat is achieved by X-ray crystallography, where
adjacent atoms in the crystal lattice act as grating ridges. Both trans-
mitting and reflecting crystal arrangements are possible, named
“Laue reflection” and “Bragg reflection”.

shift modulation of π or π/2 for a given “design en-
ergy”. For illumination with plane waves, maximum
intensity contrast is achieved at 1

4 zT, 3
4 zT, 5

4 zT, . . . for
π/2-phase-modulating gratings (Fig. 2.14b), whereas
for π-phase-modulating gratings, this is the case at
1

16 zT, 3
16 zT, 5

16 zT, . . . and the resulting intensity modu-
lations have half the grating period (Fig. 2.14c).

In grating-based X-ray phase contrast imaging, an
intensity-modulating or a phase-modulating grating
may be used. This modulation grating is often referred
to as G1, its period accordingly as p1.

2.5.3 Modification of Talbot images by a
sample

Introduction of a sample will lead to a modification of
the downstream fields. Usually, three separate effects
are distinguished (although more complex modifica-
tions have been examined [Modr+12]): Attenuation,
refraction, and small-angle scattering. A purely ab-
sorbing object uniformly reduces the amplitude of the
detected pattern – all intensities of the measured pe-
riodic modulation are reduced by a constant factor.
Refraction (in the direction of the pattern’s periodicity)
introduces a deviation between incident and transmit-
ted propagation directions, and thus leads to a lateral
shift of the detected pattern. Finally, a variation of elec-
tron density on a sufficiently short length scale induces
small-angle scattering of the incident beam, which
leads to a reduction of amplitude in the detected pat-
tern, relative to its mean intensity. These three cases
are illustrated in Fig. 2.15.

Placing an X-ray detector in one of the (fractional)
Talbot distances, and analyzing the distortion of the
grating self-images by a specimen thus enables the
retrieval of its attenuating, phase-shifting, and small-
angle scattering properties.

2.5.4 Introduction of an analyzer grating

As conventional X-ray detectors exhibit pixel sizes in
the vicinity of 100µm (cf. section 2.4.2), fringe peri-
ods and thus grating periods of at least 200µm are
required to allow directly resolving the grating self-
images, which is necessary to allow retrieval of all three
image signals (cf. Fig. 2.15). For X-ray wavelengths on
the order of 0.5Å (≈ 25keV photon energy), this results
in an absurd Talbot distance of zT = 1600m. X-ray Tal-
bot imaging is thus only feasible in this manner with
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Figure 2.13: Intensity distribution downstream of an absorbing grating illuminated by a plane wave. In
regions where the diffraction orders overlap, Talbot self-imaging can be observed, whereas for larger distances,
the diffraction orders become spatially separated. Simulated with an angular spectrum representation of an
incident wavefield, according to [Good05, ch. 3.10]. p = 20µm, λ = 500nm, beam width 2mm. For X-ray
wavelengths and grating periods in the µm range, spatial separation becomes negligibly small.
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Figure 2.14: Intensity maps downstream of coherently illuminated optical gratings (“Talbot carpets”).
(a): Reproduction of periodic wavefield modulations (Talbot effect), (b, c): Conversion of phase modula-
tions to intensity modulations (fractional Talbot effect), assuming a rectangular grating profile with π/2 (b)
and π (c) phase shift. Maximum intensity modulations are achieved at z = 1

4 ZT, 3
4 ZT, . . . in (b), and at

z = 1
16 ZT, 3

16 ZT, 5
16 ZT, . . . in (c) with half the grating period.
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Figure 2.15: Effects of imaging samples on intensity
maps downstream of a phase-shifting grating (π/2).
An object from purely attenuating material (a) reduces
overall intensity, while a wedge from purely phase-
shifting material (b) refracts light and induces lateral
shifts to the self-images. Finally, a material from purely
phase-shifting material with thickness variations on
very small length scales (c) induces small-angle scat-
tering and thus partly destroys the grating self-images.
Intensity maps are slightly smoothed.

specialized detectors of much smaller pixel sizes, even
when there is no demand for high sample resolution.
Furthermore, to achieve a per-pixel detector dose suf-
ficient for the retrieval of image signals with low pixel
sizes, large radiation doses must be applied to the im-
aged sample.

An effective method to decouple detector resolution
from grating periods is to introduce an absorbing ana-
lyzer grating (often abbreviated as G2) in the measure-
ment plane (just before the X-ray detector). If care is
taken that this grating’s period p2 matches the period
of the first grating’s self-images, the intensity transmit-
ted through each ridge of the second grating is con-
stant, since there is a fixed phase relationship between
the self-image and the analyzer grating’s transmission
function. Since a detector pixel retrieves a signal pro-
portional to light intensity averaged over its area, meas-
ured values are approximately independent of pixel
size (so long as a pixel is sufficiently larger than one
grating period).

2.5.5 Achieving high flux and high spatial
coherence

As described above, Talbot self-images arise due to
interference between diffraction orders produced by
the modulation grating. However, for these effects to
occur, there must be a fixed phase relation between the
fields at different points in the plane of the modulation
grating. In other words, the transverse coherence length
of radiation must be sufficiently high in the direction
orthogonal to the grating lines, namely in the vicinity
of p1 [Momo+10, Fig. 9].

According to the van Cittert-Zernike theorem, the
transverse coherence length is inversely related to the
size of the source spot, and proportional to the dis-
tance from the source spot. The transverse coherence
lengths achievable with conventional X-ray tubes are
typically very low, which prohibits the direct imple-
mentation of an X-ray Talbot interferometer with such
sources (see e.g. Fig. 1.6a). Naturally, the coherence
length can be increased by collimating the source with
a sufficiently small aperture, but this also strongly de-
creases X-ray flux (roughly in proportion with the area
of the collimated spot). Two approaches have been
developed to tackle this problem for lab-based setups:
maximizing X-ray luminance (flux emitted per unit
area) and the use of Talbot-Lau grating arrangements.
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An increase in luminance leads to an increase of X-ray
flux for a given spot size, and thus a given transverse
coherence length. In so-called microfocus X-ray tubes,
sophisticated electron emitter and focusing optics, as
well as specialized thin transmission targets are used
to minimize the size of the source spot [Xray20]. The
increased density of thermal power generated in the
target during X-ray generation imposes high demands
on heat dissipation to avoid damage to the target, and
limits the achievable X-ray flux. A higher-flux alter-
native are so-called liquid metal jet sources [Tuoh+07;
Lars+11], where the solid target is replaced by a stream
of a liquid metal alloy, which allows rapid heat dissipa-
tion into a larger reservoir of liquid metal.

A Talbot-Lau arrangement, on the other hand, is cre-
ated by the addition of an attenuating grating to a Tal-
bot interferometer. Added near the X-ray source, this
source grating (G0) acts as a specialized collimator: A
single collimator placed behind the source must be so
narrow that a sufficiently high transverse coherence
length is achieved at the modulation grating. The X-
rays emitted from this collimation then produce Talbot
self-images on the analyzer grating or the detector.

A transverse shift of this collimator in the source grat-
ing plane leads to a transverse shift of the self-images
into the opposite direction. The distance between two
such collimators can be matched so that the modu-
lations in the self-images from each collimator are in
phase to each other, see Fig. 2.16. This modification
thus doubles the detected X-ray flux without detriment
to coherence at the modulation grating. Naturally, this
principle can then be extended to an array of collima-
tors with a constant spacing. Furthermore, no coher-
ence is required in the direction parallel to the grating
lines, allowing the use of line-shaped collimation. A
conventional X-ray tube with a large source spot, com-
bined with an intensity-modulating grating is such an
array of line sources. The condition of in-phase partial
self-images from each grating line is met if

p0

p2
= L

D
, (2.40)

where p0 and p2 are the periods of the source grating
and the detected self-images, respectively, L is the dis-
tance from source grating to modulation grating, and
D is the distance between modulation grating and ana-
lyzer grating (Fig. 2.16). Such an arrangement was first
presented for use with X-rays in [Pfei+06].

Compared to the use of microfocus sources, the Talbot-

Modulation
grating

Collimators

Source spot

Intensity

L D

p0

p2

Figure 2.16: Superposition of Talbot self-images gen-
erated by adjacent collimators. The highest visibility
is achieved if all individual self-image are in phase,
which is the case only if Eq. (2.40) is fulfilled.

Lau approach is able to deliver higher flux (the greater
overall tube flux of conventional X-ray tubes usually
more than makes up for absorption losses in the source
grating) and is directly compatible with clinically-used
X-ray hardware.

The choice of source grating duty cycle D is a trade-off
between X-ray flux and transverse coherence: While
X-ray flux Φ is proportional to 1−D, visibility V is pro-
portional to D under ideal conditions9. It has been
shown that the signal-to-noise ratio of visibility and dif-
ferential phase maps is proportional to V

p
Φ [Revo+10;

Chab+11] and thus to D
p

1−D. This function is maxi-
mized for D = 2/3, suggesting that this choice of duty
cycle maximizes image quality10.

2.5.6 Phase stepping

Introducing a specimen leads to distortions of the self-
images (Fig. 2.15), which will then become apparent

9This is true if stepping curves (cf. section 2.5.6) are assumed as a
triangle wave with visibility 1 (convolution of rectangle-wave self-
images with rectangle-wave analyzer grating transmission function)
are assumed for a point-like source (as shown in Fig. 2.17). The
effect of a source grating is modeled by convolution of this stepping
curve with the transmission function of the source grating (a third
rectangle wave with variable duty cycle), following the approach
in [Bech09, ch. 2.4].

10Without the use of an analyzer grating, maximum SNR is found
for D = 1/2 using the same approach.
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Figure 2.17: Measured intensities for three idealized sample types in a Talbot interferometer. Sample prop-
erties are here described by their position-dependent transmission and refraction of radiation over three grating
periods (first column): Attenuation and refraction are assumed constant (T , α), whereas the scattering object
has a position-dependent refraction angle α(x). The resulting self-images are thus attenuated, shifted, or
distorted (second column). Phase-stepping with an analyzer grating and integration of intensity over three
grating periods (third column) results in approximately triangular modulations of intensity, if a point source is
used. Blur due to a finite size of the source spot (last column) reduces visibility and leads to an approximately
sinusoidal shape of stepping curves. While T can be directly retrieved from the change in the stepping curve’s
mean value, the relations of the curve’s lateral shift ϕ and visibility reduction factor D to the sample properties
[α and α(x), respectively] are more complicated and discussed in section 2.5.8.
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as deviations from the uniform detected light intensity.
Information about the sample can then be inferred
from the magnitude of change in light intensity. The
resolution with which these changes are detected is
determined entirely by detector resolution (and not by
grating parameters). In effect, the attenuating, phase-
shifting, and scattering properties of the sample are
averaged over an area corresponding to the pixel size
of the detector.

However, three mutually independent sample prop-
erties can not be encoded within a single real-valued
number (measured intensity) without loss of informa-
tion – at least two additional measurements are re-
quired. By lateral translation of either of the three grat-
ings, the relative phase of self-image and the analyzer
grating’s transmission function can be altered, which
also leads to a variation of detected light intensity. This
intensity must be a periodic function of lateral grating
translation for any point in the field of view, whether
or not the underlying self-image has been distorted
by a specimen. Sampling this function by repeated
exposure at different lateral grating positions is called
phase stepping [Weit+05], the resulting data set for one
detector pixel is called a stepping curve. Different pa-
rameters of a pixel’s stepping curve are a measure for
average properties of the grating self-image in the area
of this pixel: Mean intensity of the stepping curve is
proportional to the self-images mean intensity, its lat-
eral shift characterizes the self-image’s shift relative
to the analyzer grating, and the contrast of the step-
ping curve is proportional to the self-image’s average
contrast.

Thus, acquiring a phase-stepping data set with and
without the specimen allows retrieving localized in-
formation about the self-image’s attenuation, deflec-
tion and contrast reduction due to the specimen by
comparing the change in stepping curve parameters
between both measurements.

The full path from sample properties to data measured
in a Talbot or Talbot-Lau setup is thus: the modulation
of Talbot images by the sample (section 2.5.3), blur
of Talbot images due to the finite extent of the source
(section 2.5.5), and repeated analysis of Talbot images
by analyzer grating and detector (section 2.5.4) for dif-
ferent relative grating positions in the phase stepping
process.

This is summarized in Fig. 2.17 for three idealized types
of samples. For the case of illumination with a point-
like monochromatic source and the use of binary grat-

ings, stepping curves have a periodic, triangular shape.
However, sources with finite transverse coherence in-
troduce a blur which transforms them to an approx-
imately sinusoidal curve shape [Bech09, ch. 2.4]. In
the absence of a sample, the measured intensity in the
k-th phase step can then be described as

Î (r)
k (x) = A

[
1+V cos

(
Φk −φ

)]
, (2.41)

where Φk is the lateral shift in radian of the phase-
stepped grating. Phase stepping is usually performed
over a full period in equidistant intervals, so thatΦk =
2πk/N , k = 1, . . . N . The offset φ occurs if the gratings
are not perfectly matched to each other, resulting in
moiré fringes. It is independent of k but may vary
across the field of view. A is the mean intensity, and V —
the visibility—is the modulation amplitude relative to
the mean. A, φ, and V are retrieved by regression of
Eq. (2.41) to the reference measurements {I (r)

1 , . . . I (r)
N }

(performed without a sample in the beam).

The different types of sample interactions shown in
Fig. 2.17 each affect one of the three parameters: Atten-
uation leads to a reduction in A, refraction introduces
a shift to φ, and small-angle scatter reduces V . These
effects can be described by an additional set of three
parameters:

Îk (x) = T A
[
1+DV cos

(
Φk −φ+ϕ)]

. (2.42)

T is the sample transmittance introduced in sec-
tion 2.2.8. The shiftϕ is related to the sample’s angle of
refraction α, and setup-specific parameters. The fac-
tor D quantifies the factor of visibility reduction by the
sample. It is primarily a function of the sample’s small-
angle scattering properties and setup properties, but
may also arise due to beam-hardening (see [Yash+15;
Pelz+16] and section 4.3.1 on page 101) and other spec-
tral effects (section 6.1 on page 159). The mathemati-
cal relations connecting ϕ and D to sample and setup
properties are introduced in section 2.5.8. Regression
of Eq. (2.42) to the sample measurements {I1, . . . , IN }
yields values for T A, DV , and φ−ϕ. The sample-
specific quantities can then be isolated from these
values by division and subtraction with the reference
measurement parameters:

T = T A

A
, ∆ϕ=φ− (φ−ϕ), D = DV

V
.
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2.5.7 Magnification and the Fresnel scal-
ing theorem

For synchrotron imaging setups, distances beyond
100m between the point of X-ray generation and the
imaging experiment are common. Besides very high
spatial coherence, this provides a nearly plane-wave
illumination of the experiment’s optical components.
The relations between grating periods and (fractional)
Talbot distances introduced so far apply only for this
case.

X-ray tubes, on the other hand, emit radiation in a
large “cone”, which also enables much larger fields of
view. In order to use this radiation efficiently, imaging
setups must employ a large angular range of this radia-
tion cone, so that plane-wave illumination can not be
assumed. As derived e.g. by D. Paganin in [Paga06, Ap-
pendix B], the intensity distributions resulting from
parallel-light and “cone-beam” illumination of the
same object are related to each other via a simple geo-
metrical transformation, if certain conditions are ful-
filled, namely: if incident radiation can be assumed
as paraxial11, the projection approximation (see sec-
tion 2.2.8) can be used for the object, and the con-
ditions to use Fresnel propagation (as discussed in
section 2.1) are fulfilled.

In this case, if an object is illuminated by a point source
at a finite upstream distance of L, the intensity dis-
tribution I L measured in a plane at a distance d down-
stream of the object is related to the intensity distribu-
tion I∞ from parallel illumination at a downstream
distance d/M , where M = (L +d)/L, i.e., the geomet-
rical magnification in the case of cone illumination.
That is,

I L (
x, y,d

)∝ I∞
(

x

M
,

y

M
,

d

M

)
, (2.43)

where x and y are coordinates orthogonal to the op-
tical axis. This is illustrated in Fig. 2.18. While the
magnification in x- and y direction is unsurprising
from a geometrical optics perspective, the connection
between d and d/M is less obvious.

For a Talbot(-Lau) setup with cone-beam illumination,
the relative contrast at a downstream distance d is
thus equal to that with parallel-plane illumination at a
distance d/M = Ld/(L+d). Since maximum contrast

11Paraxial rays are those with a small angle to the optical axis. This
condition is thus fulfilled if the angular range of emitted radiation
is not too large. However, the resulting conditions on inter-grating
distances can be applied even for setups where this is the case.

L d d/M

xIL(x) I∞(x) x

Laterally scaled by
M = (d+L)/L

L→∞

Figure 2.18: Fresnel scaling theorem. Relation
between intensity maps from cone-beam illumina-
tion (left) and parallel-plane illumination (right) of the
same object, see Eq. (2.43).

in parallel-plane illumination is achieved at fractional
Talbot distances Dk = kzT (e.g. k = 1/16, 3/16, . . . for
a π-shifting phase grating), it follows for their cone-
beam equivalent dk that

Ldk

L+dk
= Dk . (2.44)

As presented in [Dona+09], solving Eq. (2.44) for dk

yields

dk = LDk

L−Dk
. (2.45)

This can also be expressed with normalized distances:
d̃k = D̃k /(1− D̃k ), where d̃k = dk /L, D̃k = Dk /L. Since
D̃k usually increases in equal intervals, this means that
the distance d̃k+1−d̃k between successive self-imaging
distances increases with k, and that no self-images
with a parallel-beam equivalent distance of D̃k > 1 can
be observed: as it approaches 1, d̃k goes to infinity.
This relation is illustrated in Fig. 2.19.

Given this complicated relation between inter-grating
distances, it is reasonable to ask which values of
Dk are achievable for a given total cone-beam setup
length s = L+dk . This has been examined by Donath
et al. [Dona+09], who identify three distinct cases:

• Values of Dk > s/4 can not be achieved.

• The value Dk = s/4 is reached with a symmetric ar-
rangement, i.e. L = d , and thus D = d/2.

• For values Dk < s/4, two solutions for L (and thus,
d) exist:

L± = s

2
±

√
s2

4
− sD .
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d/L

Figure 2.19: Equivalent propagation distances in
parallel-plane illumination (D) and cone-beam illu-
mination (d ), normalized with L. Highlighted are lo-
cations of the first four fractional Talbot distances for
a π-shifting phase grating and L = ZT/2 = p2

1/λ. Al-
though they are spaced equidistantly for parallel-plane
illumination, their relative distance greatly increases
for cone-beam illumination.

The authors name the solution for which L = L+ > d
a conventional setup, whereas the solution with L =
L− < d is called an inverse setup.

Furthermore, the period of the self-images in cone-
beam illumination is increased by the factor M due to
the geometrical magnification, i.e.,

p2 = M
p1

η
. (2.46)

Here, p1/η is the period of the (parallel-beam) self-
images of G1. It is usually identical to p1 (or in the case
of a G1 grating with a phase modulation of π, to p1/2).
The relation between p0 and p2 remains unchanged,
as in Eq. (2.40):

p0 = p2
L

d
= p2

M −1
. (2.47)

Because M is greater for the inverse setup, this means
that p2 is larger and p0 is smaller than for the equiv-
alent “conventional setup” design. Since attenuating
gratings with low periods are more difficult to manufac-
ture, the inverse approach is beneficial from a practical
standpoint: The more challenging manufacturing pro-
cess is limited to the G0 grating, which may be much
smaller than the G2 grating. Furthermore, the inverse
design requires a smaller area for the G1 grating.

On the other hand, the inverse design achieves a lower
angular sensitivity (see below) at low levels of geometri-
cal magnification, i.e. if a large field of view is required.

2.5.8 Relation between sample properties
and measured quantities

As shown in section 2.2.8, applying the projection ap-
proximation shows that the factor T by which a sample
attenuates the intensity I0 of incident monochromatic
radiation is determined from the projection integral of
the linear attenuation coefficient µ at the given photon
energy E , along the direction of light propagation. For
parallel-plane illumination with beam propagation in
z, and the sample being limited to 0 < z < z0:

T (E , x, y) = I

I0
= exp

[
−

∫ z0

0
µ (E ,~r ) d z

]
, (2.48)

with~r = [x, y, z]T . In grating-based imaging, the trans-
mittance T can be derived directly from the attenua-
tion of measured fringes.

Phase shifts however can only be detected via the
fringes’ lateral shift, which is dependent on the angle
of refraction by the object. Thus, we will first derive the
relation between phase shift and refraction angle, and
then calculate how the refraction angle determines
fringe shift.

2.5.8a Phase shift and angle of refraction

Eq. (2.37) in section 2.2.8 shows that induced phase
shift is given by a projection integral of the “refractive
index decrement” δ:

∆Φ(E , x, y) = k
∫ z0

0
δ(E ,~r )d z. (2.49)

In order to determine the relation between refraction
angle and phase shift, we can examine the phase of a
plane wave with a known direction of propagation: its
spatial component is given by U exp(i~k~r ), i.e. its phase
at z = z0 is equal toΦ(x, y, z0) =~k~r = kx x +ky y +kz z0.

If~k lies in the y z plane, with an angle αx to the z axis,
the phase at any given z = z0 depends linearly on x:
Φ(x, y, z0) = k(x sinαx + z0 cosαx ). In this case, αx can
be derived directly from the x- dependence ofΦ: αx =
arcsin[Φ(x, y, z0)/(kx)]. More realistically though, if
αx varies with x, its local value can be retrieved by
differentiation:
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αx = arcsin

(
1

k

∂Φ(x, y, z0)

∂x

)
.

Since the wavefield incident on the sample is assumed
to be a plane wave propagating in z direction, we can
identify Φ(x, y, z0) with ∆Φ in Eq. (2.49) except for a
phase factor independent of x and y :

Φ(x, y, z0) =Φ0 +∆Φ(E , x, y),

and thus:

αx (x, y) = arcsin

(
1

k

∂∆Φ(E , x, y)

∂x

)
(2.50)

= arcsin

(
∂

∂x

∫ z0

0
δ(E ,~r )d z

)
(2.51)

αx¿1≈ ∂

∂x

∫ z0

0
δ(E ,~r )d z. (2.52)

The arcsin term can usually be neglected since X-ray re-
fraction angles are very small. αy (the angle between~k
and the z axis in the xz plane) is retrieved by replacing
∂/∂x with ∂/∂y . We have assumed here thatΦ(x, y, z0)
can be locally well described by only its first spatial
derivatives, which is equivalent to a ray optics view of
the problem. This is often appropriate since the spatial
variations of δ are on much longer length scales than
the X-ray wavelength. However, as grating-based set-
ups “amplify” even very small refraction angles into a
large signal, minor deviations from the ray optics view,
i.e. due to small-angle scatter, have significant effects
on the produced signal (as will be discussed below).

2.5.8b Differential-phase signal and angle of re-
fraction

Refraction leads to a lateral shift of the fringes de-
tected by the analyzer grating. Most commonly, a
one-dimensional modulation grating is used, which
also produces one-dimensional fringes on the analyzer
grating. If the grating lines are assumed to be parallel
to the y axis, deflection of resulting fringe patterns in
the y direction does not lead to a change in intensity.
The setup is thus unable to distinguish any variations
in αy .

The dependence of lateral fringe shift on the refrac-
tion angle αx and its location s in the beam has been
derived by Donath et al. [Dona+09] for a Talbot- or
Talbot-Lau setup with cone-beam illumination, using
ray optics-based arguments. This approach is illus-
trated in Fig. 2.20.

The path of an undisturbed ray along the optical axis
(Fig. 2.20a) is compared to a ray which originates in
the same point (S), is refracted by the object at a point
D, and ends up in the same point (B) on the analyzer
grating as the undisturbed ray (Fig. 2.20b, c). The dis-
tance of D to the optical axis (the distance [DE ]) can
be uniquely determined from the setup dimensions
(source-G1 distance L, G1-G2 distance d , and sample-
G1 distance s), and the condition that the ray is re-
fracted by the angle αx :

[DE ] = (L+ s) tanβ= (d − s) tanγ, (2.53)

αx =β+γ, (2.54)

where β=∠DES, γ=∠DEB . Furthermore, this is ap-
plicable both for sample placement upstream or down-
stream if s is chosen negative or positive, respectively.
Since αx is small, so are β and γ, so that tanβ ≈ β,
tanγ ≈ γ. Eqs. (2.53) and (2.54) can be combined to
yield

[DE ] =αx
(L+ s) (d − s)

L+d
. (2.55)

From [DE ], we can derive the location of the point
C where the ray of interest passes through the mod-
ulation grating. Whereas C is the point on G1 that is
mapped to the point B in the measurement plane, its
counterpart in the absence of a sample is the inter-
section of G1 and the optical axis (i.e., the point A).
Therefore, the distance [C A] determines the amount
of shift ϕ the fringe pattern experiences12:

[C A]

p1
= ϕ

2πη
. (2.56)

As in Eq. (2.46), the factor η is 1 for most grating setups,
but since a π-phase-modulating G1 grating produces
Talbot images with half the period of other types of
modulation grating (Fig. 2.14c), the fringe shift (in ra-
dians) is twice as high, so that η= 2.

[C A] can be geometrically derived from [DE ]:

[C A] =
{

[DE ] L
L+s =αx L d−s

L+d (s > 0),

[DE ] d
d−s =αx d L+s

L+d (s < 0).
(2.57)

12∆ϕ is the lateral shift of the (typically sinusoidal) fringe pattern,
or alternatively, the lateral shift of the phase-stepping curve, in ra-
dian (as shown e.g. in Fig. 2.17). It is not be confused with ∆Φ from
Eq. (2.49), the (longitudinal) phase shift of the wavefield due to an
object.
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Figure 2.20: Ray optics-based derivation of phase
sensitivity by Donath et al. [Dona+09] for a grating-
based X-ray setup. (a): In the absence of an object, the
source S projects the point A on the G1 grating onto
point B on the G2 grating (or detector). (b): An object
refracts incident radiation by the angle αx . Intensity
at B is now determined by the ray refracted at D. The
location of D is given by s, L, d , and the condition that
DB is at an angle α to SD. SD intersects the G1 grating
in point C. Since, instead of A, C is now mapped to
B, the distance [AC] (in multiples of p1) determines
the phase shift (in multiples of 2π) of the fringe at B.
(c): The construction is identical if the sample is placed
upstream of G1 (s < 0).

The imaging system’s angular sensitivity can be de-
fined as the ratio of the measurable quantity ϕ (nor-
malized to 2π), and the sample property αx . Combin-
ing this with Eqs. (2.56) and (2.57), we obtain

S = ϕ/(2π)

αx
=

{ η
p1

L(d−s)
L+d (s > 0),

η
p1

d(L+s)
L+d (s < 0).

(2.58)

S is zero at both s =−L (sample directly behind source,
or G0) and s = d (sample directly before G2). It in-
creases linearly with s and reaches the maximum value
ηdL/[p1(L +d)] at s = 0. Thus, the placement of the
sample has implications not only for its geometrical
magnification, but also for the achievable amount of
differential-phase contrast.

Using Eqs. (2.46) and (2.47), Eq. (2.58) can be simplified
to:

S =
{

(d − s)/p2 (s > 0),

(d + s)/p0 (s < 0).
(2.59)

2.5.8c Small-angle scatter and dark-field

As shown by Pfeiffer et al. in [Pfei+08], an object’s effect
on its Talbot image may not always be expressed as a
combination of attenuation and phase shift.

It was observed that some objects, such as bone, re-
duce the measured visibility, i.e. the ratio of fringe con-
trast and mean fringe intensity. This was attributed
to a fluctuation of electron density (and thus, of re-
fraction angles) on microscopic, sub-resolution length
scales.

A ray incident on such an object is thus spread out into
a narrow cone of radiation. This leads to a distortion
of measured self-images, and usually a reduction of
measured visibility.

Related effects had been examined quantitatively for
propagation-based and analyzer-based phase contrast
imaging [Nest08].

Following [Pfei+08], a number of works extended such
quantitative analyses to grating-based phase contrast:
Yashiro et al. examined the case where the sample was
placed upstream of the G1 grating (s < 0) [Yash+10].
Lynch et al. extended this to the sample-after-G1

case (s > 0) [Lync+11]. Finally, Strobl highlighted the
mathematical similarity between visibility reduction
in grating-based X-ray dark-field imaging, and polar-
ization in the spin-echo small-angle neutron scattering
(SESANS) imaging technique [Stro14].
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G1 Detectorthin slice with χ=χs+χf

zdz z+t
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Figure 2.21: Approach by Lynch et al. [Lync+11] to
determine the dark-field extinction coefficient: The
effect of unresolvable, random fluctuations of the in-
dex of refraction (the “fine” part χf) in a thin sample
slice at z leads to a decrease in the amplitude A of
fringes measured at z = zd.

Since some results from [Lync+11] demonstrate the
relation between sample properties and measured
quantities in an intuitive manner, the calculations are
roughly reproduced here, slightly modified, and then
discussed.

As in [Nest08; Yash+10], the index of refraction is
separated into a “fine” and “smooth” part, i.e. low-
frequency and high-frequency components, i.e.:

n = 1+χ, χ=−δ− iβ=χf +χs.

The threshold between the two parts is determined by
the setup’s spatial resolution. Furthermore, the “fine”
part is assumed to vary randomly as a function of posi-
tion, i.e., is uncorrelated to the incident field. This al-
lows simplification of some integrations later on. This
step is also performed by [Nest08; Yash+10].

In the following, the impact of χf in a thin slice of an
object on the observed fringe amplitude A is exam-
ined, which leads to an expression of the dark-field
extinction coefficient (also called the linear diffusion
coefficient [Bech+10]), the dark-field equivalent of the
linear attenuation coefficient. This is illustrated in
Fig. 2.21.

The sample slice (of thickness t) is introduced at a
position z behind the G1 grating. A number of approx-
imations are made to justify that, if t is sufficiently
small, an angular spectrum representation of the field
incident on the slice may instead be replaced by a sim-

ple projection in z direction to calculate the phase shift
Φf due to the fine part χf of the index of refraction:

Φf(x, y, z) = k
∫ t

0
dτχf(x, y, z +τ). (2.60)

Note that Eq. (2.60) includes fine fluctuations of phase
shift as well as attenuation, compare e.g. Eq. (2.49) and
(2.48) with µ= 2kβ. Φf determines the impact of χf on
the field downstream of the thin slice:

U (x, y, z+ t ) = exp
[−iΦf(x, y, z)

]
Us(x, y, z+ t ), (2.61)

with Us being the field if χf were zero in the slice.

The amplitude of intensity fringes measured on the
detector downstream is derived from U (x, y, z) in three
steps:

1. Fresnel propagation of the field U from the slice
(z) to the detector (zd), according to Eq. (2.14).

2. Calculation of intensity from the field at the de-
tector: I (xd, yd) = |U (xd, yd)|2.

3. Calculation of the fringe amplitude in x direc-
tion13 as a Fourier component of I (xd, yd):

A = 2
∫

D
d xdd ydI (xd, yd)exp(−2πi xd/p),

with p the fringe period and D the relevant de-
tector area (i.e., one pixel).

These three steps are then combined to yield Eq. (36)
in [Lync+11]:

A = 2

Σ

Ï
S

d xd y U

(
x + ξ

2
, y, z

)
U∗

(
x − ξ

2
, y, z

)
×

exp

(−2πi x

p

)
, (2.62)

ξ=λzs/p =λ(zd − z)/p, (2.63)

where S is the x y plane immediately downstream
of the thin slice, Σ is the area of integration, and
zs = z − zd is the sample-detector distance. This im-
portant finding can be interpreted as follows: The
fields at every point pair (x + ξ/2, y), (x − ξ/2, y) in-
terfere to produce a fringe component with pitch p
in x direction in the detector plane, see Fig. 2.22b, c.
Eq. (2.62) could be interpreted as a generalization of

13Compared to [Lync+11], we swap x and y coordinates to be
consistent with the previous section (grating lines parallel to y).
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the double-slit experiment, since the relation of the
spacing ξ to the fringe period p is the same. The
double-slit experiment would be reproduced e.g. by
setting U (x, y, z) =U0[δ(x−ξ/2)+δ(x+ξ/2)] (a double-
slit aperture), which then produces a single sinusoidal
fringe (Fig. 2.22a).

The exponential term in Eq. (2.62) shows that the fringe
from each point pair is phase-shifted shifted according
to the x position of the center between the point pair.
This can also be understood with the double-slit view:
The x position of the central fringe where constructive
superposition occurs is located in the middle between
both slits.

In a grating-based setup, correlations between U (x +
ξ/2, y, z) and U∗(x −ξ/2, y, z) are induced by the mod-
ulation grating G1 and a source with sufficient trans-
verse coherence length. Such correlations can be quan-
tified by concepts from partial coherence theory such
as the complex coherence factor or cross-spectral den-
sity. The relation of cross-spectral density to the image
formation process in a Talbot-Lau setup is examined
in section 6.2 on page 173.

Dark-field image contrast is then generated by reduc-
ing the degree of correlation between these two points.
This is achieved by inducing a random amount of
phase shiftΦf at each of these points. This is quantified
by substituting U (x, y, z) in Eq. (2.62) with U (x, y, z+ t )
as given in Eq. (2.61) , which yields

A = 2

Σ

Ï
S

d xd y exp
[−i∆Φf(x, y, z)

]×
Us

(
x + ξ

2
, y, z

)
U∗

s

(
x − ξ

2
, y, z

)
exp

(−2πi x

p

)
, (2.64)

where

∆Φf(x, y, z)

=Φf
(
x +ξ/2, y, z

)−Φ∗
f

(
x −ξ/2, y, z

)
= k

∫ t

0
dτχf

(
x +ξ/2, y, z +τ)−

k
∫ t

0
dτχ∗f

(
x −ξ/2, y, z +τ) . (2.65)

The variation of the projected refractive index over
the distance ξ in the x direction thus determines the
thin slice’s impact on fringe amplitude. Since ∆Φf be-
comes small with sufficiently small slice thickness t ,
the term exp[−i∆Φf] is replaced by its Taylor polyno-
mial 1− i∆Φf − 1

2∆Φ
2
f . The assumption is then made
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Figure 2.22: Origin of the “scattering length”
ξ===λzs/p for X-ray dark-field measurements. (a): In
the double-slit experiment with slit distance d , the
period p of observed fringes is determined by the con-
dition of constructive interference between the fields
from both slits (∆Φ= nλ). (b): In the plane behind the
sample of a dark-field measurement, the fields at each
point pair (x −ξ/2, y) and (x +ξ/2, y) interfere to cre-
ate an intensity oscillation with period p. The total
amplitude is calculated by integrating the oscillations
from all (x, y). (c): Like (b), in perspective view. The
individual fringes from each point pair (shown: blue,
red) have variable phase and amplitude and their su-
perposition is averaged over the pixel area.
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that ∆Φf—dependent only on χf—varies randomly,
and independently from the rest of the integral in
Eq. (2.64), which depends only on χs. The Taylor series
terms can thus be extracted from the integral over S:

A ≈
(
1− i 〈∆Φf〉S −

1

2

〈
∆Φ2

f

〉
S

)
As, (2.66)

As =
Ï

S
Us

(
x + ξ

2
, y, z + t

)
U∗

s

(
x − ξ

2
, y, z + t

)
×exp

(−2πi x

p

)
d xd y. (2.67)

As χf was defined to have zero mean, 〈∆Φf〉S = 0. How-
ever, this term could will be revisited in section 2.5.8e
as it can be understood to describe refraction, and thus
allows to relate ξ to the setup’s angular sensitivity. On
the other hand, 〈∆Φ2

f 〉 is then equal to the variance, i.e.
the “randomness” of ∆Φf across the area S, which may
be nonzero. It can be seen from Eq. (2.66) that, if 〈∆Φ2

f 〉
is found to be proportional to the slice thickness t ,
an exponential dependence of A on non-infinitesimal
sample thickness will result by integration.

This proportionality is not explicitly shown by Lynch
et al., but it can be demonstrated that it is plausible for
normal-distributed values of χf: If the integral over χf

is discretized, i.e.∫ t

0
dτχf(x, y, z) →

N∑
j=0

χf, j ,

and we assume that each χf, j is normally distributed
with mean 0 and varianceσ2 (we neglect the imaginary
part of χ), we find that Φf(ξ/2) ≡ k

∑N
j=0χf, j (ξ/2, y, z)

is also normally distributed with mean 0 and vari-
ance N k2σ2. If Φf(ξ/2) and Φf(−ξ/2) are uncorre-
lated, the variance of Φf(ξ/2) −Φf(−ξ/2) is 2N k2σ2

(and a zero-mean normal distribution). Finally, as
∆Φ2

f = [Φf(ξ/2)−Φf(−ξ/2)]2, it is equal to 2N k2σ2 ·χ2
1

(χ2
1 being a chi-square-distributed random variable,

which has mean 1). Therefore,

〈∆Φ2
f 〉 = 2N k2σ2,

which is proportional to N and thus to t . Introducing
the quantity

C (ξ, z) ≡ 〈∆Φ2
f 〉S

2k2t
, (2.68)

Eq. (2.66) is simplified to

A = [
1−k2C (ξ, z) t

]
As. (2.69)

The sample microstructure is therefore characterized
by the quantity C (ξ, z), separately from slice thickness
and wavelength.

Finally, since interferometric visibility depends not
only on the fringe amplitude A, but also mean intensity
I , the decrease of the latter by the thin object slice must
also be taken into account.

By interpreting I as limp→∞ A = limξ→0 A, Lynch et al.
reuse the result (2.69) and find that

I = [
1−k2C (0, z) t

]
Is,

C (0, z) = 2

t

〈[∫ t

0
βf(x, y, z +τ)dτ

]2
〉

S

. (2.70)

The term k2tC (0, z) is the second-order Taylor
polynomial of the Beer-Lambert attenuation factor
exp[−2k〈∫ t

0 βf(τ)dτ〉S ]. The first-order term is missing
due to our definition of χf (zero mean). Unintuitively,
C (0, z) is not simply zero, even though 〈β(x, y, z)〉S is.
This is because it constitutes a nonlinear dependence
of amplitude reduction on ∆Φs. C (0, z) increases with
the variance of βf, but is realistically much smaller
than C (ξ, z) because only βf contributes, which should
usually be several orders of magnitude smaller than
δf. However, it is useful as it is below combined with
C (ξ, z) to yield an autocorrelation expression:

Eqs. (2.69) and (2.70) can be combined to yield an ex-
pression for the change in visibility:

V = A

I
≈ {

1−k2 [C (ξ, z)−C (0, z)] t
} As

Is
. (2.71)

The term C (ξ, z)−C (0, z) can then be rearranged so
that most summands cancel out:

k2 [C (ξ, z)−C (0, z)] =
= 1

2t

{〈[
Φf

(
x +ξ/2, y, z

)−Φ∗
f

(
x −ξ/2, y, z

)]2
〉

S
−〈[

Φf
(
x, y, z

)−Φ∗
f

(
x, y, z

)]2
〉

S

}
=1

t

{〈
Φf

(
x, y, z

)
Φ∗

f

(
x, y, z

)〉
S −〈

Φf
(
x +ξ/2, y, z

)
Φ∗

f

(
x −ξ/2, y, z

)〉
S

}
=1

t

〈∣∣Φf(x, y, z)
∣∣2

〉
S
−

1

t

〈
Φf(x +ξ/2, y, z)Φ∗

f (x −ξ/2, y, z)
〉

S ,

≡RΦf (0,0; z)−RΦf (ξ,0; z).
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withΦf as defined in Eq. (2.60). RΦf (a,b; z) is the auto-
correlation function ofΦf at a relative shift of (a,b) in
(x, y) direction for a thin sample slice at z. Integration
of Eq. (2.71) then yields

V = exp

[
−

∫ zmax

0
µd(z)d z

]
V0, (2.72)

with the dark-field extinction coefficient

µd(z) = RΦf (0,0; z)−RΦf (ξ,0; z) , (2.73)

where
ξ=λ zd − z

p
,

as previously introduced in Eq. (2.63). Due to the oc-
currence of ξ in the autocorrelation function RΦf , it is
also called the autocorrelation length.

Note that, over the integration in Eq. (2.72), µd varies
with z in two ways: Firstly, as the material composition
or microstructure may change with z, the shape of
RΦf (x,0; z) as a function of x may vary. Secondly, the
sampled autocorrelation length ξ also changes with
z, leading to variations of µd with z even for objects
with constant microstructural parameters. However,
since object thickness is usually far below zd − z, it is
often sufficient to assume a constant value for ξ in the
integration.

For the entire calculation, monochromatic illumina-
tion was assumed. However, the findings may be
generalized to polychromatic illumination by decom-
posing the incident spectrum into a superposition of
monochromatic lines of variable intensity, and calcu-
lating µd separately for each line. However, the calcu-
lation of polychromatic visibility from the monochro-
matic visibility spectrum may be more complicated,
as it depends on relative lateral shifts of the monochro-
matic intensity fringes. One such approach is dis-
cussed in section 6.1.

2.5.8d Relation of µd to the normalized autocorre-
lation G and interpretation of RΦ f

The quantities in Eq. (2.73) can be related to a three-
dimensional autocorrelation of χ f , and thus the quan-
tity Rρ(~r ′) in Eq. (2.21) as follows. Starting with the first
term, RΦf (ξ, z), we swap the order of the x y- and τ1τ2-
integrations:

RΦf (ξ,0; z) =
1

t

〈
Φf(x +ξ/2, y, z)Φ∗

f (x −ξ/2, y, z)
〉

S

= k2

t

〈∫ t

0
dτ1χf(x +ξ/2, y, z +τ1)∫ t

0
dτ2χ

∗
f (x −ξ/2, y, z +τ2)

〉
S

= k2

Σt

Ï
S

d xd y
∫ t

0
dτ1χf(x +ξ/2, y, z +τ1)∫ t

0
dτ2χ

∗
f (x −ξ/2, y, z +τ2)

= k2

t

∫ t

0
dτ1

∫ t

0
dτ2 〈χf(x +ξ/2, y, z +τ1)

χ∗f (x −ξ/2, y, z +τ2)〉S .

We can introduce the variable τ′ = τ2 − τ1 and thus
rewrite the integration as

RΦf (ξ,0; z) = k2

t

∫ t

0
dτ1

∫ t−τ1

−τ1

dτ′

〈χf
(
x +ξ/2, y, z +τ1

)
χ∗f

(
x −ξ/2, y, z +τ1 +τ′

)〉S . (2.74)

The integrand in Eq. (2.74) is the averaged autocorrela-
tion of χf at a relative shift of ξêx +τ′êz . It is reasonable
to assume for unordered materials that this value ap-
proaches zero with increasing magnitude of τ′, i.e. the
contribution to the integral becomes negligible for all
τ′ with a magnitude greater than some δτ′. The τ′ inte-
gration limits [−τ1, t−τ1] can be replaced by [−δτ′,δτ′]
if

δτ′ < τ1 < t −δτ′. (2.75)

If we assume that t À δτ′, i.e. the slice thickness is
sufficiently greater than the z distance along which
correlations of χf exist, the relative contribution of τ1

values to the integral where Eq. (2.75) does not apply
becomes negligibly small, and we can write
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RΦf (ξ,0; z) ≈
k2

t

∫ t

0
dτ1

∫ δτ′

−δτ′
dτ′ 〈χf(x +ξ/2, y, z +τ1)

χ∗f (x −ξ/2, y, z +τ1 +τ′)〉S

= k2

t

∫ δτ′

−δτ′
dτ′

∫ t

0
dτ1 〈χf(x +ξ/2, y, z +τ1)

χ∗f (x −ξ/2, y, z +τ1 +τ′)〉S

= k2

Σt

∫ δτ′

−δτ′
dτ′

∫ t

0
dτ1

Ï
S

d xd y

χf(x +ξ/2, y, z +τ1)χ∗f (x −ξ/2, y, z +τ1 +τ′)

= k2

V

∫ δτ′

−δτ′
dτ′

∫
V

d 3~r χf

(
~r + ξ

2
êx

)
χ∗f

(
~r − ξ

2
êx +τ′êz

)
︸ ︷︷ ︸

Rχf ([ξ,0,τ’]; z)

,

(2.76)

where V is the volume (of content V = Σt) of a slice
at z. The calculation can be repeated equivalently for
RΦf (0,0; z):

RΦf (0,0; z) = k2

V

∫ δτ′

−δτ′
dτ′

∫
V

d 3~rχf (~r )χ∗f
(
~r +τ′êz

)
︸ ︷︷ ︸

Rχf ([0,0,τ’]; z)

.

(2.77)

The general three-dimensional (normalized) autocor-
relation function of χf for a shift~r ′ at a location~r =
[x, y, z] is [Ande+08]:

γ(~r ′; z) ≡ Rχf (~r
′; z)

Rχf (~0; z)
=

∫
V χf(~r )χ∗f (~r +~r ′)d 3~r∫

V χf(~r )χ∗f (~r )d 3~r
.

As in Eqs. (2.76) and (2.77), the volume V is understood
to cover only a local area of the thin slice, e.g. the area
covered by a single pixel. The denominator serves for
normalization, so that γ(~0) = 1 for any V . We can then
calculate a projection of γ(~r ′; z) along the z axis:

G(x, y ; z) ≡
∫

dτ′γ([x, y,τ′]; z)∫
dτ′γ([0,0,τ′]; z)

=
∫

dτ′ Rχf ([x, y,τ′]; z)∫
dτ′ Rχf ([0,0,τ′]; z)

=
∫

dτ′
∫
V χf(~r )χ∗f (~r +xêx + yêy +τ′êz )d 3~r∫
dτ′

∫
V χf(~r )χ∗f (~r +τ′êz )d 3~r

. (2.78)

G is also normalized so that G(0,0) = 1. Comparing
Eq. (2.78) with Eqs. (2.76) and (2.77), we find that

G (ξ,0; z) = RΦf (ξ,0; z)

RΦf (0,0; z)
,

where we have generalized the second argument of
RΦf to an arbitrary location~r . Equivalently, the DFEC
is

µd(z) = RΦf (0,0; z)−RΦf (ξ,0; z)

= RΦf (0,0; z) [1−G(ξ,0; z)] . (2.79)

As presented in [Ande+08], G can be directly related to
the geometry of the microstructure: Thanks to the nor-
malization, the amount of contrast between different
phases in the material—e.g., air and tissue—does not
affect the shape or value of G(ξ,0; z).

The energy-dependence of the leading factor
RΦf (0,0; z) can be analyzed if we assume that fluctua-
tions βf in the imaginary part of χf are negligible, i.e
that

χf =−δf =
−r0λ

2νf

2π
.

Here, we have also neglected the resonant scattering
term f ′, and define νf as the component of electron
density leading to δf. Equivalently to χf, νf has zero
mean and contains only the high spatial frequencies
of ν. Then,

RΦf (0,0; z) = k2

t

〈∣∣∣∣∫ t

0
dτχf(~r +τêz )

∣∣∣∣2
〉

S

= k2

V

∫ δτ′

−δτ′
dτ′ Rχf ([0,0,τ′]; z)

= k2

V

(
r0λ

2

2π

)2 ∫ δτ′

−δτ′
dτ′ Rνf ([0,0,τ′]; z)

= r 2
0λ

2

V

∫ δτ′

−δτ′
dτ′ Rνf ([0,0,τ′]; z). (2.80)

This shows that RΦf scales with λ2. However, since G
also depends on λ via ξ, the full dependence of µd(z)
on wavelength is also dependent on particle shape.

Note that RΦf (0,0; z) can be related to the differential
scattering cross-section due to the “fine” fluctuations
in electron density.

Eq. (2.21) illustrates the relation between the autocor-
relation function of charge density ρ with the differen-
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tial scattering cross-section:

Rρ(~r )= e2

r 2
0

F−1
[

dσcoh

dΩ

]

= e2

r 2
0

1

(2π)3

∫
d 3~q

dσcoh

dΩ
(~q)e−i~q~r .

Since ρ = eν, Rν(~r ) = Rρ(~r )/e2,

Rν([0,0,τ′]) = 1

(2π)3r 2
0

∫
d 3~q

dσcoh

dΩ
(~q)e−i qzτ

′
,

and therefore, with Eq. (2.80),

RΦf (0,0; z) = r 2
0λ

2

V

∫ δτ′

−δτ′
dτ′ Rν f ([0,0,τ′]; z)

= λ2

V (2π)3

∫
d 3~q
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∫ δτ′

−δτ′
dτ′ e−i qzτ

′
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2πδ(qz )
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V (2π)2

Ï
d qx d qy

dσcoh, f

dΩ
(qx , qy ,0),

= 1

V

1

k2

Ï
d qx d qy

dσcoh, f

dΩ
(qx , qy ,0)︸ ︷︷ ︸≡σcoh, f

. (2.81)

where dσcoh, f /dΩ is the coherent differential cross-
section due to the “fine” part of electron density ρ f .
The term σcoh, f in Eq. (2.81) could be interpreted as a
total cross-section (qz must be zero for elastic scatte-
ring in the small-angle approximation), but is distinct
from the total cross-section of coherent scatter, since
only the “fine” parts of electron density variations con-
tribute. It thus depends not only on elemental compo-
sition, but also on the microstructure of the sample.

For the example of dilute, monodisperse, homo-
geneous spheres with radius R, occupying a frac-
tion φ of the total volume V , it can be written as
σcoh, f = 3

2 k2φV |∆χ|2R. Here, ∆χ is the difference in
refractive index between the spheres and the sur-
rounding material. The quantity σcoh, f has been de-
scribed as the scattering probability per unit length
of thickness [Bouw+02, Eq. 3], although in terms of
units, this would be more applicable to the quantity
RΦ f =σcoh, f /V in Eq. (2.81).

2.5.8e Relation between angular sensitivity S and
autocorrelation length ξ

The Taylor-approximated equation for the calculation
of fringe amplitude in Eq. (2.66) can also be solved
to derive the fringe shift induced by a refracting, non-
scattering sample. This has the added benefit of deliv-
ering a relation between the autocorrelation length
ξ from Eq. (2.63) and the angular sensitivity S in
Eq. (2.58), which was derived from ray-optics argu-
ments.

Assuming the presence of a thin “wedge” in the interval
between z and z + t in Fig. 2.21, and an absence of
random, unresolvable variations of χ, we can instead
interpret χs as the phase shift induced by this wedge.
Thus, in Eq. (2.66), 〈∆Φ2

f 〉S = 0. In order to calculate
the linear term 〈∆Φf〉S , we first determine that

Φf

(
x + ξ

2
, y, z

)
≈Φf

(
x − ξ

2
, y, z

)
+ξ · ∂Φf

∂x

(
x − ξ

2
, y, z

)
(2.82)

(which is exact if Φf really is due to a wedge, i.e.
changes linearly with x). Further, if an imaginary part
of χf is negligibly small, we can write

∆Φf ≡Φf
(
x +ξ/2, y, z

)−Φ∗
f

(
x −ξ/2, y, z

)
=Φf

(
x +ξ/2, y, z

)−Φf
(
x −ξ/2, y, z

)
(2.82)= ξ · ∂Φf

∂x

(
x − ξ

2
, y, z

)
.

By comparison of Eq. (2.60) with Eq. (2.52), we find
that

∂Φf

∂x
(x, y, z) = k

∂

∂x

∫ t

0
dτχf(x, y, z +τ) = kαx .

Therefore, ∆Φf = kαxξ. Assuming that the area of the
wedge is larger than a pixel, 〈∆Φf〉S =∆Φf = kαxξ, and
Eq. (2.66) then becomes

A ≈ (1− i kαxξ) As
kαxξ¿1≈ exp(−i kaxξ) As.

Thus, the phase shift introduced to the fringes is

ϕ= kαxξ.

Together with the definition of angular sensitivity from
Eq. (2.58), this leads to the relation

S = ϕ/(2π)

αx
= ξ

λ
. (2.83)
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In this chapter, the design and realization of an X-ray
imaging setup for grating-based dark-field radiogra-
phy of large objects (hereafter referred to as the “lung-
scanning setup”) are presented. The motivation for the
construction of such a setup is presented in section 3.1.
Important design choices are discussed in section 3.2.
Technical details of the most important components
are summarized in section 3.3, and their interplay in
the full setup is shown in section 3.4, together with an
overview of the scanning procedure itself.

Design and construction of this device, as well as the
optimization of acquisition parameters are the main
subject of the Ph.D. thesis of L. B. Gromann [Grom17].
Furthermore, the functionality and design parameters
of the setup have been published in a number of pub-
lications [Grom+17; Hell+18a; Saut+19; Fing+19].

3.1 Motivation and history

3.1.1 X-ray phase contrast and dark-field

Methods to image not only attenuation, but also the
phase shift of incident X-rays have been developed
since at least 1965 (cf. section 1.5 on page 20). With
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many of these techniques, it was found that the re-
fraction of X-rays by specimens can provide signifi-
cant contrast even for nearly transparent objects. The
contrast advantage of X-ray phase-contrast imaging
methods compared to conventional X-ray is especially
high for specimens composed of light elements, i.e.,
elements with low atomic numbers.

This is the case for most biological materials: The vast
majority of biological tissues is primarily composed
of oxygen, hydrogen, carbon, and nitrogen. Addition-
ally, adjacent tissues in biological organisms typically
have similar elemental compositions. X-ray phase-
contrast imaging techniques were found to be espe-
cially suitable for imaging of biological tissues, e.g., in
microscopy or medical applications [Brav+13].

Beyond imaging phase shifts or refraction angles, it
was observed that the visibility of moiré patterns pro-
duced by grating-based Talbot-Lau X-ray interferom-
etry (i.e., the pattern’s modulation amplitude, nor-
malized with its mean intensity, see section 2.5.6 on
page 56) is reduced when introducing certain types
of specimen in the beam [Pfei+08]. It was found that
this effect arises from small-angle scattering or mul-
tiple refraction of X-rays with the sample, and is thus
especially prominent for specimens containing a large
number of interfaces. The ratio of visibility reduction
by the specimen was named “X-ray dark-field” (de-
rived from the dark-field mode of Zernike microscopy,
cf. section 1.3.3 on page 17). Later on, other phase-
contrast imaging methods were adapted to provide
similar information [Beru+12; Endr+14].

Unlike phase contrast, the relation of the X-ray dark-
field signal to physical quantities of the specimen is
complicated: The salient variable is the autocorrela-
tion function of the sample’s electron density, evalu-
ated at a point (the autocorrelation length) determined
by parameters of the imaging setup (cf. section 2.5.8c
on page 62). In a dark-field projection image, the re-
sulting quantity is integrated along the length of the
X-ray path through the sample. Qualitatively speaking,
such an image thus quantifies the “amount of coherent
scatter” of incident X-rays by the specimen.

3.1.2 Dark-field radiography of the lung

It was recognized that this method of signal generation
could be used for medical pulmonary imaging:

Using a Talbot interferometer at an inverse Compton
scattering X-ray source, a device with synchrotron-like

radiation quality, phase-contrast and dark-field radio-
graphs of ex situ healthy and emphysematous mouse
lungs were acquired, and a discriminability between
the two groups by joint analysis of dark-field and trans-
mission signals was demonstrated [Schl+12]. Further-
more, a small-animal CT device including a Talbot-
Lau grating interferometer was developed (SkyScan,
Bruker microCT, Kontich, Belgium) in order to evalu-
ate the potential of grating-based X-ray phase contrast
and dark-field imaging for medical applications. In
a seminal work, the first in vivo X-ray phase-contrast
and dark-field radiographs of a mouse were acquired
with this device [Bech+13]. It was shown that a signifi-
cant amount of X-ray dark-field signal is generated by
the animal’s lungs.

This is not surprising considering the microstructural
composition of the lung: To enable efficient gas ex-
change (uptake of oxygen and release of carbon diox-
ide by the bloodstream), a large surface area between
blood vessels and air is required. In the mammalian
lung, this is achieved by a very large number of alve-
oli, microscopic air-filled cavities which are connected
to the trachea via a branching, hierarchical network
of airways. A number of capillaries surrounds each
alveolus and gas exchange takes place with the alve-
oli’s interior, across the alveolar membranes. X-rays
traversing the thorax thus encounter a large number
of interfaces between soft tissue and air, which results
in repeated refraction and diffraction, and therefore, a
reduction of measured visibility.

These findings motivated a series of in vivo and ex vivo
small-animal studies evaluating the method for the
detection of many pulmonary pathologies, especially
structural lung diseases. The latter affect the compo-
sition of the lung at the alveolar length scale and are
often irreversible. Among these, studies found benefits
of X-ray dark-field imaging for emphysema [Mein+13;
Yaro+13; Mein+14b; Hell+15], fibrosis [Velr+15; Yaro+15;
Hell+17], and neonatal lung injury [Yaro+16]. Fur-
thermore, X-ray dark-field was found to improve the
diagnosis of pneumothorax [Hell+16] and lung can-
cer [Sche+17].

3.1.3 Limitations for clinical translation

With these findings, a logical next step was to translate
the imaging technique to a pre-clinical prototype, i.e.
a device capable of acquiring dark-field radiographs of
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the human thorax. However, this goal is impeded by a
number of technological requirements:

Firstly, the field of view (FOV), i.e., the area of the us-
able radiation field in a plane orthogonal to the beam,
that is achievable with a conventional acquisition tech-
nique is limited by the size of the employed gratings. In
particular, the analyzer grating (G2) is located near the
detector and must therefore have an area equal to the
object’s cross sectional area, magnified to the detector
plane. In conventional thorax radiography setups, de-
tectors with a size of at least 43cm×35cm are used
to cover the entire lung [Kott+02]. To augment such
a setup with a Talbot-Lau interferometer, an analyzer
grating of similar size would be required.

Secondly, the setup length scales with the squared pe-
riod of the modulating grating (cf. section 2.5.2). This
period (and, by extension, the period of all three grat-
ings) must therefore be very low to allow reasonably
short setup lengths. Finally, high visibility, and thus
good performance of a Talbot-Lau setup is strongly de-
pendent on the attenuation capabilities of both source
and analyzer gratings.

The dose efficiency of X-ray imaging is in large part
dictated by the transmittance of the imaged object:
The achieved image quality is a function of the radia-
tion dose transmitted by the sample, whereas (roughly
speaking) the dose delivered to the object is given by
the difference of incident and transmitted radiation.

The attenuation CNR of low-contrast objects, normal-
ized to the square root of patient dose, is highest
for a transmittance of T ≈ 20% (cf. Appendix A on
page 223). For large objects such as a human thorax,
this is achieved at high tube voltages between 70 and
150kV, far higher than those used for small-animal
imaging. The attenuating power of the grating materi-
als is far lower for such high X-ray energies, and greater
amounts of absorbing material (and thus, larger grat-
ing heights) are required to achieve the same interfero-
metric visibility. This is at odds with the required low
periods: The demands for a grating’s aspect ratio, i.e.,
the ratio of grating height and period are much higher
for high X-ray energies. Only few methods such as
the LIGA process can reliably produce such gratings.
Even with this process however, the difficulty of grating
fabrication sharply increases for high aspect ratios (cf.
section 3.2.2).

In summary, a Talbot-Lau X-ray imaging setup requires
a large-area analyzer grating with a high aspect ra-
tio, which would be prohibitively expensive and time-

consuming to manufacture. An alternative approach
is therefore necessary.

3.2 Design concept

This section introduces the most important design fea-
tures of the lung-scanning setup, focusing on three
salient points. Section 3.2.1 introduces the measure-
ment technique of fringe scanning. Different fringe
scanning implementations are compared and their re-
spective advantages are established, motivating the
approach used in the setup. The method used for fab-
rication of the gratings and the motivations for their ar-
rangement in the setup are introduced in section 3.2.2.
Finally, section 3.2.3 presents the demands to the imag-
ing hardware, i.e., the X-ray source and detector, for
the setup’s purpose.

3.2.1 Fringe scanning

The most common method to acquire imaging data
with a Talbot- or Talbot-Lau imaging setup is so-called
phase stepping (cf. section 2.5.6 on page 56): The fringe
pattern is analyzed at different relative phases of the
fringe pattern and the analyzer grating, by laterally dis-
placing any one of the three gratings. The intensity
measured in this way typically has a sinusoidal depen-
dence on shift position, and the three image modalities
are encoded in the change of this sinusoidal “stepping
curve” when introducing an object: attenuation leads
to an overall intensity reduction of the curve, refraction
leads to a lateral shift, and small-angle scatter (dark-
field) reduces the amplitude of the sinusoidal variation,
relative to the curve’s mean intensity (cf. Fig. 2.17 on
page 57).

These three effects can be quantified by regression of
a sinusoidal model function to the measured stepping
curve data, or, if phase stepping was performed in
equidistant steps over an integer number of periods,
by calculating the discrete Fourier transform of the
data. Since three values are to be extracted from each
pixel, phase stepping must be performed with at least
three phase steps in order to yield a unique solution.

As an alternative to phase stepping, a scanning ap-
proach has been presented by Kottler et al. [Kott+07].
This approach exploits the fact that a relative displace-
ment between the fringe pattern and the analyzer grat-
ing can also be induced by a deliberate “detuning” of
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the grating arrangement, i.e., a deviation from the ideal
relation of grating periods and inter-grating distances.
This leads to a spatial variation of the relative phases
of the fringe pattern and the transmission function of
the analyzer grating, which results in moiré fringes, i.e.
a beat pattern of the two periodic functions (Fig. 3.1a).
Due to its high sensitivity to small displacements, this
effect is commonly observed in grating-based X-ray
imaging, even when it is not deliberately introduced.

As explained e.g. in [Chab11, ch. 7], different manipu-
lations of grating position and rotation result in various
types of moiré patterns. In particular, displacement of
a grating along, or its rotation around the optical axis,
results in the formation of linear moiré fringes with a
constant period. This means that, if the “crests” of the
moiré fringes are parallel e.g. to the x direction, the
relative phase of fringe pattern and analyzer grating
(i.e., the origin of these fringes) changes linearly with
the y coordinate.

The key concept of fringe scanning is to replace a
microscopic displacement of a single grating by a
larger displacement between sample and interferome-
ter: Laterally moving the object to a different location,
i.e., a different phase of the moiré pattern, is equiva-
lent to a phase step, if the moiré pattern is sufficiently
regular. A full phase-stepping measurement can thus
be replaced by continuously moving the object over
one full period of the moiré pattern, while intensity is
measured at regular intervals (Fig. 3.1b).

This approach has multiple practical advantages:
firstly, it eliminates the demand for micron-accuracy,
motor-driven grating positioning. Furthermore, since
the relative locations of the gratings remain fixed, they
may be integrated into a rigid frame, which decreases
the setup’s sensitivity to mechanical vibration. Fi-
nally, fringe-scanning acquisition allows much faster
measurement of objects larger than the FOV: as the
sample can be moved continuously, no time is lost for
sample or grating repositioning.

On the other hand, acquisition during sample move-
ment introduces motion blur, which limits the res-
olution, depending on movement speed and expo-
sure time per frame. Secondly, acquired data must
be shifted so that successive image frames are co-
registered. This may necessitate the use of spatial in-
terpolation, which can also lead to a decrease in reso-
lution.
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Figure 3.1: Comparison of fringe scanning and
phase stepping. (a): Detuning of the interferometer
results in the detection of moiré fringes (variation of
pixel intensity, right) due to a local phase variation
between fringe pattern and G2 grating. (b): In fringe
scanning, illumination of a sample feature with differ-
ent relative fringe-to-G2 phases is achieved by moving
the sample over at least one full period of the moiré
pattern. Sample information is retrieved from data
acquired at different times and locations 1©– 5©. (c): In
phase stepping, the variation of fringe-to-G2 phase is
instead achieved by measurement at different lateral
displacements of one grating (here, G2: 1©– 3©) and
combining data from identical locations.
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Fringe-scanning geometries Although a fringe-
scanning acquisition must provide relative movement
between the moiré pattern and the object, this can be
achieved in different ways. While the object may be
moved past a stationary interferometer (Fig. 3.2a), a
fixed object and mobile interferometer are also possi-
ble. This approach may be more practical if the sample
is heavy or deforms under movement / acceleration.

However, a linear translation of the interferometer is
only feasible if the source is moved with it. This is
undesirable due to the significant weight of the tube.
Furthermore, rotating-anode tubes may be sources
of significant mechanical vibration, which limits the
possibility to mechanically connect (and thus jointly
move) source and interferometer.

Finally, in a geometry with cone-beam illumination,
linear scanning movements cause the direction of pro-
jection through the object to change over the course of
the scan. This results in a slightly different perspective
in each frame, similar to a limited-angle tomography
(see Fig. 3.2a). On reconstruction of image data, this
effect is confounded with the phase modulation from
the moiré pattern, which may lead to artifacts.

One alternative is to rotate the interferometer around
the source’s focal spot (Fig. 3.2b, c). This eliminates the
need for source movement, and also has the advantage
that no variations in projection perspective occur for
the same features.

Since the sample is stationary, and all projection rays
originate at the focal spot, no rays intersect anywhere
else and each location in the sample is thus uniquely
mapped to one single projection ray. All measured pro-
jection frames in this geometry are thus geometrically
consistent. As the interferometer rotates, a different
subset of all rays is measured (determined by the in-
terferometer FOV), and each ray is measured multiple
times, with different phases of the moiré pattern.

In addition to sample or interferometer, the detector
may also be moved during the scan. For a geome-
try with a mobile interferometer, a stationary detector
must cover the entire FOV, while the area of a detector
moving with the interferometer can be restricted to
the interferometer FOV, as shown in Fig. 3.2c. The
latter approach has been successfully demonstrated
in [Koeh+15] by modification of a commercial mam-
mographic scanning system.

Note that, among the three designs shown in Fig. 3.2,
only the “rotating interferometer, fixed detector” ap-
proach in Fig. 3.2b produces spatially co-registered

images, as the mapping of pixels (1, . . . , 5) and rays
(a, . . . , e) is unique at all times.

Fringe-scanning geometry for the lung-scanning
setup The “fixed detector” geometry in Fig. 3.2b was
selected for the lung-scanning setup, as it was designed
for dark-field radiography of large animals. The criti-
cal factors in favor of this geometry are that it prevents
the aforementioned projection inconsistencies, while
also being compatible with conventional, large-area
flat-panel detectors.

The magnitude of projection inconsistencies in the
“moving sample” geometry increases with sample thick-
ness. This geometry is thus appropriate e.g. for non-
destructive testing applications of thin objects, and
could even be integrated into an assembly line for con-
tinuous use, as demonstrated in [Bach+17]. For the
significant height of a porcine or human thorax how-
ever, a higher magnitude of artifacts is to be expected,
and continuous sample throughput is less relevant for
medical applications.

Although the setup with “moving detector” geometry
in [Koeh+15] was also designed on the basis of medical
X-ray imaging hardware, the limited width of the built-
in detector prohibits its use for a thorax radiography
setup. Flat-panel detectors used for general radiogra-
phy, on the other hand, feature fields of view beyond
40cm×40cm, which is sufficient even if the detector
is not moved with the interferometer.

Due to the setup’s intended use on pigs, a vertical beam
geometry was chosen, with the X-ray tube mounted
on the ceiling of the experimental hutch, and the de-
tector being placed on the floor. The animals were to
be placed on a horizontal table at a moderate height
above the ground.

3.2.2 Grating manufacturing and design
of the grating assembly

The LIGA method One of the most suitable tech-
niques for the fabrication of low-period gratings
which strongly attenuate X-rays is the so-called (X-ray)
LIGA process (Lithographie, Galvanik und Abformung,
German for “lithography, electroplating, and mold-
ing”) [Bach+95; Mohr+12]. In this method, a substrate
covered by a layer of photoresist polymer is covered by
a “mask”, i.e., a template of the grating structure (pro-
duced e.g. by electron-beam lithography) and exposed
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Figure 3.2: Moiré fringe sampling by different fringe-scanning arrangements. Left, middle and right show
subsequently recorded frames. X-ray paths through the object are indicated by letters, pixels by numbers. Ray
and pixel associated with a feature in the middle of the sample are highlighted in red. (a): Linear translation
of the sample (blue oval). (b): Rotation of interferometer around focal spot, stationary detector. (c): Rotation
of interferometer and detector around focal spot. Note that the arrangement in (a) produces projections
at different angles (e.g.: c1, c2, c3), whereas this does not occur at all in (b), and can be avoided in (c) for
well-chosen step sizes. Figure design adapted from [Koeh+15].
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to a well-defined dose of X-rays, which induces chemi-
cal changes in the regions of resist not obscured by the
mask. Depending on the photoresist material, these
chemical changes may include cross-linking (and thus
solidification) of the polymer, or heat treatment may
additionally be necessary to induce the cross-linking
process [Mohr+12].

The height of the photoresist layer must be consider-
able (hundreds of microns), as it limits the height of
the final grating. The exposure step is thus classified as
a “deep X-ray lithography” process. A key challenge in
this step is to achieve a sufficient dose at greater depths
in the photoresist, while avoiding overexposure near
the surface, as well as an unwanted development of
resist due to secondary radiation within the material,
or radiation transmitted by the mask [Mohr+12].

The undeveloped resist is then removed, leaving a neg-
ative photoresist “image” of the mask pattern on the
substrate. (Positive photoresists, which are initially
solid and dissolved by exposure to X-rays, can also be
used.) Subsequently, the created gaps in the resist pat-
tern are filled with metal (often gold or nickel) in an
electroplating process. For this, the substrate must
be electrically conductive. In a final step, the unex-
posed resist between the created gold structures may
be removed (“stripped”).

The ratio of lamella height and width is called the as-
pect ratio. As low grating periods (narrow lamellae)
are required to achieve high angular sensitivity, while
high absorption contrast (i.e., tall lamellae) in the ana-
lyzer grating are necessary for high visibility and short
setup lengths (the Talbot distance is proportional to
p2

1), the achievable aspect ratio is the pivotal techni-
cal parameter determining the performance of Talbot-
and Talbot-Lau setups. The LIGA approach allows the
production of micron-scale gold structures with as-
pect ratios around 100, significantly higher than those
achievable by other fabrication techniques [Mohr+12].
Since high-aspect-ratio gold structures are susceptible
to deformation, they tend to stick to each other, requir-
ing the introduction of stabilizing “bridge” structures.

The LIGA method is expensive as it typically requires
access to a synchrotron beamline, and is highly sensi-
tive to variations in process parameters. Therefore, ex-
perimentation with these parameters is typically nec-
essary to manufacture high-quality LIGA gratings for
a desired set of design parameters. Additionally, the
maximum area of a single grating is limited by the radi-
ation field achieved by the (synchrotron) X-ray source
– typically, a circular area with a diameter of 5 to 7cm.

Gratings for the lung-scanning setup The FOV of a
conventional Talbot-Lau setup is determined by the
area of the analyzer grating (G2) and the detector. The
limited size of individual LIGA-manufactured gratings
can be overcome by removing the edge regions of the
substrate, leaving only the rectangular grating area,
and tiling multiple gratings side by side. Since the lung-
scanning setup was required to have a sample FOV in
the vicinity of 35cm×35cm, an extraordinary amount
of grating tiles would be required to assemble an ana-
lyzer grating of adequate area. With a fringe-scanning
approach however, the grating area requirement can
be greatly reduced in the scan direction, meaning that
one-dimensional tiling (orthogonal to the scan direc-
tion) is sufficient.

An unusual design was chosen for the initial grating
arrangement: Instead of using a phase-modulating G1

grating and placing the analyzer grating in a fractional
Talbot distance for the design energy, an intensity-
modulating G1 grating was to be placed downstream
of the sample, with the G1 −G2 distance far below
the distance for the first self-image (as described
in [Huan+09]). Since propagation effects at these short
distances are minor, the shadow of the modulation
grating can be observed in the G2 plane, comparable
to the “beamlets” in the edge-illumination technique
(cf. section 1.5.7 on page 27). As these beamlets are
nearly achromatic, this design provides high visibility
for a very large range of X-ray energies. Additionally,
the resulting large G0−G1 distance leads to a relatively
small gradient of angular sensitivity, which means that
the signal due to a scattering or refracting feature de-
pends only weakly on its vertical position.

However, this design requires a large amount of high-
aspect-ratio grating tiles, since the required area of G1

and G2 is nearly identical. Each grating was assembled
from four quadratic tiles, each cut in half and joined
into a row of eight half-tiles, thus covering a long rect-
angular area. The grating ridges were oriented in par-
allel to the long edge of this rectangle, leading to a
direction of phase sensitivity parallel to the rectangle’s
short edge, and thus parallel to the swing direction.

The G1 and G0 gratings were later replaced to form a
symmetric geometry with a π phase-modulating G1

grating, which enabled measurements with higher an-
gular sensitivity, and a tiled G2 grating assembly with
a larger FOV was installed in a third iteration, permit-
ting lower scan times. These modifications are not dis-
cussed in detail here, since all of the experimental work
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presented here was performed prior to these changes.
They will however be featured in in the doctoral thesis
of J. Andrejewski.

3.2.3 X-ray imaging hardware

The technical requirements of X-ray imaging hardware
are primarily determined by the object under exami-
nation, and the imaging task. The dimensions of the
imaged sample determine the necessary FOV, as well
as required power and spectrum of the X-ray source.

Firstly, the detector FOV should be in the vicinity of
the object’s region of interest for at least one direction:
although radiographs of arbitrary size can in principle
be composed from a large number of small-FOV acqui-
sitions, this approach is usually very time-consuming
and only practical for specialized, unique experiments.
Additionally, the imaging task determines the required
image resolution, which is given by the detector’s capa-
bilities as well as the focal spot size of the X-ray source.

Secondly, the X-ray spectrum, which is characterized
by acceleration voltage, target material, and filtration
for laboratory sources, must be selected to achieve
sufficient transmittance and contrast. Very soft X-ray
spectra are undesirable since the low transmittance
leads to high noise levels even when a large dose is
applied to the object. At high photon energies, on
the other hand, a distinction between materials be-
comes difficult: attenuation contrast is increasingly
due to Compton scatter, which varies less strongly
with atomic number than the other interaction types
(Table 2.1 on page 43). Furthermore, since visibility
depends on the gratings’ attenuating power, which de-
creases at higher photon energies, contrast-to-noise
ratios of differential-phase and dark-field images are
lower at high photon energies [Revo+10]. Finally, since
Talbot distances increase with photon energy and mod-
ulation grating period (cf. section 2.5.2 on page 53),
adapting a Talbot(-Lau) setup for harder X-rays ne-
cessitates reducing grating periods and/or increasing
setup length.

The spatial distribution of dose delivered to the object
also depends on the spectrum: lower X-ray energies
are absorbed closer to the entrance surface. In a med-
ical context, a change in spectrum may thus effect a
different distribution of absorbed dose to the organs,
and thus a change in effective dose, even if absorbed
dose is constant.

Finally, the X-ray flux achieved by the source must be
high enough to achieve a sufficient detector dose in a
reasonable time. This obviously depends on transmit-
tance (i.e., a thicker object requires a more powerful
source), but also on setup length, since detected inten-
sity decreases with the inverse square of distance to
the source.

Due to their very low degree of efficiency (cf. sec-
tion 2.3.2 on page 46), high-flux X-ray tubes require
an extraordinary amount of electrical power, the ma-
jority of which is converted to heat. This necessitates
efficient heat management, such as the use of cooling
liquid and air cooling units. The ability of an X-ray
tube assembly to store and dissipate heat is a major
performance characteristic, especially for applications
requiring long operation (e.g., angiography) or high
power (e.g., computed tomography).

Requirements for the lung-scanning setup As the
lung-scanning setup was designed to perform thorax
radiography on large animals (pigs), its demands to
FOV, X-ray spectrum and X-ray flux are similar to those
of medical thorax radiography.

The detector FOV must be sufficient to cover the en-
tire lung. In modern digital radiography setups, flat-
panel detectors with FOVs of at least 43cm×35cm are
therefore used [Kott+02]. However, while the patient
is placed directly in front of the detector in conven-
tional radiography, grating-based X-ray imaging re-
quires some distance between object and G2 grating to
achieve a phase-contrast or dark-field signal (both the
autocorrelation length ξ and the angular sensitivity S
are zero for samples directly in front of the G2 grating,
cf. section 2.5.8 on page 60). The non-negligible mag-
nification thus necessitates a greater detector FOV or
accepting a decreased FOV in the patient plane.

As significantly larger digital X-ray detectors are not
generally available, multiple detectors would have to
be used in parallel to increase the FOV. In a fringe-
scanning setup with “moving detector” geometry
(Fig. 3.2c), two or more narrow detector modules could
be used side-by-side. Since the lung-scanning setup
was determined to use the “stationary detector” ge-
ometry (Fig. 3.2b), the use of multiple detectors was
considered impractical and a standard flat-panel de-
tector with a 43cm×43cm FOV was used, resulting in
a slightly smaller effective FOV than a conventional
radiography system.
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The resolution requirements for the lung-scanning
setup were not known ahead of time. However, as it
was known that dark-field radiographs usually exhibit
higher noise levels than conventional radiographs, the
resolution of a radiography flat-panel detector was
expected to be sufficient. However, fringe-scanning
acquisition was found to exhaust another aspect of
detector capabilities, namely readout rate, which also
had implications on resolution (cf. section 3.3.3).

For thorax radiography, acceleration voltages from 125
to 150kVp are typically used [Vogl+11]. For differential-
phase and dark-field radiography however, image CNR
strongly depends on visibility, which decreases dras-
tically for high photon energies, primarily due to the
decreasing attenuation power of the gratings. This
means that optimal tube voltages for human or large-
animal dark-field radiography are much lower, in the
vicinity of 70kVp. Nonetheless, conventional medical
X-ray tubes can be used since they are compatible with
a wide range of acceleration voltages. Their degree of
efficiency decreases at lower tube voltages, leading to
a greater tube heat load for comparable X-ray flux (see
Eq. (2.39) on page 47).

Most importantly, the fringe-scanning approach re-
quires collimating the radiation field to the narrow
strip covered by the gratings. This means that the
vast majority of X-ray flux is discarded. A fringe scan
achieving similar detector dose as an ordinary radio-
graph without collimation therefore requires much
more electrical power.

In conclusion, the X-ray hardware requirements to
achieve the design goals of the lung-scanning setup
necessitated the use of a large-FOV detector as well as
a high-flux X-ray tube with good heat management ca-
pabilities. In order to achieve this goal, Philips Health-
care (Hamburg, Germany) thus provided a complete
medical radiography system, consisting of flat-panel
detector, X-ray tube assembly, and high-voltage gen-
erator, to the Chair of Biomedical Physics (Technical
University of Munich, Munich, Germany). The techni-
cal details of each component will be presented in the
following section.

3.3 Technical parameters of setup
components

3.3.1 X-ray system

The X-ray system employed at the lung-scanning setup
was developed by Philips Healthcare for use in radio-
graphic and fluoroscopic medical X-ray imaging de-
vices. It synchronizes the operation of a high-voltage
generator powering the X-ray tube with image acqui-
sition by a flat-panel detector and data handling on a
connected personal computer.

In a flat-panel detector, incident X-rays are converted
to visible light by the detector’s scintillation crystals.
While the detector is in data acquisition mode, visible-
light intensity in each pixel is converted into propor-
tional current by a photodiode. The total amount of de-
tected light is represented by an accumulated electric
charge in a capacitive element (see also section 2.4.2
on page 49). During readout, these charges are meas-
ured and digitized, yielding an integer number (pro-
portional to incident X-ray energy) for each pixel. This
image is finally transmitted to the personal computer
and all charge counters are reset.

During the readout procedure, the detector is unable
to acquire data. In order to avoid unnecessary dose
application, no X-rays are produced in this time. This
is achieved by providing a pulsed high-voltage signal
to the X-ray tube which is synchronized to the detector
readout, resulting in an emission of X-ray pulses at a
fixed frequency. This synchronization is especially crit-
ical for fluoroscopic applications, where a continuous
stream of X-ray images is acquired at a constant frame
rate.

Detector readout is the slowest step in the acquisi-
tion procedure and thus limits the maximum pulse
frequency of the X-ray system. In particular, different
FOV and binning settings may be selected, resulting in
a variable amount of data (pixels) per image, leading
to varying readout times, and thus variable maximum
pulse frequencies. This is of particular importance for
fringe scanning, since acquisition frequency and scan-
ning speed determine the number of exposures of any
part of the object during a fringe scan.

The X-ray system is compatible with a number of
Philips X-ray tubes and Trixell flat-panel detectors. The
devices employed in the lung-scanning setup are intro-
duced below.
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3.3.2 X-ray tube assemblies

The RO 1750 ROT 360 rotating-anode X-ray tube as-
sembly (Philips Healthcare, Hamburg, Germany) was
initially installed in the lung-scanning setup. It is a
lightweight tube assembly with moderate electrical
power and heat capacity and is passively cooled. It
is especially suitable for use in medical radiography
applications due to the low X-ray flux requirements,
compared to digital subtraction angiography or com-
puted tomography.

However, the power requirements at the fringe-
scanning setup were shown to exhaust the heat ca-
pacity of this assembly. This is mostly due to the col-
limation of tube radiation into a narrow rectangular
fan beam. Because of this, only a small percentage of
X-ray flux emitted by the tube contributes to image
formation:

As the collimation only illuminates an area on the de-
tector roughly the size of the G2 grating, which is far
more narrow than the full height of the detector, much
more electrical power is required to achieve the same
detector dose in a fringe scan than in an equivalent
uncollimated exposure. The collimation had a width of
24mm on the detector, whereas the full FOV width was
430mm. As the collimation must travel a distance of
at least 454mm for a full scan1, the amount of nec-
essary X-ray tube output (and electrical energy) to
achieve the same detector dose is increased by a factor
of 454/24 ≈ 19.

Adding to that the significant attenuation of X-ray flux
by the gratings, this meant that one fringe-scan with
the RO 1750 assembly at maximum tube power was
sufficient to heat the assembly from room temperature
to just below the emergency shutdown temperature.
Due to the limited heat exchange of the tube assem-
bly with the environment, this lead to waiting times
between measurements in excess of 30min.

In order to reduce these waiting times, an X-ray tube
assembly with greater heat capacity and active cooling
(MRC 200 0310 ROT 1004, Philips Healthcare, Ham-
burg, Germany) was thus installed in June 2016. In this
configuration, heat transfer is supported by circulat-
ing the coolant through an external air cooler. This
modification almost entirely eliminated waiting times
between scans and allowed faster acquisition of multi-

1For a complete scan, each detector region must be traversed by
the full height of the collimation, leading to a travel distance of the
detector FOV height plus the height of the collimation.

scan reference data. Some parameters of the two as-
semblies are compared in Table 3.1.

3.3.3 X-ray detector

The Trixell (Moirans, France) Pixium RF 4343 R1 flat-
panel detector was used in the setup since 08/2015.
Medical radiographic measurements are usually per-
formed with a minimal distance between patient and
detector, which minimizes penumbral blur. In such
a case, the detector FOV is nearly identical to the
FOV at the location of the patient. With an FOV of
43cm×43cm, the detector is designed to be compati-
ble with chest radiography.

The detector matrix consists of 2874×2840 pixels, with
a pixel size of 148µm. With a readout of the full pixel
matrix, a maximum frame rate of 4Hz (i.e., four full-
resolution images per second) can be achieved.

However, this was found to be insufficient for fringe-
scan acquisition: In order to achieve a reasonably
short total measurement time of 40s, the grating ar-
rangement must rotate at an angular frequency of
5.7mrad/s. At 4Hz, this means that subsequent frames
are acquired with swing rotation angles 1.4mrad apart.
Given that the grating slot’s opening angle is 12.7mrad,
this means that only 12.7/1.4 ≈ 9 different positions
of the grating slot can be recorded for any given sam-
ple feature. A phase-stepping acquisition with nine
phase steps is usually sufficient for signal retrieval. For
slot-scanning acquisition in the lung-scanning setup
however, additional complications arose due to the
variation of blank-scan flux and visibility across the
grating slot, which must be encoded along with the
variation of moiré phase. Given the high amount of
artifacts in retrieved images, the sampling was deter-
mined to be insufficient for this purpose.

However, higher acquisition frequencies are possible
if binning is performed at the hardware level, since a
smaller amount of data is generated in each frame. A
maximum frame rate of 11.6Hz can be achieved for
3×3 binning, which results in a sampling of 25 or 26
grating slot positions. As phase retrieval was found to
produce much fewer artifacts with this setting, it was
used for the majority of fringe-scan measurements. On
the other hand, the significant readout time limits the
X-ray pulse duration to 20ms at this frame rate, which
also restricts the maximum applicable dose in a scan.
Furthermore, the resolution of the image is obviously
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X-ray tube assembly RO 1750 ROT 360 MRC 200 0310 ROT 1004

Time of installation Aug. 2015 – June 2016 since June 2016

Tube voltage 40kVp–150kVp 40kVp–125kVp

Anode disk diameter 90mm 200mm

Focal spot size 0.6mm / 1.2mm 0.3mm / 1.0mm

Max. anode current at 60kVp 830mA 700mA

Max. heat content 1260kJ 4000kJ

Max. heat dissipation 1300W 3200W (with air cooler)

Detector Trixell Pixium RF 4343 R1

Scintillation layer CsI(Tl), 600µm

No binning 3×3 binning

Pixel matrix 2874×2840 957×947

Pixel size 148µm 444µm

Max. frame rate 4Hz 11.6Hz

Max. FOV 43cm×43cm 43cm×43cm

Gratings L =G0G1 = 1599mm, d =G1G2 = 231mm

G0 G1 G2

Pitch, duty cycle 68.7µm, 0.70 8.73µm, 0.50–0.58 10µm, 0.50

Ridge material, height Au, 240µm Au, 150–200µm Au, ≈ 180µm

Substrate material, height C, 1mm Si, 525µm Si, 525µm

Area 50mm×50mm (48mm×24mm)×8 (48mm×24mm)×8

Linear stages for grating arrangement for sample bed for G0

Type isel LES 5, 690mm isel LES 5, 1090mm Newport MFA-PPD

Travel range 540mm 800mm 25mm

Typ. travel speed 11mm/s 40mm/s < 1mm/s

Other parameters Source-detector distance 1990mm

Source-G0 distance 140mm Source-table distance 1683mm

Used tube voltages 60–70kVp Measured visibility (36±5)% (60kVp),

Scan duration 40s (31±4)% (70kVp)

Typ. DAP per scan 0.5Gycm2 Sample FOV 36.4cm×32.5cm

Table 3.1: Overview of technical parameters of the lung-scanning setup. Parameters of tube assemblies are
from the respective service information manuals [RO15; MRC15]. DAP: Dose-area product, i.e., the product of
air kerma and FOV in the object plane.
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reduced, yielding a matrix of 958×947 pixels at a pixel
size of 444µm.

Flat-panel detectors are usually energy-integrating,
meaning that the measured signal is proportional to
the X-ray energy deposited in the detector’s scintil-
lation layer (cf. section 2.4.2 on page 49). It is thus
possible to find a factor of proportionality between
detector dose and detector signal, which allows a sim-
ple conversion of imaging data to maps of detector
dose. However, it follows from the detector’s energy-
dependent quantum efficiency that this conversion
factor also depends on the X-ray spectrum incident on
the detector.

Three different electronic gain factors are available for
the digitization of charge values, mapping a dose range
of approximately 5, 20, or 43µGy to a 16-bit register
(all values for 3×3 binning). Greater gain values thus
provide a more precise quantization (i.e., a higher dose
resolution). Due to the low achieved detector dose
values per frame, the most sensitive electronic gain
setting was used for the majority of measurements.

Spatial variations in spectral X-ray flux due to the an-
ode Heel effect lead to deviations from proportional
behavior, as well as fluctuations of the factor of propor-
tionality. To correct for this, the detector was calibrated
while installed in the lung-scanning setup. Prior to
performing this calibration, measured detector doses
were limited to values below the full dynamic range in
order to avoid distortions due to nonlinearities.

3.3.4 Gratings

As the sample table height was chosen to be at a mod-
erate height of 30.7cm above the detector to achieve
a sufficient FOV, the inter-grating distance d = G1G2

had to be less than that, while the G1 grating should
be as close as possible to the sample table to maximize
angular sensitivity. A value of d = 25cm was thus cho-
sen. The height of the experimental hutch limited the
total setup length to approximately 2m.

In order to further maximize angular sensitivity, ana-
lyzer and modulation grating pitches were selected as
small as possible, while still allowing reliable manu-
facturing of high-aspect-ratio gold structures with the
LIGA process. Given the above boundary conditions,
periods of p2 = 10µm and p1 = 8.73µm were thus se-
lected.

This highly asymmetric grating geometry required that
the width of both the G1 and G2 gratings was nearly
identical to the detector width. Furthermore, they were
both required to have good absorption capabilities
for hard X-rays, necessitating LIGA manufacturing to
achieve high aspect ratios. Due to the size limit of LIGA
structures, this meant that a total of eight grating tiles
of a width of 48mm×48mm had to be combined for
each grating.

The amount of grating tiles necessary for this approach
was deemed to be excessive, and the height of the ac-
tive grating area was thus halved. Instead of eight full
tiles, G1 and G2 each required only four tiles, which
were cut in half (parallel to the orientation of the grat-
ing ridges), and aligned along their short edges, thus
providing an area of 384mm×24mm.

The LIGA tiles for the G2 grating were manufactured by
the Micro- and X-ray optics department at the Institute
of Microstructure Technology (IMT), Karlsruhe Insti-
tute of Technology (KIT, Karlsruhe, Germany), in the
framework of a Karlsruhe Nano Micro Facility (KNMF)
research proposal. The tiles for the G1 grating were pro-
duced by Microworks GmbH (Karlsruhe, Germany).

Since the feasibility of fringe-scanning acquisition is
strongly dependent on fringe period and orientation,
both of which react highly sensitively to grating ori-
entation, great care had to be taken in the alignment
of grating tiles: Even small changes in tile rotation
strongly affect the moiré fringe pattern, and thus the
quality of image retrieval. Furthermore, a presence
of inter-tile gaps and a phase difference in the ridge
pattern of adjacent tiles may lead to inconsistent, un-
usable data in the threshold areas between the tiles.

Therefore, T. Schröter (Micro- and X-ray optics, IMT,
KIT) developed a tiling frame which allows for very
precise positioning (translation and rotation) of each
individual tile. The design of this device, as well as the
boundary conditions and difficulties of the alignment
procedure are discussed in [Schr+17]. This approach
enabled a rotational alignment to within 1.6mrad and
a grating gap size below 0.4mm. After alignment, the
set of tiles was glued to a polyimide substrate and re-
moved from the tiling frame, allowing the alignment
of the next set of tiles.

The high engineering demands to G1 and G2 lead to
relaxed demands for the source grating G0 (also pro-
duced by Microworks GmbH): as the highly asymmet-
ric design demands a source grating pitch of p0 =
68.7µm, high absorption power can be achieved even
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at a moderate aspect ratio. A high duty cycle of 0.72
was used to achieve good transverse coherence (low
slot width) despite the high pitch.

Note that the grating assembly was altered significantly
in 09/2017. Since all experimental results shown in
this work were achieved prior to this change, it will
be discussed in future publications, in particular the
dissertation of J. Andrejewski.

3.4 System integration

The assembly of X-ray system, gratings and various
other components into the lung-scanning setup is de-
scribed in this section. It must be noted that some
components were altered or replaced during the op-
eration of the setup. Instead of the full list of designs,
only the most long-lived iteration of each feature prior
to 09/2017 is described here, and illustrated in Fig. 3.3.

3.4.1 Mechanical design for the grating as-
sembly

As the entire assembly had to be contained in an ex-
isting experimental hutch, the measurements of the
assembly were constrained by the interior hutch di-
mensions. Additionally, some clearance was necessary
to allow access to the sample bed for transport and
monitoring of anesthetized pigs (and to allow access
to all components for maintenance and upgrade).

Since the “fixed detector” fringe-scanning geometry in
Fig. 3.2b requires a rotating grating assembly, a design
similar to a playground swing set was employed, as
illustrated in Fig. 3.3. Both the frame and the grating
“swing” itself were assembled with aluminum profiles,
carriers, and joints from both the LINOS X 95 and the
Bosch-Rexroth systems. Gratings and apertures for
beam collimation were mounted on parallel “planes”
attached to the swing with LINOS carriers. The use
of these carriers allowed for convenient adjustment
of planes at arbitrary heights. Cylindrical ball bearing
joints were used to achieve the swinging movement. In
order to achieve a moiré pattern that is independent of
swing position, care was taken that the axis of rotation
coincided with the X-ray tube source spot.

Movement of the swing was achieved with the use
of a linear translation stage (LES 5, isel Germany AG,
Eichenzell, Germany), which translates the rotation

of an electric motor to linear movement via the use
of a spindle drive. Due to the high sensitivity of the
grating assembly to mechanical vibrations, it was con-
nected to the drive via a steel rope: under low tension,
this connection partly suppresses vibrations originat-
ing from the movement of the drive. However, since
this connection is only able to pull a load, not push it,
it can only move the swing in one direction from its
equilibrium position.

As the detector was placed centrally below the source
spot to achieve a vertical projection geometry, the
swing’s equilibrium position had to be shifted from
the vertical to allow scanning the swing over the full
detector FOV. As shown in Fig. 3.3, this was achieved
by adding lead weights to the swing on horizontal alu-
minum profiles. The amount of swing torque, and
thus tension on the steel rope, could be varied by shift-
ing the counterweights’ horizontal position on these
profiles.

3.4.2 Sample placement

The requirement to achieve an object FOV similar to
a conventional thorax radiography setup restricted
the vertical placement of the imaged object (and thus,
as described above, the interferometer design). The
achievable longitudinal FOV (parallel to swing move-
ment) in the plane of the sample bed surface was lim-
ited by the detector length. In the transverse direction,
FOV was additionally limited by the width of the tiled
gratings, being somewhat more narrow than the de-
tector. With the selected height of the sample bed
surface of 30.7cm above the detector, the achievable
FOV of 36.4cm×32.5cm (longitudinal × transverse) at
the height of the table surface was deemed acceptable
for large-animal thorax imaging.

Like the swing frame, the table was constructed from
Bosch-Rexroth aluminum profiles. The table was
mounted onto its support via linear rails, which al-
lowed for convenient movement of the imaged body.
This enabled a precise selection of the imaged region
without a need to directly move the body (and thus in-
evitably change its posture). As for the swing, a linear
translation stage (LES 5, see above) was used for table
positioning. A single pane of transparent polycarbon-
ate was used as a table surface, which allowed to see
the detector from above, and thus to easily estimate
the object FOV.
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Figure 3.3: Overview of the complete lung-scanning setup in isometric perspective.
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3.4.3 Slot collimation

The shape of the collimated radiation field was pri-
marily determined by the area of the tiled G2 grating
and its distance to the focal spot. This collimation was
achieved by a series of different apertures: first was
the set of collimation structures extracted from a med-
ical collimator intended for use with the X-ray tube
assembly. Shielding and other structures from the col-
limator were removed to allow placing the G0 grating
in immediate vicinity to the focal spot.

The general narrow shape of the radiation field was
then achieved by a rectangular lead aperture on the
plane supporting the G0 grating (visible in Fig. 3.3).
However, the short distance of this collimator to the fo-
cal spot—as well as the focal spot’s considerable size—
resulted in significant penumbral blur of the radiation
field: In the sample table plane, the longitudinal extent
of the radiation field (neglecting penumbral blur) was
20.5mm, whereas the penumbral blur amounted to
approx. 8mm (values calculated from measured dis-
tances). The collimation width in the G0 plane was
thus set to a value slightly larger than necessary, and
then supported by an additional, lead-covered pre-
sample collimation plane just above the sample area
(also in Fig. 3.3). This avoids a significant drop-off in
beam intensity towards the edge of the radiation field
due to penumbral blur.

In the imaged object, a significant amount of
Compton-scattered radiation is generated, some of
which may reach aluminum parts of the G1 or G2

planes. In order to ameliorate this problem, some
exposed surfaces in this area were covered with lead
sheets: as shown in section 2.2.7 on page 41, the rela-
tive magnitude of Compton scatter decreases for ele-
ments of higher atomic number. Furthermore, colli-
mation in the G2 plane produces a sharp edge of the
radiation field, which is beneficial for data processing
(described in chapter 4).

3.4.4 Phase stepping and grating align-
ment

Despite not being necessary for fringe-scanning, hav-
ing the option to perform phase stepping is highly ben-
eficial to characterize the setup. For example, this al-
lows the rapid measurement of visibility for a large
number of absorption phantoms, and thus to record
a lookup table to correct for beam-hardening (cf. sec-

tion 4.3.1). Additionally, the image retrieval method
later found to be most useful for the lung-scanning
setup requires the possibility to perform phase step-
ping in combination with fringe scanning (cf. sec-
tion 4.2.2d on page 96). The G0 grating was thus
mounted onto a motorized linear translation stage
with micron-accuracy (MFA-CC, Newport Corporation,
Irvine, CA, USA). The comparatively high pitch of the
source grating relaxed the demands to positioning ac-
curacy in the phase stepping process. Additionally, a
goniometer was installed to adjust the incidence angle,
which has a strong effect on grating transmittance.

The ability to perform grating adjustments “live”, i.e.
to examine moiré fringe shape and visibility while ap-
plying changes to grating positions, greatly speeds up
the process of aligning the gratings for optimum vis-
ibility and fringe shape. This is especially useful for
fringe-scanning setups, as the method’s feasibility and
resulting image quality strongly depend on the correct
adjustment of fringes. To achieve this, the tiled G1 grat-
ing was mounted on a plane whose orientation with
respect to the “swing” was modified with four motor-
ized actuators. The actuators (visible in Fig. 3.3) were
attached to a bottom, fixed aluminum plane, while
the screws extended by the actuators served as a sup-
port for a second, top plane carrying the G1 grating.
Variation in the positioning of the four screws thus al-
lowed for vertical displacement as well as rotation of
the top plane around two axes, enabling a wide range
of modifications to moiré fringe shape.

In addition to this, the G1 grating was not directly at-
tached to the top plane, but was instead placed on
a custom, hollow profile on top of this plane. This
profile served two functions: firstly, to decrease the
distance of the grating to the sample table, and thus
increase the setup’s angular sensitivity. This could not
be achieved by increasing the height of the G1 planes
because this space was obstructed by the base of the
sample table. Secondly, the profile allowed for con-
venient rotation of the G1 grating around the vertical
axis (which was not possible with the actuators). This
profile was clamped to the top plane by a set of four
laterally-mounted, manual micrometer screws.

3.4.5 Motor and X-ray system control

X-ray system control and image data transfer were
achieved via network connection to a personal com-
puter with the Windows 7 operating system, running
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control software provided by Philips Medical Systems
DMC GmbH (Hamburg, Germany). The control soft-
ware can be accessed either directly from the computer
via a graphical user interface, or from a remote system
via a network connection. All exposure parameters,
i.e. tube voltage, current, X-ray pulse duration, as well
as detector FOV and gain settings, can be controlled
via either interface. Additionally, the system can be
configured to acquire a fixed total number of pulses.

The linear stages for swing and table positioning were
actuated using an XPS-Q8 motion controller, while the
G1 actuators and the G0 translation stage were con-
nected to an ESP-301 motion controller. Both devices
are distributed by Newport Corporation (Irvine, CA,
USA) and serve to provide power and relay motion
commands to the motors. Such commands can be is-
sued using a web browser interface (XPS) or a key pad
(ESP).

In order to perform fringe scanning, synchronized con-
trol of both the swing’s linear translation stage and the
X-ray system was necessary. Separate manual opera-
tion of both systems would be impractical, and does
not provide consistent results. Control of both systems
was thus unified using the spec software package by
Certified Scientific Software (Cambridge, MA, USA),
which is able to interface with a large number of mo-
tion controllers and X-ray detectors. Commands are
issued either interactively in a console interface, or
through the execution of “macros” (scripts) in a ded-
icated scripting language, which enables the imple-
mentation of complex experimental procedures.

As a Unix-based software, spec ran on a separate com-
puter with the Ubuntu operating system, and commu-
nicated with the Windows computer over a local net-
work connection. Fringe scanning was thus achieved
with a spec macro combining commands to both the X-
ray system and the swing translation stage. The macro
initially configures the X-ray system according to user
parameters and schedules a fixed number of X-ray
pulses which is calculated from the movement speed
of the translation stage. After moving the swing to the
starting position (and a brief pause to allow mechan-
ical vibrations to decay), swing movement is started
and the X-ray system is activated when the motor stage
has reached constant speed.

Each X-ray pulse produces a single detector frame,
which is then written to a multi-frame binary file. Since
both pulse frequency and swing velocity are constant,
the location of the collimated radiation field changes

by a constant amount between any two frames. When
the scan is complete, the X-ray system returns to
standby mode, the swing stops, and the output file
is closed. Furthermore, Philips Medical Systems DMC
GmbH kindly provided functionality for the detector
control software to save only a fraction of the full im-
age, cropped to an area slightly larger than the radia-
tion field, which reduced disk space requirements by
about 80%.

To use the full length of the detector FOV in scanning
direction, the series of X-ray pulses starts before the
swing’s radiation field enters the detector area, and
ends only after the radiation field has completely left
the detector. This means that even edge regions of the
detector are traversed by the full length of the radia-
tion field (and thus receive the same dose and moiré
phase modulation as all other parts of the FOV). The
necessary travel range of the linear stage is thus deter-
mined by the length of the detector plus the length of
the radiation field (in scan direction).

Thanks to the compatibility of both motion controllers
with spec, arbitrary movement of all motorized stages
could be achieved with spec macros. For example, in a
macro for reference scan acquisition (described in sec-
tion 4.2.2d on page 96), the phase-stepping capability
of the G0 grating was also incorporated.

3.5 Conclusion and outlook

The lung-scanning setup, a grating-based X-ray dark-
field imaging device, was designed with the goal of
producing thorax radiographs of large animals at suffi-
cient image quality in clinically acceptable measure-
ment times. The necessary FOV was achieved by com-
bining the tiling of LIGA-manufactured gratings with a
fringe-scanning acquisition method. Instead of a lin-
ear translation, the grating arrangement was rotated
to avoid projection artifacts. Grating parameters (peri-
ods, heights and distances) were selected to achieve a
high visibility at tube voltages in the vicinity of 70kVp.
In order to achieve the high flux necessary for short
measurement times, medical X-ray imaging hardware
was used. Control of the setup was achieved by syn-
chronously directing the X-ray hardware control ap-
plication and the motorized movement of the grating
arrangement using scientific instrument control soft-
ware.
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The lung-scanning setup performed scans of the full
field of view (36.4cm×32.5cm in the table plane) in
approximately 40s. Later experiments (cf. [Grom+17;
Will+18] and chapter 5) proved that the X-ray flux de-
livered in this interval was sufficient to allow scanning
thoraxes of pigs (22 to 40kg) and adult humans. Since
the achieved patient doses were compatible with clin-
ical application, this demonstrated the feasibility of
clinical dark-field radiography.

The lessons learned during the construction and op-
eration of the lung-scanning setup were applied to the
design of a successor setup, a device situated in the
university hospital “Klinikum rechts der Isar” in Mu-
nich. At the time of writing, it is used for a clinical study
examining COPD detection via dark-field radiography,
yielding very promising results.

Assuming a positive study outcome, it remains to be
seen whether the fringe-scanning approach employed
in both setups is compatible with the demands to a
commercial medical X-ray imaging system. An alter-
native approach for large-FOV, grating-based radiog-
raphy may be the use of much larger, “full-FOV” grat-
ings. However, the feasibility of this approach is ob-
viously dependent on the possibility to procure large
numbers of X-ray-attenuating gratings at competitive
prices, which is doubtful given the current state of
manufacturing technologies.





Chapter 4

Image processing of fringe-scanning data

. . . I have bought this wonderful machine—a computer. Now I am rather an authority
on gods, so I identified the machine—it seems to me to be an Old Testament god with
a lot of rules and no mercy.

Joseph Campbell, The Power of Myth
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This chapter introduces the methods used for calcu-
lating object images from the lung-scanning setup de-
scribed in the previous chapter. For this purpose, the
raw data structure is derived from setup geometry and
operation in section 4.1. Furthermore, an approach

is described to reorder the data into a compact three-
dimensional array for digital processing.

A mathematical model for the encoding of the three
sample modalities (attenuation, visibility reduction,
and refraction) in the raw data is introduced in sec-
tion 4.2. Four different approaches to extract these
modalities from the data are then introduced, and they
are compared in terms of bias and variance perfor-
mance, as well as the required experimental effort. The
“full retrieval” method is found to exhibit superior per-
formance (albeit at the expense of a greater required
effort for reference scan measurements), which moti-
vates its use for most of the imaging experiments at
the lung-scanning setup.

A range of post-processing procedures are then intro-
duced in section 4.3: a method for correcting visibility
reduction due to beam-hardening is shown, produc-
ing dark-field maps that more accurately character-
ize the small-angle-scattering activity of the imaged
object. Subsequently, the origin of artifacts in dark-
field images due to the tiling of grating structures is
introduced. Two approaches for its correction are com-
pared. Finally, a low-pass filter for dark-field images is
introduced, which minimizes the impact of high noise
levels while preserving the visibility of important fea-
tures.

The practical implementation of the above steps into
the lsproc software package is presented in section 4.4.
The fundamental design goals for the package and the

87
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resultant code layout are introduced, and the order of
computation steps during a single “run” of the central
script is illustrated.

4.1 Structure of data from the
lung-scanning setup

The technical implementation of the lung-scanning
setup determines the structure of the acquired data.
During the acquisition procedure, the X-ray genera-
tor/detector unit is operated in a mode intended for
fluoroscopic examinations: X-ray projections are ac-
quired continuously with a constant frame rate, which
is achieved by pulsed modulation of the tube accel-
eration voltage and appropriately-timed detector ac-
quisition and readout intervals. At the same time, the
“swing” carrying the grating arrangement is rotated
across the field of view via traction from a linear stage
moving with constant velocity. A scan data set thus
consists of a series of consecutively acquired image
frames, i.e., a video of the collimated radiation field
traversing the detector.

4.1.1 Angular frequency of the swing

The drive of the swing is illustrated in Fig. 4.1. A rope of
length s is attached to the swing at a distance D from
its center of rotation, i.e., the location of the focal spot.
The other end of the rope is attached to the motor stage
at a height difference ∆z and horizontal distance y to
the attachment of the rope at a vertical swing position.
As the stage moves, y varies. The angle α of the swing
to the vertical can be calculated as a function of y :

Firstly, the angleα+ψ can be related to the given quan-
tities as tan(α+ψ) = y/(D −∆z). Furthermore, the
quantity L in Fig. 4.1 is equal to

√
y2 + (D −∆z)2. This

allows calculation of ψ via the law of cosines:

cosψ= D2 +L2 − s2

2DL
= D2 + y2 + (D −∆z)− s2

2D
√

y2 + (D −∆z)2
.

Therefore,

α= arctan
( y

D −∆z

)
−arccos

[
y2 − s2 + (D −∆z)2 +D2

2D
√

y2 + (D −∆z)2

]
. (4.1)

For the value of y = y0 ≡
p

s2 −∆z2, the swing is in a
vertical position, i.e.,α= 0. We can calculate the Taylor
polynomial of Eq. (4.1) around y = y0 (cf. Appendix B
on page 225):

α≈ y − y0

D
− (y − y0)2

2

∆z

D2
p

s2 −∆z2

+ (y − y0)3

6

s2 +2∆z2

D3(s2 −∆z2)
.

Note that the quadratic term disappears for∆z = 0, i.e.,
a horizontal adjustment of the connecting rope for a
vertical swing position. Finally, the angular frequency
ω of the swing can be related to the movement speed
of the stage via

ω= dα

d t
= ∂α

∂y

∂y

∂t
= ∂α

∂y
v ≈

v

D

[
1− ∆z(y − y0)

D
p

s2 −∆z2
+ (s2 +2∆z2)(y − y0)2

2D3(s2 −∆z2)

]
. (4.2)

In zero-order approximation, ω is thus given by the
ratio of motor speed v and source-rope distance D . A
first-order deviation (as a function of swing position y)
arises in the presence of a variation ∆z in the vertical
height of both attachment points of the connecting
rope. This deviation occurs since the pulling force
from the stage is not perfectly orthogonal to the “lever,”
i.e., the grating swing.

However, a vertical deviation is introduced even for
∆z = 0 as the swing is displaced from the vertical. Thus,
a second-order correction persists in this case.

The magnitude of the corrections in Eq. (4.2) for the
lung-scanning setup can be evaluated by inserting
the variables’ numerical values, namely: ∆z ≈ 0, D =
192cm, and s = 90cm. This results in an increase of ω
by≈ 2% at the limits of the scan range (y−y0 =±23cm).
This variation is small enough that ω can be assumed
as constant for practical purposes.

4.1.2 Size of the radiation field

The movement of the radiation field during the fringe
scan is shown schematically in Fig. 4.2: As in Fig. 4.1, α
denotes the angle of the interferometer relative to the
vertical z axis, and the axis of rotation is parallel to the
x axis. The time-dependence of α can be expressed as

α(t ) =α0 +
∫ t

0
ω(t )d t ≈α0 + v t

D
, (4.3)
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Figure 4.1: Schematic of the swing drive of the lung-
scanning setup. The rotation of the grating swing is
induced by a linear stage, connected via steel rope. The
geometry of the attachment leads to slight variations
in the swing’s angular velocity ω= dα/d t throughout
the scan, despite a constant speed~v of the linear stage.

where the first- and second-order correction terms in
Eq. (4.2) were neglected. Different points in the (ro-
tating) plane of the analyzer grating are denoted by
(xG, yG). If the interferometer’s axis of rotation coin-
cides with the source spot, and variations in the tube
intensity profile are neglected, the intensity in this
plane is a function of only xG and yG, i.e., the intensity
map of the moiré fringes is a fixed pattern relative to
the interferometer.

Let any point (xG, yG) be represented by the angle β in
the y z plane, and the angle γ in the xz plane, as shown
in Fig. 4.2. The projection of (xG, yG) onto the detector
plane (vertical distance h from the source spot) is then
uniquely described by the angle α+β in the y z plane,
and γ in the xz plane, namely:

x = h tanγ/cos
(
α+β)

, (4.4)

y = h tan
(
α+β)

. (4.5)

With opening angles ∆β, ∆γ of the radiation field in
the y z and xz planes, the time during which the field
traverses any given point on the trajectory is given by

∆t ≈ ∆β

ω
≈ ∆βD

v
, (4.6)

and is thus (approximately) constant for the entire field
of view. On the other hand, the length of the radiation
field in the detector plane in y direction is given by

∆y = h
[
tan

(
α+∆β/2

)− tan
(
α−∆β/2

)]
,

∆β¿1≈ h∆β/cos2α, (4.7)
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Figure 4.2: Projection of the rotating cone beam
onto the planar detector. Despite fixed opening an-
gles∆β,∆γ, the size∆y ,∆x of the radiation field on the
detector varies with the rotation angle α. For clarity,
angles are exaggerated, and gratings are omitted.

and therefore depends on α. The same is true for the
extent of the radiation field in the x direction:

∆x = h

cos
(
α+β) [

tan

(
∆γ

2

)
− tan

(−∆γ
2

)]
= 2h tan

(
∆γ/2

)
/cos

(
α+β)

. (4.8)

For the given setup however, the dependence of ∆x
and ∆y on α and β is weak since they vary little across
the radiation field: The maximum interferometer de-
flection angle α during a scan is determined by h, as
well as the extent yd of the detector in y direction. For
h = 1.99m, yd = 43.0cm, αmax = tan−1(yd/2h) = 6.2°.
Furthermore, with an extent yb of the radiation field
in y direction of 2.5cm, βmax =∆β/2 = tan−1(yb/2h) =
0.36°. This corresponds to a relative variation of only
0.6% (0.15mm) for∆x and of 1.2% (0.3mm) for∆y , i.e.,
less than one pixel in 3×3 binning mode.

With 38.4cm×2.5cm, the radiation field area is only
5.2% of the detector’s full field of view (43cm×43cm).
Thus, only 5.2% of a single image contains useful infor-
mation (even less when the radiation field crosses the
detector limits at the beginning and end of the scan).
Since the detector’s active FOV could initially not be
limited to the radiation field, the storage of fringe-scan
data sets was highly inefficient.

However, Philips Medical Systems later implemented
a live image cropping feature to the X-ray system con-
trol software: Based on a user-determined width of the
crop area in the y-direction (given by the dimensions
of the radiation field), an optimal cropping position
is calculated on-the-fly by maximizing total intensity
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contained within the cropped area. The saved field of
view is thus reduced to a rectangle with the selected
crop width in the y-direction, and full extent in the
x-direction. Crucially, the per-frame cropping coordi-
nates are also saved to allow co-registration of cropped
frames.

4.1.3 Data resorting

The key principle of fringe-scanning acquisition is
that the sample is measured at different relative grat-
ing phases by scanning it through a slightly detuned
Talbot- or Talbot-Lau interferometer (see section 3.2.1
on page 71). For the “moving sample” fringe-scanning
geometry (Fig. 3.2a on page 74), co-registration of indi-
vidual image frames requires spatial interpolation. If
the movement of the sample projection between two
frames is not an integer multiple of pixel size, their
registration requires spatial interpolation, which may
reduce image resolution in the movement direction
and decrease visibility for low moiré fringe periods.
This is unnecessary for the lung-scanning setup, since
both sample and detector remain stationary during
acquisition (Fig. 3.2b on page 74).

However, another interpolation step is beneficial for
efficient memory usage: Let I (xi , y j , tk ) denote the
value of the detector pixel (xi , y j ) acquired in the k-th
frame. Since images are acquired at a constant fre-
quency f , the k-th frame of the scan is measured at
tk = k/ f (Fig. 4.3a, 4.3b). The duration for which the
radiation field covers any given location is given by ∆t
from Eq. (4.6).

However, the starting and ending times of this interval
are dependent on the y coordinate: regions closer to
the starting position of the radiation field are reached
earlier. For a numerical representation of I (xi , y j , tk )
in a 3D array with indices (i , j ,k), the range of “useful”
k values directly depends on j , and is much smaller
than the full range of values (cf. Fig. 4.3c). It is thus a
highly inefficient use of memory. Instead, it is more
practical to shift pixel values along the k-axis so that
this interval starts at zero for all j . This can be achieved
by the coordinate transform

τ j k = tk −T+(y j ), (4.9)

where T+(y j ) is the time at which the collimated radi-
ation field first reaches the coordinate y j . All values
with τ j k >∆t or τ j k < 0 can then be discarded, result-
ing in a much smaller data set (cf. Fig. 4.3d).

We can calculate T+(y) (and T−(y), i.e., the time when
the radiation field leaves the coordinate y) from the
swing’s movement parameters. The edges of the ra-
diation field are parameterized by β = ±∆β/2, its y
coordinate is thus given by Eq. (4.5):

y = h tan

(
α± ∆β

2

)
.

With α given by Eq. (4.3) and t =T±, we obtain

y ≈ h tan

(
α0 + v

D
T±± ∆β

2

)
.

Rearranging for T±:

T±(y) ≈ D

v

[
arctan

( y

h

)
−α0 ∓ ∆β

2

]
≈ D

vh
y − D

v

[
α0 ± ∆β

2

]
. (4.10)

With the small-angle approximation for the inverse
tangent function, T±(y) is a linear function of y plus
an intercept.

With tk = k/ f , and y j = j p, where p is the pixel size,
Eq. (4.10) can be expressed as a direct relation between
j and k:

k± ≡ f T± ≈ D f p

vh
j − D f

v

[
α0 ± ∆β

2

]
. (4.11)

Slope and intercept of T±(y) can be directly deter-
mined from a suitable visual representation of the
stepping data set: Reverting any cropping applied
to the saved data, and subsequent averaging of the
full data set I (xi , y j , tk ) along the x axis yields a two-
dimensional image map

〈I 〉x (y j , tk ) =∑
i

I (xi , y j , tk ).

The radiation field and its linear movement in the y
direction is then represented as a diagonal “bar”, as
shown in Fig. 4.3c.

For an exact retrieval of limits, Otsu’s method [Otsu79]
is applied to 〈I 〉x to apply a binary thresholding which
segments this bar from the background. The top and
bottom edges k−( j ), k+( j ) of this segmentation are
then retrieved for every column j . They mark the k
values of the first and last frame where the coordinate
y j is covered by the radiation field. Based on Eq. (4.11),
model functions are defined as

k̂−( j ) = a j +b, k̂+( j ) = a j + c,
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Figure 4.3: Visualization of the data resorting procedure. (a): View of the radiation field in the detector FOV.
The field moves a constant amount d y between successive frames. (b): For resorting, all frames are stacked into
a 3D array (in chronological order). (c): In a sideways view of the 3D array (achieved e.g. by averaging along the
x axis), the movement of the radiation field appears as a diagonal “bar”. For each y coordinate, the earliest time
T+(y) where the radiation field has reached y is apparent as the bar’s lower border (green). Resorting is finally
achieved by calculating τ= t −T+(y). Note that the y coordinates are not manipulated, interpolation is thus
only performed in time, not in space. Furthermore, the number of “useful” frames (i.e., those with nonzero
intensity) ∆t/ f remains unaffected by the transform.
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and linear regression yields the slope and intercept
parameters

ã, b̃, c̃ = argmin
a,b,c

∑
j

[
k+( j )− k̂+( j )

]2

+ [
k−( j )− k̂−( j )

]2
.

Finally, the data is rearranged by shifting each column
j by bã j+b̃c pixels, with b ·c the “floor function”, i.e. the
argument rounded down to the nearest integer. With
the use of sub-pixel interpolation, shifting by ã j + b̃ ex-
actly is also possible, albeit potentially at the expense
of resolution and/or visibility.

Variations in swing speed or starting point will lead to
changes in the parameters ã, b̃, c̃.

Varying swing speed between reference and object
scans leads to a change in ã, and importantly, differ-
ent sampling intervals of the moiré pattern. Matching
such data sets requires more complex interpolation
schemes. Although such an algorithm was designed
(devised by Lukas Gromann), it was not tested exten-
sively.

A difference in starting point between scans leads only
to a change in the offset parameters b̃, c̃, and could
thus be corrected by determining the limits separately
for each scan. However, the determination of radia-
tion field limits based on Otsu’s method may fail for
scans of strongly attenuating objects. Although alterna-
tive algorithms were developed to tackle this problem,
using identical movement parameters for object and
reference scans has proven to be the most reliable ap-
proach: in this case, it is sufficient to determine ã, b̃, c̃
from one of the reference scans, and reuse these pa-
rameters for the remaining reference scans and the
object scan. This is also illustrated in the workflow
chart in Fig. 4.17.

Initially, the spec-based system control software (cf.
section 3.4.5 on page 83) provided only a limited syn-
chronization accuracy between swing movement and
the X-ray system, which lead to a slight random de-
viation in the effective starting point between scans
and thus resulted in image artifacts. However, this was
solved by Philips Medical Systems DMC GmbH pro-
viding an update to the X-ray system control software,
allowing synchronization to within one detector clock
cycle (i.e., 1/11.6Hz ≈ 86ms).

4.2 Calculation of image signals

Starting with the common model of image formation
for phase-stepping measurements of grating-based
X-ray phase contrast, an equivalent model for fringe-
scanning setups is developed in section 4.2.1. Four
different approaches to solve the model (or simplified
versions thereof) are introduced in section 4.2.2, and
their performance is compared in section 4.2.3.

4.2.1 Modified signal formation model for
fringe scanning

As introduced in section 2.5.6 on page 56, a com-
mon model for retrieving the image modalities from a
phase-stepping data set is

Î (r)
k = A

[
1+V cos

(
Φk −φ

)]
,

Îk = T A
[
1+DV cos

(
Φk −φ−ϕ)]

, (4.12)

with k = 1, . . . , N . These equations can also be ex-
pressed as:

Î (r)
k = a(r)

0 +a(r)
1 cos

(
Φk −φ(r)

1

)
,

Îk = a0 +a1 cos
(
Φk −φ1

)
. (4.13)

If all Φk are equidistantly spaced over one or several
periods, e.g. Φk = 2πk/N , Eqs. (4.13) are truncated
Fourier series with respect to k. Note that all vari-
ables in the above equations implicitly depend on de-
tector pixel indices, i.e. a separate instance must be
solved for every detector pixel. By least-squares regres-
sion of the sample phase-stepping measurement data
Ik (k = 1, . . . , N ) to this model, values for [a0, a1,φ1]
and [a(r)

0 , a(r)
1 ,φ(r)

1 ] can be retrieved. The quantities in
Eq. (4.13) are related to those in Eq. (4.12) as

A = a(r)
0 , V =a(r)

1

a(r)
0

, φ=φ(r)
1 ,

T = a0

a(r)
0

, D =a1a(r)
0

a0a(r)
1

, ϕ=φ1 −φ(r)
1 . (4.14)

This model is usually very accurate for phase-stepping
data: The implied assumption that transmittance T ,
visibility reduction D and sample-induced fringe shift
ϕ are constant throughout the measurement is reason-
able since all objects except for the stepped grating re-
main stationary. Furthermore, the values ofΦk can be
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freely chosen by controlling lateral shift of the stepped
grating with a sufficiently precise motorized stage.

For the variant of fringe scanning implemented in the
lung-scanning setup however (fixed source, sample,
and detector, rotating interferometer), this model is
unable to fully capture the imaging process: The sam-
pling of different phase values Φk is achieved as the
grating arrangement passes over a given image region.
Thus, the same pixels are imaged by different regions
of the gratings. Since the gratings are not perfectly uni-
form in absorber height and alignment, variations in
flux A and visibility V may be introduced which are
not due to the sample.

Eqs. (4.13) can be generalized so that they take these
variations into account:

Î (r)
k = Ak

[
1+Vk cos

(
Φk −φ

)]
,

Îk = T Ak
[
1+DVk cos

(
Φk −φ−ϕ)]

, (4.15)

or

Î (r)
k = a(r)

0,k +a(r)
1,k cos

(
Φk −φ(r)

1

)
,

Îk = a0,k +a1,k cos
(
Φk −φ1

)
. (4.16)

The fitting parameters A and V (or a(r)
0 , a0, a(r)

1 and a1)
have gained a dependence on k, which corresponds to
a measurement of the sample by different regions of
the grating interferometer. However, the parameters
in Eqs. (4.16) are linked by the relationships

a0,k = Ta(r)
0,k , a1,k = Da(r)

1,k ,

which ensure that the reduction of flux and visibility
due to a sample is still characterized by two parameters
independent of k. Compared to the phase-stepping
model, the number of unknowns have thus increased
from 6 to 3N +3, where N is the number of measure-
ments per pixel. Effects due to the gratings and the
sample are thus distinguished by being dependent or
independent of k, respectively.

It should be noted that the independence of T and D
from k is an approximation if a polychromatic source
is used: the sample modalities then depend on spec-
tral flux and visibility at the detector, which are in turn
influenced by grating quality, and are thus dependent
on k. Although the model could be modified to allow
for such variations, this would require a precise knowl-
edge of spectral properties in different regions of the
field of view, and even then, its applicability would
depend on the sample’s material composition.

Furthermore, grating irregularities may also lead to
complex spatial modulations in moiré fringe phase.
Let the interferometer be at an arbitrary rotation an-
gle α for time t = 0, and let Φ(x, y) be the resulting
map of moiré fringe phases on the detector. By fringe
scanning with the radiation field moving over the de-
tector in the y direction with velocity v (for t > 0) and
an image acquisition frequency f , the fringe phases
sampled at (x, y) are

Φk (x, y) =Φ(x,kv/ f + y0).

Any deviations from a linearly increasingΦ(x, y) in the
y direction (i.e., a perfectly sinusoidal modulation of
intensity) will thus produce a non-equidistant sam-
plingΦk of the interval [−π,π], which may lead to fur-
ther complications. For phase-stepping, the effects of
such an irregular phase sampling have been examined
e.g. in [DeMa+18]. Therefore, a number of different
image calculation schemes were tested for use with
the lung-scanning setup.

4.2.2 Evaluated image retrieval methods

4.2.2a Ellipse-based regression

The issue of non-equidistant phase steps and a non-
integer number of sampled periods can be tackled with
an ellipse-based fitting mechanism: Assuming that
interferometer-related variations in flux and visibility
are negligible, Eqs. (4.13) are applicable.

So-called Lissajous figures result from a parametric
plot of two sinusoidal functions with rational multi-
ples of oscillation frequency. For the case of identical
frequencies, an ellipse results, and the phase shift be-
tween both functions may be inferred from the shape
of the ellipse. For two functions with identical ampli-
tudes and a relative phase shift of ±π/2, the ellipse
becomes a circle (eccentricity ε= 0). For a phase shift
of ±π, eccentricity approaches 1 and the ellipse degen-
erates to a straight line, as shown in Fig. 4.4. Crucially,
as long as the two sinusoidal patterns are sampled at
the same points, the shape of the ellipse is indepen-
dent of the sampling pattern.

In calculating a parametric plot of Ik (Φk ) versus
I (r)

k (Φk ), according to Eqs. (4.12), (4.13), this phase shift

is described by φ1 −φ(r)
1 =ϕ. The remaining fit param-

eters lead to additional modifications of the resultant
ellipse: As apparent from Fig. 4.4, the ellipse’s center
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Figure 4.4: Lissajous figures resulting from paramet-
ric plots of phase-shifted sinusoidal curves. The rela-
tive phase shiftϕ is uniquely related to the eccentricity
of the ellipse.

is determined by a0 and a(r)
0 , while a1 and a(r)

1 modify
the extent of the ellipse in either direction.

A conic (ellipse, parabola, or hyperbola) in the x y
plane can be described as the solution to the equa-
tion

F (x, y) ≡ ax2 +bx y + c y2 +d x +e y + f = 0, (4.17)

with the additional condition that δ≡ 4ac −b2 > 0 for
ellipses. Eqs. (4.13) contain 6+N unknowns (N being
the number of phase steps). However, the stepping po-
sitionsΦ1, . . .ΦN do not affect the shape of the ellipse,
which reduces the effective number of unknowns to
6. Furthermore, the ellipse’s eccentricity depends only
on the phase difference φ1 −φ(r)

1 between the two data
sets, leaving 5 unknowns to be retrieved by the fit. A
unique transform exists between the fit parameters
a, . . . , f and the fit parameters from Eqs. (4.13):

a(r)
0 = (be −2cd)/δ,

a0 = (bd −2ae)/δ,

a(r)
1 = 2

p
cγ/δ,

a1 = 2
p

aγ/δ, and

ϕ=φ1 −φ(r)
1 = arccos

( −b

2
p

ac

)
,

where

δ= 4ac −b2,

γ= ae2 −bde + cd 2 − f δ.

The expressions can be simplified via Eqs. (4.14) to
yield the image modalities T and D :

T = bd −2ae

be −2cd
,

D =
√

a

c
· be −2cd

bd −2ae
. (4.18)

The added benefit of this approach over simple phase-
stepping is its compatibility with non-equidistant
phase sampling and a non-integer number of fringe
phases. Furthermore, unlike other examined ap-
proaches, the ellipse-fitting procedure requires acqui-
sition of only one reference scan.

Different ellipse fitting approaches, i.e. methods to
achieve estimates for the parameters a, . . . , f from a
series of point pairs (xk , yk ), have been developed. The
most obvious of these is an iterative minimization of
the sum of squared Euclidean distances between data
points and fit model. However, iterative approaches
are comparatively slow, not guaranteed to converge,
and are in this case further impeded by the fact that
the orthogonal distance between a point and an ellipse
is complicated to calculate [Zhan97].

However, it was discovered that this fitting task can
be formulated in such a way that it becomes a linear
problem, even when taking into account the ellipse
condition that δ> 0. This is achieved by minimizing
the sum of squared algebraic distances1 instead of the
squared geometric distances between model and data
and is formulated as an eigenvalue problem [Fitz+96].

This approach has previously been used for determin-
ing phase shifts between vibrational noise from two
linked gravimeters (measurement of gravitational ac-
celeration), thus allowing a suppression of such “phase
noise” [Fost+02]. Later on, the method in [Fitz+96] was
modified to improve numerical stability as well as exe-
cution speed [Halí+98].

The latter method was tested for use with data
from the lung-scanning setup. By interpreting pixel
values (I (r)

k , Ik ) as points in a plane, and determin-
ing an ellipse optimally describing the set of points

1The algebraic distance of a point (x, y) to an ellipse with param-
eters (a, . . . , f ) is equal to F (x, y) from Eq. (4.17). It is obviously zero
if the point lies on the ellipse.
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[(I (r)
1 , I1), . . . , (I (r)

N , IN )], all relevant parameters can
be extracted. I.e., using the algorithm described
in [Halí+98], we calculate

ã, . . . , f̃ = argmin
a,..., f

∑
k

F (I (r)
k , Ik )2,

with F as defined in Eq. (4.17), and then determine T̃
and D̃ by inserting ã, . . . f̃ for a, . . . f in Eqs. (4.18).

4.2.2b Linear regression

Another examined approach is based on a simplifica-
tion of the ellipse fitting method: As shown in Fig. 4.4,
the ellipse is reduced to a straight line with positive
slope for ϕ= 0. If measured samples incur little to no
phase shift, linear regression can be attempted. Start-
ing from Eqs. (4.13), assuming φ(r)

1 =φ1, and setting

Îk = mÎ (r)
k +b,

we find that

m = a1

a(r)
1

, b = a0 −
a1a(r)

0

a(r)
1

= a(r)
0 (T −m) .

However, the fit coefficients alone are insufficient to re-
trieve all parameters from Eqs. (4.13). In the absence of
phase shift, a total of four parameters must be found,
while a straight line is fully defined by two parame-
ters. The remaining information could be retrieved
from the maximal and minimal intensities during the
measurements, or, as done here, from the mean values
〈Ik〉k and 〈I (r)

k 〉k , where

〈
fk

〉
k ≡ 1

N

N∑
k=1

fk . (4.19)

For approximately equidistant sampling of the moiré
fringes, the cosine terms in Eqs. (4.13) mostly cancel
out, so that 〈

Î (r)
k

〉
k
≈ a(r)

0 ,
〈

Îk
〉

k ≈ a0.

Therefore,

T ≈
〈

Îk
〉

k〈
Î (r)

k

〉
k

, D = m

T
.

For an approximately equidistant sampling of phases
Φk , this approach should also be applicable for data
with |ϕ|¿π/2, since the data points lie on an ellipse
which is symmetric to the line which would result for
ϕ= 0. Note however that negative fit slopes result for
π/2 <ϕ< 3π/2. For ϕ=π: D =−m/T .

4.2.2c Basis vector regression

Another approach that was tested is based on the
trigonometric identity

cos
(
αk −β

)= cosαk ·cosβ+ sinαk · sinβ. (4.20)

Let α1, . . . ,αk , . . . ,αN be an arbitrary set of angles, and
define the three vectors

~C = [A1 cosα1, . . . , AN cosαN ] ,

~S = [A1 sinα1, . . . , AN sinαN ] ,

~R = [
B A1 cos

(
α1 −β

)
, . . . ,B AN cos

(
αN −β)]

.

It follows from Eq. (4.20) that ~R is a linear combination
of ~C and ~S, namely:

~R = B
(
cosβ · ~C + sinβ ·~S)

.

This can be used to solve the phase retrieval problem
while allowing for variable reference scan visibility. By
measuring two sets of reference scans with aπ/2 phase
shift, achieved e.g. via phase stepping, data following
the model

Î (r,1)
k = a(r)

0 +a(r)
1,k cos

(
Φk −φ(r)

1

)
Î (r,2)

k = a(r)
0 +a(r)

1,k sin
(
Φk −φ(r)

1

)
. (4.21)

is retrieved. Note that Eqs. (4.21) differs from
Eqs. (4.16) in that a(r)

0 is assumed to be constant. For
approximately equidistant placement ofΦ1, . . . ,ΦN , its
value is approximated by the mean value of all meas-
ured intensity values, i.e.

a(r)
0 ≈

〈
I (r,1)

k

〉
k
≈

〈
I (r,2)

k

〉
k

,

with the definition from Eq. (4.19). This allows calcula-
tion of the two zero-mean basis vectors

Ck ≡ I (r,1)
k

/〈
I (r,1)

k

〉
k
−1 ≈Vk cos

(
Φk −φ

)
,

Sk ≡ I (r,2)
k

/〈
I (r,2)

k

〉
k
−1 ≈Vk sin

(
Φk −φ

)
.

The equivalent procedure can be applied to the sample
scan data set:

Rk ≡ Ik /〈Ik〉k −1 ≈ DVk cos(Φk −φ+ϕ).

Calculation of

ã, b̃ = argmin
a,b

N∑
k=1

(Rk −aCk −bSk )2 (4.22)
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yields visibility reduction and phase shift via2

D =
√

ã2 + b̃2, ϕ= arctan2
(
b̃, ã

)
,

while transmittance is directly calculated as

T = 〈Ik〉
/〈

I (r,1)
k

〉
,

or 〈I (r,2)
k 〉 in place of 〈I (r,1)

k 〉. This approach allows to
take into account variations in measured visibility and
is fast to compute, as Eq. (4.22) is a linear minimization
problem. On the other hand, no such variations are
allowed for the mean intensity a0. Furthermore, the
determination of a0 by the averaging process is prone
to bias, especially when the input data has a highly
irregular sampling of phases ϕk .

4.2.2d Full retrieval of reference scan parameters

Finally, a method was tested where the complete set of
parameters in the extended model from Eqs. (4.15) is
retrieved. This is achieved by a more elaborate acqui-
sition of reference scans:

Similarly to phase stepping, data is acquired between
incremental lateral displacements of one of the grat-
ings over one or several grating periods. Instead
of a single acquisition frame however, a full refer-
ence fringe scan is performed before each displace-
ment. For each detector pixel, this results in a two-
dimensional data array I (r)

km : The intensity at the given
pixel is measured not only at multiple relative posi-
tions k to the grating arrangement, but also at mul-
tiple grating displacements m. In the model from
Eqs. (4.15), this can be represented as an additional
phase term θm :

Î (r)
km = Ak

[
1+Vk cos

(
Φk −φ−θm

)]
. (4.23)

Note that Î (r)
km as a function of m is structurally identi-

cal to the model conventionally used for phase step-
ping [Eqs. (4.12)], since all quantities dependent on k
can now be treated as constants. Therefore, the quan-
tities Ak , Vk andΦk −φ can then be directly calculated
for all k by least-squares minimization:

Ãk ,Ṽk , âΦk −φ= argmin
Ak ,Vk ,Φk−φ

∑
m

(
Î (r)

km − I (r)
km

)2
. (4.24)

2The function arctan2(y, x) denotes the angle between the vector
[x, y]T and the x axis.

This enables a determination of T , D, and ϕ via the
model from Eqs. (4.15). Inserting the values retrieved
from the reference scans, it reads

Îk = T Ãk
[
1+DṼk cos

(âΦk −φ−ϕ)]
. (4.25)

It can also be expressed as a linear function of parame-
ters P1, P2, P3:

Î (lin)
k = P1 · Ãk

+P2 · ÃkṼk cos
(âΦk −φ

)
+P3 · ÃkṼk sin

(âΦk −φ
)

, (4.26)

where

P1 = T, P2 = T D cosϕ, P3 = T D sinϕ.

Optimal values for P1, P2, and P3 can then be retrieved
by another linear least-squares minimization proce-
dure:

P̃1, P̃2, P̃3 = argmin
P1,P2,P3

∑
k

(
Î (lin)

k − Ik

)2
. (4.27)

Finally, the modalities are calculated from these pa-
rameters via

T̃ = P̃1, D̃ =
√

P̃ 2
2 + P̃ 2

3

P̃1
, ϕ̃= arctan2

(
P̃3, P̃2

)
. (4.28)

The optimization in Eq. (4.27) is slightly more labori-
ous than e.g. the linear regression procedure for phase-
stepping data, since the model matrix of independent
variables contains Ãk , Ṽk , and Φ̃k , and must therefore
be calculated separately for each pixel.

Evidence for the dependence of the regression parame-
ters on k is shown in Fig. 4.5: Here, the values of Ãk , Ṽk ,
and âΦk −φ retrieved with the “full retrieval” method
from a phase-stepped series of reference scans are
shown for a few pixels. The estimated variations of
Ãk and Ṽk with k are considerable.

Overall, this method is more time-consuming and
computationally demanding due to the large amount
of data acquired, especially for the reference scans.
However, it models the behavior of the imaging sys-
tem quite accurately, and avoids large biases due to
its dependence on reference data with equidistantly-
sampled fringe phases.
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Figure 4.5: Variation of regression parameters of phase-stepped reference scans with the “full retrieval”
method. Values from six detector pixels, each covered by different G1 and G2 grating tiles, are shown. (a): Meas-
ured intensities I (r)

km from the first scan (m = 0). The decrease in visibility and mean intensity of the moiré fringes
towards the edges of the grating (high and low k) is apparent. (b): Retrieved mean intensity Ãk . (c): Retrieved
visibility Ṽk . The limits of the grating and the beam collimation determine the drop-off in both quantities.
(d): Retrieved, unwrapped fringe phase âΦk −φ, should vary linearly with k if fringes are perfectly sinusoidal.
(e, f): Zoomed-in versions of (b) and (d), respectively, to emphasize variations of the quantities within the grating
area. The difference in curve shapes may arise due to a slightly different tilt, and thus, different shadowing
behavior of the grating tiles.
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Figure 4.6: Process for the comparison of signal ex-
traction methods. Intensities were calculated from
exact parameter values using Eqs. (4.23), (4.25). These
were then used as the mean value parameter λ to gen-
erate noisy Poisson-distributed data. All four signal
retrieval methods were applied to the noisy data and
regression results were compared to the exact values.

4.2.3 Comparison of noise and bias perfor-
mance

In statistical terms, the presented methods of calculat-
ing the blank-scan and sample-scan variables from the
measured intensities act as different “estimators” of
these variables. However, the variables’ true values can
only be retrieved with limited precision since meas-
ured intensities are noisy. In the case of X-ray measure-
ments, the most common source of noise are statistical
variations in the number of measured photons, and to
a lesser degree, thermal fluctuations in readout elec-
tronics.

Two statistical quantities are especially useful to gauge
the performance of an estimator: bias and variance (of
the estimated quantity).

While the variance Var(X ) = 〈
X 2

〉−〈X 〉2 quantifies the
spread of estimated values, the bias b(X ) = 〈X 〉− X̂
(with 〈·〉 representing the expectation value according
to the estimator, and X̂ the parameter’s true value) is a
measure for a systematic error in the retrieval process
of a parameter X .

Although these quantities can be calculated analyti-
cally for some estimators, it is much more practical

to perform numerical simulations according to the
schematic in Fig. 4.6. For different sets of parameters,
expectation values of intensity are calculated either
according to the signal formation model in Eqs. (4.13)
(constant flux and visibility) or Eqs. (4.15) (variable flux
and visibility over the scan). These values then serve
as a reference for a set of noise realizations:

If secondary noise sources (e.g., due to electronics)
are negligible, and intensity values Ik , I (r)

k are given
as a number of detected photons, they are Poisson-
distributed. This distribution has only one parameter,
which is equal to its expected value, i.e., Îk or Î (r)

k .

After generating a large number of noise realizations
from the expectation value of each point, the different
signal retrieval methods are applied to all of them, and
the distribution of resulting parameters is compared
to the ground truth, i.e., the input values for the simu-
lation. The first and second moments of all retrieved
variables (A,V , φ, D, T , ϕ) were calculated over the
values resulting from all noise realizations. Together
with the ground truth values, this allowed the calcula-
tion of bias and variance of all quantities.

Simulations were thus performed using sets of realistic
parameter values for all four signal retrieval methods.
In Fig. 4.7, mean and standard deviation (cf. error bars)
of retrieved dark-field values are shown as a function
of (true) transmittance T̂ (for D̂ = 0.02, ϕ̂= 0, middle
column), and differential-phase shift ϕ̂ (with D̂ = 0.6,
T̂ = 0.02, lower column). N = 25 acquired intensity
values per scan were assumed.

Two different curve shapes of Âk and V̂k were exam-
ined: the ideal case of Âk ,V̂k = const. (left column),
and a more realistic case of shadowing-related fluc-
tuations of both quantities (parabolic profiles with a
variation of 25% of their mean values, right column).
The mean value 〈Âk〉k = 104 was selected to provide
a realistic number of photons per pixel and frame. It
was derived from per-frame detector dose levels in a
typical reference measurement at the lung-scanning
setup. The true value D̂ is highlighted by a black line,
allowing visual assessment of the method’s bias.

Since the processing methods employ different types
(and amounts) of reference scan data, a set of eight
phase-stepped reference scans was simulated. All
eight were used in the “full retrieval” method, whereas
only two are required for basis vector regression, and
one for the remaining two methods. The tested meth-
ods did thus not receive completely identical amounts
of statistics, but this difference is relatively minor since
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Figure 4.7: Dark-field values retrieved from simulated Poisson-distributed intensities, using each of the
four examined signal retrieval methods. Two scenarios are shown, assuming constant (left, case 1) or variable
(right, case 2) flux and visibility across the grating area (cf. top row). Middle row: Estimated dark-field values 〈D〉
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the reference scan data have much higher statistics
than the sample scan and thus contribute little to over-
all noise and bias levels.

It should be noted that D̂ = 0.02 (used in the middle
column) and T̂ = 0.02 (bottom column) are extremely
low values and, together with Â ≈ 104, make for very
challenging, low-statistics regression problems, well-
suited to distinguish the different methods’ perfor-
mance.

Ellipse regression clearly yields much higher dark-field
bias values than the other methods. This is not sur-
prising when considering the extreme deformation of
a Lissajous ellipse with T̂ = 0.02 or D̂ = 0.02. In such
cases, the standard deviation of intensity values is in
the same range as the intensity variation over the (sam-
ple) scan. These values can thus not be unambigu-
ously assigned to either half of the Lissajous ellipse.
This method might however be improved by supple-
menting the existing regression step by a minimization
of geometric distances (which must necessarily per-
formed iteratively), or an inclusion of phase-stepped
reference scan data (e.g. a comparison of ellipse fits
with different phase-stepped reference scans).

Linear regression yields the lowest bias under ideal
conditions (constant Â and V̂ , ϕ̂= 0), but unsurpris-
ingly gives very inaccurate results for ϕ̂ values far from
0 or π. Even in the absence of refraction, nonzero
fringe shifts ϕ can occur due to thermal drifts between
the acquisition of reference scan and object scan.

Full retrieval and basis vector regression yield nearly
identical results for constant Âk and V̂k , but basis vec-
tor regression is unable to correctly interpret variations
in these quantities.

These findings are reiterated in Fig. 4.8, where images
of relative deviation between retrieved and true dark-
field values are shown. A digital phantom with regions
of different amounts of attenuation and visibility re-
duction, as well as a continuous ramp of differential
phase shift was constructed to allow an assessment of
each processing method “at a glance”.

It is quite apparent that among the examined methods,
the “full retrieval” approach yields the best and most
consistent results. Its performance was considered
worth the additional effort of acquiring phase-stepped
reference scan data.

The comparison of the methods presented here is lim-
ited in that no application to experimental data was
shown. However, the limitations of the “ellipse regres-

sion” and “linear regression” methods are so apparent
even from simulated data that their practical applica-
tion can be immediately ruled out. Concerning the
“basis vector regression” method, since it appears to
work well only if Âk ,V̂k = const., Fig. 4.5 demonstrates
that these quantities do actually significantly vary with
k in the lung-scanning setup implies the method’s un-
suitability.

Conversely, the good performance of the “full retrieval”
method in the simulations does not prove its com-
patibility with real data. However, it is a logical exten-
sion of the experimentally very well-verified sinusoidal
phase-stepping model to variable flux and visibility. In
particular, the conventional phase-stepping model is
contained in the “full retrieval” model as a special case.
Furthermore, the quality of the dark-field images pro-
duced with this algorithm (as illustrated throughout
chapter 5, starting on page 115) does in my opinion
serve as sufficient evidence of its performance.

4.3 Post-processing of dark-field
image data

Three important post-processing operations for dark-
field radiographs are introduced here: a correction
of visibility reduction due to beam-hardening (sec-
tion 4.3.1), a reduction of artifacts due to grating tiling
(section 4.3.2), and an improvement of visual impres-
sion by low-pass filtering (section 4.3.3).

4.3.1 Beam-hardening correction of visi-
bility

For any grating-based X-ray phase-contrast setup, in-
terferometric visibility is a function of the measured
X-ray spectrum (i.e., the spectral intensity). This is due
to variations in the gratings’ attenuating and phase-
shifting capabilities, as well as changes of the self-
imaging distances, with photon energy.

The most general way to describe this energy-
dependence is a “visibility spectrum”. It describes
a setup’s achieved visibility for illumination with
monochromatic radiation, as a function of the radi-
ation’s wavelength or photon energy. Thus, the spec-
trum does not depend on the X-ray source, but only
on the used gratings and their arrangement.
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Polychromatic illumination can be thought of as a su-
perposition of mutually incoherent monochromatic
sources3. Thus, the interference fringes observed
with polychromatic illumination are composed of
monochromatic intensity oscillations that are, in the
absence of a refracting object, in phase4 (Fig. 4.9b, c).

The mean value and relative amplitude of these
monochromatic fringes are determined by the spec-
tral intensity and the visibility spectrum. Thus, high
fringe amplitudes are achieved for those photon en-
ergies where visibility and spectral intensity are high.
These photon energies therefore contribute strongly to
polychromatic visibility (see e.g. E2 in Fig. 4.9b). Con-
versely, photon energies with high visibility and low
spectral intensity (E1) or vice versa (E3) have a lesser
impact on overall visibility. Quantitatively, overall visi-
bility can be understood as a mean of monochromatic
visibility, weighted by the spectral intensity.5

Whereas a small-angle-scattering object modifies the
visibility spectrum, a purely attenuating object affects
only the detected spectral intensity. As most materi-
als attenuate low-energy X-ray photons more strongly
than high-energy photons, spectral intensity behind
an attenuating object is shifted towards higher pho-
ton energies. This effect is known as beam-hardening,
and can lead to a change in polychromatic visibility
because of the above-mentioned relationships.

This relation is further complicated in the presence of
dispersion, i.e. an energy-dependent nonzero amount
of refraction: In this case, the monochromatic fringes
are no longer in phase, which leads to a further reduc-
tion of polychromatic visibility.

In short, visibility reduction in polychromatic measure-
ments can not be unambiguously attributed to small-
angle scatter. This is especially problematic for
the superposition of scattering and strongly beam-
hardening/refracting materials (e.g., lung and bone)
in projections. In such a case, the relative impact of
the different effects on visibility reduction can not be

3Fields with different frequencies are mutually incoherent. The to-
tal intensity of the polychromatic field is thus the sum of intensities
at the constituent wavelengths, i.e. an integral over the “luminous
intensity”.[Mand+95, pp. 62–55]

4In certain cases, the moiré pattern is inverted as photon energy
changes. While this can be interpreted as an abrupt phase shift of
the pattern by half a period, it is here viewed as a negative modula-
tion amplitude, i.e. a “negative visibility” (and an absence of phase
shifts).

5A thorough mathematical model to describe this and related
spectral effects is introduced in section 6.1 on page 159.
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Figure 4.9: Illustration of visibility reduction due to
beam-hardening. (a): Visibility spectrum with high-
lighted values at three photon energies E1, E2, E3.
(b): Hypothetical X-ray spectrum composed of nar-
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(c): With a harder spectrum, the resulting polychro-
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Figure 4.10: Determination of beam-hardening correction functions. (a): A series of POM blocks with gradu-
ally increasing heights hn are selected. (b): Phase-stepping of each block yields maps of transmittance Tx yn and

visibility reduction D (sp)
x yn . (c): Averaging these maps along the y axis yields one-dimensional profiles D

(sp)
xn , T xn .

(d): A power-law function is fitted to the data for each x value.

uniquely determined. This effect impairs the diagnos-
tic power of polychromatic dark-field imaging, since
very different features may produce similar dark-field
signal levels.

Beam-hardening correction However, information
from the transmittance and differential phase shift im-
ages can be used to separate beam-hardening from
true small-angle scatter. If the imaged object has uni-
form elemental composition, the impact of spectral
effects on visibility can be derived from the the meas-
ured attenuation and differential-phase signals, ei-
ther via the use of phantom materials or numerical
simulations. Such an approach has been presented
in [Pelz+16].

In this work, the authors make the assumption that
total visibility reduction can be approximated as the
product of a small-angle scatter (SAS) factor and a fac-
tor due to spectral effects (sp), i.e.

D ≈ D (SAS) D (sp).

For a given material and setup, D (sp) is then a function
of transmittance T and fringe shift ϕ, and the visibility
reduction factor due only to small-angle scatter can be
approximated as

D (SAS) ≈ D

D (sp)(T,ϕ)
. (4.29)

This approach was modified for use with the lung-
scanning setup: Due to the setup’s low angular sensitiv-
ity, and thus, the absence of strong differential-phase

signals, the dependence of D (sp) on ϕ was neglected.
Other than mammographic applications, for which
the correction presented in [Pelz+16] was applied, tho-
rax radiographs contain bony structures as well as soft
tissues. This limits the general applicability of a cor-
rection approach based on the assumption of a sin-
gle material. However, since soft and adipose tissues
constitute the bulk of attenuating materials in thorax
radiographs, the method was designed to correct for
these.

For multiple reasons, an approach using experimental
measurements was used instead of numerical simu-
lations. Firstly, the variables necessary for a precise
calculation of D (sp), namely detected spectral intensity
and visibility spectrum, are difficult to measure: Both
require the use of spectroscopic measurements, which
necessitates elaborate modifications to the experimen-
tal setup. Additionally, these measurements would
have to be repeated multiple times since the gratings’
attenuation properties vary between tiles. Finally, the
energy-dependent response of the flat-panel detector
would have to be taken into account, which can not be
easily measured.

An empirical correction approach, on the other hand,
requires only the measurement of different thicknesses
of a given phantom material, requiring no changes to
the setup. The spatial variability of the correction can
easily be taken into account by measuring different
heights of the material in a large area, and deriving a
position-dependent correction.

The thermoplastic polyoxymethylene (POM) was iden-
tified as a suitable reference material for the estimation
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of D (sp), since its energy-dependent linear attenuation
coefficient is similar to a mixture of soft and adipose
tissues in roughly equal parts (cf. Fig. 6.1 on page 162).

The correction procedure is illustrated in Fig. 4.10:
POM blocks of different heights hn (n = 1, . . . , N ) were
measured, generating maps of attenuation Tx yn and

visibility reduction D (sp)
x yn (x, y being pixel coordinates).

Due to the homogeneity of the material at µm length
scales, visibility reduction from POM was assumed to
be entirely due to spectral hardening effects.

As D (sp) and T both monotonically decrease6 with n,
a unique mapping between the two can be found:
By interpolation or regression of a model function

to the value pairs (Tx y1,D (sp)
x y1), . . . (Tx y N ,D (sp)

x y N ), the ex-

pected value of D (sp) can be retrieved as a function
of T . In principle, this could be performed for each
pixel (x, y), generating per-pixel correction functions

D (sp)
x y (T ). From values Dx y , Tx y measured in a real

scan, the small-angle-scattering component (or “true
dark-field”) could then be approximated equivalently
to Eq. (4.29):

D (SAS)
x y ≈ Dx y

D (SP)
x y (Tx y )

. (4.30)

However, this approach requires a large amount of
measurement data and scanning time. The variance of

each per-pixel correction function D (sp)
x y is limited by

the per-pixel noise levels of the calibration measure-
ments. These are considerable, especially for the dark-
field modality and for large POM heights, and can not
be arbitrarily decreased without reducing the scanning
speed. Therefore, the approach in Eq. (4.30) was sim-
plified: Since D (sp), as a function of T , was found to
vary strongly between grating tiles, but much less so
with the y coordinate (i.e., along the scan direction),
correction functions were only calculated for each x
coordinate (the direction orthogonal to the scan direc-
tion, Fig. 4.10c).

As the entire range of x values was covered by the col-
limated slot, a phase-stepping measurement could
be performed for each POM thickness in place of a
fringe scan, greatly accelerating the calibration proce-
dure. Some image data from this approach is shown
in Fig. 4.11a, 4.11b. In order to minimize noise lev-
els, the correction functions were calculated from

6This is not generally the case for D(sp), but was found to be
accurate in the lung-scanning setup with the range of examined
acceleration voltages, i.e., 60 and 70kVp.
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Figure 4.11: Data from phase-stepping measure-
ments for beam-hardening correction. Juxtaposition
of logarithmic transmittance (a) and logarithmic vis-
ibility reduction (b), for a range of POM phantom
heights from 0 to 21cm. (c): Relation between the
two modalities. Data shown here are values for one x
value, averaged along the y axis as shown in Eq. (4.31).
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Figure 4.12: Effect of the beam-hardening correction on dark-field projections. Conventional (a) and dark-
field (b) radiographs of an ex vivo pig thorax. In the beam-hardening-corrected dark-field projection (c), the
signal due to spectral hardening (e.g. in the shoulders) disappears, whereas the lungs, being true small-angle-
scattering structures, still generate contrast.

data averaged along the y direction, i.e.

D
(sp)
xn = 1

Y

∑
y

D (sp)
x yn , T xn = 1

Y

∑
y

Tx yn , (4.31)

with Y the slot width in pixels. Empirically, D
(sp)
xn

and T xn were found to be correlated by a power-law

relationship, so that a function of the form D
(sp) =

aT
b

could be fitted to the data, i.e.:

ãx , b̃x = argmin
a,b

N∑
k=1

(
D

(sp)
xn −aT

b
xn

)2
. (4.32)

An example for this regression is shown in Fig. 4.11c.
The power-law expression implies that the logarithmic
corrected dark-field is simply a linear combination
of the measured logarithmic dark-field and transmit-
tance (plus an offset):

lnD (SAS)
x y ≈ lnDx y − ln ãx − b̃x lnTx y .

The effect of this correction procedure on real imaging
data is illustrated in Fig. 4.12: As intended, the visibility
reduction due to spectral hardening is eliminated, and
only the lungs (and to a lesser degree, the ribs) remain
as sources of dark-field contrast. At least some of the
signal originating from the ribs is due to the differing
spectral attenuation behavior of bone, but some small-
angle scatter may also be present, considering the dark-

field imaging studies performed on bony tissues (cf.
section 1.6.3 on page 30).

4.3.2 Correction of grating gap artifacts

The quality of dark-field images from the lung-
scanning setup is affected by gaps between adjacent
grating tiles. The minimum gap size achievable during
the tiling procedure is limited by mechanical consider-
ations (see [Schr+17] and section 3.3.4 on page 80). The
effect of these gaps on the dark-field image depends
both on the gap size and the relative phase between
the ridge patterns.

For sufficiently large grating gaps, any location on the
detector is only reached by rays passing through at
most one tile of G1 and G2 (Fig. 4.13a). Detector re-
gions in the penumbra of a gap receive some radiation
passing through all gratings (and thus have fringe con-
trast), and some passing through the gap (no fringe
contrast). The visibility in this region is thus reduced,
according to the relative received intensity of the radi-
ation with and without fringe contrast. As the center
of the grating gap shadow is approached, all received
radiation passes through the gap and visibility drops
to zero.

For smaller gaps on the other hand, the penumbrae of
adjacent grating tiles may overlap (Fig. 4.13b), which



Chapter 4. Image processing of fringe-scanning data 106

means that detector regions in this overlap region re-
ceive intensity passing through both tiles. Both intensi-
ties carry fringe contrast, but the relative phase of each
fringe pattern is determined by the relative phase of
the ridge patterns from each tile. Since the intensities
from both fringe patterns add up, the total visibility is
determined by the phase shift between the tiles (max-
imal if both are in phase, minimal for a half-period
shift).

As given in [Schr+17], the width W of the detector re-
gion of reduced visibility shown in Fig. 4.13 is equal to
M g + (M −1)s, where g is the gap width, M the mag-
nification factor of the grating onto the detector, and
s the lateral extent of the source spot. It can be easily
shown that the width W ′ of the visibility slope is equal
to (M−1)s. The case of overlapping penumbrae occurs
if 2W ′ >W , which can be solved for g to yield

g < M −1

M
s.

The magnification of G1 and G2 in the lung-scanning
setup can be calculated from the source-to-grating
and grating-to-detector distances (cf. Table 3.1 on
page 79). This leads to gap limits of g (G2) < 10µm
and g (G1) < 126µm. As the gap sizes are only known
to be below 400µm [Schr+17], they are almost certainly
larger than g (G2), and probably also larger than g (G1).
Thus, all observed gaps in the lung-scanning setup
are likely to be of the type shown in Fig. 4.13a. With
the assumed value g = 400µm, the value of W , which
should correspond to the width of the gap artifacts, is
600µm for G1 gaps and 414µm for G2 gaps. Given the
(binned) pixel size of 444µm, an artifact width of one
to two pixels is expected, which matches experimental
observations.

Since the grating tiles in the lung-scanning setup were
not phase-aligned during tiling, visibility in the tiles’
penumbrae is reduced. Although a visibility decrease
should not lead to a change in dark-field signal, arti-
facts arose due to the noise increase associated with a
visibility reduction. Since the visibility reduction oc-
curs for all swing positions during the fringe scan, the
artifacts appear as thin, nearly perfectly straight lines7

parallel to the scanning direction.

Although the G1 and G2 tiles were of the same size, the
images of their gaps on the detector did not overlap

7Due to the projection of the circular trajectories of the grating
gaps onto the detector plane, the lines are actually hyperbolae, albeit
with a very low curvature.
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Figure 4.13: Effect of grating gaps on visibility. The
grating (G) with a central gap is illuminated by the
source spot (S), resulting in areas fully covered by the
grating (F), areas not covered by the grating (0), penum-
bral areas (P), and an overlap of two penumbral ar-
eas (2). For sufficiently wide gaps, no overlap occurs
and visibility continuously falls to zero (a). If overlap
does occur (b), the achieved visibility in this region de-
pends on the relative phase between the ridge patterns
of adjacent grating tiles. Figure designed after Fig. 2
in [Schr+17].

(except for the middle) due to the different geometric
magnifications of the gratings. As G1 and G2 were each
composed of eight grating tiles, a total of 13 or 14 lines
could usually be observed. These artifacts are highly in-
trusive since they exhibit large variations in gray values
(due to the high noise levels), and are spread roughly
equidistantly over the entire field of view.

Filtering-based correction In collaboration with
Ingo Maack from Philips Medical Systems DMC GmbH,
a correction approach was developed which was based
on low- and high-pass filtering operations. In se-
quence, the image operations are as follows:

First, a high-pass filter is applied to the dark-field pro-
jection in the x direction (orthogonal to the line arti-
facts), producing an image containing primarily the
grating line artifacts.

This image is then low-pass filtered in the y direction
(parallel to the lines). The result then contains only
the isolated gap artifacts, and its subtraction from the
original should produce an artifact-free version of the
image, without compromising other features. The best
filtering results were achieved by convolution with box
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kernels. The full operation can thus be formulated as

D (corr) = D −B1,h ⊗ [
D −Bw,1 ⊗D

]
, (4.33)

where D is the original image, ⊗ denotes convolution,
Bx,y is a box kernel of (x × y) pixels, normalized to 1.
The best correction results (for 3×3-binned data) were
achieved for kernel dimensions in the vicinity of h = 19,
w = 81.

However, it was discovered that gap artifacts could ap-
pear in one of two forms. The first kind (“noisy line”
type) arises directly from the phenomenon shown in
Fig. 4.13: The reduction of visibility in the gap shadow
leads to an increase of noise levels in measurement
data, and thus in dark-field images, in this region. How-
ever, the average value of dark-field signal in this area
hardly differs from the neighboring regions, since the
visibility reduction occurs both in the reference scans
and the object scan (Fig. 4.14a, b).

A slight lateral shift in grating position between refer-
ence scans and object scans occurred for a number of
measurements. This likely arose due to mechanical
disturbances to the setup during measurement prepa-
rations. As this introduces a misalignment of the gap
between reference and object scans, a different kind of
artifact occurs, namely a light-and-dark line pair with
relatively low noise levels (“flat line” type, Fig. 4.14a, b).

The effect of these two types of artifacts on the im-
age’s frequency-space representation differs signifi-
cantly. “Flat lines” increase Fourier coefficients at low
frequencies in the line direction, and (mostly) high
frequencies orthogonal to it. They can therefore be
efficiently eliminated with the approach in Eq. (4.33).
On the other hand, “noisy lines” contain Fourier co-
efficients at a large range of spatial frequencies. They
are thus only partly removed by the presented correc-
tion (Fig. 4.14c, d). An alternative approach was thus
developed in order to eliminate both types of artifacts.

Blending-based correction For this method, an
overall low-pass-filtered version DLP of the image D is
first calculated. This eliminates the gap artifacts, albeit
at a significant loss in resolution. Good results were
achieved with the operation

D (LP) = Binom3,3 ⊗Med5,1(D) , (4.34)

where Binomx,y is an (x × y) binomial kernel and
Medx,y is a two-dimensional median filter with an

A B

C D
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Figure 4.14: Correction methods for grating gap ar-
tifacts. (a),(b): Appearance of artifacts in two regions
of a beam-hardening-corrected dark-field projection
of a porcine thorax measured in vivo. (c),(d): Filtering-
based correction. “Flat line” artifacts are removed com-
pletely, while some “noisy line” artifacts remain (yel-
low arrows). The transition of dark-field levels across
the grating gaps is also smoothed. (e),(f): Blending-
based correction. All line artifacts are removed, but tile
boundaries partly remain visible due to the variation
of signal levels between adjacent tiles (red arrows).
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(x × y) pixel footprint. The locations of the gap ar-
tifacts (in pixel column numbers x1, . . . x14) are then
identified, either automatically or manually.

A suitable automatic detection approach works as fol-
lows: The standard deviation is calculated for each
pixel column x of the dark-field image D. The mag-
nitude of the first derivative of this series of values is
then calculated. The artifacts’ locations are equal to
the locations of the 14 largest values of this array. This
approach was found to work robustly for a large range
of measurements.

The corrected image is then calculated as a linear com-
bination of the original image D and the low-pass fil-
tered image D (LP), with locally varying scaling factors:

D (corr)
x y = (1−αx )Dx y +αx D (LP)

x y . (4.35)

The coefficient αx is 0 in the majority of the image, but
approaches 1 as the x coordinate reaches that of a gap
artifact. The corrected image thus smoothly blends
from the original image into its low-pass-filtered ver-
sion. The shape of αx was calculated as a Gauss-
filtered version of the indicator function for the gap
artifacts:

αx =G1 ⊗Ix , Ix =
{

1 if x = x1, . . . , x14,

0 else.

Here, G1 is a one-dimensional Gauss kernel with mean
1 and standard deviation 1 (in pixels). This approach
works independently of the frequency-space represen-
tation of the artifacts and only requires knowledge of
their location. Although this largely suppresses the
artifacts, their locations are still apparent in the cor-
rected image as regions of reduced noise levels due to
the low-pass filter.

In order to ameliorate this, the method was extended
by the addition of artificial noise in these regions. To
add a realistic amount of noise, the approximate noise
level in the original dark-field image must be known.

For this purpose, an empirically-determined relation
between the noise level in beam-hardening-corrected
dark-field projections D and the map of total intensity
I detected in the object scan was used. It had been
found that

σ(D) ≈C · I−0.6

to a good degree of precision. Although σ(D) also de-
pends on blank-scan and object-scan visibility, the
variation in detected intensity I varies by a much

greater amount in thorax radiography (several orders
of magnitude), which makes it the dominant influence.

In order to determine the coefficient C , both D and I
were separated into grids of 10px×10px tiles. SD,k , the
standard deviation of D , and µI ,k , the mean of I , were
calculated in each tile k. C was then estimated via

C = median
{

SD,1µ
0.6
I ,1 , SD,2µ

0.6
I ,2 , . . .

}
,

which then allowed estimation of per-pixel noise levels

σ(Dx y ) ≈C · I−0.6
x y .

Noise was then added by modifying Eq. (4.35) to

D (corr)
x y = (1−αx )Dx y +αx

[
D (LP)

x y +εx y

]
,

where each εx y is a value drawn from a normal dis-
tribution with zero mean and variance σ(Dx y )2. This
implicitly assumes that the noise level in D (LP) is negli-
gible. Although this approach is significantly more
complicated than the first presented method, it re-
quires little computational power and rarely requires
an adjustment of parameters.

An example of the blending-based correction is shown
in Fig. 4.14e,f. Other than the filtering-based correc-
tion in Fig. 4.14c,d, it also removes type I artifacts.
Whereas the filtering-based correction works on the
full image, the blending-based approach is restricted
to the gap regions.

The latter method highlights slight deviations of
(beam-hardening-corrected) dark-field levels between
tiles. These are likely due to the limited precision of
the used beam-hardening-correction approach. A vari-
ation in gold height leads to slightly different beam-
hardening behavior, and thus probably slight differ-
ences in its deviation from the model in Eq. (4.30),
between grating tiles.

4.3.3 Filtering of dark-field images

Noise levels due to photon statistics are generally
higher in X-ray dark-field than in conventional at-
tenuation images. Although relative noise levels are
(roughly) proportional to the square root of detector
dose for both modalities, dark-field noise also strongly
depends on visibility [Revo+10; Chab+11].

Since detected dose and visibility vary strongly across
the field of view in thorax radiography (cf. chapter 5,



109 4.3. Post-processing of dark-field image data

A B C

Figure 4.15: Effect of low-pass filtering on visual impression. (a): Beam-hardening-corrected dark-field radio-
graph (porcine thorax with large pneumothorax, measured ex vivo). While windowing is selected to highlight
signal contrast between the lung and its surroundings, high noise levels disturb the visual impression. (b): Same
image, but median-filtered (5×1 footprint), then filtered with binomial kernel (3×3 pixels). Noise and gap
artifacts are reduced. (c): Combination of (b) with gap correction: 5×1 median filter, then filtering-based correc-
tion from section 4.3.2, then 3×3 binomial filtering. Gap artifacts are fully removed, producing a homogeneous
field of view. Identical windowing in all subfigures.

starting on page 115), the same is true for dark-field
noise levels. In low-statistics, low-visibility regions of
X-ray dark-field projections, noise levels can exceed
the range of signal values in the remaining image. This
can present a problem for image presentation.

If windowing (i.e., the mapping of pixel values to gray
values) is selected so that image information in the
important, low-noise image regions (i.e., the lung) is
well represented, high-noise regions (e.g., spine or
abdomen) may be oversaturated and thus appear as
black-and-white noise. This is very prominent and
often distracts from central image features (see e.g.
Fig. 4.15a).

By applying a low-pass filter to an image, a reduction
in noise levels can be achieved at the expense of spatial
resolution. Since dark-field thorax radiographs usually
do not contain very small features, little diagnostic
information is lost by low-pass filtering, especially in
regions where contrasts are already obscured by noise.

One simple filtering approach is to use the operation
from Eq. (4.34) (5×1 median filter, then 3×3 binomial
filter) for the entire image. The median filtering oper-
ation mostly eliminates gap artifacts, and the subse-
quent application of the binomial filter decreases the

overall “patchiness” of the resulting noise structure.
The effect on the image is illustrated in Fig. 4.15b.

This can be further improved by applying either one of
the gap correction methods between the median and
binomial filtering steps. As median filtering eliminates
most of the “noisy line” structures, the filtering-based
correction for gap artifacts eliminates all residual arti-
facts and creates a smooth transition between the tile
areas. This is illustrated in Fig. 4.15c.

A more elaborate filtering approach had been designed
in order to produce images with a constant noise level
in all subregions. Regions of higher noise are filtered
more strongly by using larger filter kernels in this re-
gion. Local noise levels were estimated from detector
dose, and the dependence of noise suppression on the
filter kernel was calculated ahead of time. However,
since a change in filter kernel had significant impact
on noise structure, resulting images were patchy and
uneven, and the approach was thus not pursued fur-
ther.
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4.4 Consolidation of the process-
ing workflow in the Python
package lsproc

The calculation of image signals from section 4.2 (most
importantly, the “full retrieval” method), and the post-
processing functionality introduced in section 4.3 were
implemented in a common software environment for
practical use.

All processing steps were implemented using the
Python programming language (originally version 2.7,
now updated for use with version 3.6 [Pyth20]), making
heavy use of the NumPy library [NumPy20; Walt+11],
which enables efficient numerical computations on
large, multidimensional data arrays within Python.

All software elements for processing the image data
were collected in the Python package lsproc (short for
“line-scanner processing”). A Python package may
act as a library, and also contain executable scripts.
Both aspects are used in lsproc. The code structure is
roughly outlined in Fig. 4.16.

The overarching design goals for this module were to
achieve

1. a high flexibility and modularity to facilitate
changes to the code,

2. good code readability,

3. a reasonably simple user interface, and

4. a reproducibility of results.

These goals are at partly at odds with each other. For
example, code readability is improved by providing ex-
tensive documentation. However, this limits the ease
with which the code can be changed, since all code
changes should be accompanied by updates to the doc-
umentation. Additionally, reproducibility of old pro-
cessing results requires maintenance of old software
features, which increases code complexity, and thus
the difficulty of adding new features while maintain-
ing compatibility with existing ones. This necessitates
finding acceptable trade-offs between these compet-
ing goals.

Goals 1 and 2 are obviously crucial for collaborative
software development, considering that numerous
people have contributed to this project. They also fa-
cilitate “recycling” code for future, other applications,
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Figure 4.16: Program flow of the processing proce-
dure with the package lsproc. The script lsprocess is
started from the command line, with the path to a
parameter file as an argument. It calls a series of func-
tions in the top-level module funcs, which in turn con-
sist of simpler work steps defined by functions in the
base modules of lsproc, as well as external modules.

which helps to reduce redundant code development,
i.e., “reinventing the wheel”.

Goal 3 is important to ensure smooth everyday oper-
ation during experimental work, i.e., outside of code
development work. Interrupting experimental work in
order to solve software problems can be highly disrup-
tive, especially when working in a small team where
dividing computer work and experimental work be-
tween people is not feasible.

Finally, goal 4 ensures that image data from the full
lifetime of the experimental setup can be processed,
despite possible variations in experimental procedure,
as well as modifications to the code. This ensures that
older measurement data does not become incompati-
ble with code improvements developed long after data
acquisition. This is important since several years may
pass between data acquisition and scientific publica-
tion.
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4.4.1 Modularity and structure

The main steps taken to achieve goal 1 was to establish
a clear modular code structure. Since the procedure for
the calculation of images follows a linear structure, it
is implemented as a linear top-to-bottom sequence of
commands in an executable script, called lsprocess. In-
dividual work steps in this sequence are implemented
as Python functions. Functions with similar purposes
(e.g., different image filters, or input/output functions)
are grouped together in sub-modules of lsproc. As
shown in Fig. 4.16, two hierarchical layers of mod-
ules are used. The top-level module funcs contains
functions which perform relatively complex tasks (e.g.,
the resorting procedure presented in section 4.1.3).
These tasks consist of more fundamental work steps,
which are either implemented as functions from the
Python Standard Library, other Python modules such
as NumPy and SciPy [Virt+20], or functions defined in
the other, base-level submodules of lsproc.

This then leads to a division of tasks between three
components of the package:

1. The central script lsprocess contains a linear se-
ries of calls to high-level functions in funcs. All
variables on this level are given by user-specified
parameters. These may also enable or disable
portions of the script.

2. The module funcs contains functions that trans-
late complex tasks into a series of simpler tasks,
calling on base-level lsproc functions as well as
external modules.

3. The base-level modules of lsproc contain only
functions that perform “indivisible”, basic tasks.

This division improves overall clarity while keeping
the “administrative” effort of organizing the code to a
minimum and retaining flexibility for modifications.
In addition, all functions from the package can be used
in other Python scripts or interactively from the inter-
preter.

4.4.2 User interaction

The behavior of the central script is controlled entirely
by a set of user-specified parameters. Among the most
important of these are the file paths to the input data

(reference scans, sample scan, and beam-hardening-
correction data), as well as a series of Boolean pa-
rameters (e.g., whether to save processed reference
scan data, whether to calculate sample data at all, or
whether to apply certain post-processing filters).

In line with goal 1, no graphical interface was imple-
mented for configuring lsprocess. Although such an
interface may simplify operation, it requires a high
amount of work both for the initial design and subse-
quent maintenance. The script was instead accessed
via the command line (i.e., a terminal emulator on
a Linux distribution). Since passing a large number
of configuration parameters in the command line is
inconvenient, configuration files were used instead.
These were implemented as text files defining a Python
dictionary.

Due to high demands on working memory (RAM), the
central script lsprocess is usually used with compute
servers accessed remotely. This makes command-line
execution inconvenient if the package is not integrated
to the local system. For example, the following steps
may be necessary to configure one run of the central
lsproc script:

• Connecting to a compute server via SSH

• Editing user parameters in a configuration file

• Adding the path of the lsproc package to the Python
path environment variable

• Navigating to the path of lsprocess

• Executing lsprocess via Python with the configura-
tion file path as a parameter

This is tedious, susceptible to mistakes, and diverts
the focus from experimental work. To simplify this,
the lsproc install routine was modified to integrate the
script with the Bash shell, allowing its execution in
Bash from any directory with the command

$ lsprocess [-j JOBS] [-t THREADS] PATH

where PATH is the absolute or relative path to a con-
figuration file, and THREADS is the maximum num-
ber of threads to use (appropriate values mainly de-
pendent on the number of available CPU cores). Fur-
thermore, in order to perform a series of processing
runs (e.g. to process a series of measurements, or the
same measurement with different sets of configuration
parameters), the option to use Excel spreadsheets as
configuration files was introduced. Each line in the
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spreadsheet represents one run of the script, and each
column contains one parameter value. Not only is this
easier to read and compare than a series of text files,
but is also faster since multiple instances of the script
(maximum number determined by JOBS) may run in
parallel.

In the spirit of goal 4 (enabling the reproduction of old
processing results), older, rarely changed parameters
were maintained, which lead to a steady increase in
the number of parameters. At the time of writing, a
total of 70 parameters can be configured. In order to
maintain usability (goal 3) despite this, default values
were introduced for most parameters: with this, only
those deviating from their default values must be ex-
plicitly provided by the user, and typical configuration
files contain only about five to ten entries.

Since lsproc development uses Git versioning, commit
numbers (“hashes”) can be used to uniquely identify
a given version of the package (like version numbers).
In order to fully document the origin of a given pro-
cessed image, all configuration parameters and the
lsproc commit hash are saved together with the im-
age data. In order to save these very different types of
data in the same file, the highly versatile file format
HDF5 [Kozi+18] is used.

4.4.3 Workflow in lsprocess

The order of tasks performed by the lsprocess script
is illustrated in Fig. 4.17. The process usually starts
by loading a series of phase-stepped reference scans.
Since detector data is usually roughly cropped to the
grating area (cf. page 90), this must be reverted to allow
determination of slot limits from the data. These limits
are then used to re-sort the data (cf. Fig. 4.3), yielding a
four-dimensional array I (r)

kmx y used for the calculation

of reference-scan parameters Ṽkx y , Ãkx y , and Φ̃kx y via
the “full retrieval” method as given in Eqs. (4.23) and
(4.24). The resulting three-dimensional arrays are kept
in memory, and optionally saved.

The object scan raw data is then loaded from disk.
As for the reference scans, reverting the crop and re-
sorting are performed, yielding the three-dimensional
array Ikx y of object-scan intensities. As object and ref-
erence scans are performed with identical movement
parameters of the interferometer, the time-dependent
limits of the radiation field are very nearly identical
for both cases. This allows reusing the radiation field
limits retrieved from the reference scans for the object
scan.
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Figure 4.17: Workflow in the central script lsprocess.
The execution of each work step can be modified with
user-supplied parameter values. Object scan data is
loaded after the retrieval (and optionally saving) of
blank-scan parameters is completed.
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The object scan parameters D̃x y , T̃x y , and ϕ̃x y are then
retrieved from both Ikx y and the blank-scan param-
eter arrays via the “full retrieval” method as given in
Eqs. (4.27) and (4.28). While no further modifications
are necessary for T̃ and ϕ̃, beam-hardening correction
(section 4.3.1), grating gap correction (section 4.3.2),
and filtering (section 4.3.3) are applied to the dark-field
projection D̃. Finally, all modalities (T , ϕ, and D be-
fore and after beam-hardening correction) are saved
to disk.

4.5 Conclusion and Outlook

A software module was developed for calculating at-
tenuation and dark-field radiographs from fringe scan-
ning measurements at the lung-scanning setup. The
module was developed to be easily extendable and
simple to use, but also remains “backward compatible”
with data acquired throughout several years, and pro-
duces reliable, reproducible results. Besides calcula-
tion of dark-field radiographs from the data according
to a precise signal formation model, a number of post-
processing options are available to improve the images’
visual impression and quantitativeness. The images
produced with this module have been featured in a
number of scientific publications [Grom+17; Will+18;
Hell+18a; Saut+19; Fing+19; DeMa+19].

However, work on the software is not concluded. With
the development of a scanning setup for clinical stud-
ies on the basis of the lung-scanning setup, new image
processing challenges have emerged. A wide range
of enhancements, including a complete redesign of
signal retrieval to allow for vibration correction, sup-
pression of motion artifacts, estimation of Compton
scatter, and visual post-processing have since been de-
veloped, which will be critical to demonstrate the clin-
ical feasibility of dark-field thorax radiography. These
achievements will soon be featured in a number of
journal publications and graduate theses.





Chapter 5

Dark-field imaging studies of porcine and
human thoraces

“What does a scanner see? he asked himself. I mean, really see? Into the head? Down
into the heart? Does [it] see into me—into us—clearly or darkly?”

Philip K. Dick, A Scanner Darkly
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The primary purpose of the lung-scanning setup intro-
duced in chapter 3 (page 69) was to produce thorax
radiographs of large animals with a grating-based X-
ray imaging setup, while operating within parameters
compatible with clinical radiography (low dose, short
acquisition time, sufficient resolution, and high dark-
field contrast from the lung). The success of this en-
deavor was demonstrated with the first-ever dark-field
thorax radiographs of a living pig [Grom+17; Grom17].
This achievement represents the technological foun-
dation for a translation of dark-field radiography to
clinical application.

Beyond technical feasibility however, a clinical trans-
lation of dark-field imaging must also be justified by
its diagnostic benefits. Ample evidence of this benefit
had been delivered by numerous studies with small
animal models, primarily employing a prototype CT
scanner for grating-based imaging [Tapf+11; Tapf+12].
Dark-field radiography was shown to provide benefits
for the detection of structural lung diseases such as
emphysema [Schl+12; Mein+13; Yaro+13; Mein+14b;
Hell+15], fibrosis [Yaro+15; Hell+17], and neonatal lung
injury [Yaro+16]), as well as lung tumors [Sche+17]
and pneumothoraces [Hell+16]. These pathological
changes were found more reliably and at earlier stages
when dark-field radiographs were used in addition to
conventional X-ray.
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However, a transferability of these findings to imaging
of larger animals at the lung-scanning setup can not
be taken for granted, since a large number of techni-
cal (X-ray spectrum, visibility, angular sensitivity) and
biological parameters (thorax and lung thickness, alve-
olar microstructure) differs between the two imaging
scenarios.

Furthermore, since pig organs are anatomically very
similar to human organs [Judg+14], findings from stud-
ies on pigs are likely to be more predictive for clinical
imaging than small-animal studies. It is therefore ad-
visable to confirm the diagnostic findings from small-
animal studies for pigs.

On the other hand, studies involving larger animals
are limited due to greater ethical concerns. For ex-
ample, the artificial induction of a pathology by in-
stillation of a biochemical compound (e.g., elastase or
bleomycin in small-animal models of emphysema and
fibrosis, respectively) requires several weeks, and is
thus associated with a significant burden for the an-
imals. Longitudinal studies are faced with a similar
issue: the repeated transport between animal housing
and laboratory, as well as the recuperation from anes-
thesia after each measurement are likely to be very
stressful for the animals. Therefore, all in vivo large-
animal experiments at the lung-scanning setup were
performed “terminally”, i.e. after completion of the ex-
periment, the animal was euthanized while still under
anesthesia, thus limiting suffering as much as possi-
ble. The experiments were performed in collabora-
tion with the Chair for Molecular Animal Breeding and
Biotechnology at the University of Munich, based in the
university-operated animal farming facility “Lehr- und
Versuchsgut Oberschleißheim”.

Besides the X-ray dark-field measurements presented
in [Grom+17], two imaging studies with pigs have been
performed at the lung-scanning setup, which will be
presented in this chapter:

In order to determine the potential of X-ray dark-
field chest radiography for pneumothorax detection,
measurements were performed on a total of eight ani-
mals (three in vivo). Pneumothoraces were artificially
induced under anesthesia, and dark-field images were
quantitatively compared to the conventional X-ray pro-
jections. The CNR between pneumothorax and adja-
cent lung parenchyma was found to be significantly
higher (p < 0.01) for dark-field than for transmission,
thus confirming the findings in [Hell+16] for newborn
mice. This analysis is presented in section 5.1, and has
also been published in [Hell+18a].

Section 5.2 evaluates the relation of dark-field signal
strength (in healthy lungs) with ventilation pressure,
based on in vivo measurements on two animals. Al-
though this investigation does not directly involve lung
pathologies, it is of relevance for their detection: a
variation in the lungs’ dark-field signal is due to both
microstructural and large-scale anatomical changes.
These occur normally during the breathing cycle, or
abnormally in the presence of a pathology. In order
to determine the effect of abnormal changes to the
dark-field signal, it is necessary to first understand its
dependence on normal variations. These results have
been previously published in [DeMa+19].

In addition to animal experiments, a collaboration
with the Institute of Forensic Medicine at the University
of Munich and the Department of Diagnostic and Inter-
ventional Radiology at the hospital “Klinikum rechts
der Isar” allowed the acquisition of the very first hu-
man thorax dark-field radiographs. The initial findings,
including a reference CT measurement of the body, are
documented in [Will+18]. From a large-scale anatom-
ical view, imaging of human cadavers obviously sim-
ulates the clinical situation very closely. However, the
lung microstructure collapses shortly after death, and
is eventually destroyed by autolysis or decomposition.
As the dark-field signal is highly dependent on sample
microstructure, it is essential that measurements are
performed as soon after death as possible. Further-
more, imaging of bodies with major external injuries
and infectious diseases were excluded.

Despite these limitations, a total of nine cadavers
could be imaged at the fringe-scanning setup over
the course of 2 years and 8 months. A reader study
was designed to evaluate dark-field and transmission
signal strength in different sections of the lungs, and
were compared to pathological findings from CT ref-
erence measurements. These results are presented
in section 5.3, and have been previously published
in [Fing+19].

All three publications summarized in this section are
open-access articles published under the Creative
Commons Attribution License (CC BY 4.0, https://
creativecommons.org/licenses/by/4.0/), which allows
adaptation and redistribution in any format and for
any purpose, as long as the original authors are cred-
ited, and if it is indicated whether changes were made
to the original (which is the case here). These changes
are explained in detail in the introductions to the re-
spective sections.

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
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5.1 Improved detection of pneu-
mothorax in pigs via dark-field
radiography

The majority of content presented in this section has
been previously published in “Depiction of pneumoth-
oraces in a large animal model using x-ray dark-field
radiography” by K. Hellbach, A. Bähr, F. De Marco et al.
in Scientific Reports, 2018 [Hell+18a]. The presented
Figures have been slightly modified, a Figure has been
added, and some footnotes were added to explain
medical terminology. Technical information about the
lung-scanning setup has been omitted. The reader is
instead referred to chapter 3 (starting on page 69) for
this information.

My primary contribution to this work has been the cal-
culation and post-processing of the image data, the
design of software tools for (and assistance with) quan-
titative image analysis, as well as the preparation of
the technical aspects of the original manuscript.

5.1.1 Motivation

A pneumothorax is characterized by the presence of
air in the pleural cavity1 that leads to a collapse of the
affected lung [Choi14]. Causes may be iatrogenic2,
posttraumatic3, or idiopathic4; pneumothoraces often
require immediate treatment in order to avoid severe
health consequences [Weis+00]. Medical imaging is
usually required to reliably diagnose a pneumothorax,
as clinical signs are often unspecific and do not reflect
the amount of air in the pleural cavity [Yarm+12].

Chest computed tomography serves as the standard
of reference in diagnosing and sizing pneumotho-
races [Kell+06]. However, its use is limited in clini-
cal practice due to relatively high cost and radiation
dose, as well as inconvenience for critically ill pa-
tients [Rank+00]. As conventional chest radiographs
are readily available, cost- and time-effective, they are
usually the first test ordered for a suspected pneumoth-
orax [Toci+85], although there are limitations result-

1Potential space between the membranes (pleurae) covering the
lung and the chest wall, respectively. These membranes are only
connected via a thin liquid film, which allows them to glide against
each other during breathing [Sala11, ch. 23].

2Caused by medical intervention
3Caused by physical injury
4Of unknown origin

ing in a considerable number of missed pneumoth-
oraces [Brar+10; Moya+07; Neff+00]. Due to the low
density of lung tissue, the difference in attenuation
between air and lung is very small and can be eas-
ily overlooked. In fact, when physicians other than
radiologists interpret radiographs, up to 76% of pneu-
mothoraces are missed [Ball+09]. Comparatively high
rates of misdiagnosed pneumothoraces have also been
reported for inexperienced radiologists [Aitc+93].

If the patient is in an upright position while the ra-
diograph is taken, the air in the pleural cavity usually
collects around the lung apices where a thin, sharp
line, which might be masked by the rib shadow, in-
dicates the edge of the lung. However, in critically
ill patients, chest X-rays need to be acquired in the
supine position with air accumulating in the ventral5

pleural space [Gord80] resulting in an overall sensitiv-
ity of only 50% [Omar+10]. Tubes and lines can further
reduce the diagnostic sensitivity [Brow+12].

5.1.2 Large animal protocol

All animal procedures were performed with permis-
sion of the local regulatory authority, Regierung von
Oberbayern (ROB), Sachgebiet 54, approval number
AZ 55.2-1-54-2532-61-2015. The ethics committee re-
viewed the application according to §15 TSchG Ger-
man Animal Welfare Law. German Landrace Hybrid
pigs [wild type, Chair for Molecular Animal Breeding
and Biotechnology, Ludwig-Maximilians-University
Munich breeding facility; n = 8 (ex vivo n = 3; in
vivo n = 5), weight=(25.8±5.9)kg; age: 2.5 months
to 3 months, anterior-posterior thoracic diameter
(20.2±2.3)cm] served as experimental animals in this
study.

Pigs measured ex vivo were euthanized immediately
before intubation and image acquisition. Pigs meas-
ured in vivo were sedated by intramuscular application
of ketamine (Ursotamin®, Serumwerk Bernburg, Ger-
many, 20mg/kg) and azaperone (Stresnil®, Elanco An-
imal Health, Bad Homburg, Germany, 2mg/kg). Anes-
thesia was accomplished by an initial intravenous bo-
lus injection of propofol (Propofol 2%, MCT Fresenius,
Fresenius Kabi, Langenhagen, Germany) and contin-
ued using a syringe pump (Injectomat® MC Agilia, Fre-
senius Kabi, Langenhagen, Germany) for permanent
application of propofol, quantitatively adjusted to the

5Towards the front of the body (i.e., the belly)
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animals’ individual needs. Heart frequency and oxy-
gen saturation were monitored throughout the whole
experiment using a pulse oximeter (Palmcare Plus,
Medical Econet, Oberhausen, Germany).

Both pigs measured ex vivo and in vivo were intu-
bated and kept under automated breathing using a
mechanical respirator (Fabius® Plus 2, Drägerwerk AG
& Co. KGaA, Lübeck, Germany) throughout the exper-
iment. Mechanical ventilation parameters were set
to: 12breaths/min respiratory rate, 15ml/kg breath
volume per body weight, 22mbar peak airway pres-
sure, 2mbar PEEP (positive end-expiratory pressure6).
In order to acquire dark-field and transmission im-
ages of the animals’ lungs, breathing was stopped for
the duration of the measurements with a constant air-
way pressure of 12mbar. As the pigs were placed in
an abdominal position, all images were acquired in
posterior-anterior (p.a.) direction.

The pigs’ lungs were imaged before and immedi-
ately after induction of a unilateral pneumothorax.
Pneumothoraces were induced 10 minutes after intra-
venous application of 0.05mg fentanyl for analgesia.
The skin was incised at the level of the anterior axil-
lary line7, between the fifth and seventh intercostal
space8. The correct intercostal space was identified us-
ing sonography. Subsequently, a thin catheter (Central
Venous Catheterization Set with Blue FlexTip Catheter,
Arrow International, Morrisville, North Carolina, USA)
was placed in the pleural cavity. A Heidelberger elon-
gation9 and a three-way stopcock were attached to the
catheter and the pleural space was insufflated with
50 ml to 500 ml air, using a 50ml perfusion syringe
(Perfusion Syringe, Becton, Dickinson and Company,
Franklin Lakes, New Jersey, USA) to generate variously
sized pneumothoraces [Ovel+12].

After image acquisition, the animals measured in vivo
were sacrificed under anesthesia by intravenous injec-
tion of 0.1ml/kg body weight T61® (Intervet GmbH,
Unterschleißheim, Germany). Subsequently, a com-
puted tomography (CT) scan (GE Discovery CT750,
General Electrics Healthcare, USA) of all animals was
performed to serve as the standard of reference for the
induction of the pneumothorax.

6The lowest pressure in the lung during the breath cycle in me-
chanical ventilation, which is “positive”, i.e., greater than ambient
pressure.

7Imaginary line that runs along the length of the thorax on either
side of the body

8Space between adjacent ribs
9Plastic extension tube

5.1.3 Imaging parameters and post-
processing

The X-ray source was operated at 70kVp and tube cur-
rents of 340 to 450mA. Each part of the field of view
received 25 X-ray pulses, resulting in a total scan time
of approx. 40s. The parameters of the used setup are
discussed in detail in chapter 3. Dark-field and attenu-
ation images were calculated using the “full retrieval”
algorithm described in section 4.2.2d on page 96.

To optimize overall image impression, a set of post-
processing filters was used for the dark-field images in
Fig. 5.2, 5.3, and 5.4 that is somewhat different from
the ones used in the original publication. First, the cor-
rection algorithm for moiré fringe artifacts described
in [DeMa+18] was selectively applied to affected areas
of the field of view. Then, a selective Fourier-based
filter was used to detect and low-pass-filter areas with
grating tile gaps (cf. section 4.3.2 on page 105), and a
3×3 binomial filter kernel was finally applied to the
whole image. For quantitative analysis (see below),
these steps were not applied.

5.1.4 Quantitative image analysis and sta-
tistical analysis

To calculate CNRs, data from low-pass-filtered dark-
field images and unfiltered transmission images were
used. Filtering was performed using a 2D Gaussian
filter kernel with a FWHM of 3.25pixels (1.1mm in the
object plane) in both dimensions. This was done to
ameliorate the inferior noise characteristics of X-ray
dark-field imaging (compared to regular radiography)
and trade a CNR increase for a decrease in spatial reso-
lution. Using this filter, very small features (of the order
of the filter FWHM) become undetectable, but other
features (such as the examined pneumothoraces) are
delineated more clearly. This was deemed acceptable
because no significant features could be discerned in
the unfiltered dark-field images that were lost due to
filtering. The filter was not considered useful for the
transmission modality because it improved CNR only
marginally.

To quantify dark-field and transmission signal intensi-
ties in the area of the pneumothorax and the adjacent
lung, regions of interest (ROIs) were defined. The ROIs
were placed in the air-filled pleural space and in the
adjacent lung parenchyma; as illustrated in Fig. 5.1,
care was taken to exclude the rib cage as well as me-
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diastinal structures10. Identical ROIs were used for
transmission and dark-field images. As transmission
and dark-field images result from the same exposure,
they are perfectly registered. The contrast-to-noise ra-
tio (CNR) between the air-filled pleural cavity and the
adjacent lung tissue was calculated for dark-field and
transmission images according to the equation

CNR =
∣∣µL −µP

∣∣√
σ2

L +σ2
P

, (5.1)

where µL and µP represent the mean values of the sig-
nals over the lung and pneumothorax ROI, respectively,
and σL and σP are the corresponding standard devia-
tions. To quantify dorsal pneumothoraces11, the pro-
jected area in the object plane of the lung located be-
hind the diaphragm was identified by placing an ROI
around the scattering lung before and after a unilateral
pneumothorax was induced. The same was done for
the side of the lung that was not affected by a pneu-
mothorax, therefore serving as an internal control.

Means and standard deviations for lung sizes and sig-
nal intensities from dark-field and transmission im-
ages were calculated. Results were tested for statis-
tical significance by using Student’s two-tailed t test
for paired samples. For the sample size of n = 6, a
power of 1 − β = 99.9% was calculated for a mean
paired difference of µd = 1.933 with a standard devi-
ation ofσd = 0.734 and a level of significance ofα= 5%.
MedCalc® (version 14.12.0, Mariakerke, Belgium) was
used for all statistical calculations.

5.1.5 Lateral pneumothoraces: visual &
quantitative analysis

As proven by CT, all experimental animals had devel-
oped a unilateral pneumothorax. All three pigs meas-
ured ex vivo and three out of five pigs measured in vivo
presented with a lateral pneumothorax12 after instilla-
tion of air in the pleural space.

The area of a pneumothorax could be easily identi-
fied as a non-scattering space between the lateral por-
tion of the rib cage and the strongly scattering lung

10The mediastinum contains e.g. the heart, esophagus, and tra-
chea

11Air accumulation in the part of pleural space towards the back of
the animal. This may occur if the animal is in an abdominal position
since the dorsal region is then the highest point of the pleural space.

12Air accumulation along the left or right side of the thorax

1 cm

Pneumothorax ROIs Lung ROIs

Figure 5.1: Example ROIs selected for the calcula-
tion of CNR values, superimposed onto transmis-
sion images. All ROI sections are manually drawn poly-
gons, defined with scripts using the matplotlib plotting
library for Python [Hunt07]. Care was taken to exclude
ribs and the catheter from the selected regions.
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parenchyma in dark-field images. Even small pneu-
mothoraces, which were occult in the corresponding
transmission images, were visible in the dark-field im-
ages because of the high signal contrast between the
lung parenchyma and the pleural cavity (Fig. 5.2c and
5.4g).

Major pneumothoraces were visible in both dark-field
and transmission images. A thin, sharp pleural line
in the peripheral parts of the affected thoracic side
marked the area of a pneumothorax in transmission
images. The area lateral to this pleural line was more
radiolucent than the lung parenchyma, indicating the
presence of free air in the pleural cavity. In dark-field
images, a non-scattering, dark area next to the scat-
tering lung parenchyma indicated major pneumoth-
oraces. However, the identification of pneumotho-
races in transmission images was more challenging
compared to the diagnosis in dark-field radiographs,
mainly due to a rather small contrast difference be-
tween the inflated lung and the air-filled pleural space.

CNRs were calculated to quantitatively evaluate the
observations from qualitative image analysis of lat-
eral pneumothoraces. When comparing lung-to-
pneumothorax CNRs in the dark-field and transmis-
sion modalities, a significantly higher CNR was meas-
ured in low-pass-filtered dark-field images (3.65±0.9)
than in unfiltered transmission images (1.13±1.1, p =
0.002). Several regions of interest determined for CNR
analysis are shown in Fig. 5.1. CNR was 1.14±1.1 for
low-pass-filtered transmission images and 2.45±0.7
for unfiltered dark-field images.

5.1.6 Dorsal pneumothoraces: visual &
quantitative analysis

For two lungs, a lateral pneumothorax could not be
detected, although the pleural spaces were inflated
with considerable amounts of air (50 and 150ml). As
the pigs were placed in the abdominal position, the
pleural line could not be detected laterally, as the air
in the pleural space accumulates dorsally, along the
space that is located uppermost [Gord80], which—in
this study setup—is the posterior basal space, located
behind the diaphragm and the organs of the upper
abdomen, causing the lung parenchyma in this area to
collapse.

When carefully analyzing the dark-field images before
pneumothorax induction, the dorsal parts of the lower
lung that are located behind the diaphragm showed a

weak but still clearly visible dark-field signal (Fig. 5.3).
These sections of the lungs appeared considerably
smaller after induction of a pneumothorax, indicating
a partial collapse of the affected lung due to compres-
sion by pleural air located in the uppermost areas of
the thorax.

After quantifying the projected area of the lung located
behind the diaphragm (which is possible as the scatte-
ring lung is directly and exclusively visible in the dark-
field images), a significant decrease of inflated lung
parenchyma was found after a unilateral pneumotho-
rax was induced [mean area of the affected lung before
the induction of a pneumothorax: (62.8±7.8)cm2, af-
terwards: (50.0±7.2)cm2; −20.5%; p < 0.0001; n = 8].
The area of the unaffected side was analyzed as an
internal control, showing no significant difference in
size before and after the induction of a pneumoth-
orax [mean area of the affected lung before a pneu-
mothorax was induced: (57.6±10.3)cm2, afterwards:
(57.0±7.5)cm2; −0.3%; p = 0.9; n = 8]. This unilateral
decrease is illustrated for one animal in Fig. 5.3.

In the corresponding transmission images, a slight in-
crease in transparency with consecutively sharper mar-
gins of the basal pleural space was slightly visible, serv-
ing as a discrete, indirect sign for a pneumothorax, the
so-called deep sulcus sign (Fig. 5.3d) [Gord80].

5.1.7 Discussion

Even initially small pneumothoraces have the poten-
tial to dramatically enlarge over a short period of time,
making early and reliable diagnosis of this disease es-
sential to prevent serious health consequences, such
as a tension pneumothorax, which—if not detected
and treated immediately—will result in cardiac fail-
ure [Robe+15]. Accurate diagnosis of a pneumotho-
rax is affected by the low contrast between radiolu-
cent lung parenchyma and the air-filled pleural space
in conventional transmission images [Auke+12]. As
chest radiography is the standard diagnostic tool for
the detection of pneumothoraces, adding the informa-
tion provided by dark-field images may significantly
increase the diagnostic sensitivity.

The lung contains a myriad of air-tissue interfaces
due to its alveolar microstructure. This leads to a
pronounced coherent scatter of X-rays, resulting in
a strong dark-field signal, which significantly increases
the contrast between the lung and the air-filled pleu-
ral space. A previous study in a murine model has
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Figure 5.2: Pneumothoraces of different sizes depicted in X-ray dark-field and transmission images. Chest
radiographs of the same pig (in vivo) just before (a, b) and after application of 250ml air (c, d) and 500ml air
(e, f) in the left pleural space, comparing transmission images (lower row) with the corresponding dark-field
images (upper row). A pneumothorax is indicated in dark-field images as a dark area adjacent to the rib cage on
the left side (arrows). After application of 250ml of air, a small pneumothorax was only visible in the dark-field
image, indicated by a discrete widening of the left pleural space.
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Figure 5.3: Dorsal pneumothorax of a living pig in dark-field and transmission imaging. Scattering lung
parenchyma is directly visualized in dark-field images, even if located behind the diaphragm, enabling a
quantification of the area of the inflated lung. Before the induction of a pneumothorax (a, c): affected side
(orange) 72cm2, unaffected side (blue) 55cm2. After the induction of a pneumothorax (b, d): affected side
(orange) 61cm2, unaffected side (blue) 56cm2. Indirect signs, such as an increased hyper-transparency in
the basal parts of the affected lung and consecutively sharper edges of the pleura, indicate the presence of a
pneumothorax in the corresponding transmission image (arrows).

demonstrated the detection of pneumothoraces to be
markedly improved when analyzing dark-field com-
pared to transmission images [Hell+16]. We now trans-
lated the experimental setup from a small animal to a
large animal model in order to identify the potential
diagnostic value of dark-field imaging in a setting sim-
ilar to clinical reality. Using a prototype large-object
X-ray dark-field scanner, it is now possible for the first
time to depict lungs comparable in size to a human
organ.

In line with our hypothesis, we were able to show that
diagnosis of pneumothoraces can be facilitated using
this new imaging method. Since the CNR between
the area of a pneumothorax and the adjacent lung
was significantly higher for the dark-field than for the
transmission signal, identification of very small, lateral
pneumothoraces was exclusively possible in dark-field
images. Additionally, diagnosis of dorsal pneumotho-
races was facilitated due to the high signal of the lung
parenchyma, which was visible even when the basal
parts of the lungs were located behind the organs of
the upper abdomen.

Clinical relevance of dorsal pneumothorax Espe-
cially when thinking of a potential clinical implemen-
tation of this imaging technique, facilitated diagnosis
of dorsal or (if the images are acquired in supine po-
sition) ventral pneumothoraces is of special interest:
Severely ill patients, e.g. those in intensive care, have
a high risk of suffering from a pneumothorax because
they need to undergo various interventions (such as
placement of a central venous catheter or thoracente-
sis13) that might result in a pneumothorax [Lois+13].
Supine chest X-rays are routinely ordered to exclude
this complication [Eise+12]. As the sensitivity of di-
agnosing a ventral pneumothorax with conventional
transmission imaging is limited, an imaging technique
directly visualizing collapsed lung parenchyma is of
great advantage. The deep sulcus sign, an indirect
and rather unspecific sign for the presence of a ven-
tral/dorsal pneumothorax, is difficult to detect, com-
pared to the direct visualization of lung parenchyma
using X-ray dark-field imaging. As transmission and
dark-field radiographs are generated at the same time,

13Procedure to remove air or fluid from the pleural space via a
hollow needle
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Figure 5.4: Conventional and dark-field chest radiographs of four additional animals (a–f: ex vivo, g and h:
in vivo), after induction of a pneumothorax on the right side (yellow arrows). In the dark-field projection of the
animal measured in vivo (g), some artifacts originating from the heart beat are visible (red arrows). This Figure
is an addition to the content of the original paper.
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combining information from both imaging modalities
(anatomic details such as margins of the pleural cavity
in transmission images, collapse of lung parenchyma
in dark-field images) is possible with this imaging set-
up.

Detection of small lateral pneumothorax The visu-
alization of very small, lateral pneumothoraces was
exclusively possible using dark-field imaging in our
study setting. Because of the increased CNR between
lung parenchyma and pneumothorax in dark-field im-
ages, even discrete pleural detachment was visible. As
a control image was acquired prior to the induction of
a pneumothorax, comparison of both images might
lead to an increased visibility of the pneumothorax. To
answer the question whether dark-field imaging can
actually facilitate the diagnosis of small lateral pneu-
mothoraces, further research, for example by imple-
mentation of a reader study, is required.

Motion artifacts A clear distinction between animals
measured in vivo and ex vivo was possible in dark-field
images due to motion artifacts appearing as horizon-
tal streaks located at the edges of the heart caused by
the heartbeat (Fig. 5.2, 5.3, 5.4g). These artifacts re-
sult from organs entering and/or exiting a given image
region while the intensity fringe pattern is scanned
over it. The intensity modulations from the movement
are then misinterpreted during signal extraction as an
intensity modulation due to small-angle scatter. The
artifacts present as horizontal lines (orthogonal to the
scanning direction), similar to the spatial orientation
of the fringe pattern, suggesting that artifact magni-
tude is related to fringe pattern phase.

Sources of noise When calculating the CNRs for
transmission images smoothed like the dark-field pro-
jections (1.14±1.1, method described in section 5.1.4),
CNR for smoothed dark-field images still was signifi-
cantly higher (p = 0.002). The same was found when
comparing the CNR for unfiltered dark-field images
(2.45±0.7) to that of unfiltered transmission images
(p = 0.03). We emphasize that the measured stan-
dard deviations are (for both modalities) a combina-
tion of photon noise and “anatomical noise” (actual
variation of signal levels within the ROI due to unre-
solvable lung structure, i.e. not a truly random effect,
see e.g. [Hoes+05]). It is challenging to separate both

effects from the limited number of scans. The fact
that transmission CNR values are hardly increased
by low-pass filtering suggests that they are limited
by anatomical noise (of low spatial frequency). This
would also suggest that detector dose increase only
provides marginal improvements in the attenuation
modality: Excluding changes in spatial resolution, the
applied filter should be equivalent to a 25-fold dose
increase (five-fold CNR increase) in areas where pixel
values are uncorrelated and normally distributed with
equal mean and variance. For the dark-field modality,
the CNR increase is greater, but this may also partly
be due to anatomical noise: the high granularity of
lung parenchyma may lead to a variation of dark-field
signal levels of high spatial frequency. This is currently
indistinguishable from photon noise, and would be at-
tenuated more strongly by filtering than low-frequency
anatomical noise in the transmission image. Experi-
ence from pathologies in small animal models leads us
to believe that such a high-frequency signal variation
has limited diagnostic value, i.e., moderate low-pass
filtering probably does not affect the diagnostic value
of dark-field images.

Determining the true spatial dark-field signal variation
within the lung would require e.g. a time series of per-
fectly registered scans. This is not possible with the pre-
sented imaging protocol, since ventilation may only
be stopped for one scan at a time and ventilation pres-
sure during breath stop cannot be replicated perfectly,
limiting registration quality. Since no structures are
clearly recognizable within each ROI, anatomical noise
appears to affect image quality in the same fashion as
true noise. We therefore believe that the combination
of both noise sources presents a reasonable measure
for quantifying the discriminability of pneumothorax
and lung parenchyma.

CT reference data CT scans of the lungs served as
the standard of reference in this study to prove the
presence of a pneumothorax (cf. Fig. 5.5). The scans
can however not be used to draw a conclusion about
the size of the pneumothoraces: as the CT device was
not located in the same facility as the large-animal X-
ray dark-field scanner, the pigs had to be disconnected
from the mechanical respirator. Although the animals
remained intubated and the aboral part of the laryn-
geal tube as well as the thoracic puncture site were
carefully sealed, an enlargement of the pneumotho-
races during transport could not be ruled out.



125 5.1. Improved detection of pneumothorax in pigs via dark-field radiography

A B

C D

E F

2 cm

-1000 -500 0 500 HU

Figure 5.5: Transverse (left) and coronal (right) CT
slices of three pigs after pneumothorax induction.
The animals were euthanized prior to CT imaging due
to the necessary transport. The catheter used for pneu-
mothorax induction is visible in (c). Slice thickness:
2.5 mm (transverse) / 3.0 mm (coronal).

Dose considerations The dose area product (DAP)
in our study was determined to be 0.5Gycm2.
Assuming a conversion coefficient between DAP
and effective dose applicable for clinical chest
X-ray in posterior-anterior (PA) orientation (K =
0.16mSv/(Gycm2) [Wall+11]), this would deliver an
effective dose of 80µSv. This is approximately six
times as much as that of a conventional PA chest X-
ray [Wall+11], which may be acceptable given the addi-
tional information provided by the dark-field images.

Limitations and outlook The results of the pre-
sented work need to be seen in light of the study design
and its limitations. Because this study was designed as
a feasibility study, only a small number of animals was
used for the experiments. Due to animal welfare rea-
sons, the number of experimental animals also needed
to be limited to the utmost minimum. In this study,
ex vivo as well as in vivo animal setups were used to
obtain dark-field and transmission images of pneu-
mothoraces. For signal analysis, data of both animal
groups was combined. This was possible as no statisti-
cally significant difference between in vivo and ex vivo
measurements for transmission and dark-field CNRs
was found.

Before dark-field imaging of the lung can be used in
a clinical setting, further technical developments are
required. The image acquisition time for this setup
is 30 to 40s. Especially for elderly people or patients
with impaired lung function, breath-hold times of 30s
are often unachievable [Gay+94]. To avoid breathing
artifacts, an image acquisition time of 5s should not
be exceeded.

In conventional chest radiography, tube voltages of up
to 125kV are commonly used [McAd+06], whereas the
presented setup was operated at 70kV. Radiologists’
image impression of conventional X-rays produced
at these different tube voltages differs significantly. A
transition of dark-field radiography to higher voltages
would thus be beneficial from a diagnostic point of
view. To evaluate whether this is possible while main-
taining a sufficient quality of dark-field images, further
research is necessary. To simultaneously achieve high
visibility and a significant dark-field signal at X-ray en-
ergies far beyond 70keV, gratings with small periods
(to achieve high sensitivity) and high absorber heights
(to achieve high visibility) are required. Achieving such
high aspect ratios may require further advances in grat-
ing development.
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The optimal trade-off between resolution and dark-
field signal levels should also be evaluated: although
spatial resolution could be increased by reducing pixel
size (e.g., disabling binning), we believe that the as-
sociated noise increase may not be desirable from a
diagnostic point of view.

This feasibility study is an important step towards fu-
ture clinical implementation of the X-ray dark-field
imaging technique. It was not only possible to visual-
ize lungs comparable to the size of human organs, but
the diagnosis of pneumothoraces was also facilitated
by the addition of information from dark-field images.
Prospectively, this may offer the opportunity to im-
prove clinical care for patients suffering from pneu-
mothoraces.
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5.2 Correlation of dark-field signal
with lung thickness and venti-
lation pressure

The findings presented here have previously been
published in the article “Contrast-to-noise ratios and
thickness-normalized, ventilation-dependent signal
levels in dark-field and conventional in vivo thorax
radiographs of two pigs” by De Marco et al. (2019,
Ref. [DeMa+19]). Compared to this work, the Figures
and some wordings have been slightly modified, and
the notation of dark-field quantities as introduced in
section 5.2.2d was changed to be consistent with the
rest of the work. Finally, the technical introduction
to dark-field imaging and the used setup have been
omitted. The reader is instead referred to chapters 2
and 3 for this information.

My main contribution to this work was for the design
of the imaging study (measurement at multiple states
during the breath cycle, and co-registered placement
of the animals during CT measurements), the genera-
tion of dark-field and conventional radiographs, data
analysis and interpretation, writing the majority of the
manuscript, and performing the phantom measure-
ments. The in vivo imaging experiments were only
possible thanks to the hard work of Dres. Andrea Bähr
and Michaela Dmochewitz from the Institute of Molec-
ular Animal Breeding and Biotechnology (University
Munich), as well as Dr. Katharina Hellbach from the
Department of Radiology at the University Hospital
Munich.

5.2.1 Introduction

For pigs—and likely also humans—the magnitude of
the dark-field signal varies considerably between dif-
ferent stages of the breathing cycle. Since the medical
promise of pulmonary dark-field radiography lies in
detecting pathological microstructural changes, it is
of major importance to distinguish these from normal
changes induced by breathing.

In dark-field radiography, signal strength is described
by a line integral through the entire lung, along the
direction of projection. The contribution of a given
volume element to this integral however depends on lo-
cal microstructure, specifically on the autocorrelation
function values of electron density at a few microme-
ters or less [Yash+10; Lync+11; Stro14]. Dark-field sig-
nal strength is thus a function of structural parameters
on multiple length scales.

Lungs consist of hierarchical airway and blood vessel
networks, with relevant length scales ranging from cen-
timeters for the bronchi, down to a few micrometers
for alveolar walls (septa). The forces acting on the lung
exert mechanical strain on these structures, leading
to structural changes on all length scales during the
breathing cycle [Roan+11]. The relationship between
breathing state and dark-field signal is thus potentially
very complex.

Furthermore, the mechanics of alveolar expansion are
not fully understood, as methods for in vivo imaging
of alveolar structures are limited: For example, optical
coherence tomography (OCT) is able to resolve alveo-
lar structures in the living lung, but only in depths up
to 2–3mm below the lung surface [McLa+14].

Multiple models for alveolar dynamics in the breath-
ing cycle have been proposed, such as isotropic alve-
olar expansion/contraction, (de-)recruitment of alve-
oli, and alveolar shape change. Although there is evi-
dence in favor of each model, the overall results sug-
gest that a combination of isotropic expansion and
alveolar shape changes is at work [Roan+11]. In partic-
ular, an in vivo time-resolved OCT imaging study on
pigs found a predominance of uniformly expanding
alveolar clusters [Nama+13].

Although calculations of X-ray dark-field signal from
wave-optical simulation of simple models have been
performed [Male+12; Vign+18], currently available data
is too imprecise and contradictory to develop an accu-
rate three-dimensional model of a breathing lung with
sufficiently high resolution.

Thus, the present work seeks to identify individual con-
tributions of microscopic and macroscopic changes in
the lung to dark-field signal by experimental means,
namely by correlating in vivo dark-field radiographs
of the porcine lung to several macroscopic parameters
retrieved by subsequent in vivo imaging of the pigs
in a medical CT device.

Furthermore, motivated by results in [Hell+17] (cf. sec-
tion 5.1), where dark-field CNR of pneumothoraxes
were found to exceed those from conventional X-ray,
we combine results from the correlation analysis with
phantom measurements and calculations. This allows
us to compare CNR of dark-field and conventional ra-
diographs in the absence of anatomical structure, and
thus, to examine the relative importance of various
factors to CNR performance under realistic imaging
conditions.
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5.2.2 Materials and methods

The goal of the calculation steps presented here is to
combine the volumetric data obtained from the CT
scans with the dark-field projection data acquired in
the radiographic fringe-scanning acquisition, and to
compare noise and CNR for the conventional and dark-
field radiographs. The relationship between individual
calculation steps and procedures, as well as their data
output are summarized in Fig. 5.6. Individual proce-
dures or calculations are shown as rectangles, whereas
data exchanged between them are shown as ellipses.

Dark-field radiographs retrieved by the fringe-
scanning setup (section 5.2.2b) are beam-hardening-
corrected using previously acquired dark-field data of
plastic absorbers of various heights (section 4.3.1 on
page 101). A number of phantom measurements were
then performed to reproduce the range of dark-field
and attenuation values achieved in the lung region to
allow measurement of noise levels (section 5.2.2i).

As detailed in section 5.2.2e, the lung is segmented
from the CT data and a renormalized version of the
CT data, which is masked to the lung volume, is calcu-
lated. These two data sets are then forward-projected,
which yields maps of lung thickness and attenuation-
equivalent water height. Their registration with data
from the dark-field imaging setup is fine-tuned via
application of an algorithm which applies elastic trans-
formations to the thickness maps (section 5.2.2f).

Pixel-by-pixel correlation of the thickness and
attenuation-equivalent water height maps with
appropriate weighting (section 5.2.2g) then yielded
mean values for the lungs’ dark-field extinction
coefficient (section 2.5.8c on page 62), as well as a ratio
of dark-field signal per attenuation-equivalent water
height. Dividing the latter quantity by the effective
linear attenuation coefficient for water retrieved by
spectral simulations (section 5.2.2h) retrieves the
mean “normalized scatter” value of lung tissue.

Combining this result with the ratio of dark-field and
attenuation noise levels (retrieved from calculations
and phantom measurements) finally allows calcula-
tion of dark-field and attenuation contrast-to-noise
ratio (CNR) for any given thickness difference of lung
tissue.

5.2.2a In vivo imaging procedure

Two German Landrace Hybrid pigs were used (wild
type, Institute of Molecular Animal Breeding and
Biotechnology, Ludwig Maximilian University Munich
breeding facility; animal 1: male, animal 2: female;
weight: 25kg each; age: 3 months; microbiological
status not assessed). Animals were kept in conven-
tional housing on continuous solid floor with straw
bedding in age-matched groups. Animals were pro-
vided commercially-available pig feed and had unlim-
ited access to water. Prior to the experiments, the ani-
mals were visually appraised by a veterinarian and no
abnormalities were found.

The animals were sedated by intramuscular appli-
cation of ketamine (Ursotamin®, Serumwerk Bern-
burg AG, Bernburg, Germany, 20mg/kg) and azaper-
one (Stresnil®, Elanco Deutschland GmbH, Bad Hom-
burg, Germany, 2mg/kg). Anesthesia was continued
by intravenous injection with propofol (Propofol 2%,
MCT Fresenius, Fresenius Kabi AG, Langenhagen, Ger-
many) using a syringe pump (Injectomat® MC Agilia,
Fresenius Kabi AG, Langenhagen, Germany) with dose
adjusted to effect. This method of anesthesia was ap-
plied to exclude spontaneous breathing during the ex-
periment.

The animals were kept under automated ventilation
throughout using an anesthesia machine (Fabius®

Tiro, Drägerwerk AG & Co. KGaA, Lübeck, Germany).
Heart rate and oxygenation were monitored continu-
ously using a pulse oximeter. Oxygen saturation did
not fall below 90% at any point during the experiments.
For imaging, ventilation was paused for the duration
of dark-field radiographs and CT scans (max. 60s at
a time) with constant pressures of 2, 11, or 20mbar in
the airways, thus simulating expiration, intermediate
inspiration, and full inspiration. All constant pressure
values were set after achieving peak inspiratory pres-
sure, i.e. during exhalation.

All animal procedures were performed with permis-
sion of the local regulatory authority, Regierung von
Oberbayern (ROB), Sachgebiet 54, 80534 Munich, ap-
proval number AZ 55.2-1-54-2532-61-2015. The appli-
cation was reviewed by the associated ethics commit-
tee according to §15 TSchG German Animal Welfare
Law.

To terminate the experiment, the animals were euth-
anized under anesthesia by intravenous injection of
T61® (Intervet GmbH, Unterschleißheim, Germany)
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Figure 5.6: Flowchart of all processing and calculation steps. Data sets are shown as ellipses, operations
performed on data are shown as rectangles. References to Equations, Figures and Tables are given where
possible. Important findings are highlighted in color.
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according to the manufacturer’s instructions. The ex-
aminations were carried out in a non-survival experi-
ment under continuous anesthesia to reduce burden
on the animals. Sedation, anesthesia, imaging and
termination were performed in two adjacent labora-
tory spaces. The experiments were conducted on a
single day (7 AM until 3 PM) and were performed in
sequence, i.e. the above procedure was begun for the
second animal after euthanasia of the first animal. No
randomization or blinding was performed.

5.2.2b Imaging parameters

To determine a correlation between dark-field sig-
nal strength, airway pressure and projected thickness
of the porcine lung, the two pigs were subsequently
scanned at the dark-field scanning system and a medi-
cal 64-slice CT system (iCT SP, Koninklijke Philips N.V.,
Amsterdam, Netherlands). Two pigs were used instead
of only one to allow quantifying the amount of vari-
ation of analysis results between animals. With each
animal, three dark-field acquisitions and three helical
CT scans were performed, at airway pressures of 2, 11,
and 20mbar. In order to allow for accurate registra-
tion of image data, care was taken to achieve a similar
posture of the pigs and to precisely replicate the venti-
lation pressures in CT and dark-field measurements.

Detailed parameters of the dark-field scanning system
can be found in chapter 3. Each part of the field of
view received 25 X-ray pulses, resulting in a total scan
time of 40s. To optimize dark-field image quality, the
X-ray system was operated at 60kVp and a tube current
of 600mA. The achieve entrance surface dose (ESD)
per scan was 913µGy. This is only a slightly higher
value than for the acquisition parameters in [Hell+17]
(section 5.1): here, an ESD of 720µGy was achieved
at 70kVp and 340mA. CT acquisition parameters are
given in Table 5.1.

5.2.2c Calculation of dark-field and attenuation
values

We distinguish several definitions of “dark-field signal”
in this section:

• The measured visibility reduction D = V /V r, with
no applied corrections.

• The correction factor D (sp)(T ), which is measured
in a beam-hardening calibration measurement with
transmittance T .

• The beam-hardening-corrected value D (SAS) =
D/D (sp), as introduced in Eq. (4.29) on page 103.
However, this quantity may still deviate from the
true value due to the presence of detected Compton-
scattered radiation, or inaccuracies in the beam-
hardening correction procedure.

• Finally, the equivalent of D (SAS) in the absence of
detected Compton scatter: D (true).

Dark-field and attenuation images of one animal’s tho-
rax at two ventilation pressures are shown in Fig. 5.7.
They are presented logarithmically, i.e. as − lnD (SAS),
and − lnT , so that the signal values should be propor-
tional to the thickness of a homogeneous absorber
or scatterer, respectively. Dark-field projections are
beam-hardening-corrected according to the proce-
dure presented in section 4.3.1 on page 101.

5.2.2d Effect of Compton scatter on dark-field sig-
nal

At every point on the detector, measured intensity is
the sum of Compton-scattered and non-scattered ra-
diation: Itotal = IC + IU. IU depends on relative grating
shift φ via IU = IU(1+V (true) cosφ), whereas Compton-
scattered radiation is independent of φ, as it is inco-
herent and can thus not carry any visibility. Therefore,

Itotal(φ) = IU[1+V (true) cos(φ)]+ IC. (5.2)

The visibility derived from Itotal(φ) is thus

V =V (true)(1+ IC/IU)
−1

.

D = V /V r is also reduced by the same factor

(1+ IC/IU)
−1

, since blank-scan visibility values V r are
measured without a sample and are thus unaffected
by Compton scatter, i.e.:

D = D (true)(1+ IC/IU)
−1

.

Data from phantom measurements for beam-
hardening correction also contain Compton-scattered
radiation, but the ratio of intensities of Compton-

scattered and non-scattered radiation (I (sp)
C /I (sp)

U )
may deviate due to the differing spatial distribution
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Tube voltage Pitch Scan time CTDIvol Volume [mm3] Voxel size [mm3]

Animal 1 120kV 0.609 24.3s 24.7mGy 248×188×255 0.50×0.50×1.0

Animal 2 120kV 0.609 25.7s 24.3mGy 264×182×275 0.42×0.42×1.0

Table 5.1: Acquisition parameters for the CT scans. On each pig, three helical CT scans with the above acqui-
sition and reconstruction parameters were performed at ventilation pressures of 2, 11, and 20mbar. CTDIvol:
volume CT dose index as calculated by the CT device (per scan). Volume: smallest rectangular subset of the
reconstructed volume containing the entire lung. Dimensions for volume and voxel size: lateral × dorsoven-
tral × craniocaudal. Reconstruction was performed using filtered back projection with “Y-Sharp (YC)” convolu-
tion kernel. No noise reduction algorithms were applied.

A B

C D

2 cm

2 3 4

−0.1 0.1 0.3 0.5 0.7

-ln T

-ln D(SAS)

Figure 5.7: Transmission (a, b) and dark-field projec-
tions (c, d) from animal 1. (a, c): 2mbar ventilation
pressure (simulated expiration). (b, d): 20mbar venti-
lation pressure (simulated inspiration).

of material: Compton scattering occurs nearly
isotropically, and scattered radiation detected at a
certain position therefore originates from a large area
of the sample. The measured visibility reduction D (sp)

deviates from its Compton-free equivalent D (sp,true) by

D (sp) = D (sp,true)(1+ I (sp)
C /I (sp)

U )
−1

.

The beam-hardening correction then yields

D (SAS) (4.29)= D

D (sp)
= D (true)(1+ I (sp)

C /I (sp)
U )

D (sp,true)

= D (SAS,true)
(1+ I (sp)

C /I (sp)
U )

(1+ IC/IU)
, (5.3)

with D (SAS) being the value retrieved with Compton
scatter and D (SAS,true) without Compton scatter.

5.2.2e Lung segmentation and masking of CT data

Lung segmentation was performed in the CT image vol-
ume via thresholding of Hounsfield unit (HU) values.
For each CT volume, Llow and Lhigh were determined
as HU value bounds of all voxel inside the lung. For the
scans with 20 and 11mbar, Llow = −922HU, Lhigh =
−512HU, for the scans with 2mbar: Llow = −870HU,
Lhigh =−410HU. For each data set, the corresponding
segmentation volume S was defined as

Sx,y,z =
{

1 Llow < HUx,y,z < Lhigh

0 else
(5.4)

for each voxel (x, y, z). Small holes in S were removed
via binary closing with a (3×3×3) voxel kernel. The
determined thresholds were verified by comparison
of the segmented volume with the lung boundaries
visible in the original data set.



Chapter 5. Dark-field imaging studies of porcine and human thoraces 132

Furthermore, an attenuation coefficient relative to wa-
ter was calculated from the Hounsfield unit values h
via

µ

µH2O
= h −hair

hH2O −hair
, (5.5)

where hH2O = 0HU and hair = −1000HU are the HU
values of water and air, respectively. To be able to
isolate the portion of the attenuation signal originat-
ing from the lung, the volume of relative attenuation
values was “masked” by the segmentation S, yielding
the data set M :

Mx,y,z = Sx,y,z ·
(

µ

µH2O

)
x,y,z

(5.6)

The effect of segmentation and masking on one exam-
ple CT slice are illustrated in Fig. 5.8.

5.2.2f Forward-projection and registration of CT
with dark-field radiographs

Forward-projection of the binary segmentation vol-
ume S produces a map of its thickness d lung in the
direction of projection:

d lung
x,y =

∫
R(x,y)

S(~r )d~r , (5.7)

with S from Eq. (5.4) interpolated from the discrete
to the continuous domain, (x, y) a position in the de-
tector plane, and R(x, y) a straight line from the source
to position (x, y) on the detector. This quantity is in-
sensitive to density variations within the lung volume,
such as those occurring between different inspiration
states. An example is shown in Fig. 5.9a and 5.9b.

Forward-projection of the masked image of relative
attenuation coefficients M yields a height of an equiv-
alently absorbing layer of water. This can be seen by
equating an arbitrary projection integral with that of a
given water layer and solving for its height d H2O:

− lnTx,y =
∫

R(x,y)
S(~r )µ(~r )d~r

!=µH2O ·d H2O
x,y (5.8)

⇒ d H2O
x,y =

∫
R(x,y)

S(~r ) · µ(~r )

µH2O
d~r

(5.6)=
∫

R(x,y)
M(~r )d~r , (5.9)

with S, µ/µH2O, and M from Eq. (5.4)–(5.6) interpo-
lated from the discrete to the continuous domain to

allow integration. The maps of d H2O values retrieved
from two of the CT scans are shown in Fig. 5.9c and
5.9d. For the sake of brevity, we omit the (x, y) pixel
subscripts in the following. We use d H2O to interrelate
the transmittance values obtained by the dark-field
setup and the CT device: Since the two setups use very
different X-ray spectra and detectors with differing
spectral quantum efficiencies, the retrieved transmit-
tance values are not easily comparable. However, the
attenuation spectra of soft tissue and water are very
similar in the range of medically-used X-ray energies,
which means that the height level d H2O of water, which
is equivalent in attenuation to a given amount of lung,
is approximately independent of acquisition parame-
ters. Conversion of d H2O to logarithmic transmittance
values of the lung alone measured at the dark-field
setup is then possible by simulating the X-ray spec-
trum as seen by the detector and calculating the ef-
fective linear attenuation coefficient of water µH2O for
this spectrum.

Cone-beam forward-projection [interpolation of S, M
to the continuous domain and calculation of the inte-
grals in Eq. (5.7), (5.9)] was performed using a recon-
struction software package developed at the Chair of
Biomedical Physics, TUM. Projection geometry param-
eters were selected to match the true geometry of the
dark-field setup (as given in [Hell+17]), and projection
angles were manually adjusted to optimize registration
of the results with data from the dark-field setup.

Lastly, the plugin bUnwarpJ [Arga+06] for the image
processing software Fiji [Schi+12] was used to apply
elastic deformations to the projected CT data in order
to account for deviations between the positioning of
the pigs in CT and dark-field setup, and thus further im-
prove registration with the dark-field radiographs. In a
first step, feature pairs from projected CT data and the
corresponding attenuation image from the dark-field
setup were found by applying a block-matching algo-
rithm in Fiji. These pairs of image coordinates were
then used as input for bUnwarpJ, yielding a slightly
distorted version of the projected CT data.

Visual inspection showed a nearly perfect registration
of the image pairs, enabling more accurate calculation
of pixel-for-pixel correlations. Magnitude and shape
of the introduced distortion are visualized in Fig. 5.10
for one of the six data set pairs.
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Figure 5.8: CT slice and lung segmentation / masking. (a): Slice from reconstruction of one of the CT scans
(animal 2, 20mbar). (b): Segmentation S of the lung via thresholding as defined in Eq. (5.4), followed by binary
closing. Interior of bronchi and more strongly attenuating tissues (HU ≈ 0) are excluded. (c): Masked volume of
relative attenuation values M , as defined in Eq. (5.6).

5.2.2g Calculation of weighting coefficients for lin-
ear regression

We performed linear regression between − lnD (SAS)

and d lung, as well as between − lnD (SAS) and d H2O. To
account for variable noise levels across different re-
gions in the image, weighting of individual data points
was applied in accordance with a simplified version of
the model for the propagation of shot noise to the dark-
field modality, as presented in [Revo+10]. Specifically,
we used the equation

σ
[
D (SAS)]2∝ D (SAS)2

(V r)2I r

[
(V r)2

(
1+ 1

T

)
+2

(
1+ 1

T D (SAS)2

)]
,

(5.10)
where V r and I r are visibility and detected photon
counts in the reference scan. All quantities in Eq. (5.10)
are to be understood as functions of pixel indices (x, y).
Fit weights were set as w ∝ σ(D)−2. Simplifications
with respect to [Revo+10] are in assuming a constant
gain for sample and reference scan acquisition, and
a proportionality between I r and the signal of the
(energy-integrating) detector. Furthermore, the cited
equation assumes a phase-stepping acquisition of the
images, whereas the presented images were acquired
with a fringe-scanning acquisition. Since the model
for signal extraction is similar for both acquisition
schemes (see e.g. section 4.2.1 on page 92), Eq. (5.10)
is reasonably well applicable here.

5.2.2h Spectral simulation of attenuation coeffi-
cients for water

The MATLAB package spektr 3.0 [Punn+16] was used
to simulate X-ray spectra for two imaging situations,
namely the presented three-grating setup operated
at 60kV, and a system without gratings, operated
at 125kV (simulating a setup for conventional tho-
rax imaging, as they are typically operated at 125 to
150kV [Vogl+11]). The software calculates spectral X-
ray flux histograms of tungsten anode X-ray tubes with
1keV bins.

For both scenarios, tube filtration of 2.5mm Al was as-
sumed and the spectral fraction of absorbed X-ray flux
in a 600µm detector layer of CsI scintillation material
was then calculated. For the first scenario, filtering
due to the three gratings is also taken into account
(cf. Table 3.1 on page 79 for all setup parameters). The
energy-integrating property of the detector signal in a
flat-panel detector was modeled by multiplying each
energy bin of the spectral absorbed flux with the bin’s
photon energy before adding up all the products to
calculate the detector signal.

An effective linear attenuation coefficient for water
was calculated for each scenario by including atten-
uation due to various heights of water (up to 20cm)
in the spectral calculation, and performing linear re-
gression of logarithmic transmittance with respect to
water height. Nonlinearities due to beam-hardening
were found to be negligible.
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Figure 5.9: Forward-projections of segmented and
masked CT data. (a, b): Maps of projected lung thick-
ness d lung [forward-projections of segmentation vol-
umes S, see Eq. (5.7) and Fig. 5.8b]. (c, d): Maps
of attenuation-equivalent water level d H2O [forward-
projections of relative attenuation volumes M , see
Eq. (5.9) and Fig. 5.8c]. Both types of maps are from an-
imal 1, with 2 and 20mbar ventilation pressure (com-
pare Fig. 5.7). Larger airways are visible in both types
of maps, but density variations of lung parenchyma
are much more apparent in maps of d H2O.

2 cm

Figure 5.10: Elastic registration of forward-
projected CT data with dark-field radiographs.
Projected lung thickness d lung (animal 1, 2mbar),
shown with edge-enhancement before (black) and
after (red) elastic registration to fringe-scanning data.
Arrows indicate the magnitude and direction of local
shifts. Minimum and maximum shifts in the area of
the lung are 3.2 and 27.0 pixels. Using the effective
pixel size of the dark-field setup in a plane 10cm above
the sample table, these correspond to distances of 1.1
and 9.5mm. Mean displacement in the lung area is
17.3 pixels (6.1mm).
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5.2.2i Noise estimation from phantom measure-
ments and calculations

For the estimation of dark-field and transmission noise
levels, a phantom was constructed from polyoxymethy-
lene (POM, Hans-Erich Gemmel & Co. GmbH, Berlin,
Germany) and chloroprene (CR-L, W. Köpp GmbH
& Co. KG, Aachen, Germany). Four thickness com-
binations (d POM,d CRL) were measured to approxi-
mate dark-field and attenuation levels achieved in
different regions of the pig scans: (6.4cm, 3.0cm),
(9.6cm, 2.0cm), (9.6cm, 1.0cm), and (12.8cm, 0cm).

Relative noise levels were also calculated from dark-
field and transmission signal levels, adapting results
from [Revo+10]: It was assumed that detector gain is
identical for reference and sample scans, and that stan-
dard deviations of logarithmic modalities can be ap-
proximated by

σ(ln X ) ≈σ(X ) · ∂ ln x

∂x

∣∣∣∣〈X 〉
= σ(X )

〈X 〉 (X = D (SAS),T ).

(5.11)
We thus find that

σ
[
lnD (SAS)

]
σ [lnT ]

≈

√√√√1+ 2

(V r)2

1+ 1
T D(SAS)2

1+ 1
T

, (5.12)

where V r is the reference scan visibility, for which we
assumed the mean measured value of 0.365.

5.2.2j Calculation of attenuation signal fraction
due to the lung

Multiplying the water-equivalent map of the pig lung
(d H2O, cf. Fig. 5.9c and 5.9d) with the simulated atten-
uation coefficient of water in the dark-field setup at
60kV, µH2O

eff,60, yields a map of the attenuation signal due
to the lung alone. This can then be related to the corre-
sponding attenuation image − lnT of the whole thorax
from the dark-field setup (also acquired at 60kV, cf.
Fig. 5.7a and 5.7b) to yield a pixel map of the fraction
f of attenuation signal due to the lung:

f = lnT lung

lnT
=−

d H2OµH2O
eff,60

lnT
. (5.13)

5.2.3 Results

5.2.3a Magnitude of correction procedures

Beam-hardening correction of dark-field radiographs
has a significant influence on signal levels: The log-

arithmic secondary visibility reduction − lnD (sp) re-
trieved from calibration measurements was approxi-
mately 10% of logarithmic transmittance − lnT . Given
that the latter ranges between 2.0 and 4.0 in the
lung area of the radiographs (Fig. 5.11a), the beam-
hardening-corrected dark-field values − lnD (SAS) are
about 0.2 to 0.4 below the measured values − lnD,
namely in a range between −0.1 and 0.6 (Fig. 5.11a).

The method used for the registration of forward-
projected CT data onto the corresponding dark-field
radiographs (spline-based elastic deformation) im-
plies that the input data is being slightly distorted. Di-
rection and magnitude of this distortion are illustrated
for one pair of images in Fig. 5.10. Displacement of
lung features in this data set ranged between 1.1 and
9.5mm, with a mean displacement of 6.1mm.

5.2.3b Correlation between ventilation pressure
and signal level

For all six pairs of measurements (two pigs, three
values of ventilation pressure), the correlations of
− lnD (SAS) with both projected lung thickness d lung

and transmission-equivalent water level d H2O were
analyzed. In the outermost periphery of the lung, mi-
nor discrepancies in registration lead to large errors
due to the sharp transition between lung and the sur-
rounding tissue. This region, here defined as all pixels
with 0 < d lung < 3mm, was thus excluded from the
analysis.

To visualize the correlation of− lnD (SAS) with d lung and
d H2O, we avoided scatter plots because they are unable
to visualize details in regions of high plot point den-
sity. As shown in Fig. 5.12, we instead present bivariate
histograms, where local average point density, i.e. the
number of image pixels per hexagonal bin, is color-
coded.

The degree of linear correlation between − lnD (SAS)

and d lung, d H2O was quantified by linear regression
with weighting according to Eq. (5.10). A superposition
of regression results onto the corresponding bivariate
histograms is shown in Fig. 5.12.

The slope of the linear regression with respect to d lung

is equivalent to the “dark-field extinction coefficient”
(the dark-field equivalent to the linear attenuation co-
efficient µ, named µd in [Lync+11]), averaged over the
entire lung:

− ∂
[
lnD (SAS)

]
∂d lung

= 〈µd〉lung. (5.14)
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Figure 5.11: Dark-field and attenuation noise levels
in the lung area of one pig scan. (a): Bivariate his-
togram of signal values (− lnD (SAS), − lnT ) from in
vivo dark-field radiography of the pig thorax (ani-
mal 1, 20mbar). Pixels where d lung < 3mm are ex-
cluded. Four phantom measurements were performed
at similar signal levels to determine signal standard
deviations σ (red markers and error bars), σ[lnT ]
values are very small. (b): Ratio of standard devia-
tions σ[lnD (SAS)]/σ[lnT ] from the phantom measure-
ments (red markers), and theoretically calculated
values [Eq. (5.12), black contour lines], displayed as
a function of signal levels.

It decreases significantly with rising ventilation pres-
sure (by −33 and −42% from 2 to 20mbar), cf. Ta-
ble 5.2.

The observed decrease, both in −∂[lnD (SAS)]/∂d lung,
as well as in the lungs’ mean linear attenuation co-
efficient µ for rising pressure is related to the simul-
taneous increase of lung volume. As µ is propor-
tional to mass density for a given material, the inte-
gral of µ over the entire lung volume should be inde-
pendent of ventilation pressure. In other words, the
lungs’ mean linear attenuation coefficient should be
inversely proportional to lung volume. To verify this,
we determined these quantities from the segmented
and masked CT volumes (S, M) and plotted µ/µH2O,
as well as −∂[lnD (SAS)]/∂d lung as a function of lung vol-
ume and applied regression of a power-law function
y = aV b (Fig. 5.13). While an inversely proportional
relationship is observed for µ/µH2O (b ≈ −1), this is
not quite the case for −∂[lnD (SAS)]/∂d lung, where we
find exponents b >−1.

On the other hand, dark-field signal per absorption-
equivalent water height is equivalent to the ratio of the
lung’s mean dark-field extinction coefficient and linear
attenuation coefficient normalized to water:

− ∂
[
lnD (SAS)

]
∂d H2O

= 〈µd〉lung

〈µ/µH2O〉lung
= 〈µd〉lung

〈µ〉lung︸ ︷︷ ︸
Norm.scatter

· µH2O.

(5.15)
µd/µ has been called the “normalized scatter” signal
[Mein+14b]. −∂[lnD (SAS)]/∂d H2O is thus proportional
to an average normalized scatter of the entire lung
(excluding surrounding tissues).

The results shown in Fig. 5.13 suggest that for increas-
ing ventilation pressure, µd decreases more slowly
than µ, and thus, an increase of −∂[lnD (SAS)]/∂d H2O

should be observed. This is indeed the case: The
values for 11mbar (20mbar) exceed those for 2mbar
by 4% (1.3%) for animal 1, and by 6.5% (10%) for an-
imal 2. Slopes and coefficients of determination for
each regression analysis, as well as lung volumes for
all measurements are summarized in Table 5.2.

To estimate the lungs’ normalized scatter signal from
−∂[lnD (SAS)]/∂d H2O, the effective linear attenuation
coefficient of water must be determined [cf. Eq. (5.15)],
which was done by simulation. We present calculated
values for µH2O

eff in two imaging scenarios (cf. Meth-

ods): The first (µH2O
eff,60) is valid for the presented dark-

field setup when operated at 60kVp (and thus relevant
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Figure 5.12: Bivariate histograms of logarithmic dark-field signal vs. lung thickness d lung (first and third
row) and attenuation-equivalent water level d H2O (second and fourth row), for all measurements in the
study. Left / middle / right column: Ventilation pressures of 2 / 11 / 20mbar. Results from linear regression are
superimposed, and also compiled in Table 5.2.
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Animal 1 Animal 2

Pressure [mbar] 2 11 20 2 11 20

−∂[
lnD (SAS)

]
/∂d lung [m−1] 4.11 2.74 2.38 4.62 3.48 3.10

Intercept ∆ -0.068 -0.047 -0.003 -0.083 -0.067 -0.053

R2 of fit 0.766 0.716 0.705 0.853 0.836 0.833

−∂[
lnD (SAS)

]
/∂d H2O [m−1] 10.68 11.11 10.82 12.86 13.70 14.20

Intercept ∆ -0.048 -0.021 0.025 -0.079 -0.059 -0.039

R2 of fit 0.737 0.665 0.646 0.819 0.783 0.762

Lung volume [l] 0.76 1.20 1.37 0.78 1.06 1.24

Table 5.2: Results from regression between−−− ln D (SAS) and projected lung thickness d lung, as well as between
−−− ln D (SAS) and d H2O. The quantity −∂[lnD (SAS)]/∂d lung is a global average of the lungs’ dark-field extinction
coefficient, cf. Eq. (5.14). The corresponding histograms and regression curves are shown in Fig. 5.12. Lung
volumes were retrieved from the segmentation S, cf. Eq. (5.4).
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Figure 5.13: Dependence of lungs’ average dark-field
extinction coefficient (−−−∂[ln D (SAS)]/∂d lung) and rela-
tive linear attenuation coefficient (µ/µH2O) on lung
volume. The three data points correspond to 2, 11, and
20mbar, respectively. Axes are scaled logarithmically.
Mean linear attenuation coefficients are retrieved from
HU values in lung segmentation and are inversely pro-
portional to lung volume. Dark-field extinction coeffi-
cients decrease more slowly (exponents greater than
−1), which could e.g. be due to alveolar recruitment at
higher ventilation pressures.

for the calculation of normalized scatter), the second
(µH2O

eff,125) is achieved in a conventional radiographic
system operated at 125kVp, and is provided only for
comparison. We find normalized scatter values be-
tween 0.4 and 0.5 (cf. Table 5.3). These results will be
revisited in the analysis of noise levels further below.

It is apparent that a vertical offset (i.e. nonzero ver-
tical axis intercept) is present in these histograms,
which varies between ventilation pressures. We be-
lieve that this is primarily due to a deviation between
the fraction of Compton-scattered and non-scattered
radiation in the sample scan, when compared to the

beam-hardening measurement (IC/IU and I (sp)
C /I (sp)

U
in Eq. (5.3), respectively):

I (sp)
C /I (sp)

U is likely to be very nearly position-
independent, since the beam-hardening measure-
ment is performed with homogeneous slabs of POM.
We think that IC/IU can also be assumed to be ap-
proximately constant in the area of the lung, since
Compton scatter is nearly isotropic and the sample
is quite distant from the detector (> 30cm). Taking
the logarithm of Eq. (5.3) and solving for − lnD (SAS),
which is the quantity on the vertical axis in Fig. 5.11a
and Fig. 5.12, shows it is the sum of the true signal
− lnD (SAS,true) (which we assume to increase propor-
tionally with d lung and d H2O) and a second term ∆,
which should be approximately constant in the whole
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µH2O
eff,60 25.42m−1

µH2O
eff,125 21.07m−1

Animal 1 Animal 2

−∂[lnD (SAS)]/∂d H2O (10.68 . . . 11.11)m−1 (12.86 . . . 14.20)m−1

Normalized scatter 0.420 . . . 0.437 0.506 . . . 0.559

σ(lnD)/σ(lnT ) 5.1 . . .7.8

CNR(lnD)/CNR(lnT ) 0.054. . .0.11

Table 5.3: Calculation of dark-field-to-attenuation CNR ratios of in vivo porcine lung tissue. µH2O
eff,60, µH2O

eff,125:
effective linear attenuation coefficients of water for the dark-field setup at 60kVp and a setup without gratings
at 125kVp. −∂[lnD (SAS)]/∂d H2O: slopes from linear regression of − lnD w.r.t. d H2O, cf. Table 5.2. Normalized
scatter values are calculated using Eq. (5.15) and inserting µH2O

eff,60 for µH2O. Via Eq. (5.20), we join them with
the ratio of standard deviations for realistic signal levels (cf. Fig. 5.11b) to determine ratios of dark-field and
transmission CNR due to small differences in lung thickness.

area of the lung:

− lnD (SAS) = − lnD (SAS,true) − ln

(
D (SAS)

D (SAS,true)

)
(5.3)= − lnD (SAS,true)︸ ︷︷ ︸

∝d lung,d H2O

+ ln

 1+ IC / IU

1+ I (sp)
C / I (sp)

U


︸ ︷︷ ︸

∆

(5.16)

For IC/IU, I sec
C /I sec

U ¿ 1, ∆ ≈ IC/IU − I sec
C /I sec

U . Values
for ∆ achieved from linear regression are given in Ta-
ble 5.2.

5.2.3c Comparison of noise and CNR for dark-field
and attenuation radiography

Direct estimation of noise levels from the in vivo scans
is difficult due to the high spatial variability of both
attenuation and dark-field signals. Therefore, dark-
field scans of a simple phantom were performed at
identical acquisition parameters.

POM was used to simulate attenuation due to soft
tissue and fat, whereas the dark-field signal due to
the lung was simulated by chloroprene sheets. The
amount of phantom material was selected such that
similar levels of dark-field and attenuation signal were
achieved. Due to the high uniformity of the materials
across the field of view, standard deviations of lnD (SAS)

and lnT could be estimated in manually-defined re-
gions of interest of the phantom measurements.

The phantom materials were selected due to their sim-
ilarity in spectral X-ray interaction parameters: The
linear attenuation coefficients of POM and soft tis-
sue as a function of X-ray energy are approximately
proportional for medically-used X-ray energies (see
Fig. 6.1 on page 162), and spectrally-resolved X-ray
dark-field measurements have shown a comparable
energy-dependence as ventilated porcine ex situ lung
tissue up to about 70keV. Beam-hardening correction
was also applied for the phantom scans.

In order to illustrate the achieved range of signal values
in the in vivo scans, a bivariate histogram of dark-field
and attenuation values from the lung-covered area in
one of the measurements is presented in Fig. 5.11a.
Four phantom thickness combinations were selected
to characterize this range. Mean and standard devia-
tions from these measurements are shown in red (rela-
tive errors in − lnT are very small).

The measured ratios of dark-field and transmission
standard deviations are shown side-by-side with the-
oretically calculated values in Fig. 5.11b (see sec-
tion 5.2.2i for the calculation).

The experimentally determined values exceed the the-
oretical values, which may be due to the presence of
unresolvable structures within the chloroprene sheets,
generating a noise-like pattern (“structural noise”). As-
suming statistical independence of shot noise and
structural noise, their variances can be added:

σ2 =σ2
shot +σ2

struct. (5.17)
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For the ratios of dark-field and transmission variances,
it thus follows that

σ[lnD (SAS)]

σ[lnT ]
=

√√√√σ2
shot[lnD (SAS)]+σ2

struct[lnD (SAS)]

σ2
shot[lnT ]+σ2

struct[lnT ]

= σshot[lnD (SAS)]

σshot[lnT ]

√
1+ σ̃2[lnD (SAS)]

1+ σ̃2[lnT ]
,

(5.18)

where σ̃=σstruct/σshot.

Identifyingσ[lnD (SAS)]/σ[lnT ] with the measured and
σshot[lnD (SAS)]/σshot[lnT ] with the theoretical noise
levels ratios, it can be seen that their quotient is equal

to
√

(1+ σ̃2
D)/(1+ σ̃2

T). Since that quotient is greater

than 1 for all measured points (cf. Fig. 5.11b), it must
follow that σ̃D > σ̃T, i.e. “structural” noise is more
important compared to shot noise in the dark-field
images than in the conventional images of the phan-
tom. This is not too surprising: The absorbing plastic
in the phantom is likely very homogeneous, whereas
the ability of the chloroprene sheets to generate dark-
field signal is intrinsically dependent on the presence
of microscopic fluctuations of electron density. For
chloroprene, and probably most dark-field-active ma-
terials, these fluctuations also extend to much greater
length scales (i.e., near the effective pixel size), and
thus intrinsically create some level of structural noise.
We therefore believe that pure (spatial) dark-field shot
noise will rarely be observed, even in measurements
of outwardly uniform dark-field phantom materials.

Finally, the estimates for noise level ratios can be com-
bined with the previously determined normalized scat-
ter estimates to determine a combined quantity: Given
two regions a,b in a thorax dark-field radiograph, with
different (but otherwise arbitrary) levels of lung ma-
terial in each region, normalized scatter determines
the ratio of dark-field and attenuation signal contrast
between these regions:

Norm.scatt = 〈lnD (SAS)〉a −〈lnD (SAS)〉b

〈lnT 〉a −〈lnT 〉b
. (5.19)

Dividing this value by the ratio of dark-field and atten-
uation noise levels then yields the ratio of dark-field
and attenuation contrast-to-noise ratios between the
two regions:

Norm.scatt

σ[lnD (SAS)]/σ[lnT ]

= [〈lnD (SAS)〉a −〈lnD (SAS)〉b]/σ[lnD (SAS)]

[〈lnT 〉a −〈lnT 〉b]/σ[lnT ]

= CNRa,b[lnD (SAS)]

CNRa,b[lnT ]
. (5.20)

Here, the simplification is used that the noise levels
are approximately the same in both regions, which is
appropriate if their signal levels deviate only slightly.
Other than that, the result is independent of the ex-
act difference in quantity of lung tissue between the
regions. This allows comparing the abilities of both
modalities to detect small differences in lung tissue.

With experimental values for σ[lnD (SAS)]/σ[lnT ] rang-
ing between 5.1 and 7.8, and normalized scatter values
in the vicinity of 0.42 to 0.56, it follows that ratios of
dark-field and attenuation CNR for in vivo lung tissue
are surprisingly low with approximately 5.4 to 11%,
depending of ventilation level and the position in the
thorax (cf. Table 5.3).

Influence of tissue overlap An effect that was ig-
nored in the preceding calculation is that the lung is
superimposed by multiple organs in thorax radiogra-
phy.

This occlusion leads to significant additional contrast
not of diagnostic relevance in the conventional im-
age. Very small tissue structures may also appear as
“anatomical noise” in the conventional image. A dis-
tinction between diagnostically relevant and irrelevant
features is then only possible using morphological
information, e.g. by a trained radiologist. These ef-
fects are however much less relevant for the dark-field
modality, as the lung is by far the most prominent
source of dark-field signal in the thorax, and other
structures are thus rendered nearly invisible. Unfor-
tunately, a quantitative analysis of this effect is diffi-
cult due to a high variability of anatomical features
between animals, and a strong dependence on the
lung region under investigation.

However, we calculated the fraction f of total atten-
uation signal due to the lung according to Eq. (5.13),
which provides an indication for the relative impact of
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Figure 5.14: Fraction f of the attenuation signal
due to the lung in the porcine thorax at 60 kVp (an-
imal 1), shown as spatial maps and histograms for two
different values of airway pressure. (a, c): Exhalation
(2mbar). (b, d): Inhalation (20mbar). In most image
areas, the attenuation signal is dominated by organs
other than the lung. Calculation of f according to
Eq. (5.13).

the lung in conventional radiography of the porcine
thorax. For a given value of f , superimposed contrasts
from other tissues may exceed the contrast of interest
by a factor of (1− f )/ f . Maps and histograms of f are
shown in Fig. 5.14: For the majority of the lung-covered
area, less than f = 25% of the attenuation signal are
due to the lung itself.

Note that the pneumothoraxes analyzed in [Hell+17],
where CNR values between pneumothorax and adja-
cent lung were found to be significantly higher in the
dark-field modality, were located in distal areas where
f is especially low.

Although there are multiple differences for clinical tho-
rax imaging (higher acceleration voltages and higher
fractions of detected Compton-scattered intensities,
as well as anatomical differences between porcine and
human thoraxes), we think that similarly low values
for f would be achieved.

5.2.4 Discussion

5.2.4a Previous research

Knowing the dependence of dark-field signal on
breathing cycle phase is important for translating the
technique to clinical use. This dependence has not
yet been systematically examined, however. For small-
animal dark-field measurements, breathing was not
paused during acquisition, and signal strength was
thus effectively averaged over all phases of the breath-
ing cycle. Fringe-scanning dark-field radiographs of
pigs and humans, on the other hand, have been ac-
quired with paused ventilation, since thorax motion
during fringe-scanning acquisition leads to significant
imaging artifacts. This resembles the clinical practice
of thorax radiography, where patients are asked to hold
their breath during image acquisition to minimize blur-
ring.

Furthermore, observed variations in signal strength
can be caused by both variations in projected lung
thickness, as well as lung density. Radiographic infor-
mation alone is unable to distinguish between these
effects.

The effect of microstructural size variations in lung-
or foam-like materials on dark-field signal has been
examined in wave-optical simulations [Male+12;
Vign+18], but an experimental verification with a hu-
man or large-animal thorax has, to our knowledge, not
yet been presented.

In a recent study [Hell+17], lateral pneumothorax in
pigs was found to appear in dark-field radiography
with a higher CNR than in conventional X-ray. In con-
ventional radiography, the contrast due to features of
interest competes with contrasts from other superim-
posed structures, whereas this effect is largely absent
in dark-field radiography. The relative importance of
this advantage, compared to “pure” CNR performance
was however not examined in that study.

5.2.4b Methodology

In this work, we acquired in vivo thorax dark-field ra-
diographs of two pigs. Three different stages in the
breathing cycle were simulated by (paused) mechan-
ical ventilation. Position and ventilation pressures
were replicated for CT thorax imaging of the same ani-
mals. Segmentation, masking, and forward-projection
of CT data yielded maps of lung thickness and water-
equivalent height of the lung, in registration with the
dark-field radiographs.
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5.2.4c Results from linear regression

Pixel-for-pixel correlation of logarithmic dark-field sig-
nal with both types of thickness maps yielded approx-
imately linear relationships, motivating regression of
linear functions, albeit with a non-zero axis intercept.
We show that the nonzero intercepts from regression
analysis can be explained by a deviation in the frac-
tion of Compton-scattered radiation observed in the
sample scans and the calibration scans for correcting
visibility-hardening.

Dark-field signal increase per lung thickness retrieved
from regression analysis is equivalent to the dark-field
extinction coefficient as defined in [Lync+11], averaged
over the entire lung. Regression results show that this
coefficient is 42% (animal 1) / 33% (animal 2) lower
at the highest ventilation pressure (20mbar) than at
the lowest one (2mbar). Such a behavior is also ex-
pected for the logarithmic transmittance of the lung,
as the (constant) amount of lung material is distrib-
uted over a greater projected area during inspiration.
As the linear attenuation coefficient is proportional
to mass density, it means that its average value over
the entire lung must be inversely proportional to lung
volume, which we could verify from CT measurements.
The logarithmic dark-field signal however was found
to decrease slightly more slowly with increasing lung
volume.

We believe that this higher-than-expected dark-field
activity may be due to additional alveolar recruitment,
or changes of microstructural length scales at higher
pressures: As the dark-field signal depends on the
sample’s autocorrelation function of electron density,
thinning alveolar walls or increases in alveolar diam-
eter may affect the dark-field extinction coefficient.
Both alveolar recruitment as well as uniform expan-
sion (which is most clearly associated with microstruc-
tural length scale changes) are mechanisms involved
in alveolar dynamics, and have e.g. been observed with
optical coherence tomography [Roan+11; McLa+14].

The second result from linear regression, dark-field sig-
nal increase per attenuation-equivalent water height
d H2O, is proportional to the ratio of mean dark-field
extinction coefficient and linear attenuation coeffi-
cient, i.e. an average “normalized scatter” coefficient
of the lung. We find a slight increase of this ratio for ris-
ing ventilation pressure, which is consistent with the
preceding results (slower decrease of dark-field extinc-
tion coefficient than linear attenuation coefficient for
increasing pressure / lung volume).

In a recent publication [Vign+18], dark-field extinction
coefficients of human and murine lung tissue were cal-
culated via wave-optical simulations of a simple lung
microstructure model. Using our setup parameters,
we converted their results to dark-field extinction co-
efficients, and find values of 1.94, 1.34, and 1.04m−1

(for 200, 300, and 400µm alveolar diameter), which
are smaller than the values presented here by factors
between 1.2 and 4.4.

However, these simulations were performed for a
120kV tube spectrum. Although a precise conversion
to a different flux and visibility spectra would require a
new simulation, we can make a simple approximation:
Mean energy for the simulations (Emean = 64.5keV) ex-
ceed the one used here (42.1keV) by a factor of 1.53.
Given the proportionality of − lnD with E−2, and ig-
noring any deviations in both visibility spectrum and
autocorrelation length, we expect our signal values to
be greater by a factor of 2.35, which is in good agree-
ment with the factors mentioned above.

5.2.4d Results from CNR analysis

The internal structure of the healthy lung causes it
to generate a strong dark-field signal and a weak at-
tenuation signal, considering the organ’s overall size.
It is thus plausible to suspect that the dark-field con-
trast due to a given amount of lung is so much greater
than the attenuation contrast that it is able to compen-
sate the intrinsically greater noise levels in the dark-
field modality, and thereby explain the findings from
[Hell+17] of greater dark-field CNR for pneumothorax
than attenuation CNR.

The ratio of dark-field and attenuation CNR values
can be calculated from the “normalized scatter” coeffi-
cient and the ratio of noise levels in both modalities, as
shown in Eq. (5.20). Noise levels were however not di-
rectly measured by analysis of the pig thorax scans.
To exclude superposition effects, we constructed a
phantom from material slabs of uniform thickness,
which generated dark-field and attenuation signal lev-
els comparable to a previously imaged porcine thorax.
Noise levels were then measured by ROI analysis in
both modalities. The ratio of dark-field and attenua-
tion standard deviations was compared to theoretical
calculations (propagation of shot noise to processed
modalities).

The measured values for these ratios were found to
exceed the theoretical results. We suspect that this is
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partly due to the existence of “structural noise” in the
dark-field images, even for the uniform chloroprene
sheets used in the phantom. As dark-field signal is
intrinsically caused by a spatial variation of electron
density, we think that structural noise is an inevitable
side-effect if this variation extends to the length scale
of effective pixel size (as may also be the case for lung
tissue).

Contrary to expectations, the ratios of dark-field CNR
and attenuation CNR for a given height difference of
lung tissue were found to be far below 1 (5.4 to 11%),
which stands in contrast to the promising results from
[Hell+17]. In chest X-ray however, the lung is super-
imposed by attenuation contrasts from other, more
strongly attenuating materials, which is not simulated
by the presented phantom. As the impact of this effect
on CNR depends on anatomical structure and is thus
highly variable, a precise analysis is difficult. We es-
timate the magnitude of this effect by calculating the
fraction of attenuation signal due to the lung in one of
the pig thorax images. The lung is found to contribute
less than 25% to total attenuation in the majority of
the lung area (whereas it is contributes nearly the en-
tire dark-field signal). It is thus clear that the potential
impact of tissue superposition is very high.

5.2.5 Conclusion and outlook

In this work, we have combined imaging data from
dark-field chest radiography and thorax CT of two liv-
ing pigs at three different ventilation pressures. Fur-
thermore, we acquired dark-field radiographs of a sim-
ple phantom and performed theoretical calculations to
evaluate noise levels in the dark-field and attenuation
modalities. The main findings are as follows:

• Correlation of dark-field signal with the lung thick-
ness retrieved from CT showed an approximately
linear dependence. It allowed calculation of the
lungs’ mean dark-field extinction coefficient and
revealed its strong dependence on lung ventilation
(variation by up to 42%). The numerical values are
in good agreement with wave-optical simulations of
a simple lung tissue model [Vign+18].

• Correlation of dark-field signal with attenuation-
equivalent water height retrieved from CT was also
approximately linear. Combined with simulated
values for the effective linear attenuation coeffi-
cient of water, this allowed calculation of the mean

“normalized scatter” value of lung tissue, which we
found to be nearly independent of ventilation pres-
sure.

• Measurement of phantom data and theoretical cal-
culations revealed that dark-field noise levels are five
to eight times higher than those in conventional ra-
diography.

• By combining “normalized scatter” values with the
noise levels ratios, we found that dark-field CNR
for a given height difference of lung tissue is only
5 to 10% of the attenuation CNR. Given contra-
dictory findings in a previous study [Hell+17], we
conclude that the influence of anatomical noise
is much higher in conventional radiography and
may significantly improve the relative CNR perfor-
mance of dark-field radiography.

These findings have a high relevance for the clinical
interpretation of dark-field thorax radiographs: The
phase in the breathing cycle when the image is ac-
quired may affect its diagnostic benefit due to the vari-
ation of signal strength and projected lung size. How-
ever, the presented results are also subject to some
limitations:

• Microstructural parameters may differ between
human and porcine lungs. However, the mechani-
cal processes of breathing are very similar. Accord-
ingly, we expect quantitative values to deviate for
human lungs measured in vivo, but we predict rela-
tive trends over the breathing cycle to be comparable.
Furthermore, we think the dark-field extinction co-
efficient’s approximate proportionality with inverse
lung volume will also apply for human lungs, since
the microstructural processes during breathing are
likely very similar in human and porcine lungs.

• Transferability of these results to other setups and
imaging parameters may be limited.

– The determination of electron density autocor-
relation functions of lung tissue at various ven-
tilation pressures would allow prediction of sig-
nal levels for arbitrary X-ray energies and phase-
sensitivities [Yash+10; Lync+11]. However, this is
not currently feasible as there is no universally ac-
cepted model of alveolar micromechanics in the
living lung [Roan+11].
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– For the present setup and imaging parameters,
sampled autocorrelation lengths (named pd in
[Yash+10], d in [Lync+11]) are in the vicinity of
0.6µm. It is important to consider that the range
of electron density autocorrelation lengths suit-
able for human thorax imaging is limited by SNR
considerations: Much higher values than e.g.
1µm would achieve very low visibility (and thus,
high noise levels) behind a human lung, whereas
much lower values yield only a very weak dark-
field signal.

– Since we have not observed abrupt changes in
dark-field signal while varying ventilation pres-
sure (and thus, varying dimensions in alveolar mi-
crostructure), we think that the autocorrelation
function of electron density is smooth in the vicin-
ity of the sampled correlation length values. Fur-
thermore, a large amount of random variation is
probably smoothed out due to averaging along the
length of the X-ray path through the lung. Thus,
we expect setups with similar ranges of sampled
autocorrelation lengths to achieve results compa-
rable to the ones presented here.

• In the presented measurements, lung volume at
20mbar was 60 to 80% higher than at 2mbar. In
a clinical setting with a freely breathing patient
however, much greater relative changes in volume
could be achieved. It is yet to be shown whether
the examined correlations still apply for these more
extreme levels of inhalation. However, this informa-
tion could probably only be retrieved from a freely-
breathing patient, e.g., in a clinical study of dark-
field radiography.
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5.3 Reader study in postmortem X-
ray dark-field human chest ra-
diographs

Human cadavers are valuable imaging subjects for the
evaluation of dark-field chest radiography, since they
allow evaluation of the method for realistic human
anatomy. At the pre-clinical stage, this would other-
wise only be possible using anthropomorphic X-ray
phantoms. However, although such phantoms are
designed to provide realistic attenuation properties,
micro-morphology at a sub-resolution level—and thus
the X-ray dark-field signal—is not recreated correctly.
In [Will+18], the first X-ray dark-field radiograph of a
human cadaver was presented and compared to a CT
scan of the thorax. A decrease of dark-field signal could
be identified in a region coinciding with the location
of a pulmonary edema found in CT.

So far, imaging features of X-ray dark-field radiogra-
phy have not been described from the perspective of
clinical radiology. To allow X-ray dark-field imaging to
become a clinical imaging modality, imaging findings
have to be reported in a consistent manner and corre-
lated with established imaging modalities to facilitate
correct interpretation. Therefore, the purpose of this
study on post mortem human chest X-ray dark-field
radiographs was to address inter- and intra-observer
agreement of dark-field signal strength and image qual-
ity, and to correlate findings with conventional X-ray
and CT.

Chest X-ray dark-field radiography with a tube voltage
of 70kVp was thus performed postmortem on nine hu-
mans (three females, six males, age range 52–88 years).
Visual quantification of signal strength and image qual-
ity of dark-field and transmission data was performed
by three radiologists, using grading on ordinal scales.
Results were compared to findings from conventional
X-ray and CT.

Ordinal data is presented in bar graphs, showing medi-
ans and inter-quartile ranges. Intra- and interobserver
agreement were determined using weighted Cohen’s
κ. Differences of signal strength grading between lung
regions, and correlations between dark-field and trans-
mission data were also statistically evaluated.

The work presented in this section has been previ-
ously published in the article “Imaging features in post-
mortem x-ray dark-field chest radiographs and corre-
lation with conventional x-ray and CT” by A. Fingerle,
F. De Marco et al. in European Radiology Experimen-

tal, 2019 [Fing+19]. My primary contribution to the
original work has been the generation of dark-field
and attenuation images, as well as the preparation
of technical sections of the manuscript. Although I
participated in the measurements, their realization
was only possible thanks to the extensive support by
Mr. Fabian Kriner, Dr. Christian Braun and Dr. Flori-
an Fischer from the Institute of Forensic Medicine at
the University of Munich. The reader study was car-
ried out by Dres. Felix Meurer, Andreas Sauter and
Dominik Deniffel from the Department of Diagnostic
and Interventional Radiology at the hospital “Klini-
kum rechts der Isar”, Munich. The majority of work on
the manuscript fell to Dr. Alexander Fingerle from the
same department. Statistical analyses were performed
by Dr. Fingerle and Dr. Bernhard Haller from the In-
stitute of Medical Informatics, Technical University of
Munich.

Compared to the original work, several Figures have
been added or modified, and a different set post-
processing filters was used for the dark-field projec-
tions. This means that these projections are not iden-
tical to how they appeared in the reader study, but
feature fewer artifacts and allow for an improved dis-
tinction of small details.

5.3.1 Methods

5.3.1a Human bodies

This prospective study was approved by the Insti-
tutional Review Board and was conducted between
November 2015 and July 2018. Human bodies were
transferred to the Institute of Forensic Medicine at
coroner’s inquest. Due to the mode of inclusion, no
preselection of the human bodies according to certain
criteria, e.g., the presence of specific lung diseases, was
possible. Externally visible conditions causing a sig-
nificant impairment of the normal thoracic anatomy
and signs of advanced decomposition were exclusion
criteria. Imaging was performed before autopsy no
longer than 36h after death with bodies cooled to
slow decomposition. The imaging was not part of
the forensic analysis. Altogether, nine bodies (three
females, age range 52–88 years; six males, age range
60–83 years) were imaged. Airway pressure was kept
constant (20 mbar to 25 mbar) during X-ray dark-field
imaging by endotracheal intubation14 and mechanical
ventilation.

14Insertion of a catheter into the trachea, here for the purpose of
mechanical ventilation
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5.3.1b X-ray dark-field imaging

Measurements were performed on the setup described
in chapter 3. Imaging was performed in supine po-
sition with anterior-posterior beam setup. Acquisi-
tion time was 40s. All measurements were performed
at 70kVp and with tube currents ranging from 360 to
700mA.

5.3.1c CT imaging

Human bodies were imaged in supine position on
a 256-slice CT unit (Brilliance iCT, Philips, Amster-
dam, Netherlands). High-resolution chest CT was per-
formed in craniocaudal direction with 128×0.625mm
collimation and 0.383 pitch. Tube voltage was 120kVp.
Mean tube current was 537mA. CT images were recon-
structed with “iDose4”, a hybrid iterative reconstruc-
tion technique (Philips, Amsterdam, Netherlands), at
level 2 in axial, coronal, and sagittal view with a slice
thickness of 3mm, 1024× 1024 matrix, and 350mm
field of view.

5.3.1d Data acquisition and processing of X-ray
dark-field imaging

For their use in the reader study, the dark-field radio-
graphs were low-pass-filtered (2D Gaussian filter ker-
nel,σ= 3.2pixels). This reduces noise levels by a factor
of ≈ 11.3 for white noise, leading to a visual impression
more similar to conventional radiography. Although
low-pass filtering obscures small features, these are
nearly undetectable in the unfiltered images due to
the high noise levels. The used kernel size was found
to be an acceptable trade-off between image impres-
sion and resolution.

In the Figures presented here however (Figs. 5.19,
5.20, 5.21, and 5.22), a different set of post-processing
steps was used: First, a fringe-correction algo-
rithm [DeMa+18] was selectively applied to regions
of the dark-field projections strongly affected by fringe
artifacts. Due to the occasionally poor convergence
of the involved minimization procedure, the required
correction factors were determined manually by vi-
sual inspection of the corrected projections. Subse-
quently, a 3×3 median filter, a Fourier-based line sup-
pression filter, and a 3×3 binomial filter were applied
to the dark-field radiographs (nearly identical to the
approach shown in section 4.3.3 on page 108). No fil-
tering was applied to conventional radiographs.

5.3.1e Reader study

Visual image analysis was independently performed by
three residents with three (F. Meurer), five (A. Sauter),
and five (D. Deniffel) years of experience in chest imag-
ing on a clinical Picture Archiving and Communication
System (PACS) workstation. For training purposes, the
dark-field radiograph of human body no. 4 was pre-
sented before the reading session to demonstrate low
and high dark-field signal intensity. In the first reading
session, window settings were fixed to allow optimal
comparison of low and high dark-field signal inten-
sities in dark-field radiographs and opacification in
conventional chest X-rays to avoid influence of indi-
vidual windowing.

A linear mapping between gray values and logarith-
mic visibility reduction ratios, − ln(V /V0), was used.
Window level and width were set to 8500 and 5000, re-
spectively. Converting these numbers back to physical
quantities, this means that a logarithmic visibility re-
duction ratio of −0.268 corresponds to “black,” and a
value of 0.343 corresponds to “white15.” The nine X-ray
dark-field radiographs had to be graded separately one
after the other without the possibility to compare or
change gradings. Next, the conventional X-rays were
presented.

On each image, the left and right lung were divided
into three regions of equal height: upper, middle, and
lower zones, using the apex and the costodiaphrag-
matic recess as anatomical landmarks, as illustrated
in Fig. 5.15. Dark-field signal intensity and degree
of transmission (or opacification) of the upper, mid-
dle, and lower zones of the left and right lung were
graded on a six-point (0–5) ordinal scale as presented
in Table 5.4a. For the transmission grading, “0” repre-
sents no transmission or hyperattenuation like in the
clinical case of a pleural effusion where no ventilated
lung parenchyma is visible. “5” represents a normal,
healthy lung with high transmission or hypoattenua-
tion.

The reading session was repeated after four weeks. In
a separate reading session, the readers independently
graded image quality for right and left lung on a 6-
point ordinal scale as given in Table 5.4b.

15Note that in the Figures presented here, gray level limits are
instead set to −0.15 and 0.45.
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Figure 5.15: Visual evaluation scheme and grading
scale for dark-field chest radiographs and conven-
tional X-rays. In both dark-field (a) and conventional
(b) chest X-ray, lungs are divided into six regions: up-
per, middle and lower zone (UZ, MZ, LZ) of the right
and left lung (RL, LL), respectively. In each region,
dark-field and transmission signals are visually graded
using a six-point ordinal scale (Table 5.4a).

Dark-field Transmission

a) Signal strength grading (per lung region)

0 None (dark) Effusion

1 Low Consolidation

2 Low to moderate Between 1 and 3

3 Moderate Ground glass

4 Moderate to high Between 3 and 5

5 High (bright) Normal lung

b) Image quality grading (per lung)

1 Not diagnostic

2 Sufficient

3 Satisfactory

4 Good

5 Very good

6 Excellent

Table 5.4: Ordinal scales used for grading of signal
strength (a) and image quality (b).

As standardized image quality criteria for dark-field
radiographs do not exist, the readers were instructed
to evaluate the following aspects:

• Symmetrical reproduction of the thorax

• Reproduction of the whole lung

• Presence of artifacts interfering with the grading of
pulmonary dark-field signal intensity (e.g., vertical
streaking artifacts, dark-field signal from bony struc-
tures)

For transmission images, the “European guidelines
on quality criteria for diagnostic radiographic im-
ages” [Carm+96] were applied wherever possible, con-
sidering imaging of a human body in supine posi-
tion. In this setting, readers were free to change win-
dow/level values to optimize individual image impres-
sion.
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5.3.1f Correlation of dark-field and transmission
radiography with CT findings

As there exists no data on X-ray dark-field imaging
features of human lung pathologies, we performed a
CT scan of each human body to correlate findings in
chest CT images with signal changes in dark-field and
transmission radiographs. CT images were reviewed by
an attending radiologist with ten years of experience
in chest radiology (A. A. Fingerle) using axial, sagit-
tal, and coronal reconstructions. Pulmonary findings
and extrapulmonary findings with a potential effect
on dark-field signal intensity were recorded. Apart
from septal thickening, the extent of pulmonary find-
ings was visually quantified for every lobe in 10% in-
tervals. For pleural effusions16, the maximum width
in anterior-posterior direction17 was measured in cen-
timeters. Other findings were qualitatively recorded.
CT findings were correlated with the visual assessment
of dark-field signal strength in a descriptive model.

5.3.1g Statistical analysis

Statistical analysis was performed using GraphPad
Prism 7 for Mac OS X (Version 7.0d, GraphPad Soft-
ware Inc., USA) and R (version 3.4.4, R Foundation for
Statistical Computing, Vienna, Austria). For ordinal
data, bar plots with quartiles18 are shown.

Intraobserver and interobserver agreement of dark-
field signal and transmission grading were evaluated
using weighted Cohen’s kappa (κ) with squared weights.
Values of Cohen’s κ coefficient were classified as fol-
lows: values below 0 were regarded as poor, 0–0.20 as
slight, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–
0.80 as substantial, and 0.81–1.00 as (almost) perfect
agreement, according to Landis et al. [Land+77].

Differences in distributions of dark-field signal and
transmission grading for the upper, middle, and lower
zones were tested separately for the right and left lung
and each reader using the Friedman test. If Friedman
test indicated a significant (p < 0.05) association be-
tween region and dark-field signal, Wilcoxon matched-
pairs signed-rank test was performed for pairwise com-
parisons of regions of each lung for each reader.

The correlation of dark-field signal with transmission
grading was tested with Spearman’s rank correlation

16Accumulations of fluid in the pleural cavity
17“Front-to-back”, or “belly-to-back” direction
18In the original publication: dot plots with medians and 95%

confidence interval (based on the Hodges-Lehmann method)

Reader no.

Compared regions 1 2 3

RL-UZ RL-MZ 0.004 0.004 0.016

RL-UZ RL-LZ 0.004 0.004 0.008

RL-MZ RL-LZ ns ns ns

LL-UZ LL-MZ 0.004 0.004 0.004

LL-UZ LL-LZ 0.016 0.016 ns

LL-MZ LL-LZ ns ns ns

Table 5.5: p values for the presence of significant dif-
ferences of dark-field signal gradings between differ-
ent lung regions, evaluated with the Friedman test.
Non-significant differences (p > 0.05) are marked with
“ns”. All equivalent tests for the transmission images
yielded no significant differences for all readers. The
distribution of dark-field signal gradings per lung re-
gion are illustrated for reader 1 in Fig. 5.17.

coefficient for each lung region and each reader.

Differences in the grading of image quality between
the left and right lung for dark-field and transmission
radiographs, respectively, were tested with Wilcoxon
matched-pairs signed-rank test.

5.3.2 Results

5.3.2a Visual grading of dark-field and transmis-
sion signals

Statistical analysis of the dark-field and transmission
signal strength gradings (Fig. 5.16) indicated a signif-
icant (right lung, readers 1–3: p < 0.0001; left lung,
readers 1–3: p = 0.001) association between the lung
zones and dark-field signal, which was further investi-
gated by pairwise comparisons of regions of each lung
for each reader (Fig. 5.17, Table 5.5). The median dark-
field signal grading showed significant differences be-
tween the lung upper zones and lung middle zones.
The median dark-field signal was also significantly dif-
ferent between the lung upper zones and lung lower
zones, except for reader 3 in the left lung.

For transmission radiographs, statistical analysis did
not demonstrate significant associations with lung
zones (right lung, reader 1: p = 0.535, reader 2: p =
0.482, reader 3: p = 0.312. Left lung, reader 1: p =
0.568, reader 2: p > 0.9999, reader 3: p = 0.315). These
results indicate a correlation between the quantity of
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Figure 5.16: Dark-field and transmission signal strength grading of all nine human bodies. For each body
and lung region, median of gradings (across readers) is shown. Color indicates cases with highest (blue, red)
and lowest (light blue, pink) overall median dark-field or transmission. These four cases are shown as individual
Figures (Figs. 5.19, 5.20, 5.21, and 5.22).

Lung region Reader 1 Reader 2 Reader 3

RL-UZ >0.9999 0.980 0.827

RL-MZ 0.437 0.929 0.603

RL-LZ 0.329 0.0079 0.0278

LL-UZ >0.9999 0.394 0.921

LL-MZ 0.385 0.143 0.185

LL-LZ 0.100 0.077 0.333

Table 5.6: p values for the presence of correla-
tions between dark-field and transmission grading
in each lung region. Correlations were tested using
Spearman’s rank correlation coefficient. Statistically
significant values (p < 0.05) are highlighted.

pulmonary tissue in the beam path (which is lower in
lung apex than in middle and lower zones) and dark-
field signal magnitude, whereas transmission chest
X-rays are indifferent to this aspect. Dark-field signal
and transmission grading in each region of the right
and left lung for each reader showed significant corre-
lations only in the right lung lower zone for reader 2
(p = 0.0079) and reader 3 (p = 0.0278). All other tests
did not show significant correlations (cf. Table 5.6).

5.3.2b Intra- and interobserver agreement

The intraobserver agreement was substantial
to almost perfect for visual grading of dark-
field (κ= 0.793–0.971) and transmission signals
(κ= 0.790–0.918). Comparable results were obtained
for interobserver agreement of visual grading of
dark-field signal (almost perfect, κ= 0.828–0.893)
and transmission (substantial to almost perfect,
κ= 0.700–0.772) between all three readers. All Cohen’s
κ values for intra- and interobserver agreement are
summarized in Table 5.7.

5.3.2c Image quality

Median image quality grading (Fig. 5.18) assessed by
visual evaluation of all nine radiographs and all readers
was good for left and right lung of dark-field images (4,
interquartile range 1) and very good for left and right
lung of transmission images (5, interquartile range 1).
Median image quality grading did not show significant
differences between the left and right lung for either
dark-field (p = 0.511) or transmission (p = 0.688) ra-
diographs. Median image quality grading was signifi-
cantly different between dark-field and transmission
radiographs for the left and right lung (p < 0.0001 for
each).



Chapter 5. Dark-field imaging studies of porcine and human thoraces 150

A

1

7

4

2

4
3

5

2
1

4

2
6

3

1

4

1

4

RL-
UZ

RL-
MZ

RL-
LZ

LL-
UZ

LL-
MZ

LL-
LZ

** ns
**

** ns
*

Q1

Q2

Q3

Dark-field signal by visual assessment B

2
11

3

2

2
2

6
4

3

4

3
2

2 2 2

5
4 4

RL-
UZ

RL-
MZ

RL-
LZ

LL-
UZ

LL-
MZ

LL-
LZ

ns ns
ns

ns ns
ns

Q1

Q2

Q3

Transmission by visual assessment

Grading
5
4
3
2
1

Figure 5.17: Bar graphs of median visual grading of signal strength for dark-field (a) / transmission (b) on
a six-point ordinal scale (cf. Table 5.4a) of all nine dark-field and transmission chest X-rays for reader 1.
Dark-field signal increases from apex to base of the lung (i.e., from UZ to LZ), whereas transmission shows no
differences between the zones. Asterisks indicate statistical significance of median dark-field / transmission
grading differences between the different zones in the left or right lobe. **: p ≤ 0.01, *: p ≤ 0.05, ns: p > 0.05 (i.e.,
not significant). Associated p values in the dark-field modality for all readers are given in Table 5.5. Quartiles of
grade distributions are highlighted by the intersections of the bars with the lines marked Q1, Q2 (the median),
and Q3.
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Intraobserver agreement (κ values)

Reader 1 Reader 2 Reader 3

Dark-field 0.959 0.971 0.793

Transmission 0.907 0.918 0.790

Interobserver agreement (κ, dark-field)

Reader 1 Reader 2 Reader 3

Reader 1 — 0.848 0.828

Reader 2 0.848 — 0.893

Reader 3 0.828 0.893 —

Interobserver agreement (κ, transmission)

Reader 1 Reader 2 Reader 3

Reader 1 — 0.772 0.744

Reader 2 0.772 — 0.700

Reader 3 0.744 0.700 —

Table 5.7: Intra- and interobserver agreement of
dark-field and transmission signal grading. Visual
grading of dark-field signal and transmission shows
substantial (weighted Cohen’s κ= 0.61–0.80) to almost
perfect (κ= 0.81–1.00) intraobserver and interobserver
agreement, according to Landis and Koch [Land+77].
Time difference between reading sessions for assess-
ment of intraobserver agreement was 4 weeks.

5.3.2d Correlation of dark-field and transmission
radiography with CT findings

In the majority of CT images, ground-glass opacities
were present in the lungs to a variable extent (Table 5.8,
Figs. 5.19, 5.20, 5.21, and 5.22). Further pulmonary
findings included emphysematous changes19, consol-
idations20, tree-in-bud sign21, and (interlobular) sep-
tal thickening 22. Extrapulmonary findings were pleu-
ral effusions23 and an enlargement of the heart with
haemopericardium24. In human body no. 4 (Fig. 5.19),

19Destruction of lung tissue due to inflammatory processes,
caused e.g. by smoking.

20Filling of lung tissue with material, e.g. liquid
21Radiological finding in lung CT scan indicating airway obstruc-

tion
22Thickening of connective tissue between secondary lobules,

small functional sub-units of the lung
23Accumulation of fluid in the pleural cavity
24Accumulation of blood in the pericardium, a volume enclosing

the heart
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Figure 5.18: Image quality assessment of dark-field
and transmission images. Frequencies of image qual-
ity gradings for dark-field and transmission radio-
graphs of the left (LL) and right lung (RL) are shown.
Image quality is graded on a 6-point ordinal scale
(cf. Table 5.4b). Frequencies are accumulated over
all images and readers. Quartiles of grade distribu-
tions are highlighted by the intersections of the bars
with the lines marked Q1, Q2 (the median), and Q3. As-
terisks indicate statistical significance of differences:
****: p ≤ 0.0001, ns: p > 0.05 (i.e., not significant).

we observed only minor (20% of total lobe) emphyse-
matous changes in the parenchyma of all lobes. In the
dark-field radiograph, a similar signal increase from
the apex to the base of the lung is present in both
the left and right lung, whereas transmission radio-
graphy shows no differences. The lowest dark-field
signal was reported in the lower zone of the left lung
in human body no. 8 (Fig. 5.20). The corresponding
CT revealed moderate ground-glass opacities25 affect-
ing 50% of the lower lobe and minor (10%) consolida-
tions. Additionally, an enlarged heart with haemoperi-
cardium was extending into the left hemithorax. The
highest dark-field signal over all zones of the lungs was
present in human body no. 3 (Fig. 5.21), although a

25“Radiological term indicating an area of hazy increased lung
opacity” [Infa+09]



Chapter 5. Dark-field imaging studies of porcine and human thoraces 152

difference between the apex and the middle and lower
zones was still visible. In the corresponding CT im-
ages, minor to moderate (20 % to 40 %) ground-glass
opacities were observed in all but the middle lobe. In
human body no. 6 (Fig. 5.22), the transmission was
lowest in the lower zone of the right lung correspond-
ing to widespread (60%) consolidations in the lower
lobe and moderate to extensive (50 % to 90 %) ground-
glass opacities in the middle or upper lobe, respectively.
In addition, extensive emphysematous changes in all
lobes were present. Dark-field signal was also low in
all zones of the right lung.

5.3.3 Discussion

X-ray dark-field radiography is a novel imaging modal-
ity with high potential for lung imaging that has been
translated from an experimental method to clinical
applicability in recent years. However, so far, its fea-
sibility for imaging of the human lungs has only been
demonstrated in a single post mortem chest radio-
graph. Therefore, the purpose of our study was to
assess the imaging features of nine post mortem dark-
field chest radiographs from a clinical point of view as
a final step before evaluation of dark-field radiography
in clinical studies.

In the visual assessment of post mortem dark-field
chest radiographs, we observed a gradient of dark-field
signal strength from the apex to the base of the lungs.
This can be attributed to an increasing amount of lung
parenchyma in the X-ray beam path, as small-angle
X-ray scattering increases with the amount of scatte-
ring material. However, in conventional chest X-rays,
the transmission did not correlate with the dark-field
signal, demonstrating that this presents a unique imag-
ing feature of dark-field radiography. This finding is
in accordance with results of animal studies [Hell+15;
Yaro+15; Grom+17]. In a clinical context, this would
have to be considered when investigating pathologies
that decrease dark-field signal. In centrilobular em-
physema, a form of chronic obstructive pulmonary
disease that primarily affects the upper lobes, knowl-
edge of this finding will be essential for correct image
interpretation.

X-ray dark-field radiography is an imaging modality
which we believe will primarily be evaluated by visual
assessment. Hence, for its clinical application, it is
of major importance that imaging findings are con-
sistently reported. We could demonstrate that visual

grading of X-ray dark-field signal in the lungs shows
substantial to almost perfect intra- and interobserver
agreement, comparable to visual assessment of trans-
mission in conventional chest X-rays. These results
confirm outcomes of reader studies performed on X-
ray dark-field radiographs of different lung pathologies
in small animals [Hell+15; Hell+17] and underline clin-
ical applicability.

Diagnostic image quality is mandatory for reliable re-
porting of imaging findings and an insufficient image
quality may reduce diagnostic confidence of the report-
ing radiologist [Zhu+17]. The image quality of X-ray
dark-field and simultaneously acquired conventional
radiographs were graded as good and very good, re-
spectively. Therefore, we deduce that X-ray dark-field
imaging provides sufficient image quality for its appli-
cation and evaluation in clinical trials.

Numerous preclinical animal studies have demon-
strated the effect of specific lung pathologies on the
dark-field signal. For example, in an animal model of
idiopathic pulmonary fibrosis [Yaro+15; Hell+17], X-
ray dark-field imaging allowed visualization of early
fibrotic changes in the lungs with dark-field images
showing circumscribed areas of markedly reduced
dark-field signal in lung parenchyma affected by the
pathological process next to normal areas with high
dark-field signal. In our study, the correlation of patho-
logical findings in conventional X-ray and CT images
of individual human bodies with dark-field signal in-
tensity showed comparable results in the human lungs.
Areas of pulmonary consolidation may contribute to a
major reduction of dark-field signal, whereas ground-
glass opacities, representing interstitial and alveolar
infiltrates, showed an inconsistent effect on the reduc-
tion of dark-field signal.

In one human body, an enlargement of the heart cor-
related with a strong decrease of the dark-field sig-
nal in the left lung lower zone, probably by reducing
the amount of lung parenchyma in the X-ray beam
path. This is a relevant finding as it shows that extra-
pulmonary pathologies can also influence the dark-
field signal intensity and would have to be considered
when interpreting clinical dark-field radiographs.

There are several limitations to our study. The appli-
cation of X-ray dark-field chest radiography to human
bodies limited our control over parameters that po-
tentially alter the dark-field signal. Emphysematous
changes, interstitial and alveolar infiltrates, pulmonary
consolidation, pleural effusion, and an enlargement of
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Figure 5.19: Dark-field chest radiograph, conventional X-ray, and CT of human body no. 4. Median visual
grading (circled numbers) of dark-field chest radiograph (a) by three independent readers shows increasing
dark-field signal from the apex to the base of the lung. Median visual grading of transmission in conventional
X-ray (b) shows no difference between upper, middle, and lower zones. Sagittal (c, e) and coronal (d) CT
images show regular ventilation of emphysematous lung parenchyma except from some minor subpleural
dystelectasis (arrows) in posterior lower lobes. Asterisk in (b) marks the location of the endotracheal tube, which
was repositioned between X-ray dark-field/conventional X-ray imaging and CT. Relative location of sagittal and
coronal CT slices is indicated by dotted lines.
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Figure 5.20: Dark-field chest radiograph, conventional X-ray, and CT of human body no. 8. Median visual
grading (circled numbers) of dark-field chest radiograph (a) by three independent readers shows a markedly
reduced dark-field signal in left lung lower zone and to a minor degree in both middle zones, compared to other
regions. Median visual grading of transmission in conventional X-ray (b) shows reduced transmission in the
right lung, especially in the middle zone, and a markedly reduced transmission in the lower zone of the left lung.
Sagittal (c, e) and coronal (d) CT images show interstitial and alveolar infiltrates (red arrows) in depending parts
of the right and left upper and lower lobes. Furthermore, there is an enlargement of the heart with a significant
haemopericardium (orange arrow) and small left-sided pleural effusion (green arrow). Asterisk in (b) marks the
location of the endotracheal tube. Relative location of sagittal and coronal CT slices is indicated by dotted lines.
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Figure 5.21: Dark-field chest radiograph, conventional X-ray, and CT of human body no. 3. Median visual
grading (circled numbers) of dark-field chest radiograph (a) by three independent readers shows highest dark-
field signal in the middle and lower zones of the lung. Median visual grading of transmission in conventional
X-ray (b) shows reduced transmission in the right lung upper zone and more pronounced in the left lung lower
zone. Sagittal (c, e) and coronal (d) CT images show interstitial and alveolar infiltrates (arrows) in dependent
parts of right and left upper and lower lobes and right middle lobe. Asterisk in (b) marks the location of the
endotracheal tube. Relative location of sagittal and coronal CT slices is indicated by dotted lines.
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Figure 5.22: Dark-field chest radiograph, conventional X-ray, and CT of human body no. 6. Median visual
grading (circled numbers) of X-ray dark-field chest radiograph (a) by three independent readers shows markedly
reduced dark-field signal in middle and lower zones of the right lung. Median visual grading of transmission in
conventional X-ray (b) shows reduced transmission in the right lung upper zone as well as right and left lung
middle zones and is lowest in right-lung lower zone. Sagittal (c, e) and coronal (d) CT images show interstitial
and alveolar infiltrates in the right upper lobe, left upper lobe, and right middle lobe, as well as extensive
pulmonary consolidation (arrows) in the right lower lobe and, to a lesser extent, in left lower lobe. Asterisk in (b)
marks the location of the endotracheal tube. Relative location of sagittal and coronal CT slices is indicated by
dotted lines.
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the heart are pathologies we observed in the human
bodies. Additionally, decomposition processes after
death may influence dark-field signal intensity.

In this study, it was not possible to differentiate and
quantify the individual contribution of a single finding
to the change in dark-field signal strength, because
none of the lungs was free of pathologies and could
have served as a reference. Furthermore, due to lung
anatomy, it is difficult to correlate a CT finding in a
pulmonary lobe to dark-field signal changes in a lung
zone of a radiograph. However, we gained insight into
findings that may have a more pronounced effect on
dark-field signal reduction, e.g., pulmonary consolida-
tion, that has not been addressed in animal studies.

X-ray dark-field imaging was performed in supine po-
sition, which leads to dystelectasis (improper inflation
of the lung) in the dorsal basal parts of the lungs and
may influence dark-field signal. To at least partially
compensate for this, we performed endotracheal intu-
bation and kept airway pressure constant during X-ray
dark-field imaging.

Since X-ray dark-field radiography is a novel imaging
modality, the possibility to train the readers for the
visual evaluation of the dark-field images was limited.
Furthermore, the number of human bodies included
in our study is relatively small. Still, our results are in
accordance with previous animal studies and demon-
strate clinical applicability.

In conclusion, our study on post mortem human X-ray
dark-field chest radiography demonstrates that X-ray
dark-field images provide complementary information
of the lungs to conventional X-ray, allow reliable visual
quantification of dark-field signal strength, and have
reached an image quality warranting an evaluation in
clinical trials.



Chapter 6

Theoretical investigations of dark-field
signal formation

Science is made up of so many things that appear obvious
after they are explained.

Frank Herbert, Dune
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This chapter is a collection of largely theoretical evalu-
ations of the X-ray dark-field signal. Section 6.1 deals
with a newly discovered hardening effect: it results

in the reduction of an object’s dark-field activity if it
is preceded by another dark-field active object. It is
conceptually similar to beam-hardening familiar from
conventional X-ray and CT. This work has been sub-
mitted for publication. In section 6.2, concepts from
partial coherence theory are used to calculate meas-
ured intensities in a Talbot-Lau setup. The approach
presented here is straightforward, quite universal, and
is useful to understand the dependence of autocorrela-
tion length and angular sensitivity on sample position.
Finally, section 6.3 discusses new and existing meth-
ods for evaluating and correcting estimation bias of
noisy dark-field data. A lookup table representation of
each method is presented, and each method’s perfor-
mance is evaluated in terms of residual bias, variance,
and mean square error.

6.1 X-ray dark-field signal reduc-
tion due to hardening of the
visibility spectrum

The content in this section largely follows the
manuscript “X-ray dark-field signal reduction due to
hardening of the visibility spectrum” submitted to
IEEE Transactions on Medical Imaging by F. De Marco,

159
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J. Andrejewski, K. Willer, L. Gromann, T. Koehler, H.-
I. Maack, J. Herzen, and F. Pfeiffer. This work has also
been published as an electronic preprint [DeMa+20].
The introduction has been largely omitted here; the
reader is instead referred to chapter 2 for information
about the physics of X-rays phase-contrast imaging,
and chapter 3 for an introduction to the lung-scanning
setup. My contributions to this work are the design and
carrying out of the measurements, the theoretical cal-
culations, the design and realization of the numerical
optimizations, and writing the manuscript.

Abstract

X-ray dark-field imaging enables a spatially-resolved
visualization of small-angle X-ray scattering. Using
phantom measurements, we demonstrate that a ma-
terial’s effective dark-field signal may be reduced by
modification of the visibility spectrum by other dark-
field-active objects in the beam. This is the dark-field
equivalent of conventional beam-hardening, and is
distinct from related, known effects, where the dark-
field signal is modified by attenuation or phase shifts.
We present a theoretical model for this group of ef-
fects and verify it by comparison to the measurements.
These findings have significant implications for the
interpretation of dark-field signal strength in polychro-
matic measurements.

6.1.1 Introduction: Spectral effects in
polychromatic dark-field imaging

In analogy to the “linear attenuation coefficient”,
which is reconstructed by computed tomography (see
e.g. section 2.2.8 on page 43), an equivalent volumetric
quantity can be defined for the X-ray dark-field: The
“linear diffusion coefficient” [Bech+10], or “dark-field
extinction coefficient” (DFEC) [Lync+11] characterizes
the decrease of the logarithmic dark-field signal per
sample thickness. See section 2.5.8c on page 62 for an
extensive discussion of the relationships between this
quantity and the object’s microstructural parameters.

For a grating-based X-ray imaging setup using
monochromatic radiation, the interpretation of meas-
ured transmittance and X-ray dark-field signals is
straightforward: The image signals are directly related
to projection integrals of the sample’s linear attenua-
tion coefficient or DFEC at the used wavelength, re-
spectively.

With the exception of Compton scatter, the measure-
ment process in a conventional or a grating-based X-
ray setup does not change the X-ray wavelength, i.e. for
a monochromatic source, the wavelength of detected
radiation is equal to that of the source. Unlike conven-
tional X-ray imaging, the image formation process in a
grating-based setup is based on interference, and thus
the presence of spatial correlations within the wave
field. However, it can be shown that different (tempo-
ral) Fourier coefficients of a polychromatic wave field
are always uncorrelated. (This becomes apparent e.g.
when considering the definition of the cross-spectral
density of a random process, see e.g. [Mand+95]). This
means that no interference effects occur between two
fields with different frequencies (i.e., different photon
energies).

Because of these two preceding points, it is appropri-
ate both for conventional and grating-based X-ray set-
ups to calculate the measured intensity separately for
each photon energy, and finally integrate all intensi-
ties. The case of polychromatic illumination can be
thus interpreted as a superposition of the intensities
at the constituent photon energies. Since the response
of a grating-based setup, as well as the attenuating
and scattering properties of the sample are dependent
on photon energy, this leads to a complex, non-linear
dependence of polychromatic transmittance and dark-
field on sample thickness.

In conventional X-ray imaging and CT, this is called
beam-hardening: Since low-energy X-ray photons
(“soft” X-rays) are usually attenuated more strongly
than high-energy photons (“hard” X-rays), the mean
energy of photons transmitted by an object tends to
be higher than that of the incident photons. The atten-
uation properties of structures downstream of such an
object are then dominated by the material properties
at these higher energies, resulting in a decreased atten-
uation. In CT, this may become apparent as “cupping”
artifacts.

This effect is also present in polychromatic grating-
based X-ray imaging. Additionally however, while
monochromatic dark-field and phase-contrast are
only a function of small-angle scatter and refraction,
respectively, their polychromatic counterparts are si-
multaneously affected by all three basic interactions:
attenuation, small-angle scatter and refraction. In par-
ticular, the effect of beam-hardening on the dark-field
signal has been shown to be significant: Measured visi-
bility in a polychromatic setup is a weighted average of
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photon-energy-dependent visibility, and a change in
spectral composition of the wave field affects the aver-
age’s relative weights (harder X-rays are weighted more
strongly downstream of an attenuating object). This
results in a change—often a decrease—of polychro-
matic visibility which is not due to small-angle scatter.
Multiple approaches for quantifying and correcting
this effect have been suggested [Yash+15; Pelz+16] (a
correction of this effect for the lung-scanning setup is
introduced in section 4.3.1 on page 101). Additionally,
[Pelz+16] has also examined the influence of photon-
energy-dependent refraction (dispersion) on the dark-
field signal.

We show here that the aforementioned weights in the
calculation of polychromatic visibility are also a func-
tion of the (incident) visibility spectrum. This means
that different DFEC values may be measured for the
same material, located at the same position in the
same setup, depending on whether or not it is sur-
rounded by other scattering materials—even if these
materials induce minimal attenuation.

Similar to the linear attenuation coefficient, the DFEC
is typically higher for “softer” X-rays. Thus, the visibil-
ity at these wavelengths is reduced more strongly by
a sample, which shifts the mean of the visibility spec-
trum (downstream of the sample) towards “harder” X-
rays. We suggest to call this effect visibility-hardening,
due to its conceptual similarity to beam-hardening.

We present visibility measurements for a variable num-
ber of ethylene-propylene-diene monomer (EPDM)
foam rubber sheets and polyoxymethylene (POM)
slabs. EPDM foam rubber produces a strong dark-
field signal, and attenuates only weakly, whereas POM
attenuates strongly and produces no dark-field sig-
nal. Two different placements of POM in the beam are
used to estimate the influence of detected, Compton-
scattered radiation.

A theoretical model for the calculation of polychro-
matic visibility and dark-field is then introduced, and
a regression of this model to one of the data sets is
performed to demonstrate the agreement between ex-
periment and theory. The model is then expanded by
an estimation of detected, Compton-scattered radia-
tion and successfully applied to both data sets (sec-
tion 6.1.4).

6.1.2 Experimental procedures

6.1.2a Phantom construction and imaging

An imaging phantom was constructed from uniform
slabs of two types of materials: Polyoxymethylene
slabs (POM, Hans-Erich Gemmel & Co. GmbH, Berlin,
Germany) were used to simulate attenuation by a com-
bination of soft and adipose tissues, whereas sheets
of ethylene-propylene-diene monomer cellular foam
rubber (EPDM-S, DRG GmbH & CoKG, Neumarkt am
Wallersee, Austria) additionally generated small-angle
scatter.

Fig. 6.1 shows that the photon-energy-dependence of
X-ray interaction cross-sections of POM is compara-
ble to those of standard soft and adipose tissues pub-
lished by the ICRP (International Commission on Ra-
diological Protection, as tabulated in [NIST17]), in the
medically relevant range of X-ray energies. We thus
expected POM to exhibit a beam-hardening behavior
comparable to those types of tissues. Energy-resolved
visibility measurements (unpublished) have shown
that POM does not generate small-angle scatter. Any
observed visibility reduction is thus entirely due to
beam-hardening or Compton scatter.

EPDM is a closed-cell foam rubber. Its highly porous
microstructure resembles alveolar structures in the
lung and generates a strong dark-field signal. Due to
the material’s low mass density and high air content, it
attenuates X-rays only weakly.

A large, 10mm thick sheet of EPDM was cut into rect-
angular pieces to form a “staircase” with five height
levels between 10 and 50mm (plus an adjacent area
without any foam rubber). This part of the phantom
was placed directly on the sample table in all measure-
ments (cf. Fig. 6.2), with the edges of the foam at a
45-degree angle to the scanning direction.

This was supplemented by a POM layer of uniform
thickness over the field of view. In separate measure-
ments, one to four levels of 32mm POM slabs (i.e.,
thicknesses of 32mm to 128mm) were used. The range
of POM and foam rubber thickness levels was selected
to produce attenuation and dark-field signal levels
comparable to that of a human or porcine thorax. A
total of 6×4 = 24 combinations of material thicknesses
were thus examined in a total of four measurements.

Since Compton-scattered radiation is detected at a
large range of incidence angles, the detected inten-
sity decreases when the scattering object is moved fur-
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Figure 6.1: Comparison between energy-dependent
X-ray interaction cross-sections σ (in cm2/g) of
POM and of ICRP standards for soft tissue (dotted
line) and adipose tissue (dashed line). POM corre-
sponds approximately to a mixture of both tissue types
with equal mass fractions (solid line). Elemental com-
position of all materials was taken from [NIST17].

ther from the detector. To evaluate the influence of
Compton-scattered radiation on signal levels, two sets
of these four measurements were thus performed with
different placement of the POM slabs (Fig. 6.2): In the
first set, they were placed immediately above the foam
rubber staircase. Supports were used to avoid com-
pression of the foam rubber due to the slabs’ weight.
In the second set, the POM was placed in a mount just
below the G0 grating.

Naturally, other sources of Compton scatter may be
present in both measurements, such as the foam rub-
ber and exposed parts of the aluminum frame. How-
ever, we assume these factors to be relatively insignif-
icant, due the weak attenuation of the foam rubber,
and the X-ray beam being collimated to avoid direct
exposure of setup elements other than the gratings.

In order to average out position-dependent spectral
effects (such as the anode heel effect), all above-
mentioned measurements were repeated with three to
five orientations of the foam “staircase” on the table.

Source

G0

G1

G2

Detector

Table

1543

140

POM below G0

EPDM

32–128

POM on table

200

56

231

50

32–128

400

Figure 6.2: Placement of the phantom materials in
the imaging setup (front view). In each measurement,
POM is placed in only one of the shown locations. Not
to scale, numbers are distances in mm. A more de-
tailed overview of the setup is shown in Fig. 3.3 on
page 82.

6.1.2b Signal retrieval

The three imaging modalities were retrieved using
the “Full retrieval of reference scan parameters” ap-
proach introduced in section 4.2.2d on page 96. A
total of 7 phase-stepped scans were performed to re-
trieve the reference-scan parameters, and approxi-
mately 25 points of the moiré fringe pattern were sam-
pled in each point; i.e., m = 1, . . . ,7 and k = 1, . . . ,25 in
Eq. (4.23) on page 96.

In the processed images, six regions of interest (ROIs)
were defined to coincide with regions of constant foam
rubber thickness (0,10, . . . ,50mm). Mean values of log-
arithmic transmittance and dark-field (− lnT , − lnD)
in each ROI were calculated. Results from the different
orientations of the foam rubber “staircase” on the table
were averaged.
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6.1.3 Experimental results

In Fig. 6.3, the resulting mean values of − lnD are
graphed versus mean values of − lnT for each of the
POM / EPDM height combinations. In an ideal sce-
nario with a monochromatic X-ray source and an
absence of Compton scatter, the addition of an ab-
sorbing and / or scattering slab would lead to a con-
stant additive change in − lnT and / or − lnD, re-
gardless of the absolute signal levels. The visualiza-
tion in Fig. 6.3 would thus consist of points on a
grid spanned by two vectors ~vPOM = [τPOM, δPOM]T ,
~vEPDM = [τEPDM, δEPDM]T . Given that POM produces
little to no small-angle scattering signal, and EPDM
attenuates very weakly, ~vPOM and ~vEPDM should be
nearly orthogonal.

We can observe a number of deviations of the measure-
ment data from this scenario: Firstly, for low amounts
of attenuating and scattering materials (i.e., for points
in the lower left quadrant of Fig. 6.3), the introduction
of additional attenuating POM material significantly
increases − lnD . In the presence of a lot of EPDM how-
ever, this increase disappears, and partly even turns
into a decrease (see upper half of Fig. 6.3, “POM be-
low G0”). This effect has been examined in [Yash+15;
Pelz+16]. It can be understood as a beam-hardening-
induced reduction (or increase) in visibility, which re-
sults in an increase (or decrease) of − lnD , even though
the sample’s small-angle-scattering behavior remains
unchanged.

Secondly, the magnitude of the previous effect is
changed when the absorbing material is placed closer
to the detector. As mentioned previously, the detected
amount of Compton scatter is significantly higher in
this measurement. Since Compton-scattered radiation
is incoherent, it does not contribute to fringe modu-
lation, but only increases the mean detected inten-
sity. In a Compton-free measurement, the visibility
is given as V = (Imax − Imin)/(Imax + Imin), where Imax

and Imin are the highest and lowest detected inten-
sity during a phase-stepping measurement. Compton
scatter contributes some amount ∆I to all measured
intensities. Accordingly, the measured visibility is then
V ′ = (Imax− Imin)/(Imax+ Imin+2∆I ), necessarily lower
than the true visibility, which is reflected as an increase
of − lnD in Fig. 6.3. A more complete calculation is
given in section 6.1.7c.

Finally, the change in − lnD per added sheet of EPDM
decreases with an increasing total number of these

sheets. In other words, adding the first sheet of
EPDM has a significantly greater impact on − lnD than
adding a fifth EPDM sheet to a stack of four.

This effect can be ascribed only partially to conven-
tional beam-hardening, as the amount of attenuation
introduced by the EPDM sheets is very low: Fig. 6.3
shows that the combined attenuation of five layers
of EPDM is still much less than that of one POM
slab. However, adding the fifth rubber sheet to a one-
slab POM layer adds much less dark-field signal than
adding the first rubber sheet to a two-slab POM layer,
even though the latter arrangement exhibits stronger
attenuation. This suggests that attenuation alone is
insufficient to parameterize the behavior of polychro-
matic visibility, and that modifications of the visibility
spectrum must also be taken into account.

6.1.4 Theory

In the following, we will introduce a mathematical
model to connect the transmission and dark-field sig-
nals measured with polychromatic illumination to the
spectra of detected intensity and visibility. To demon-
strate the compatibility of this model with the measure-
ments, we then perform a regression of the model to
the measurement data with the POM material placed
directly below the G0 grating (Fig. 6.3, left). It is then
expanded to also include the detection of Compton-
scattered radiation.

6.1.4a Calculation of polychromatic signals

The approach for this calculation, as well as the used
quantities, are outlined in Fig. 6.4. In conventional
X-ray imaging, an object’s transmittance is given by
the fraction T of incident radiation S0 which passes
through it. This fraction is typically determined from
two measurements with identical parameters, one
with and one without the object in the beam. For
monochromatic radiation, the amount of transmitted
radiation S is related to the object’s linear attenuation
coefficient µ at the used photon energy E via the Beer-
Lambert law:

T = S

S0
= exp

[
−

∫ z0

0
µ(E , z)d z

]
, (6.1)

with the beam propagating along the z axis (extent
of object from z = 0 to z = z0). The “amounts” S and
S0 of detected radiation in these measurements can
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Figure 6.3: Mean measured values of logarithmic visibility reduction −ln D and logarithmic transmittance
−ln T for all examined thickness combinations of the phantom.

be quantified by the radiation energy absorbed, or
the number of X-ray photon absorption events reg-
istered in a detector. The detector signals S and S0

are proportional to the number of photons N , N0

incident on the detector during each measurement,
if its response function, i.e. the “signal per photon”
r = dS/d N does not depend on N . Then, T is in-
dependent of the value of r , and thus of the detec-
tion mechanism, for monochromatic measurements.
This changes for measurements with polychromatic
sources: Again assuming independence of r (E) from
N (E), the total measured signal is an integral over the
signal from each interval [E ,E +dE ] of photon energy,
i.e.

S0 =
∫ ∞

0
ψ0(E)dE , S =

∫ ∞

0
ψ(E)dE , (6.2)

where

ψ0(E) = ∂N0(E)

∂E
r (E), ψ(E) = T (E)ψ0(E), (6.3)

and (∂N0/∂E)dE is the number of photons from the
energy interval [E ,E +dE ] incident on the detector in
the reference measurement.

For energy-integrating detectors, the response func-
tion r (E) is proportional to E and the detector’s quan-
tum efficiency (fraction of detected incident photons).
For single-photon-counting devices, r (E) depends

only on quantum efficiency (when ignoring non-linear
effects such as pileup and charge sharing).

Source and detector properties are combined in the
quantities ψ0(E) and ψ(E). They are “detector spec-
tra”, i.e. the detector signal per photon energy interval
[E ,E +dE ], for the reference and the sample measure-
ment, respectively, and will be used several times in
the calculation.

As in Eq. (6.2), we will use an overline to mark quanti-
ties (signal levels and effective attenuation coefficients)
as they would be measured in a polychromatic grating-
based X-ray phase-contrast setup with the detector
spectra ψ0(E), ψ(E). Furthermore, we will use the no-
tation 〈 f 〉g to denote the mean of f (E), weighted by
g (E), i.e.

〈 f 〉g =
∫ ∞

0 f (E)g (E)dE∫ ∞
0 g (E)dE

. (6.4)

The transmittance in a polychromatic setup is then

T = S

S0

(6.2), (6.3)=
∫ ∞

0 T (E)ψ0(E)dE∫ ∞
0 ψ0(E)dE

(6.4)= 〈T 〉ψ0 (6.5)

(6.1)=
〈

exp

(
−

∫ z0

0
µ(E , z)d z

)〉
ψ0(E)

. (6.6)

Unlike in Eq. (6.1), r (E) does not cancel out, since it is
a function of E .

An effective linear attenuation coefficient µ0 of an ad-
ditional thin object with linear attenuation coefficient
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Figure 6.4: Outline of the calculations in section 6.1.4a: A sample with a linear attenuation coefficient µ(E , z)
and DFEC µd(E , z) is illuminated by polychromatic radiation with detector spectrum ψ0(E) and visibility
spectrum V0(E). The object modifies the spectra according to the Beer-Lambert law, leading to downstream
detector and visibility spectra ψ(E) = T (E)ψ0(E), V (E) = D(E)V0(E). The spectrally-averaged transmittance
and dark-field signals T , D are calculated from incident and transmitted flux and visibility spectra. Finally, the
impact of the modified spectra on the effective attenuation coefficients of a downstream object with negligible
thickness is examined.

µ0(E) behind this object can be derived from Eq. (6.6)
via

µ0 =−∂ lnT

∂z0
= 1

T

∂T

∂z0
= 〈

µ0
〉

Tψ0
, (6.7)

i.e. it is the object’s energy-dependent linear attenua-
tion coefficient µ0(E), weighted by the incident de-
tector spectrum ψ0(E), which has been filtered by
the preceding absorber T (E) (for calculation see sec-
tion 6.1.7a). As lower photon energies are attenu-
ated more strongly, ψ(E) =ψ0(E)T (E) is increasingly
shifted towards higher energies for increasing thick-
ness of the absorber (“beam-hardening”). The lower
values ofµ(E , z0) at these energies lead to an overall de-
crease of µ0 for increasing thickness of the preceding
absorber.

X-ray dark-field imaging enables spatially-resolved vi-
sualization of small-angle X-ray scattering of a sample
by measuring the ratio of interferometric visibility with
and without the sample, D =V /V0. The visibility char-
acterizes the relative contrast of an interferometric
fringe pattern. Given the highest and lowest detector
signals Smax, Smin in a given pattern, the visibility is
V = (Smax −Smin)/(Smax +Smin). Since the signal mod-
ulation of a fringe pattern with fringe phase is typically
sinusoidal, i.e. that

Smod(E) = S(E)
{
1+V (E)cos[ϕ(E)]

}
, (6.8)

it follows that

Smax(E) = S(E)[1+V (E)], Smin(E) = S(E)[1−V (E)].

For monochromatic radiation, visibility also de-
creases exponentially as a function of sample thick-
ness [Bech+10; Stro14]:

D(E) = V (E)

V0(E)
= exp

[
−

∫ z0

0
µd(E , z)d z

]
. (6.9)

In analogy to the linear attenuation coefficient
µ(E , z), the dark-field extinction coefficient (DFEC)
µd(E , z) characterizes the magnitude of this de-
crease [Lync+11].

Under the assumption that no phase shift occurs, the
visibility V measured in a polychromatic setup can
be easily calculated from the spectral quantities: In
this case, all monochromatic detector signal modula-
tions are in phase, and when interpreting Smax(E ) and
Smin(E ) as intensities per photon energy interval, their
polychromatic equivalents are retrieved by integration:

Smax =
∫ ∞

0

∂Smax

∂E
dE =

∫ ∞

0
ψ(E)[1+V (E)]dE , (6.10)

Smin =
∫ ∞

0

∂Smin

∂E
dE =

∫ ∞

0
ψ(E)[1−V (E)]dE . (6.11)

An equivalent calculation for non-negligible phase-
shift is given in section 6.1.7d. Given that, equivalently
to the monochromatic case, V = (Smax −Smin)/(Smax +
Smin), it follows that

V =
∫ ∞

0 V (E)ψ(E)dE∫ ∞
0 ψ(E)dE

(6.4)= 〈V 〉ψ = 〈V0D〉ψ0T . (6.12)

The associated blank-scan visibility V0 is found by
excluding attenuation and visibility reduction by the
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sample. Thus, T (E) = D(E) = 1, and V0 = 〈V0〉ψ0 . Fi-
nally, the spectrally-averaged dark-field signal is given
as

D = V

V0
= 〈V 〉ψ

〈V0〉ψ0

= 〈V0D〉ψ0T

〈V0〉ψ0

(∗)= 〈DT 〉V0ψ0

〈T 〉ψ0

(6.5)= 〈DT 〉V0ψ0

T
, (6.13)

with T and D as given in Eq. (6.1) and Eq. (6.9). (The
related expression 〈V0〉ψ/〈V0〉ψ0 is used in [Yash+15]
to separately estimate the effect of beam-hardening).
The equivalence (∗) follows by applying Eq. (6.4) and
pairing the four integrals differently. Comparison with
Eq. (6.5) demonstrates a direct relation of D with T .
The effective DFEC of a thin object at z = z0 with linear
attenuation coefficient µ0(E ) and DFEC µd,0(E ) is then

µd,0 =−∂ lnD

∂z0

(6.13)= 〈
µd,0 +µ0

〉
DT V0ψ0

−〈
µ0

〉
Tψ0

(6.7)= 〈
µd,0

〉
DT V0ψ0

+〈
µ0

〉
DT V0ψ0

−µ0. (6.14)

(calculation given in section 6.1.7b). The apparent
dependence of effective DFEC on µ0(E) illustrates
the known effect of purely attenuating objects gen-
erating an apparent dark-field signal. The quantity〈
µ0

〉
DT V0ψ0

−〈
µ0

〉
Tψ0

characterizes the magnitude of
this effect. This term becomes small e.g. if µ0(E)
or D(E)V0(E) are approximately constant in the en-
ergy region where the detected spectrum T (E)ψ0(E)
is nonzero. That may be the case if T (E)ψ0(E) has a
narrow bandwidth.

Additionally, the first term
〈
µd,0

〉
DT V0ψ0

depends on
D(E ), i.e. the small-angle-scattering activity of any pre-
ceding materials. As D(E) is usually smaller for low
energies, a presence of dark-field-active materials will
shift the weighting function D(E)T (E)V0(E)ψ0(E) to-
wards higher energies, where µd,0(E) is usually lower,
leading to a decreased effective DFEC µd,0 in the pres-
ence of other scattering materials.

6.1.4b Verification with experimental data

In order to verify the findings from the preceding cal-
culations, Eq. (6.5) and Eq. (6.13), which describe the
calculation of spectrally-averaged attenuation T and
visibility reduction D , were solved numerically for the
measurements shown in section 6.1.3.

Since the spectral attenuation and visibility-reduction
parameters of the phantom materials were not known

exactly, they were formulated as functions of unknown
parameters. The values of these parameters were then
determined via least-squares regression of the calcu-
lated values of − lnD and − lnT to the corresponding
experimentally-measured values.

The materials’ linear attenuation coefficient can be
related to tabulated total cross-sections as

µ(E) = ρσ(tot)(E),

with ρ being the materials mass density. The values
for the total cross-sections σ(tot) were retrieved us-
ing the xraylib library [Scho+11]. For POM, the ma-
terial composition data tabulated in [NIST17] was
used. EPDM is a polymer consisting of ethylene, propy-
lene, and 0 to 12% (weight) of a diene (Dicyclopenta-
diene, vinyl norbornene, ethylidene norbornene or
1,4-hexadiene) [Ravi12]. In terms of elemental com-
position, this means EPDM is a mixture of carbon and
hydrogen, with a carbon mass fraction between 85.6%
and 86.2%. The empirical formula C25H49 gives a car-
bon mass fraction of 85.9%, and was thus assumed
here.

Energy-dependent transmittance was then calculated
according to Eq. (6.1). The product of thickness and
mass density per layer of POM or foam rubber (FR) is
subsumed in multiplicative factors APOM, AFR, so that
the energy-dependent transmittance of a stack of M
POM slabs and N foam rubber sheets is given by

T (calc)
M ,N (E) = exp

[
−M APOMσ

(tot)
POM(E)−N AFRσ

(tot)
FR (E)

]
.

(6.15)
On the other hand, the materials’ energy-dependent
dark-field extinction coefficient (DFEC) can not be
directly derived from tabulated values: As shown
in [Stro14], the logarithmic dark-field is a function of
both the macroscopic scattering cross-section Σ and
the real-space autocorrelation function G(ξ) of the ma-
terial’s electron density:

− lnD(E) =
∫ ∞

0
Σ(z,E) [1−G (z,ξ)]d z, (6.16)

where ξ= hcd0/(E p0) if the sample is placed upstream
of G1, at a distance d0 from the source grating G0. Thus,
both Σ and G have an energy-dependence (Σ is pro-
portional to E−2), but G is additionally dependent on
the geometry of the sample’s microstructure. G(ξ) has
been derived for various types of structures [Ande+08],
but is difficult to determine for a foam with multiple
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unknown structural parameters (e.g., wall thickness
and size distribution of foam cells).

Given the smooth surface and high density of the POM
slabs, they were assumed to be homogeneous on the
length scale of the sampled ξ values, and thus to gen-
erate no dark-field signal (GPOM ≈ 1).

For the foam rubber, we assumed that 1 −G(ξ) in
Eq. (6.16) has a power-law dependence on photon en-
ergy, i.e. ∝ EC , with an unknown exponent C < 0.
Since the structure-independent term Σ is propor-
tional to E−2, the full integrand then has a photon
energy dependence with exponent C −2. This fulfills
the condition that limξ→0[1−G(ξ)] = 0 for any C < 0.

The model is less appropriate for the long-wavelength
limit, since limξ→∞[1−G(ξ)] ∝ limE→0 EC =∞, in-
stead of the correct value 1. However, 1−G(ξ) only
approaches 1 when ξ is near the “characteristic length
scale” of the object’s microstructure. Although we
do not know of an analytical solution of G(ξ) for
cellular foams, this holds for many different geome-
tries [Ande+08]. Given that the cell dimensions of the
foam rubber are around 1mm, with cell wall thick-
nesses on the order of 100µm, we expect the struc-
ture’s characteristic length to be in this range. On the
other hand, for the used spectrum and filtering, sig-
nificant flux is only achieved in the interval of pho-
ton energies from 25 to 60keV, which is equivalent to
0.5µm < ξ < 1.1µm (for objects on the sample table),
i.e. a very narrow range far below the length scale of the
foam structures. Using Eq. (6.9), the dark-field signal
of M POM slabs and N foam sheets is thus modeled as

D (calc)
M ,N (E) = exp

[
−N BFR

(
E

E0

)CFR−2
]

, (6.17)

with E0 = 40keV. Thus, BFR encodes the material’s
overall scattering strength (the logarithmic dark-field
per foam sheet at a hypothetical illumination with a
photon energy of 40keV), and CFR determines the sig-
nal’s dependence on photon energy.

The spectrum produced by the X-ray tube
was determined with simulations in PENE-
LOPE / PENEPMA [Llov+16] for a tungsten target and
a take-off angle of 11deg, equal to the X-ray tube’s
anode angle (i.e., assuming emission of radiation
perpendicular to the electron beam). Exact values for
tube filtration were not available, but from a schematic
in [Behl90], an approximate filtration of 5mm Al and
9mm of transformer oil (assumed empirical formula

CH2, ρ = 0.8gcm−3) was estimated. Filtration due to
the gratings was applied, taking their duty cycles and
substrate thicknesses into account (see Table 3.1 on
page 79). Energy-dependent detection efficiency was
modeled using the degree of X-ray attenuation of the
used detector’s scintillation layer (600µm of cesium
iodide).

Visibility spectra V0(E) of the setup were simulated
using a software module developed at the Chair of
Biomedical Physics, Technical University of Munich.
The software calculates intensity modulations via Fres-
nel propagation of coherent wave fields. Addition-
ally, the effects of a finite width of the source grat-
ing slots, and of the phase-stepping process are taken
into account by appropriate convolution of inten-
sity profiles. Visibility values are calculated from the
intensity modulations using Fourier analysis. Fres-
nel propagation and subsequent calculations are per-
formed with monochromatic radiation, and repeated
at equidistantly-spaced X-ray energies (from 0 to
60keV, at 0.5keV intervals). Due to the relatively large
impact of G1 absorber height on the visibility spectra
(likely due to phase-shifting effects), a series of spec-
tra was generated for the total range of G1 absorber
heights (from 150µm to 200µm in steps of 2.5µm), and
then averaged.

Calculation of spectrally-averaged transmittance and
dark-field was done by solving Eq. (6.5) and Eq. (6.13),
and substituting T and D in these equations with
T (calc)

M ,N and D (calc)
M ,N from Eq. (6.15) and Eq. (6.17). This

was done for all numbers of POM slabs (M = 1. . .4)
and rubber sheets (N = 0. . .5), applying the rectangle
rule with a discretization of the integrands to 0.5keV
intervals.

The resulting spectrally-averaged, logarithmic trans-

mittance and dark-field values − lnT
(calc)
M ,N , − lnD

(calc)
M ,N

for each thickness combination (M , N ) were then com-

pared to the equivalent experimental values − lnT
(m)
M ,N ,

− lnD
(m)
M ,N (cf. Fig. 6.3), and the sum of squared residu-

als

S = ∑
M ,N

[
lnD

(calc)
M ,N − lnD

(m)
M ,N

]2
+

[
lnT

(calc)
M ,N − lnT

(m)
M ,N

]2

was minimized by variation of the parameters APOM,
AFR, BFR, CFR (SciPy 1.4.1 [Virt+20], BFGS algorithm).
The procedure is illustrated in Fig. 6.5a. The optimized
parameters are summarized in the first row of Table 6.1,
and a visual comparison of simulated and measured
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values is shown in Fig. 6.6 (left). The limited agreement
between measurement and simulation was ascribed to
a greater than expected presence of Compton scatter,
even in the measurements with the absorbing material
placed below the G0 grating.

The large difference of signal levels between the two
sets of measurements (cf. Fig. 6.3) suggests that the
impact of Compton scatter is significantly higher in the
data set with the POM on the table. Regression of the
original model to this data set is not shown, since the
model’s implicit assumption (no impact of Compton
scatter) is clearly not applicable (even less than for the
other data set).

In order to show that both data sets still conform to the
theoretical model at the beginning of this section, we
introduce a simple estimation of the effect of a given
amount of Compton scatter on signal levels (details
given in section 6.1.7c). In this approach, the degree of
signal distortion due to Compton scatter is quantified
by the ratio γ of detected Compton scatter and non-
scattered radiation transmitted by the sample. This
fraction is expected to vary both with the number of
used POM slabs, as well as their placement in the beam.
Thus, the parameter γM is assumed to be applicable to
all measurements with M POM slabs (transmittance
and dark-field for all thicknesses of foam rubber).

Determination of γM (for M = 1, . . . ,4) is added to the
optimization process of the original model, as illus-
trated in Fig. 6.5b: The sum of squared residuals S

is now calculated from the Compton-corrected and
measured signal levels. This optimization was per-
formed for both data sets, resulting in a set of eight
optimal parameters each.

6.1.4c Simulation results

The optimized parameters for all variations of the
minimization process are summarized in Table 6.1.
As expected, the Compton fractions γ increase with
the number of POM slabs, and the values are consis-
tently higher when the slabs are placed on the table,
i.e. closer to the detector. APOM and AFR are close to
the experimentally accessible values of ρPOMLPOM ≈
4.51gcm−2 and ρFRLFR ≈ 0.16gcm−2. Furthermore,
the dark-field and attenuation values derived from
these parameters are shown in an overlay with the
measurement values in Fig. 6.6.

A

Simulated values

Sum of squared residuals

Measured values

Minimize

Sum of squared residuals

Measured values

Simulated values

Minimize

Compton correction

B

Figure 6.5: Employed minimization procedures for
determination of model parameters. (a): The param-
eters APOM, AFR, BFR, and CFR are found by mini-
mizing the sum of squared residuals between meas-
ured and simulated logarithmic transmittance and
dark-field. (b): Extended model incorporating Comp-
ton scatter. The additional parameters γM (M =
1, . . . ,4) are used to characterize the amount of de-
tected Compton-scattered radiation for each POM
height.

6.1.5 Discussion

In this work, we have shown measurements of attenua-
tion and dark-field signal levels of a phantom with well-
defined thicknesses of absorbing and (small-angle)
scattering material. We find a nonlinearity in the dark-
field signal levels, which we tentatively call visibility-
hardening and which has not yet been described or
explained in literature. We present a theoretical model
for spectrally-averaged transmittance and dark-field,
and validate this model by comparison to measure-
ment data. The model includes both known effects
(the influence of beam-hardening on attenuation and
dark-field signal), as well as the observed visibility-
hardening effect.
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APOM

[g/cm2]
AFR

[g/cm2]
BFR CFR γ1 γ2 γ3 γ4 S

POM below G0,
no Compton corr.

4.357 0.1348 0.2823 −2.695 — — — — 4.55×10−2

POM below G0,
with Compton corr.

4.462 0.1454 0.2388 −2.203 0.041 0.062 0.082 0.097 3.21×10−4

POM on table,
with Compton corr.

4.617 0.1474 0.2465 −2.532 0.088 0.156 0.222 0.286 1.55×10−3

Table 6.1: Parameters of theoretical model providing the best match with measurement data.

1 2 3 4
0.0

0.2

0.4

0.6

0.8

1.0

ln D
POM below G0,

no Compton corr.

1 2 3 4
ln T

POM below G0,
with Compton corr.

1 2 3 4

POM on table,
with Compton corr.

Measurement
Simulation

Figure 6.6: Comparison of simulated and measured signal levels (logarithmic transmission, dark-field),
after optimization of signal strength and Compton scatter parameters. The determined optimal parameters are
summarized in Table 6.1.



Chapter 6. Theoretical investigations of dark-field signal formation 170

We have largely ignored the influence of the differen-
tial phase shift signal on the dark-field modality. This
was done since the used imaging setup is optimized for
large, dark-field-active samples (i.e., animal or human
lungs), and therefore has low angular sensitivity, result-
ing in weak differential-phase signals. We have found
the differential-phase modality to carry little useful in-
formation in lung imaging, but it is possible that the
phase signal from superimposed ribs may distort dark-
field signal levels. We are aware of existing work on
this issue [Pelz+16], and provide a general equation to
calculate spectrally-averaged visibility in the presence
of phase shift in section 6.1.7d.

The impact of Compton scatter on the measurements
was initially underestimated. Due to changes to the ex-
perimental setup, the original arrangement could not
be reproduced and the Compton fractions γ1, . . . ,γ4

thus could not be measured retroactively, motivating
the optimization procedure shown here. The trend
of the determined Compton fractions is reasonable:
greater values are achieved for larger amounts of ab-
sorbing material, and values are higher overall with the
material closer to the detector.

The approach is also supported by the good agreement
of the remaining fit parameters in the extended model
between the two data sets (< 4% deviation of APOM,
AFR, BFR, ≈ 8% of the exponent CFR −2). Qualitatively,
it is clear from the fit without Compton corrections
that the observed decrease of DFEC for strong dark-
field signal is reproduced by the model, regardless of
additional corrections. Furthermore, since the Comp-
ton correction applies the same change to − lnD and
− lnT for data with identical amounts of POM, it is
unable to modify the dark-field signal added by foam
rubber, and thus does not encroach upon the visibility-
hardening effect.

In principle, the presented findings could be used to
correct for visibility-hardening: Using measurements
from a phantom such as the one used here as cal-
ibration, measured dark-field signals could be “re-
linearized”: a quantity could be derived from meas-
ured values of − lnD and − lnT , which is proportional
to the thickness of a (macroscopically homogeneous)
small-angle-scattering material. This signal would
more accurately express the “scattering power” of the
sample, and produce greater contrast between regions
of high and low dark-field signal (e.g. healthy and em-
physematous regions of the lung).

Additionally, we think that such a correction would be

important for dark-field CT measurements: In the pres-
ence of strong visibility-hardening, dark-field “cup-
ping artifacts”, equivalent to those in conventional CT,
would occur due to the decreasing effective DFEC at
high sample thickness.

However, such a correction would require the use of
phantom materials with an energy-dependent DFEC
µd(E ) comparable to that of the sample. Finding these
may be challenging and probably necessitate compar-
ative spectral dark-field measurements. On the other
hand, it may be possible that an approximate similar-
ity (e.g., similar diameter of foam rubber cells and lung
alveoli) allows a sufficiently precise correction.

Due to the design of the grating arrangement in the
lung-scanning setup, its visibility spectrum has an un-
usual shape: visibility peaks for very low photon ener-
gies and then continuously decreases. This may lead to
a greater magnitude of the “visibility-hardening” effect
than in a normal Talbot-Lau setup, where a visibility
peak is located at the setup design energy, and typi-
cally near the peak of the source spectrum. On the
other hand, the effect also increases with the range of
achieved dark-field signal levels, implying that setups
with high angular sensitivity are especially suscepti-
ble. In either case, we suggest that the magnitude of
visibility-hardening is estimated [experimentally, or
using Eqs. (6.13), (6.14)] when interpreting dark-field
signal levels.
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6.1.7 Detailed calculations

6.1.7a Calculation of effective linear attenuation
coefficient

We find that

∂ψ(E)

∂z0

(6.3)= ∂T (E)

∂z0
ψ0(E)

(6.1)= −µ(E , z0)T (E)ψ0(E)

(6.3)= −µ0(E)ψ(E), (6.18)

where we have used the abbreviation µ0(E ) for µ(E , z0).
Using this result, we can calculate the derivative of the
negative logarithm of Eq. (6.5) w.r.t. z0:

µ(z0) =−∂ lnT

∂z0
=− 1

T

∂T

∂z0

(6.5)= −
∫ ∞

0 ψ0(E)dE∫ ∞
0 ψ(E)dE

∂

∂z0

[ ∫ ∞
0 ψ(E)dE∫ ∞

0 ψ0(E)dE

]

=−
∂
∂z0

[∫ ∞
0 ψ(E)dE

]∫ ∞
0 ψ(E)dE

=−
∫ ∞

0
∂ψ
∂z0

(E)dE∫ ∞
0 ψ(E)dE

(6.18)=
∫ ∞

0 ψ(E)µ0(E)dE∫ ∞
0 ψ(E)dE

(6.4)= 〈
µ0

〉
ψ. (6.19)

6.1.7b Calculation of effective dark-field extinc-
tion coefficient

In equivalence to Eq. (6.18), we find that

∂V (E)

∂z0

(6.9)= ∂D(E)

∂z0
V0(E)

(6.9)= −µd(E , z0)D(E)V0(E)

=−µd,0(E)V (E). (6.20)

Using Eq. (6.18) and Eq. (6.20), we can calculate the
effective dark-field extinction coefficient:

µd,0 =−∂ lnD

∂z0
=− 1

D

∂D

∂z0

(6.13)= −T

〈DT 〉V0ψ0

∂

∂z0

[ 〈DT 〉V0ψ0

T

]

= ∂T /∂z0

T
− ∂〈DT 〉V0ψ0 /∂z0

〈DT 〉V0ψ0

. (6.21)

From Eq. (6.19), we know that ∂T /∂z0

T
=−〈

µ0
〉
ψ. Calcu-

lation of ∂〈DT 〉V0ψ0 /∂z0 requires the product rule:

∂〈DT 〉V0ψ0

∂z0
= ∂

∂z0

[∫ ∞
0 D(E)T (E)V0(E)ψ0(E)dE∫ ∞

0 V0(E)ψ0(E)dE

]

=
∫ ∞

0
∂
∂z0

[D(E)T (E)]V0(E)ψ0(E)dE∫ ∞
0 V0(E)ψ0(E)dE

.

(6.22)

The derivative follows from Eq. (6.18) and Eq. (6.20):

∂

∂z0
[D(E)T (E)] = ∂D(E)

∂z0
T (E)+ ∂T (E)

∂z0
D(E)

=−[
µd,0(E)+µ0(E)

]
D(E)T (E).

(6.23)

Therefore, the second term in Eq. (6.21) is

∂〈DT 〉V0ψ0 /∂z0

〈DT 〉V0ψ0

= −∫ ∞
0 V0(E)ψ0(E)dE∫ ∞

0 D(E)T (E)V0(E)ψ0(E)dE
×∫ ∞

0

[
µd,0(E)+µ0(E)

]
D(E)T (E)V0(E)ψ0(E)dE∫ ∞

0 V0(E)ψ0(E)dE

= −∫ ∞
0

[
µd,0(E)+µ0(E)

]
D(E)T (E)V0(E)ψ0(E)dE∫ ∞

0 D(E)T (E)V0(E)ψ0(E)dE

=−〈
µd,0 +µ0

〉
DT V0ψ0

, (6.24)

and thus, via Eq. (6.21),

µd,0 =
〈
µd,0 +µ0

〉
DT V0ψ0

−〈
µ0

〉
ψ. (6.25)

6.1.7c Effect of Compton scatter on signal levels

Given an object generating attenuation and dark-field
signals T , D in the absence of Compton scatter, it re-
duces the mean detector signal S0 to T S0, and the
visibility V0 to D V0 [compare Eq. (6.5) and Eq. (6.13)].

Compton scattering is incoherent, and thus adds only
to the detected mean intensity, not the fringe mod-
ulation. As Compton-scattered radiation is emitted
from materials in a wide angular range, and the whole
field of view is covered by an attenuating slab of uni-
form thickness in all measurements, it is a reasonable
approximation to assume a constant intensity SC of de-
tected Compton-scattered radiation across the field of
view. In the previous scenario, this leads to an increase
of the mean detected signal to T S0 +SC , whereas the
amplitude of the fringe modulation remains at V T S0.
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This leads to a decrease of the relative amplitude, i.e.,
detected visibility, namely to

VC = V T S0

T S0 +SC
= V

1+γ ,

where γ = SC /(T S0). Furthermore, the measured
transmission increases to

TC = T S0 +SC

S0
= T (1+γ).

The logarithmic modalities therefore change as fol-
lows:

− lnTC =− lnT − ln
(
1+γ)

, (6.26)

− lnDC =− ln

(
VC

V0

)
=− lnD + ln

(
1+γ)

. (6.27)

The two modalities are thus affected by the same ad-
ditive (subtractive) constant ln(1+γ). This correction
function is applied to the simulated signal values, us-
ing separate values for γ for each number and place-
ment of POM slabs.

6.1.7d Calculation of visibility reduction with dis-
persion

The monochromatic signal model in Eq. (6.8) can be
expanded by an energy-dependent phase shift Φ(E),
so that

Smod(ϕ,E) = S(E){1+V (E)cos[ϕ−Φ(E)]},

and equivalently to Eqs. (6.10), (6.11) in the main text,
it follows for the polychromatic case that

Smod(ϕ) =
∫ ∞

0

∂Smod

∂E
dE

=
∫ ∞

0
ψ(E)dE +

∫ ∞

0
ψ(E)V (E)cos

[
ϕ−Φ(E)

]
dE .

(6.28)

The second term on the right-hand side can be ex-
panded:∫ ∞

0
ψ(E)V (E)cos

[
ϕ−Φ(E)

]
dE

= cos(ϕ)
∫ ∞

0
ψ(E)V (E)cos[Φ(E)]dE

+ sin(ϕ)
∫ ∞

0
ψ(E)V (E)sin[Φ(E)]dE . (6.29)

Taken as a function of ϕ, the two terms are in quadra-
ture and the total amplitude is thus

A =
({∫ ∞

0
ψ(E)V (E)cos[Φ(E)]dE

}2

+{∫ ∞

0
ψ(E)V (E)sin[Φ(E)]dE

}2)1/2

. (6.30)

To retrieve the effective visibility, this amplitude must
be divided by the mean flux, i.e., the first integral on
the right-hand side in Eq. (6.28):

V = A∫ ∞
0 ψ(E)dE

=
({∫ ∞

0 ψ(E)V (E)cos[Φ(E)]dE∫ ∞
0 ψ(E)dE

}2

+
{∫ ∞

0 ψ(E)V (E)sin[Φ(E)]dE∫ ∞
0 ψ(E)dE

}2)−1/2

=
√
〈V cosΦ〉2

ψ+〈V sinΦ〉2
ψ. (6.31)

In the presence of non-negligible phase shift, Eq. (6.31)
supersedes Eq. (6.12). The calculation of V 0 should
remain unchanged as long as the reference scans are
acquired without objects in the beam.
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6.2 Description of Talbot-Lau
imaging with partial coher-
ence theory

In this section, an alternative mathematical model
for the contrast generation in Talbot-Lau imaging set-
ups, based on partial coherence theory, is introduced.
In section 6.2.1, the most commonly used approach
based on Fresnel propagation, and its limitations, are
introduced. Some fundamentals of partial coherence
theory are given in section 6.2.2, and a thorough calcu-
lation of a three-grating Talbot-Lau system based on
the concept of “cross-spectral density” is presented in
section 6.2.3.

6.2.1 Fresnel propagation

The conventional method to determine X-ray intensi-
ties generated by a grating-based imaging setup is to
calculate near-field diffraction patterns generated by
the setup’s modulation grating G1 (i.e., self-images) by
Fresnel propagation (cf. section 2.1 on page 33) to the
detection plane. Results of plane-wave illumination
of G1 may be converted to those resulting from illumi-
nation by a point source (“cone-beam illumination”)
using the Fresnel scaling theorem (see section 2.5.7 on
page 59).

The effect of the finite source size is then modeled by
convolution of the detected intensity patterns with
the source intensity profile, rescaled according to the
relative distances of source and detection plane to the
modulation grating. The source intensity profile is
either defined by the focal spot, or if a source grating
(G0) is used, by the transmission profile of a single
period of the source grating.

Finally, given the high-resolution intensity profiles in
the detection plane, the detection process itself may
be simulated. Most commonly, stepping curves are
generated by convolution of these profiles with the
transmission function of an analyzer grating. Visibil-
ity, flux and phase shift are then evaluated from the
parameters of this stepping curve.

In order to characterize the setup as a function of X-
ray energy, the entire process must be repeated for
each X-ray wavelength of interest. Polychromatic per-
formance can be simulated by summation of inten-
sity values from successive simulations with different
wavelengths.

Direct propagation of the field from the source plane
to G1, and from there to the detection plane, is not pos-
sible with Fresnel propagation if the source has finite
spatial coherence. The reason for this is that a par-
tially coherent field cannot be exhaustively expressed
by a scalar field as a function of only one spatial vari-
able. This is why the convolution approach mentioned
above is necessary.

However, the theory of partial coherence allows ex-
pressing fields of arbitrary coherence and their propa-
gation, allowing the theoretical, direct calculation of
grating-based imaging systems with arbitrary illumi-
nation.

6.2.2 Partial coherence theory

The introduction presented here roughly follows sec-
tion 5.2 from [Good85]. The intensity measured at a
point~r and a time near t is determined by the scalar
field U (~r , t ) as

I (~r ) = 〈∣∣U (~r , t )2∣∣〉
t , (6.32)

where 〈·〉t denotes an averaging in a small time interval
around t . This averaging is relevant even for very short
exposure times, since the variation of U with t is ex-
tremely fast: We know that U (~r , t ) ∝ exp(−iωt ), where,
for example, ω= 2πc/λ≈ 3 ·1019 s−1 for radiation with
E = 20keV. If U (~r , t) is a plane wave, this averaging
process does not affect the result. If however, U (~r , t ) is
the result of illumination by two separate point sources
Ua(~ra , t ), Ub(~rb , t ), we can write

U (~r , t ) = caUa

(
~ra , t − da

c

)
+ cbUb

(
~rb , t − db

c

)
, (6.33)

where da = |~r −~ra |, db = |~r −~rb |, and ca , cb are con-
stants depending on da , db . Inserting Eq. (6.33) in
Eq. (6.32) yields the relation

I (~r ) = Ia + Ib +2Re

[
c∗a cb ·Γab

(
db −da

c

)]
, (6.34)

where

Ia = |ca |2
〈∣∣∣∣Ua

(
~ra , t − da

c

)∣∣∣∣2〉
t

,

Ib = |cb |2
〈∣∣∣∣Ub

(
~rb , t − db

c

)∣∣∣∣2〉
t

,

Γab(τ) = 〈
U∗

a (~ra , t )Ub (~rb , t −τ)
〉

t . (6.35)
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Intuitively, Ia and Ib are the intensities which would
occur at ~r if only the point source at ~ra or ~rb were
present. Note that the light travel times da/c, db/c
do not usually affect Ia or Ib , but are crucial for the
additional term Γab : The average in Eq. (6.35) can be
understood as a (temporal) cross-correlation function
of Ua and Ub evaluated at a relative shift of τ= (db −
da)/c. Γab(τ) is called the mutual coherence function
and is a measure for the amount of coherence between
the fields originating from~ra and~rb :

If Γab(τ) = 0, the fields are said to be (mutually) com-
pletely incoherent, and the measured intensity I (~r ) is
simply Ia + Ib . This would be expected for ordinary,
low-coherence light sources. However, if there is a
known phase relation between the two light sources,
e.g.

Ua(~ra , t ) =Ub(~rb , t ) =U (t ) and ca = cb = 1,

Γab(τ) would vary with τ= (db −da)/c: For db −da =
0,±λ,±2λ, . . ., the two fields add up constructively,
Γab(τ) = 〈|U (t )|2〉t , and I (~r ) = 4〈|U (t )|2〉t . Conversely,
for db − da = ±λ/2,±3λ/2, . . ., the fields interact de-
structively, Γab(τ) =−〈|U (t )|2〉t , and thus I (~r ) = 0.

In the double-slit experiment, a light source illumi-
nates a mask with two narrow slits. These slits act as
secondary light sources which produce interference
fringes on a downstream screen. Replacing the slits by
small point-like apertures, we can identify these by the
two light sources Ua and Ub at~ra and~rb in our exam-
ple. The intensity at a location~r on the screen is thus
given by Eq. (6.34). The observed intensity modula-
tions as a function of~r thus provide information about
Γab(τ), i.e. the degree of coherence between fields at
~ra and~rb (Ia and Ib may also vary with~r , but much
more slowly).

6.2.3 Application to Talbot-Lau imaging

6.2.3a Cross-spectral density

Since the Talbot-Lau interferometer is commonly used
with polychromatic illumination, it is useful to imme-
diately consider the case of wideband polychromatic
radiation. Besides the mutual coherence function,
a number of other variables for quantifying partial
coherence exist, see e.g. [Good85, Table 5-1] for an
overview. In the following, we follow an approach used
in [Sudo+81] and generalize the calculation presented
there. To characterize spatial coherence (i.e. the case

of~ra 6=~rb and τ= 0), the most commonly used quanti-
ties is the complex coherence factor

µab = Γab(0)√
Γaa(0)Γbb(0)

,

which is however only applicable to quasi-
monochromatic radiation. A more general quantity
can be introduced by first defining the temporal
Fourier transform of U (~r , t ):

V (~r ,ω) =F [U (~r , t )] = 1

2π

∫ ∞

−∞
U (~r , t )e iωt d t .

The similarity of V at different locations ~ra , ~rb is
then characterized by the cross-spectral density (CSD)
Wab [Mand+76]:〈

V (~ra ,ω)V ∗ (
~rb ,ω′)〉=Wab(~ra ,~rb ,ω)δ

(
ω−ω′) .

(6.36)

This allows to describe spatial coherence between any
two points~ra ,~rb , as a function of (angular) frequency
ω = 2πc/λ. Since V is not dependent on time, 〈·〉
here denotes an ensemble average. The Dirac delta
in Eq. (6.36) expresses that the Fourier transforms of
the fields at two different frequencies are always un-
correlated. In particular, W is the Fourier transform of
the mutual coherence function [Mand+95, sec. 4.3]:

Wab(ω) =
∫ ∞

−∞
Γab(τ)e−iωτdτ.

Two more pieces of information are required to allow
the calculation of intensities in an (idealized) Talbot-
Lau interferometer: The effect of a structure (grating)
with a spatially variable amplitude transmittance, and
the effect of free-space propagation on W .

We assume that the Talbot-Lau setup consists of paral-
lel gratings which are normal to the propagation direc-
tion.

In this case, the setup can be assumed to be transla-
tionally invariant in the direction parallel to the grating
ridges.

The gratings are thus characterized by an amplitude
transmittance t (x), where x is orthogonal both to the
grating ridges and the axis of propagation.

Amplitude transmittance is taken as the ratio of the
complex amplitudes just behind and just before the
object. It is related to intensity transmittance T (x) and
phase shift ϕ(x):

t (x) = U+(x)

U−(x)
=

√
T (x)e iϕ.
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In the following, we use the superscripts “+” and “−”
to describe the field downstream and upstream of an
object, respectively. It can be shown that, for a field
passing through an object with transmittance t (x), its
cross-spectral density changes according to [Sudo+81]

W +(xa , xb ,ω) = t (xa ,ω)t∗(xb ,ω)W −(xa , xb ,ω),
(6.37)

where the asterisk denotes complex conjugation. Fi-
nally, free-space propagation of W can be achieved
in an approach similar to Fresnel propagation. How-
ever, since cross-spectral density is dependent on two
spatial variables, a double integration is necessary.
This is derived in [Mand+95, section 4.4.2]: an ap-
proximate formula for cases where the propagation
distance is much larger than the wavelength is given
in Eq. (4.4-18). Adapted to the notation used here, it
reads

W (~sa ,~sb ,ω) =
(

k

2π

)2 Ï
(z=0)

W (~ra ,~rb ,ω)×

e i k(Rb−Ra)

RaRb
cosθa cosθbd 2rad 2rb . (6.38)

Here, ~ra and ~rb are in the plane z = 0, ~sa and ~sb are
arbitrary vectors in the downstream volume z > 0.
Ra = ‖~sa −~ra‖, Rb = ‖~sb −~rb‖, and θa , θb are the an-
gles of~sa −~ra and~sa −~ra with respect to the plane at
z = 0.

This equation can be simplified using several assump-
tions: First, that ~sa and ~sb are located in the same
plane z = z0, and furthermore that W depends only
on one component of the spatial coordinates. This
allows reducing the four-dimensional integration to
a two-dimensional one. Finally, the paraxial approx-
imation gives cosθa ≈ cosθb ≈ 1, and a second-order
Taylor approximation of Rb −Ra can be performed as
for Fresnel propagation. The resulting simplified form
of Eq. (6.38) is then given by

W (u1,u2,ω) ≈ 1

λz0

Ï ∞

−∞
W (x1, x2,ω)×

exp

{
i k

2z0

[
(x1 −u1)2 − (x2 −u2)2]}d x1d x2, (6.39)

which is similar to the form used in [Sudo+81]. Note
that x1, x2 are coordinates of two different points along
the same axis, not orthogonal coordinates.

6.2.3b Calculation steps

The calculation steps and used variable names are il-
lustrated in Fig. 6.7.

We assume the source to be located immediately up-
stream of the source grating, and to be spatially com-
pletely incoherent:

W −
G0(x1, x2,ω) = iω(x1)δ(x1 −x2). (6.40)

The attenuating and/or phase-shifting effect of the
source grating is calculated according to Eq. (6.37):

W +
G0(x1, x2,ω) = g (x1,ω)g∗(x2,ω)W −

G0(x1, x2,ω),
(6.41)

with g (x,ω) is the grating’s amplitude transmission
function. Propagation of W to the G1 grating is
achieved using Eq. (6.39):

W −
G1(u1,u2,ω) ≈ 1

λL

Ï ∞

−∞
W +

G0(x1, x2,ω)×,

exp

{
i k

2L

[
(x1 −u1)2 − (x2 −u2)2]}d x1d x2. (6.42)

The amplitude transmission function of the modula-
tion grating t (u,ω) is then applied:

W +
G1(u1,u2,ω) = t (u1,ω)t∗(u2,ω)W −

G1(u1,u2,ω),
(6.43)

and finally, W +
G1 is propagated by a distance d to the

detection plane:

WF (y1, y2,ω) ≈ 1

λd

Ï ∞

−∞
W +

G1(u1,u2,ω)×

exp

{
i k

2d

[(
u1 − y1

)2 − (
u2 − y2

)2
]}

du1du2. (6.44)

The measured quantity is an intensity, which is given
by:

IF (y,ω) =WF (y, y,ω). (6.45)

6.2.3c Calculation

The steps introduced in the previous paragraph are
now combined: Inserting Eq. (6.40) into Eq. (6.41)
yields

W +
G0(x1, x2,ω) = g (x1)g∗(x2)iω(x1)δ(x1 −x2)

= ∣∣g (x1)
∣∣2 iω(x1)δ(x1 −x2).
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Figure 6.7: Overview of quantities used in the calculation of cross-spectral density (CSD) in the Talbot-Lau
geometry. Starting from an completely incoherent wavefield with CSD W −

G0 upstream of G0, the amplitude
transmission function g (x) of G0 is applied to it and the resulting CSD W +

G0 is propagated by the G0–G1 distance
L, yielding W −

G1. Applying the amplitude transmission function t(u) of G1 results in W +
G1, which is finally

propagated by the G1–detector distance d , yielding WF . The intensity in the detection plane is finally given by
IF (y,ω) =WF (y, y,ω).

As mentioned in [Sudo+81], the fact that g only shows
up as a magnitude square shows that any phase-
shifting effects are irrelevant for this kind of illumina-
tion. Thus, instead of writing g (x) as a Fourier series,

we directly formulate a Fourier expansion of
∣∣g (x)

∣∣2

with a fundamental period of p0:

∣∣g (x)
∣∣2 =: G(x) =

∞∑
n=−∞

Cn exp

[
2πi nx

p0

]
. (6.46)

Thus,

W +
G0(x1, x2,ω) = iω(x1)δ(x1 −x2)×

∞∑
n=−∞

Cn exp

[
2πi nx1

p0

]
. (6.47)

Eq. (6.47) is inserted in Eq. (6.42) to calculate W −
G1:

W −
G1(u1,u2,ω) ≈

1

λL

Ï ∞

−∞
exp

{
i k

2L

[
(x1 −u1)2 − (x2 −u2)2]}×

iω(x1)δ(x1 −x2)
∞∑

n=−∞
Cn exp

[
2πi nx1

p0

]
d x1d x2

= 1

λL

∞∑
n=−∞

Cn

Ï ∞

−∞
iω(x1)δ(x1 −x2)×

exp

{
i k

2L

[
(x1 −u1)2 − (x2 −u2)2]+ 2πi nx1

p0

}
d x1d x2

x1→x= 1

λL

∞∑
n=−∞

Cn

∫ ∞

−∞
iω(x)×

exp

{
i k

2L

[
(x −u1)2 − (x −u2)2]+ 2πi nx

p0

}
d x. (6.48)

The exponentials can be simplified:

i k

2L

[
(x −u1)2 − (x −u2)2]+ 2πi nx

p0

= i k

2L

(
u2

1 −u2
2

)+ i kx

L
(u2 −u1)+ 2πi nx

p0

= i k

2L

(
u2

1 −u2
2

)+ i x

[
k

L
(u2 −u1)+ 2πn

p0

]
. (6.49)
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Inserting Eq. (6.49) into Eq. (6.48) yields:

W −
G1(u1,u2,ω) ≈ 1

λL
exp

[
i k

2L

(
u2

1 −u2
2

)] ∞∑
n=−∞

Cn×∫ ∞

−∞
iω(x)exp

{
i x

[
k

L
(u2 −u1)+ 2πn

p0

]}
d x. (6.50)

The integral can be solved if we assume that iω(x) =
const., i.e. that the source grating is homogeneously
illuminated:∫ ∞

−∞
d x iω(x)exp

{
i x

[
k

L
(u2 −u1)+ 2πn

p0

]}
→ iω

∫ ∞

−∞
d x exp

{
i x

[
k

L
(u2 −u1)+ 2πn

p0

]}
= 2πiω ·δ

[
k

L
(u2 −u1)+ 2πn

p0

]
, (6.51)

where δ[. . .] represents the Dirac delta function. Here
we have used that

∫ ∞
−∞ exp(iωt )d t = 2πδ(ω). Thus,

W −
G1(u1,u2,ω) ≈ 2πiω

λL
·exp

[
i k

2L

(
u2

1 −u2
2

)]×
∞∑

n=−∞
Cnδ

[
k

L
(u2 −u1)+ 2πn

p0

]
. (6.52)

Writing W −
G1 in this manner makes it apparent that

it is a Dirac comb as a function of u2 −u1. In other
words, the periodic illumination by G0 has been trans-
lated into a periodic cross-spectral density function.
This is in accordance with the van Cittert-Zernike theo-
rem, which states that the mutual intensity function, a
quantity closely related to the cross-spectral density, is
given by a Fourier transform of the source intensity dis-
tribution: The Fourier transform of a periodic function
is itself periodic.

The Dirac delta can be rewritten using the knowledge
that

δ
[
g (u)

]= ∑
g (un )=0

δ(u −un)∣∣g ′(un)
∣∣ ,

where the un are the roots of g (u). With the argument
of the Dirac delta as a function of u1, we have only one
zero (u1,0 = 2πnL

p0k +u2), and
∣∣g ′(u1,0)

∣∣= k
L (k and L are

both positive). Thus:

δ

{[
k

L
(u2 −u1)+ 2πn

p0

]}
= L

k
δ

[
u1 −

(
u2 + 2πnL

p0k

)]
(6.53)

and inserting Eq. (6.53) into Eq. (6.52) yields:

W −
G1(u1,u2,ω) ≈ iω exp

[
i k

2L

(
u2

1 −u2
2

)]×
∞∑

n=−∞
Cnδ

[
u1 −

(
u2 + 2πnL

p0k︸ ︷︷ ︸
=nλL/p0

)]
(6.54)

Replacing k in the argument of the Dirac delta [see
annotation in Eq. (6.54)] demonstrates an odd similar-
ity between the propagation of cross-spectral density
W from an incoherently illuminated grating, and the
propagation of intensity I from a coherently illumi-
nated grating, if we keep one of the spatial variables
of W fixed: Both generate peaks at intervals of λL/p.
This is illustrated in Fig. 6.8.

In order to continue in the calculation, the amplitude
transmission function of the modulation grating must
be applied by inserting Eq. (6.54) into Eq. (6.43):

W +
G1(u1,u2,ω) = iω · t (u1)t∗(u2)×

exp

[
i k

2L

(
u2

1 −u2
2

)] ∞∑
n=−∞

Cnδ

[
u1 −

(
u2 + 2πnL

p0k

)]
(6.55)

We define the amplitude transmission function of G1,
t(u), as a Fourier series with fundamental frequency
p1:

t (u) =
∞∑

m=−∞
Dm exp

[
2πi mu

p1

]
⇒ t∗(u) =

∞∑
m′=−∞

D∗
m′ exp

[−2πi m′u
p1

]
. (6.56)

Note that this differs from the Fourier series for the
source grating (Eq. (6.46)), which describes the trans-
mission of intensity. We insert both parts of Eq. (6.56)
into Eq. (6.55):

W +
G1(u1,u2,ω) = iω ·

∞∑
m=−∞

∞∑
m′=−∞

DmD∗
m′×

exp

[
2πi

p1

(
mu1 −m′u2

)+ i k

2L

(
u2

1 −u2
2

)]×
∞∑

n=−∞
Cnδ

[
u1 −

(
u2 + 2πnL

p0k

)]
. (6.57)

Then, we propagate this to the detection plane [insert
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Incident plane 
wave,

Evenly-spaced 
intensity maxima

Incoherent
field, 

Evenly-spaced 
maxima of cross-

spectral density

Figure 6.8: Similarity between diffraction peaks and peaks of cross-spectral density. Left: A grating with
period p, when illuminated by coherent radiation of wavelength λ, produces intensity maxima with a lateral
spacing of λL/p on a screen at a downstream distance L. Right: Replacing the coherent source by an extended,
spatially incoherent source directly in front of the grating eliminates all intensity modulations on the screen,
but the cross-spectral density, when taken as a function of u2 with u1 = const. now has the same periodicity of
λL/p. I.e., the fields at any two points in this plane are mutually coherent if and only if they are spaced apart a
multiple of λL/p.
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Eq. (6.57) into Eq. (6.44)]:

WF (y1, y2,ω) = iω
λd

∞∑
m=−∞

∞∑
m′=−∞

∞∑
n=−∞

DmD∗
m′Cn×Ï ∞

−∞
exp

{
2πi

p1

(
mu1 −m′u2

)+ i k

2L

(
u2

1 −u2
2

)
+ i k

2d

[(
u1 − y1

)2 − (
u2 − y2

)2
]}

×

δ

[
u1 −

(
u2 + 2πnL

p0k

)]
du1du2. (6.58)

Before the Dirac delta is used to eliminate one of the
two integrals, the argument in the exponential can be
reordered:

2πi

p1

(
mu1 −m′u2

)+ i k

2L

(
u2

1 −u2
2

)
+ i k

2d

[(
u1 − y1

)2 − (
u2 − y2

)2
]

= i k

2

(
1

L
+ 1

d

)(
u2

1 −u2
2

)+u1

(
2πi m

p1
− i k y1

d

)
−u2

(
2πi m′

p1
− i k y2

d

)
+ i k

2d

(
y2

1 − y2
2

)
. (6.59)

The integral with respect to u1 in Eq. (6.58) can sim-
ply be evaluated by replacing u1 with u2 + 2πnL

p0k in the
integrand, thanks to the Dirac delta. After some rear-
rangement, the exponent in Eq. (6.59) becomes:

i

[
2π2n2L2

kp2
0

(
1

L
+ 1

d

)
+ k

2d

(
y2

1 − y2
2

)+
2πnL

p0

(
2πm

kp1
− y1

d

)]
+

i u2

{
2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]
+ k(y2 − y1)

d

}
.

(6.60)

We can see that all terms involving u2
2 have disap-

peared, thus we have a sum of terms which are lin-
ear in u2 and constant terms. Inserting Eq. (6.60) into

Eq. (6.58) yields:

WF (y1, y2,ω) =
iω
λd

∞∑
m=−∞

∞∑
m′=−∞

∞∑
n=−∞

DmD∗
m′Cn×

exp

{
i

[
2π2n2L2

kp2
0

(
1

L
+ 1

d

)
+ k

2d

(
y2

1 − y2
2

)+
+2πnL

p0

(
2πm

kp1
− y1

d

)]}
×∫ ∞

−∞
exp

(
i u2

{
2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]
+

+k(y2 − y1)

d

})
du2. (6.61)

We can again use the relation
∫ ∞
−∞ exp(i kx)d x =

2πδ(k) to solve the integral in Eq. (6.61):

WF (y1, y2,ω) =
2πiω
λd

∞∑
m=−∞

∞∑
m′=−∞

∞∑
n=−∞

DmD∗
m′Cn×

exp

{
i

[
2π2n2L2

kp2
0

(
1

L
+ 1

d

)
+ k

2d

(
y2

1 − y2
2

)+
+2πnL

p0

(
2πm

kp1
− y1

d

)]}
×

δ

{
2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]
+ k(y2 − y1)

d

}
. (6.62)

The spectral intensity IF (y,ω) is WF (y, y,ω), i.e.:

IF (y,ω) = 2πiω
λd

∞∑
m=−∞

∞∑
m′=−∞

∞∑
n=−∞

DmD∗
m′Cn×

exp

{
2π2i n2L2

kp2
0

(
1

L
+ 1

d

)
+ 2πi nL

p0

(
2πm

kp1
− y

d

)}

×δ
{

2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]}
. (6.63)

We can reorder the sums to obtain a term which is
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independent of m and m′:

IF (y,ω) = 2πiω
λd

×
∞∑

n=−∞
Cn exp

{
2πi

[
πn2L2

kp2
0

(
1

L
+ 1

d

)
− nLy

p0d

]}
×

∞∑
m=−∞

∞∑
m′=−∞

DmD∗
m′ exp

(
4π2i mnL

kp0p1

)
×

δ

{
2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]}
. (6.64)

The Dirac delta in Eq. (6.64) can be rewritten to make
the relation between m and m′ apparent:

δ

{
2π

[
m −m′

p1
+ n

p0

(
1+ L

d

)]}
= δ

(
−2π

p1

{
m′−

[
m + np1

p0

(
1+ L

d

)]})
= p1

2π
δ

{
m′−

[
m + np1

p0

(
1+ L

d

)]}
.

Thus, the expression for the intensity in Eq. (6.64) can
be reformulated using a single sum and an explicit
condition for m′:

IF (y,ω) = p1

λd
iω

∞∑
n=−∞

Cn×

exp

{
2πi

[
πn2L2

kp2
0

(
1

L
+ 1

d

)
− nLy

p0d

]}
×

∞∑
m=−∞

DmD∗
m+∆m exp

(
4π2i mnL

kp0p1

)
, (6.65)

where

∆m = np1

p0

(
1+ L

d

)
. (6.66)

If the above equation for ∆m does not yield an integer,
D∗

m+∆m = 0. It can be seen that IF is a superposition of
complex exponentials with spatial periods p0d/(nL).
Note that the period p2 of the analyzer grating G2 is
typically selected such that [Pfei+06]

p2 = p0
d

L
, (6.67)

so the intensity fringes effected by the n-th order of the
G0 intensity pattern (with period p0/n) have a period
of p2/n.

Furthermore, the first exponential can be slightly
rephrased and the final exponential term in Eq. (6.65)
can be interpreted as a deflection: Rearrangement
yields

IF (y,ω) = p1

λd
iω×

∞∑
n=−∞

Cn exp

[
iπλn2L2

p2
0

(
1

L
+ 1

d

)]
×

∞∑
m=−∞

Dm D∗
m+∆m exp

[−2πi nL

p0d

(
y − λmd

p1

)]
. (6.68)

The m-th term therefore corresponds to a lateral shift
of the intensity pattern by m ·λd/p1, i.e. the lateral
deflection corresponding to the m-th diffraction maxi-
mum of G1 (cf. Fig. 6.8).

6.2.3d Interpretation

The origin of the first exponential in Eq. (6.68), as well
as the condition for ∆m in Eq. (6.66) is explained vi-
sually in Fig. 6.9: For a sinusoidal spatial intensity dis-
tribution with a period of p0/n, cross-spectral den-
sity in a plane at a downstream distance of L peaks
at u1 −u2 = nλL/p0 (Fig. 6.9a). This means that two
points in this plane have nonzero mutual coherence if
and only if their distance is equal to this value. How-
ever, the absolute location of the two points in the
plane is arbitrary.

Fig. 6.9b illustrates the angular spectrum of fields trans-
mitted by the modulation grating G1: When illumi-
nated by a plane wave of normal incidence, the field
transmitted by a diffraction grating can be expressed
as a superposition of a discrete set of plane waves with
different propagation directions (the angular spec-
trum) [Good05, section 3.10].

The amplitude of the m-th plane wave is related to the
Fourier coefficient Dm of the grating’s transmission
function, and its propagation direction is at an angle
mλ/p1 to that of the incident wave. At a downstream
distance d , this leads to a lateral deflection of the field
of mλd/p1 (compared to an absent diffraction grating,
or the 0-th plane wave component).

Finally, these two effects are combined in the Talbot-
Lau setup in Fig. 6.9c: Illuminated by a periodic inten-
sity modulation of period p0/n, the field in an arbitrary
position in the G1 plane is partially coherent with an-
other position in this plane at a distance nλL/p0. This
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C

B

A

mutually coherent, 
distance

mutually coherent, 
distance

Figure 6.9: Visual interpretation of Eq. (6.68). (a): Si-
nusoidal illumination with period p0/n produces at a
distance of L a cross-spectral density W (u1,u2,λ) with
a peak at u2 −u1 = nλL/p0. I.e., the fields at any two
points at z = L are mutually coherent (and can thus
interfere) if they are at a lateral distance of nλL/p0.
(b): The field of the m-th diffraction peak of a grating
with period p1 is laterally deflected by λmd/p1 at a
distance d . (c): A “Talbot-Lau image” is achieved if two
diffraction orders of mutually coherent fields coincide,
i.e., if the lateral deflection of the paths shown in (a) is
compensated by diffraction of one path as shown in
(b). See text for a more detailed explanation.

means that the fields at points with these distances
can interfere with each other, and diffraction due to
the modulation grating occurs.

In order to observe Talbot-Lau images, G1 diffraction
orders must exist whose difference in lateral deflection
exactly cancel the relative distance between mutually
coherent points in the G1 plane. In Fig. 6.9c, this is il-
lustrated by rays originating from an arbitrary point in
the G0 plane and passing through two mutually coher-
ent points in the G1 plane. In the absence of G1, the
lateral deflection of these rays in the detection plane
is equal to nλ (L+d)/p0. To cancel out this deflection
by combining different G1 diffraction orders m and
m +∆m, it must be equal to ∆m ·λd/p1. Solving this
for ∆m provides the result in Eq. (6.66). Note that the
relation shown in Fig. 6.9c simultaneously applies for
all location pairs (u, u +nλL/p0) in the G1 plane.

Generally, the intensity distribution at the G0 grating is
described by a Fourier series [Eq. (6.46)], and is thus a
superposition of sinusoidal functions with different n.
Eq. (6.68) shows that the procedure for the calculation
of Talbot-Lau images can be performed separately for
each harmonic n (the intensities are then summed
up).

The first exponential term in Eq. (6.68) describes the
path length difference between the two mutually co-
herent light paths, as shown in Fig. 6.9c. For the case
shown in the Figure, the length of the lower path is
L+d , and that of the upper one is√

L2 +
(

nλL

p0

)2

+
√

d 2 +
(

nλL

p0

)2

=L

√
1+

(
nλ

p0

)2

+d

√
1+

(
nλL

p0d

)2

≈L

(
1+ n2λ2

2p2
0

)
+d

(
1+ n2λ2L2

2p2
0d 2

)
.

Therefore, the difference between the two is approxi-
mately

∆x ≈ n2λ2L

2p2
0

+ n2λ2L2

2p2
0d

= n2λ2L2

2p2
0

(
1

L
+ 1

d

)
,

and the associated phase difference is ∆φ= k∆x, k =
2π/λ.

These findings reproduce the known rules for Talbot-
Lau grating periods and inter-grating distances, as pre-
sented e.g. in [Dona+09]: For a symmetric Talbot-Lau
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setup in the first conventional Talbot order, L = d =
2ZT = 4p2

1/λ, and p0 = 2p1. In this case,

np1

p0

(
1+ L

d

)
= n,

iπλn2L2

p2
0

(
1

L
+ 1

d

)
= 2iπn2,

exp

[−2πi nL

p0d

(
y − λmd

p1

)]
= exp

(−iπny

p1

)
.

Thus, the phase shift between the mutually coherent
light paths (in Fig. 6.9c) is 2πn2, they are therefore in
phase for all n. Furthermore, the lateral shifts between
Fourier components disappear for all n. Eq. (6.68) then
simplifies to:

IF (y,ω) = p1

λd
iω

∑
n,m

CnDmD∗
m+n exp

(−iπny

p1

)
.

(6.69)

To verify that this is a self-image of G1, the intensity
immediately downstream of G1 can be calculated as
W +

G1(u,u,ω), with W +
G1 given by Eq. (6.57):

W +
G1(u,u,ω) = iω ·

∑
m,m′,n

CnDmD∗
m′×

exp

[
2πi

p1

(
m −m′)u

]
δ

(−2np1
)

∝ iωC0 ·
∑

m,m′
DmD∗

m′ ×exp

[
2πi

p1

(
m −m′)u

]
.

(6.70)

With the substitution m′ → m +n, the similarity be-
tween Eqs. (6.70) and (6.69) becomes apparent. As
expected, the fundamental period in Eq. (6.70) is
p1, whereas it is 2p1 in Eq. (6.69). However, each
summand of Eq. (6.69) contains the additional factor
Cn . Since |Cn | decreases with increasing n for typi-
cal gratings (cf. Eq. 6.46), the high-frequency sum-
mands in in Eq. (6.70) (|m −m′| À 1) are suppressed
in Eq. (6.69), yielding a low-pass-filtered version of
Eq. (6.70). Eq. (6.54) illustrates that the Cn characterize
the amount of coherence in the plane of the modula-
tion grating: Points in this plane, spaced apart nλL/p0,
have a coherence proportional to Cn . Higher orders in
the measured intensity profiles are thus generated by
higher orders of the G0 transmission function, which
are usually weaker. For typical numerical simulations,
this low-pass filtering effect is achieved by convolv-
ing the Talbot carpet with the (rescaled) transmission
profile of one source grating slot.

Using Eq. (6.68), it can also be shown why the Talbot
image of a π-shifting modulation grating must experi-
ence frequency doubling. Let the amplitude transmis-
sion function t(u) be a rectangular profile with duty
cycle of 0.5, so that

t (u) =
{
α u mod p < p

2

1 u mod p ≥ p
2

, α ∈C.

The Fourier series coefficients according to Eq. (6.56)
can then be calculated to be

Dm =


α+1

2 m = 0
α−1

2πi m m =±1,±3, . . .

0 else.

For a purely phase-shifting grating with shift ∆ϕ, α=
exp(i∆ϕ). Thus for ∆ϕ = π, α = −1 and D0 = 0.
Eq. (6.68) shows that for p1 = p0d/(L +d), the m-th
Fourier component with n = ±1 is proportional to
DmD∗

m±1, which is zero for all m (since Dm is nonzero
only for odd m). Therefore, the lowest observed fringe
period is p2 = p0d/(2L), i.e. n =±2.

Note that the relations between L, d , p0 and p1 re-
produced here are considered to correspond to “cone-
beam illumination” in the literature (cf. [Dona+09]),
but this calculation shows that the relation also holds
for arbitrarily large sources. The “cone” in the present
sense is not defined by the extent of the source spot
before the gratings, but the slits of the source grating.

6.2.4 Discussion and Conclusion

An approach was presented to calculate intensities
generated by a Talbot-Lau interferometer, by directly
incorporating effects of partial coherence in the cal-
culation. The known rules for the selection of grating
periods and inter-grating distances are reproduced.
However, the partial-coherence view allows an alter-
native perspective on the relations between the three
gratings:

The source grating is illuminated by an extended inco-
herent source, and thus generates a periodic intensity
pattern. This produces a cross-spectral density (CSD)
with sharp, equidistantly-spaced peaks in the G1 plane.
This means that fields at any two points in this plane
can only interfere if their distance is an integer multi-
ple of the CSD periodicity.
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From this partially-coherent field, the modulation grat-
ing G1 produces an angular spectrum of transmitted
fields. If grating periods and inter-grating distances are
chosen appropriately, some coefficients of the angular
spectrum are superimposed coherently:

The components of the angular spectrum differ in the
direction of propagation. Fields from spatially sepa-
rated, mutually coherent points in the G1 plane can
thus be “spatially reunited” in the detection plane, by
combining different components of the angular spec-
trum. This results in intensity modulations, Talbot-Lau
images, in the detection plane.

Most commonly, the Talbot-Lau setup is understood
as a modification of a Talbot self-imaging setup with
coherent illumination: Talbot images are calculated by
Fresnel propagation, and Talbot-Lau images are cre-
ated from these by convolution with the source grating
intensity profile. However, this approach does not pro-
vide a description of the underlying wavefield.

In contrast, the partial-coherence representation of
the Talbot-Lau setup treats the effects of both G0

and G1 in a unified way (a modification of the cross-
spectral density). The wavefield and its coherence
properties may be evaluated for arbitrary locations.
Furthermore, objects with arbitrary transmission func-
tions can be added, allowing to e.g. directly calculate
the effect of phase-shifting or scattering objects on
detected intensity.

Note in particular that the lateral separation of mu-
tually coherent fields (vertical distance between the
red lines in Fig. 6.9c) at any location before or after
G1 is identical to the setup’s autocorrelation length ξ,
which determines the magnitude of the dark-field sig-
nal due to an object. Since ξ is the spacing between any
two points that are mutually coherent, the dark-field
activity of an object is determined by its ability to ma-
nipulate the field at points with this separation. This
is discussed in depth in section 2.5.8c on page 62. Fur-
thermore, it is shown there that the angular sensitivity
S, i.e., the ratio of differential-phase signal and sample
refraction, is also directly related to the autocorrelation
length via S = ξ/λ.

Eq. (6.68) can be directly used to calculate intensities
and visibility values for a given set of gratings. Arbitrar-
ily complex transmission profiles can be achieved by
varying the Fourier coefficients Cn , Dm . For a numer-
ical solution, care should be taken that “ringing arti-
facts” are not introduced by truncation of the Fourier
sums.

With the same approach, other setup designs, such
as dual phase-grating setups, could also be evaluated.
An adaptation of the partial-coherence approach to
numerical simulations may also be possible. This may
be of interest e.g. for the case of a finite number of
illuminated source grating slits (for which no analyt-
ical solution of the cross-spectral density may exist).
The computational effort for a propagation of cross-
spectral density is greater than for Fresnel propagation
of a coherent field, since it requires two spatial integra-
tions. However, this should not prohibit its application,
especially since the area integrals may be reduced to a
single integration axis for one-dimensional gratings.
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6.3 Dark-field bias correction

In grating-based phase-contrast imaging, a bias oc-
curs in the calculation of visibility maps from phase-
stepping (or fringe-scanning) data. A number of meth-
ods were thus devised to reduce this bias, and com-
pared to existing correction methods. The mathemat-
ical foundation for this effect is introduced in sec-
tion 6.3.1. The different correction methods are then
explained, first from a heuristic perspective, and then
in a mathematically more rigorous manner in sec-
tion 6.3.2. The application of each method is illus-
trated as a function of the biased, noise-normalized
input data.

In section 6.3.3, the performance of the different meth-
ods is compared in terms of (residual) bias, variance
and mean squared error (MSE). The influence of inac-
curate knowledge of noise levels on estimation is also
discussed.

6.3.1 Mathematical fundamentals

In phase-stepping measurements, the image modal-
ities (as defined in section 2.5.6 on page 56) are typi-
cally determined in two steps: A retrieval of fit param-
eters by solving a linear optimization problem on the
measurement data, followed by a conversion of these
parameters to the desired modalities.

An optimization problem is understood to be “linear”
when the relation between measurement data ~y and
the fit parameters ~x – i.e., the “model” – can be ex-
pressed by a matrix A, so that

~y = A~x +~ε, (6.71)

where each element of~ε is a normally-distributed ran-
dom variable with mean 0. It is often beneficial to
phrase a given optimization problem in this form,
since its least-squares solution, i.e. the value ~x = ~ξ
for which ∥∥A~x −~y ∥∥

2 (6.72)

is minimal, can be calculated using the so-called “nor-
mal equations” [Punt+13, Eq. 2.18]:(

AT A
)
~ξ= AT~y .

If AT A is not singular (i.e., A has full rank), the least-
squares solution is directly given as

~ξ= (
AT A

)−1
AT~y .

The matrix (AT A)−1 AT is the so-called “Moore-
Penrose inverse” of A.

This approach is much faster than other, iterative min-
imization procedures. For the given application, this
is essential as a very large number of regression prob-
lems must be solved (one per pixel). Additionally, if
the elements of ~y (or ~ε) are independent and have
equal variance σ2, the “propagation” of noise from
the measurement data~y to~ξ can be directly calculated
as [Punt+13, Eq. 3.2]

Cov
(
~ξ
)
=σ2 (

AT A
)−1

, (6.73)

and the elements of~ξ are also follow normal distribu-
tions1. In order to rephrase Eq. (4.13) from page 92 as
a linear regression problem, the cosine term must be
rewritten using the relation

cos
(
Φk −φ1

)= cosΦk cosφ1 + sinΦk sinφ1

Since the ϕk are known (to some precision), Eq. (4.13)
can be rewritten in the form of Eq. (6.71) as

1 cosΦ1 sinΦ1

1 cosΦ2 sinΦ2

...
...

...

1 cosΦn sinΦn


︸ ︷︷ ︸

A

 x1

x2

x3

=


I1

I2

...

In


︸ ︷︷ ︸

~y

,

where

x1 = a0, x2 = a1 cosφ1, x3 = a1 sinφ1

(identically forφr
1 in place ofφ1). If the values Ik can be

assumed to be normally distributed, which is usually
the case for sufficiently high photon counts, the fit
parameters are also normally distributed. However, to
retrieve a1 and φ1, a transform from Cartesian to polar
coordinates is necessary:

a1 =
√

x2
2 +x2

3 , φ1 = atan2(x3, x2) . (6.74)

Since these operations are not linear in x2 or x3, an
undesired effect occurs in the statistical behavior of
a1:

1This follows since each element of~ξ is given by a linear combi-
nation of elements of~y : Any linear combination of normally distrib-
uted random variables is also normally distributed. Eq. (6.73) does
not apply if the variances of the elements of~y are not identical, but
if the problem can be rephrased as a weighted least-squares prob-
lem with a suitable selection of weights, a similarly simple relation
results.
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In a phase-stepping acquisition, a value for x2 and x3

is retrieved from the intensity values for each pixel,
which are then converted to values of a1 and φ1 ac-
cording to Eq. (6.74). If flux, visibility, and fringe phase
are (approximately) constant in a given subsection
of the image, the retrieved values of x2 and x3 can
be assumed to be drawn from the same distribution.
Their expectation values 〈x2〉, 〈x3〉 can then be approx-
imated by taking their mean over the ensemble of all
pixels in this (sufficiently large) region. The correct
parameter values (â1, φ̂1) can then be calculated from
these via Eq. (6.74).

Usually however, spatially-resolved information about
a1 and φ1 is desired, requiring their calculation from
x2 and x3 for each pixel individually. Due to the non-
linear transforms involved in Eq. (6.74), the resulting
distributions of a1 andφ1 are not normally distributed.
In particular, their mean values deviate from their true
values. For a1, this becomes apparent in cases where
the “spread” of a1 values (e.g. the standard deviation)
is greater than the true value â1: Here, there would
be a significant probability of a1 achieving negative
values if the distribution was symmetric. But since a1

cannot be negative, the distribution must inevitably
be skewed towards positive values. This results in a
shift of the expectation value towards values greater
than â1. In other words, the expectation value of the
estimator

a1(x2, x3) =
√

x2
2 +x2

3

is not identical to â1. This estimator is thus “biased”,
i.e.

〈a1〉 =
〈√

x2
2 +x2

3

〉
>

√
〈x2〉2 +〈x3〉2 = â1.

In other words, a map of a1 values does not only in-
crease in noise when calculated from fewer photon
counts, but also increasingly overestimates values.

This effect is illustrated in Fig. 6.10 for the example of
〈x2〉 = 〈x3〉 = 2−1/2 and Var(x2) = Var(x3) = 1.

A number of methods to correct for this effect were
thus evaluated.

Rician parameter estimation For the case of
normally-distributed, independent quantities X , Y
with nonzero means µX , µY and identical variances
σ2, Z =

p
X 2 +Y 2 follows a so-called “Rice distribu-

tion” [Talu+91]. Its probability density function (PDF)

-2 0 x3 2 4

x2 vs. x3 a1 = x2
2 + x2

3

-2

0
x2

2

4x2

-2 0 x3 2 4

x3

0 a1 a1 2 3 4

a1

Figure 6.10: Bias in the calculation of magnitudes of
normally distributed quantities with nonzero mean.
Although the quantities x2 and x3 follow independent
normal distributions (blue histograms and dots in
bivariate histogram), the distribution of magnitudes

a1 =
√

x2
2 +x2

3 (i.e., the length of the orange lines) has a

positive skew (orange histogram). Its mean value 〈a1〉
is therefore greater than â1 =

√
〈x2〉2 +〈x3〉2 (the solid

black line). The quantity a1 follows a so-called Rice
distribution [Talu+91].
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is given as

p
(
z|ν,σ2)= z

σ2 exp

[
−(

z2 +ν2
)

2σ2

]
I0

( zν

σ2

)
, (6.75)

where I0 is the zero-order modified Bessel func-

tion of the first kind and ν =
√
µ2

X +µ2
Y . It was

shown in [Chab+11] (and also follows from the
previous discussion), that the quantity a1 approxi-
mately follows such a distribution when retrieved
from Poisson-distributed photon counts in a phase-
stepping measurement (with equidistant phase steps).
In particular, for a measurement with N phase steps
and a mean number of a0 detected photons per phase
step, [Chab+11] found that σ2 = 2a0/N . Further-
more, noise levels and expectation values of the recon-
structed modalities for low- and high-SNR limits are
calculated in this publication, providing an envelope
for the range of measurable a1 values.

The “true value” for z in Eq. (6.75), which it approaches
for decreasing noise levels, i.e. σ → 0, is ν, i.e.:
limσ→0〈z〉 = ν. Thus, an estimate of ν could be inter-
preted as a “corrected” version of z. Ideally, the result-
ing distribution would have no bias, i.e. its expectation
value would be equal to the true value. Since every
pixel in an image map of a1 has its own underlying
distribution (with values of ν and σ differing between
pixels), parameter estimation must be performed from
a single sample of z and σ.

In [Talu+91], the authors give an overview of two com-
mon methods for estimating the parameters of the
Rician distribution: the method of moments, and
maximum-likelihood estimation.

6.3.2 Examined bias correction methods

6.3.2a Maximum-likelihood estimation and
lookup table representation

In the approach presented in [Talu+91], the “likelihood”
(the product of PDFs for each measurement) is maxi-
mized by varying the parameters ν andσ, e.g. using an
iterative solver. Like the method of moments, this ap-
proach is not directly feasible if only a single sample is
available: A two-dimensional optimization of the like-
lihood from a single sample z ′ will always approach
the solution (ν,σ) = (z ′,0) [Eq. (6.75) tends towards
a delta distribution for σ→ 0 and the likelihood for
z = z ′ approaches infinity].

However, the approach can be modified by derive an
estimate for σ ahead of time, e.g. using the above-
mentioned relation σ2 = 2a0/N . Maximization of the
likelihood function, given this estimate for σ, can then
be performed as a function of ν alone.

In order to avoid computationally expensive iterative
optimization, this problem can be implemented by a
lookup table: With

ζ≡ z

σ
, η≡ ν

σ
,

and the expression

q
(
ζ|η)= ζexp

[−(ζ2 +η2)

2

]
I0

(
ζη

)
,

Eq. (6.75) can be rephrased as

p(z|ν,σ) = q(ζ|η)/σ.

The maximum-likelihood (ML) solution of η, i.e.

ηML(ζ) = argmax
η

q(ζ|η),

depends only on the parameter ζ, and can easily be
calculated ahead of time for the relevant range of η
values. For νÀσ, i.e. ηÀ 1, bias is negligible and thus,
η≈ ζ. It is thus sufficient to calculate ηML for “small”
values of ζ, e.g. on the interval [0,10], and assume that
ηML = ζ for greater values. The ML solution of ν for an
arbitrary z then follows as

νML =σ ·ηML

( z

σ

)
. (6.76)

This approach is also useful for the other bias correc-
tion methods introduced below.

6.3.2b Method of moments

In [Talu+91], the two-parameter form of the Rician PDF
in Eq. (6.75) is simplified to a form dependent on a
rephrased variable y ≡ z/

√
E(z2) and a single parame-

ter, the signal-to-noise ratio γ≡ ν2/(2σ2).

The method of moments is based on the idea that,
given a set of measurements {y1, . . . , yn} from a given
distribution, the expected value of y can be given as an
analytical expression ofγ [Talu+91, Eq. 5]. The quantity
γ can thus be retrieved by calculating the mean of all
measured yi , and solving this analytical expression for
γ.
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However, the formulation as presented there is not ap-
plicable for single-sample measurements: The second
moment E(z2), which is required to calculate y , can
not be realistically estimated2. In other words, for a set
containing one single measurement of z, y is always 1,
which implies that no bias correction is applied.

Instead, the transform of p(z|ν,σ) to q(ζ|η) used for
the ML solution can also be used here. We are search-
ing for the parameter ν where the distribution’s mean
µ(ν,σ) is equal to the observed value z:

νMean(z,σ) = {
ν

∣∣µ(ν,σ) = z
}

.

As we have only one single measured value, it is identi-
cal to the mean over all observations. The mean of the
Rice distribution is given as

µ(ν,σ) =
∫ ∞

0
z ·p(z|ν,σ)d z =σ

√
π

2
L1/2

(−ν2

2σ2

)
,

(6.77)
where

L1/2(ξ) = eξ/2
[

(1−ξ) I0

(−ξ
2

)
−ξI1

(−ξ
2

)]
,

and I0, I1 are modified Bessel functions of the first
kind. Therefore, to find νMean, it would be necessary
to set µ(ν,σ) in Eq. (6.77) equal to z, and solve for ν.
Unfortunately, this is not possible analytically, but the
quantity

ηMean(ζ) = {
η

∣∣µ(η) = ζ}
can be numerically calculated ahead of time for all
relevant values of ζ, and a transform equivalent to
Eq. (6.76) can be performed to retrieve νEV for any
value of σ.

6.3.2c Mode finding

It can be attempted to estimate ν as the value where
z is equal to the mode of the Rician distribution
p(z|ν,σ2). The mode of a PDF is given as its “peak”,
taken as a function of z. Thus,

νMode(z) =
{
ν

∣∣∣∣ ∂∂z
p

(
z|ν,σ2)= 0

}
.

Although this method is similar to the ML approach
(in both cases, the parameter ν is estimated to find

2Conceivably, the second moment could be estimated from a set
of neighboring pixels, but this approach may exhibit problematic
behavior in regions of rapidly varying bias levels.

a maximum of p(z|ν,σ2), and σ is determined in a
separate procedure), they are not identical: The ML
solution is given by the position νML where

∂

∂ν
p

(
z|ν,σ2)∣∣

ν=νML
= 0,

i.e. p is maximal compared to PDFs with identical z,
but adjacent values for ν. However, z is kept fixed in
both approaches. As for ML optimization, a lookup ta-
ble approach can be employed by calculating ηMode(ζ)
ahead of time for all relevant values of ζ and applying
Eq. (6.76) equivalently.

6.3.2d Correction method by Gudbjartsson and
Patz

In [Gudb+95], the authors demonstrate that the values
in MR magnitude images also follow a Rician distribu-
tion, recognize the associated presence of a bias and
present a correction approach based on one single
measurement value and an estimate for the noise level.
Their approach is thus conceptually very similar to the
methods presented so far, but is much more simple
to calculate: The authors show that in the high-SNR
range, the Rician PDF p(z|ν,σ) is well approximated
by a normal distribution with mean

p
ν2 +σ2. Assum-

ing that the measured value z is equal to this mean,
solving for ν yields ν=

p
z2 −σ2. In order to deliver an

estimate for ν even in cases where σ2 > z2, the square
root is taken of the argument, i.e.

νGP =
√∣∣z2 −σ2

∣∣.
As for the other methods, this simple function can also
be phrased in a σ-independent form:

ηGP =
√∣∣ζ2 −1

∣∣,
with conversion from ηGP to νGP according to
Eq. (6.76).

6.3.2e Bias correction based on findings from Ji et
al.

In [Ji+17], the authors derive approximate values for
bias in all three grating-based X-ray phase contrast
modalities retrieved from phase-stepping, and validate
their findings with experimental data. Although no ex-
plicit correction method based on single measurement
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values is given (experimental validation is performed
by averaging over regions of interest), the findings can
be used to derive such an algorithm: In Eq. 17, the au-
thors derive the bias of a1 to be approximately 1/(NV ),
where N is the number of phase steps and V is the
true visibility. If we assume (as in the “method of mo-
ments”) that the measured value is equal to the dis-
tribution’s mean,

z = Mean(a1) = True value(a1)+Bias(a1)

= ν+ 1

NV

V = a1
a0= ν+ a0

Nν

σ2= 2a0
N= ν+ σ2

2ν
. (6.78)

Solving Eq. (6.78) for ν yields

ν± = 1

2

(
z ±

√
z2 −2σ2

)
.

The solution ν− is clearly incorrect [for example,
ν−(z À σ) ≈ 0], and probably arises due to the equa-
tion for the a1 bias being an approximation.

Like the other methods, the solution ν+ can be
rephrased to a σ-independent form for the calculation
of a lookup table:

ηJi = ν+
σ

= 1

2

(
ζ+

√
ζ2 −2

)
. (6.79)

Note that a real-valued solution for ηJi in Eq. (6.79) only
exists for ζ≥p

2. In other words, the assumption that
the measured value is equal to the distribution’s mean
becomes impossible to fulfill for ζ<p

2. A continua-
tion of ηJi for this range of values is not apparent.

Alternatively, it is possible to make the (less accurate)
assumption that

Bias(a1) = σ2

2ν
≈ σ2

2z
,

which results in the correction function of

η(2)
Ji = ζ− 1

2ζ
.

This has the advantage of yielding a non-negative es-
timate for η (and thus, ν) for all ζ ≥ p

1/2. However,
the estimate becomes negative for smaller values of ζ
and limζ↓0η

(2)
Ji =−∞. The most obvious modification

to rectify this is to clip all negative estimates of η(2)
Ji to

zero.
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Figure 6.11: Lookup table representation for each of
the presented dark-field bias correction methods.

6.3.3 Comparison of methods

6.3.3a Lookup table comparison

The lookup table forms η(ζ) of the presented bias cor-
rection functions are displayed in Fig. 6.11, together
with the reference line η= ζ, which corresponds to no
correction.

The application of the correction works as follows: The
value for a1 determined by least-squares estimation
is divided by the estimate for σ, e.g. using the rela-
tion that σ=p

2a0/N . Given a lookup table η(ζ), the
corrected value is retrieved as

a1,corr =σ ·η
( a1

σ

)
.

Of all the curves, the ML solution deviates the strongest
from η = ζ, i.e. it applies the greatest change to the
data. ηML(ζ) = 0 for ζ≤p

2. Thus, all a1 values which
do not exceed their σ estimate by at least

p
2 are set to

zero. This results in a significant shift towards lower a1

values and the appearance of a large number of zero
values in low-SNR data. This also applies to ηMean,
ηMode, and η(2)

Ji , albeit to a lesser degree, since they
modify a1 values less strongly than ηML.

Since the Rayleigh distribution is a special case of
the Rice distribution (ν → 0), the values of ζ where
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ηMean(ζ) and ηMode(ζ) reach zero are given by mean
and mode of the Rayleigh distribution for σ= 1. These
are given as

p
π/2 and 1, respectively.

The approach by Gudbjartsson and Patz, character-
ized by ηGP, differs from the remaining methods in
that ηGP(ζ) achieves a negative slope for ζ < 1. This
portion of the histogram is thus essentially “reversed”.
ηJi(ζ) behaves similarly to the other methods , but as
discussed above, is only defined for ζ >p

2, and can
thus not be applied to arbitrary Rice-distributed data.

For ζ ' 2, all examined correction methods behave
very similarly, and the amount of change applied by
the corrections is relatively minor.

It should be emphasized that values of η in the vicinity
of 1, i.e. those displayed in Fig. 6.11, correspond to a
very low-statistics regime: η can be rewritten as

η= a1

σ
= a1p

2a0/N
=V

√
a0N

2
.

Note that a0N is the total number of detected photons.
Thus, η = 1 is achieved for example at V = 10% and
a0N = 200 photons.

6.3.3b Quantitative comparison of bias correction
methods

The primary criterion by which the correction meth-
ods are to be compared to each other is of course the
amount of reduction in bias. However, the effect of the
corrections on noise levels should also be considered.
In particular, both variance and bias are conveniently
combined in the so-called mean squared error (MSE),
which could thus be interpreted as an overall perfor-
mance of the estimator.

The bias of an estimator a1 is the difference of its ex-
pectation value 〈a1〉 from the true value â1:

b(a1) = 〈a1〉− â1,

The variance of the estimator is given as

V (a1) = 〈(
a1 −〈a1〉

)〉2 = 〈
a2

1

〉−〈a1〉2

and gives a measure for the spread of the estimated
values around the expectation value. Finally, the mean
squared error is defined as

MSE(a1) = 〈
(a1 − â1)2〉 .

It is also a measure of spread, but the spread around
the true value â1, not the estimator’s expectation value
〈a1〉. It stands to reason that both an increase in V (a1)
or b(a1) will lead to an increase in MSE(a1). In partic-
ular, it can be shown that

MSE(a1) =V (a1)+b(a1)2.

The “estimators” that are being compared are com-
posed of the least-squares retrieval of a1, followed by
one (or none) of the lookup-table-based correction
methods. Given the Rice PDF p(z|ν,σ = 1), and the
lookup table representation η(ζ) of any of the correc-
tion methods, the expectation value of a1 is given as〈

a(η)
1

〉
=

∫ ∞

0
p (z|ν,σ= 1)η(z)d z. (6.80)

The second moment is calculated by replacing η(z) by
η(z)2. The performance of the original method, with-
out lookup table corrections, is calculated by setting
η(z) = z. Note that the expected value in Eq. (6.80), and
thus bias, variance and MSE calculated from it, are still
functions of ν. Calculated in this manner, they de-
scribe the estimators’ behavior when applied to data
drawn from one distribution with fixed ν = a0V (i.e.
constant flux and visibility).

The parameters, as shown in Fig. 6.12, are thus given
as a function of η̂, i.e. the true value of η. All methods
reduce bias, but ηML and ηMean noticeably overshoot
for 1 < η̂ < 4. ηMode, η(2)

Ji , and ηGP however achieve
nearly complete elimination of bias for η̂> 2.

All correction methods (except ηGP for η̂ < 1) lead to
an increase of variance (i.e., noise), especially in the
vicinity of η̂= 2. The shown increase in variance cor-
responds to an increase of up to 33% in standard de-
viation (ηML, η̂ = 1.43). In particular, the increase of
variance for each method appears to be inversely cor-
related with the amount of change the method applies
to the bias.

The MSE, being a statistic composed of variance and
(squared) bias, appears to be dominated by the bias
for η̂/ 1. All correction methods achieve a decrease in
MSE below a certain η̂ threshold, albeit at the expense
of systematically higher MSE values for all η̂ above that
threshold.

6.3.3c Inexact knowledge of σ and a0

So far, only the change in a1 due to bias correction
with known σ has been analyzed. In real use cases
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Figure 6.12: Bias, variance, and mean squared error (MSE) of each of the bias correction methods, as well
as uncorrected least-squares estimation (η=== ζ). Values are shown as a function of η̂= ν̂/σ. The estimate for
the bias as given in [Ji+17, Eq. 17] is also shown.

however, σ must itself be estimated from the measure-
ment data, leading to an additional source of uncer-
tainty for bias correction. Furthermore, the commonly
evaluated quantity is not a1, but V = a1/a0, where a0

is another random variable, and thus another source
of uncertainty. The impact of these two factors should
thus be assessed.

For counts of detected photons, the assumption of
Poisson distribution is often justified. Since mean and
variance of Poisson-distributed variables are identical,
an estimate of the former also serves as an estimate of
the latter. For Poisson-distributed phase-stepping data
I1, . . . , IN with means 〈Ik〉 = a0 + a1 cos

(
ϕk −Φ1

)
[cf.

Eq. (4.13) from page 92], I =∑N
k=1 Ik is also a Poisson-

distributed variable with mean 〈I 〉 = N a0 (if the phase
steps ϕk are equidistant and cover an integer number
of periods).

An estimate of σ may thus be achieved by

σ=
√

2a0

N
=

p
2I

N
. (6.81)

It can be shown e.g. by numerical simulations that
the expectation value of the square root of a Poisson-
distributed variable with mean λ is

p
λ to high accu-

racy. In other words, the bias introduced by the square
root is negligible. Furthermore, the variance of the
square root is approximately 1/4 for λ' 50.

Thus the variance of the σ estimator in Eq. (6.81) is

Var(σ) ≈ 2

N 2 · 1

4
= 1

2N 2 ,

regardless of the mean value of I .

As shown e.g. in Eq. (6.76) for ML correction, the de-
pendence of the corrected value for ν on σ, the un-
corrected value z, and the lookup table η(ζ) can be
expressed as

ν=σ ·η
( z

σ

)
.

Unfortunately, analytical treatment of error propaga-
tion from z and σ to ν is difficult: Although applica-
tion of Gaussian error propagation is feasible, it im-
plies that the derivatives ∂ν/∂z, ∂ν/∂σ are approxi-
mately constant over the range of the variables’ vari-
ation. Fig. 6.11 illustrates that this is not a good ap-
proximation: especially for values of ζ= z/σ between
1 and 2, η′(ζ), and thus the partial derivatives, vary very
rapidly.

Numerical simulations were thus used to estimate
bias and variance of both a1 and V . Stepping curves
with Poisson noise and low statistics were generated
(a0 = 15 photons, N = 5, variation of V from 0 to 1, thus
resulting in η̂ values between 0 and 6), and estimates
for a0, a1, and Φ1 were calculated by least-squares
regression, followed by bias correction of a1. Two dif-
ferent scenarios were distinguished for the correction:
Use of the ground-truth value for σ, and estimation



191 6.3. Dark-field bias correction

0 2 4 6=

0.0

0.5

1.0

1.5
Bias(a1) / 

0 2 4 6

Bias(V) a0/

0 2 4 6

Var(a1)/ 2

0 2 4 6

[also depends
on na0]

Var(V) (a0/ )2

ML

Mode

Mean

GP

Ji, 2

=
 estimated (a0 = 15, n = 5)

exact 

Figure 6.13: Effect of estimation of σ on bias and variance of a1 and V . Quantities are normalized to allow
comparison to Fig 6.12. Values were calculated from simulated phase-stepping data with Poisson noise
(a0 = 15 photons, n = 5, V̂ = 0. . .1 ⇒ η̂ = 0. . .6). Even for the very low-statistics case shown here, inexact
knowledge of σ has very little effect (compare dashed and solid lines). Note that, unlike the other curves, the
normalized form of Var(V ) also varies with n ·a0, especially for high visibility values.

of σ according to Eq. (6.81). Visibility values were cal-
culated by dividing the bias-corrected a1 values by a0.
Bias and variance were calculated from an ensemble
of 5×105 stepping curves. The results are shown in
Fig. 6.13.

It is apparent that even for the low-statistics case pre-
sented here, bias and variance of a1 and V hardly
change when σ is derived from the measurement data.
This suggests that the presented bias correction meth-
ods can directly be applied to measurement data.

The estimation of σ may be significantly more difficult
if energy-integrating detectors are used. Since the de-
tection signal generated by a photon is proportional to
its energy, measured intensity values are not Poisson-
distributed. The most practical approach in this situa-
tion is to develop an empirical relation between mean
intensity and variance for the given imaging system,
to allow an estimation of σ. Since the underlying dis-
tribution of intensity values, and thus the relation of
mean and variance, is also a function of the detected
spectrum, this empirical model should also parame-
terize the amount of beam-hardening by the sample,
e.g. via sample transmittance. In other words, mean
and variance should be measured ahead of time, for

many different amounts of exposure time and sample
attenuation, so that variance can be reliably retrieved
as a function of mean and transmittance.
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6.3.4 Discussion

It is not apparent from these results which correction
method is generally the most suitable. An overcorrec-
tion, as observed for ηML and ηMean, may be undesir-
able, and the near-perfect correction of bias values by
ηMode, ηGP, or η(2)

Ji for η̂> 2 may be preferable. In cases
of very low statistics (i.e., very low values of η̂), noise
in dark-field images will usually be so high that subtle
differences in bias correction are imperceptible.

Noisy dark-field data is often low-pass filtered to im-
prove the images’ visual impression. This can obfus-
cate bias problems: while the noise levels is obviously
reduced by this operation, the bias remains, possibly
leading to an overestimation of visibility (i.e., an under-
estimation of the dark-field activity) of low-SNR image
regions. This can be avoided by applying a bias correc-
tion prior to low-pass filtering.

Another issue to consider is that the present analysis
demonstrates bias and variances as a function of η̂. In a
realistic imaging scenario, noise may however be domi-
nated by spatial fluctuations of η̂: Dark-field signal gen-
erated by foams or lung tissue may exhibit “structural
noise”, e.g. due to a spatial variation in the number of
scattering interfaces, even for constant (macroscopic)
sample thickness. This does not limit the validity of
the presented approach, but may lead to unexpected
behavior, e.g. a differing change of mean and variance
by bias correction (compared to simulations) in ROIs
of such samples.

Finally, visibility values may be distorted by thse pres-
ence of Compton scattering. Image regions strongly
affected by Compton scatter will often coincide with
those affected by visibility bias. Unfortunately, the cor-
rection of Compton scatter is very challenging. An
approach based on Monte-Carlo corrections has been
presented in [Grom17]. However, this is very time-
consuming and requires prior knowledge of the ob-
ject. For now, a general, fast Compton correction for
X-ray dark-field imaging remains an open problem.
An adaptation of commercial software-based Comp-
ton correction methods for radiography [Ment+14] to
grating-based X-ray imaging systems may however be
feasible. In terms of order, any Compton scatter cor-
rections should precede bias corrections.



Conclusion and outlook
In science, each of us knows that what he has accomplished will be antiquated in ten, twenty, fifty
years. That is the fate to which science is subjected; it is the very meaning of scientific work, to
which it is devoted in a quite specific sense [ . . . ] Every scientific “fulfilment” raises new
“questions”; it asks to be “surpassed” and outdated. Whoever wishes to serve science has to resign
himself to this fact.

Max Weber, Wissenschaft als Beruf (Science as a Vocation), translated from German

This work discusses the design and use of the lung-
scanning setup, a device producing images of the re-
fraction and scattering of X-rays using diffraction grat-
ings. It uses a scanning technique to generate radio-
graphs of large objects despite the limited size of the
used gratings.

A brief historical overview of important developments
in medical X-ray imaging, interferometry, and X-ray
phase contrast is given in chapter 1. This overview
provides some historical context for the construction
and operation of the lung-scanning setup.

The physical fundamentals of X-rays, namely their gen-
eration, their propagation through space, and their
interaction with matter, are presented in chapter 2.
Furthermore, grating-based X-ray imaging fundamen-
tals are introduced, including an extensive discussion
of the origin of the dark-field signal.

While design aspects of the lung-scanning setup are
summarized in chapter 3, these have been discussed
more extensively in the doctoral thesis of my former
colleague, Dr. Lukas Gromann [Grom17]. However,
the present work adds in-depth information about the
calculation of images and its software implementation
in chapter 4, which was the focus of the first few years
of my doctoral work.

Three dark-field imaging studies on pigs and human
bodies (previously published) are presented in chap-
ter 5. These have revealed findings that are of impor-
tance for future clinical implementation of dark-field
thorax radiography. The first study demonstrates the
value of the method for pneumothorax detection, con-
tinuing earlier, similar work on small animals. It es-
tablished a much-improved depiction of pneumotho-

raxes in the dark-field modality, especially when they
were oriented laterally. However, the presence and
magnitude of dorsal pneumothoraxes could also be
identified.

The second study examines the influence of the dark-
field signal from pig lungs on inspiration state and lung
thickness. It found that the dark-field per lung thick-
ness is far greater on expiration. In contrast, the ratio
of dark-field and attenuation due to the lung is approx-
imately independent of the inspiration state. These
findings assist in the distinction between breathing-
related and pathological variations in lung dark-field
signal strength.

Furthermore, dark-field and attenuation noise levels
in the region of the pig lungs were compared with the
help of phantom measurements, yielding the result
that the CNR achievable for lung tissue in the dark-
field modality is far lower than in conventional X-ray.
This suggests that any signal strength advantage of the
dark-field modality over conventional chest X-ray is
mainly due to the absence of superimposed structures
from other tissues.

The third work examines a variety of imaging features
in dark-field thorax radiographs of several human ca-
davers. This provided the first visualization of several
types of pathologies in this modality and gave evi-
dence of the appearance of dark-field human thorax
radiographs in future clinical applications. Further-
more, the performed reader study identified a vertical
(apicobasal ) gradient in the dark-field signal’s graded
strength. High values for inter- and intra-observer
agreement suggest that dark-field radiography is com-
patible with a traditional, "qualitative" evaluation of
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image data by radiologists.

Finally, chapter 6 introduces three theoretical subjects
focused on dark-field signal formation. The first of
these demonstrates a hitherto unknown phenomenon,
visibility-hardening. Being mathematically equivalent
to beam-hardening, this effect implies that the dark-
field signal of an object is reduced when it is placed be-
hind other dark-field active materials. This effect thus
has significant implications for the correct quantitative
interpretation of polychromatic dark-field measure-
ments.

The second theoretical work presents a new perspec-
tive on the image formation in a Talbot-Lau setup
by calculating the wave fields with partial coherence
theory. Other than in the commonly-used approach
based on Fresnel propagation, this allows for a full de-
scription of the wave field upstream of the modulation
grating. Furthermore, the setup’s position-dependent
autocorrelation length is directly related to quantities
emerging from this calculation. This analysis pro-
motes a clearer understanding of the physical mecha-
nisms of image formation in the Talbot-Lau setup.

The final work examines different methods for estimat-
ing the bias inherent to the calculation of the dark-field
signal. Their performance is compared in terms of bias
reduction and noise increase. The presented methods
are simple to apply to visibility maps with associated
noise estimates.

Regarding current and future developments, work on
the lung-scanning setup is ongoing under the guidance
of Ms. Jana Andrejewski and Prof. Dr. Julia Herzen. This
work has lead to additional imaging studies ([Saut+19]
and other submitted work), as well as an exploration
of dark-field tomosynthesis approaches.

Additionally, several of my colleagues, chiefly among
them Mr. Konstantin Willer, Mr. Wolfgang Noichl,
Ms. Theresa Urban, Ms. Manuela Frank, and Mr. Rafael
Schick, have expended an extraordinary amount of
work on the development and optimization of a suc-
cessor of the lung-scanning setup for clinical studies.
This device has been installed in the Department of
Diagnostic and Interventional Radiology at the univer-
sity hospital "Rechts der Isar" in Munich. It is used in
a patient study evaluating dark-field radiography for
early detection of COPD. A large amount of experience
was gained during the lung-scanning setup’s design
and operation, thus influencing design decisions for
this new clinical setup. Likewise, the software pack-
age presented in chapter 4 has been used as a starting
point for numerous algorithmic developments for the
clinical study setup.

In conclusion, many of the developments and studies
from the lung-scanning setup presented in this thesis
have served as stepping stones to the goal of clinical
implementation of dark-field radiography. Further-
more, some of the theoretical findings are also relevant
for other applications of X-ray dark-field imaging.
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A Calculation of transmittance for maximum dose-normalized CNR

We assume two adjacent objects with identical linear attenuation coefficient µ and projected thicknesses x1

and x2. They are illuminated by an amount of X-rays that would, in the objects’ absence, result in an average
of N photons being detected. According to the Beer-Lambert law, the average number of photons detected
behind the objects are 〈N1〉 = N exp(−µx1) and 〈N2〉 = N exp(−µx2). Since N1 and N2 are Poisson-distributed
random variables, their variances are equal to their mean values 〈N1〉, 〈N2〉, and the contrast-to-noise ratio
(CNR) between the two quantities is then

CNR1,2 =
〈N1〉−〈N2〉p〈N1〉+〈N2〉

=
p

N
exp(−µx1)−exp(−µx2)√

exp(−µx1)+exp(−µx2)
,

assuming without loss of generality that N1 > N2. The total number of photons absorbed by the two objects
(which is a measure of the total absorbed dose) is given as

A = N
[
1−exp(−µx1)

]+N
[
1−exp(−µx2)

]
= N

[
2−exp(−µx1)−exp(−µx2)

]
.

Since A is proportional to N , the N -dependence of CNR1,2 is eliminated with the normalization

NCNR1,2 ≡
CNR1,2p

A
= e−µx1 −e−µx2

p
(e−µx1 +e−µx2 ) (2−e−µx1 −e−µx2 )

.

The quantity optimized here is the change in NCNR1,2 with the deviation between x1 and x2. For small
differences, this can be approximated by

∂NCNR1,2

∂x2

∣∣∣∣
x2=x1

= µeµx1/2

p
2e2µx1 −2eµx1

.

This quantity does not have a local maximum when viewed as a function of x1 (and fixed µ), but it does as a
function of µ (and fixed x1): It becomes maximal if

µx1 = 2(1−e−µx1 ),

which is fulfilled for µx1 = 0 and µx1 ≈ 1.594, but only the latter yields a local maximum. It corresponds to a
transmittance of T1 = exp(−µx1) ≈ 0.203.

223



Appendices 224

25 50 75 100 125 150
Energy [keV]

0.80

0.85

0.90

0.95
a C Za

0 20 40 60 80
Z

−0.1

0.0

0.1

b C Eb

25 50 75 100 125 150
Energy [keV]

2.45

2.50

2.55

2.60

2.65
a coh Za

0 20 40 60 80
Z

−1.9

−1.8

−1.7

−1.6

a coh Eb

25 50 75 100 125 150
E [keV]

4.0

4.2

4.4

4.6
a PE Za

E < EK

E > EK

0 20 40 60 80
Z

−3.2

−3.0

−2.8

−2.6
a PE Eb

E < EK

E > EK

Figure 1 (Appendix): Power-law regression results for the dependence of total interaction cross-sections
of Compton scattering, coherent scattering and photoelectric absorption, as a function of photon energy
E and atomic number Z . For photoelectric absorption, regression analyses were performed separately for
energies below and above the K-edge energies of the respective elements.
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B Calculation of Taylor coefficients of Eq. (4.1)

The first three coefficients of the Taylor polynomial of Eq. (4.1) were calculated using the Maxima software
(Maxima 5.41.0, http://maxima.sourceforge.net/). The used commands and their outputs are listed below.

Definition of Eq. (4.1), written as a function of L (as shown in Fig. 4.1):

(% i1) alpha:atan(y/(D-dz)) - acos((L^2+D^2-s^2)/ (2*D*L));

atan
( y

D −dz

)
−acos

(−s2 +L2 +D2

2DL

)
(alpha)

Definition of L:

(% i2) Lfull:sqrt(y^2+(D-dz)^2); √
y2 + (D −dz)2 (Lfull)

Substitution of (Lfull) into (alpha):

(% i3) alphafull:subst(Lfull, L, alpha);

atan
( y

D −dz

)
−acos

 y2 − s2 + (D −dz)2 +D2

2D
√

y2 + (D −dz)2

 (alphafull)

Definition of y0, the y coordinate where the swing is vertical:

(% i4) y0:sqrt(s^2-dz^2); √
s2 −dz2 (y0)

Substitution of y for y0 in (alphafull). Although not apparent from the output, this value is zero:

(% i5) radcan(subst(y0,y,alphafull));

acos

(
dz−Dp

s2 −2D dz+D2

)
−atan

(p
s −dz

p
s +dz

dz−D

)
−π (% o5)

Calculation of the first derivative of (alphafull) with respect to y at y = y0:

(% i6) radcan(subst(y0,y,diff(radcan(alphafull),y,1)));

1

D
(% o6)

Calculation of the second derivative of (alphafull) with respect to y at y = y0:

(% i7) radcan(subst(y0,y,diff(radcan(alphafull),y,2)));

− dz

D2
p

s −dz
p

s +dz
(% o7)

Calculation of the third derivative of (alphafull) with respect to y at y = y0:

(% i8) radcan(subst(y0,y,diff(radcan(alphafull),y,3)));

s2 +2dz2

D3 s2 −D3 dz2 (% o8)

http://maxima.sourceforge.net/
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C Software used for the preparation of this document

• Typesetting: LyX, versions 2.3.2 and 2.3.5 (https://www.lyx.org) and TeX Live 2017 (https://www.tug.org/
texlive/)

• Data visualization: Python, versions 3.5, 3.6, and 3.8 (https://www.python.org/)

– matplotlib, version 3.2.0 (https://matplotlib.org/)

– NumPy, version 1.18 (https://numpy.org/)

– SciPy, version 1.4.1 (https://www.scipy.org/)

– xraylib, versions 3.3.0 and 4.0.0 (https://github.com/tschoonj/xraylib/wiki)

• Illustrations: Inkscape, version 0.92 (https://inkscape.org/). Fig. 3.3: Autodesk Inventor 2019 (https://www.
autodesk.com/)
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