Abstract—Communication networks are evolving towards a more adaptive and reconfigurable nature due to the evergrowing demands they face. A framework for measuring network flexibility has been proposed recently, but the cost of rendering communication networks more flexible has not yet been mathematically modeled. As new technologies such as software-defined networking (SDN), network function virtualization (NFV), or network virtualization (NV) emerge to provide network flexibility, a way to estimate and compare the cost of different implementation options is needed. In this paper, we present a comprehensive model of the cost of a flexible network that takes into account its transient and stationary phases. This allows network researchers and operators to not only qualitatively argue about their new flexible network solutions, but also to analyze their cost for the first time in a quantitative way.
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I. INTRODUCTION

In recent years, increasing the adaptability and scalability of current communication networks has attracted considerable research effort. This is due to the evergrowing number of connected devices and the emergence of new use cases and applications in all types of networks. For instance, with the emergence of Internet of Things (IoT), the number of deployed autonomous devices is estimated to grow from 12 billion in 2015 to hundreds of billions by 2025 [1]. These devices will cover a large number of IoT use cases, such as industrial automation, self-driving cars, and smart-city sensors [2]. Regarding mobile networks, 5G and 6G technologies aim at accomplishing high resource efficiency while being able to quickly adapt to changes in user mobility and traffic patterns [3], [4]. In addition, a major concern for data center network operators is to increase the agility and programmability of such networks to face new applications [5].

A popular option among researchers and operators to increase network adaptability is network softwarization, as in software-defined networking (SDN), network function virtualization (NFV), and network virtualization (NV) [6]. Network softwarization entails replacing hardware with software entities, which helps to prevent the stiffness of hardware-based solutions, whose reconfiguration is slow and costly. Instead, software can be reconfigured and scaled with ease, paving the way for larger and more flexible communication networks.

Being relatively new, the concept of network softwarization is still a greenfield in network research. The novel ability of softwarized networks to quickly respond to demand changes even spurs dedicated research to measure this ability. Indeed, recent works even propose new metrics to quantify the responsiveness of a network under changing demands: the so-called network flexibility [7]. Regardless of other performance indicators, the purpose of this new metric is to indicate how quickly and costly a softwarized network is able to adapt to a changing demand. This intends to provide a common ground to compare the effectiveness of alternative solutions whose performance may be similar in static conditions.

Network flexibility is a desirable characteristic that network operators want to maximize. Indeed, the high flexibility of a network not only measures its good responsiveness in case of demand changes, but it can also be used as advertisement to attract potential users. In addition, it also serves as an indicator for the ability of the network to withstand changes in future demand trends. However, increasing network flexibility does not come for free. Flexibility is affected by a trade-off that also applies to many other performance metrics: the higher its value, the higher the costs, yet the higher the revenue. The reason why this happens is simple to understand. On the one hand, in order to increase the flexibility, the operator may need to invest in better equipment and consume more resources, which can be costly. On the other hand, a high network flexibility is linked with increased revenues: more supported users, less sensitivity to failed links, etc. The combination of both opposite trends lays out the classical design problems: maximizing performance while keeping the costs, minimizing the costs while keeping the performance, or find the best performance/cost combination of the Pareto frontier.

The conventional approach to model the cost of a communication network, as well as any other engineering system, is to divide its total cost of ownership (TCO) into capital
expanses (CAPEX) and operating expenses (OPEX) [8]. For networks facing slow-varying environments, the OPEX can be calculated from its expected operating state, i.e., from the average revenue and rate of resource consumption [9], [10]. Nevertheless, describing the OPEX of a network that faces a constantly changing environment is substantially more challenging. On the one hand, it may be difficult to estimate the expected operating state, as it is the result of a succession of changing demands. On the other hand, the adaptation itself is also costly, and thus is has to be included in the OPEX.

Given this scenario, we envision a more powerful cost model whose components directly characterize network adaptations. This model can be used to accurately predict the total cost of a network whose adaptations are in the same order of magnitude as the changes in the environment, thus showing that adaptation may be worthwhile even in "race conditions". Previous work [11], [12] tackles network dynamicity, but, to the best of our knowledge, no cost model is available to assess profitability in these conditions. In addition, this cost model can be used to find out the optimal adaptation strategy, identify limiting factors, and test for profitability in future scenarios.

In this paper, we use a probability theory framework to derive a cost model of a flexible network. Since it captures the internal trade-offs that affect flexibility and cost, it offers a much richer point of view with respect to the conventional analysis of the TCO. Moreover, the model can be used to make predictions or take decisions that affect network design, such as selecting the least costly deployment option. Although we tailor this model for communication networks, the model is provided with mathematical rigor so that it can be extended to other flexible systems that accept similar definitions.

The rest of the paper is as follows. In Sec. II we introduce the system model, including a formal definition of network flexibility. In Sec. III we present the complete cost model. Sec. IV contains examples of how the model can be applied to real networks. Finally, Sec. V concludes the paper.

II. SYSTEM MODEL

In this section, we introduce the concepts required to derive the cost model of a flexible network.

A. Network states and demands

We consider a scenario consisting of a softwarized, configurable communication network managed by a network operator to achieve a profitable purpose, such as providing connectivity to users, carrying information within a data center, or managing virtual network slices. The instantaneous configuration of the network is referred to as the state \( s \in S \) of the network, where \( S \) is the set of all possible states that can be achieved. For example, the routing tables in the network switches, the location of virtual functions, or the physical resources allocated to a network slice can be used as the state.

The conditions on which the network operates are modeled by the demand \( d \in D \), where \( D \) is the set of all possible demands. The demand includes all parameters that affect the network’s profitability but cannot be modified by the network.

These parameters can describe the external environment (such as the number of connected users or the requested virtual flows), but they also include any internal configuration that may change out of the network’s control (such as the topology graph of active nodes and links in a resilient network).

We say that a demand is satisfied if the network state is able to fulfill the expectations that this demand generates. For instance, a demand consisting of a flow request between two network points is satisfied if the intermediate nodes can forward the packets correctly between these points. Those states satisfying a given demand are called valid states, whereas any other state is an invalid state. We define the function \( V(d) \) to relate demand \( d \) to its set of valid states:

\[
V(d) : D \mapsto \wp(S),
\]

where \( \wp(S) \) is the power set of \( S \). If \( V(d) = \emptyset \), we say that the demand \( d \) is unsatisfiable.

In a flexible network, demands and states are subject to change over time. From the definition of demand, it follows that the network cannot accurately predict nor prevent demand changes. We model a sequence of demands within time interval \((0, \tau)\) as a discrete stochastic process \( \{D_i\}_{i \in \mathbb{Z}} \) on the sample space \( D \), where \( i \) is an arbitrary time-ordered integer index. We also define the sequence of states \( \{S_i\}_{i \in \mathbb{Z}} \) on the sample space \( S \). We model the duration of each demand \( D_i = d_i \) by the random variable \( T_i \) on the sample space \( \mathbb{R}^+ \), and hence we define the stochastic process \( \{T_i\}_{i \in \mathbb{Z}} \) as the sequence of durations of each demand. Assuming that \( \{T_i\} \) is stationary, it can be described by its marginal cumulative distribution function (CDF) \( F_T(t) \). Processes \( \{D_i\} \) and \( \{T_i\} \) fully describe the demands over time, as every observed demand \( D_i = d_i \) is associated with a duration \( T_i = t_i \).

A change in the network state is the result of a conscious network decision, which is taken to address a demand change. Hence, the sequence of states is determined by the sequence of demands. For convenience, we introduce the following notation to represent a demand and a state change, respectively:

\[
\tilde{d}_i \triangleq (d_i, d_{i+1}), \quad \tilde{s}_i \triangleq (s_i, s_{i+1}).
\]

We consider that an adaptation consists of a demand change \( \tilde{d}_i \) and its corresponding state change \( \tilde{s}_i \). From a modeling point of view, we associate every demand change with a state change, although in practice it may happen that \( s_i = s_{i+1} \) if there is no effective state change.

B. The adaptation process

After noticing a demand change \( \tilde{d}_i \), a flexible network needs to perform two tasks. First, it needs to run an adaptation algorithm to find the most appropriate state \( s_i+1 \) to satisfy the new demand \( d_{i+1} \). Formally, we model the outcome of this algorithm by means of the adaptation function:

\[
a(d) : D \mapsto S,
\]

so that \( s_{i+1} = a(d_{i+1}) \). Since finding this new state may be computationally hard, we need to account for the time and cost required to do this, as they may impact the overall profitability.
We refer to the former as proaction time $z_i^p$ and to the latter as reaction time $z_i^R$. In addition, once the network has found the new state, it has to move from the old state to the new one. We refer to the time and cost required to change the state as reaction time $z_i^R$ and reaction cost $c_i^R$, respectively.

Overall, the time difference between a demand change $\overline{d}_i$ and its corresponding state change $\overline{s}_i$ is the action time $z_i = z_i^p + z_i^R$. As with the sequences of states and demands, we define the discrete stochastic process $\{Z_i\}_{i \in \mathbb{Z}}$ to model the sequence of action times $Z_i = z_i$ for every time index $i$. Assuming stationarity, this process can be characterized by its marginal CDF $F_{Z}(z)$, i.e., the distribution of the durations of each adaptation. We define in the same manner processes $\{Z_i^p\}_{i \in \mathbb{Z}}$ and $\{Z_i^R\}_{i \in \mathbb{Z}}$ for the proaction and reaction times, respectively. Similarly, we denote the action cost as $c_i = c_i^p + c_i^R$, which reflects the total effort of addressing demand change $d_i$ and realizing state change $s_i$, and define the discrete stochastic process $\{C_i\}_{i \in \mathbb{Z}}$ on the sample space $\mathbb{R}^+$ to model action times $C_i = c_i$, whose marginal CDF is $F_{C}(c)$.

If at any time instant $\tau$ the network is satisfying the current demand, we say that the network is in the readiness phase. The cost per time unit associated with operating the system at this phase is referred to as the readiness cost $k_j$ for an arbitrary time index $j$, which can be expressed as a function of the active demand and state. This is explained in detail in Sec. III-B. The readiness cost is affected by the amount of resources consumed in the current state and the revenue obtained from demand satisfaction. As a result, not being able to satisfy a demand mainly affects this cost component.

In order to clarify the meaning of the aforementioned definitions, we present an exemplary adaptation timeline in Fig. 1. This figure shows the observed demands and the states implemented by a network providing connectivity between a server and a set of clients. This connectivity is provided while enforcing a security policy: any packet between the server and the clients must go through a virtual firewall, whose location can be changed during runtime. The optimal firewall location is the one that minimizes the number of links traversed by all packets, thus minimizing latency. Between $\tau_5$ and $\tau_1$, the network is operating in the readiness phase: demand $d_0$ (clients blue and green) is being satisfied by state $s_0$ with minimal latency. The revenue obtained from satisfying this demand and the cost of using network resources (links, nodes, CPU, etc.) is reflected by the readiness cost. At time $\tau_4$, the demand changes to $d_1$: the red client connects to the network. After noticing the demand change, the network realizes that firewall location may not be optimal anymore. As a result, it triggers the adaptation algorithm to find out the optimal state for demand $d_1$. The time during which the adaptation algorithm is running is the proaction phase, and the additional cost associated to it (due to higher resource consumption) is the proaction cost. At time $\tau_5$, the adaptation algorithm has converged and returned a state $s_1 \neq s_0$ featuring a new firewall location. Therefore, the network starts the procedure to migrate the firewall, hence starting the reaction phase, which lasts until the migration is completed at $\tau_6$. Any additional cost associated to this phase is reflected by the reaction cost. The union of the proaction and reaction phases is the action phase, during which the active state is delayed with respect to the current demand.

C. Flexibility measure

The ability of a network to adapt to a changing environment has been tackled to some extent by previous literature. For instance, in [13], [14] a mathematical framework for a rigorous definition of network flexibility is provided. In particular, for a given demand sequence, network flexibility $\Phi(z, c)$ is defined as the ratio of satisfied demands within time limit $z$ and cost limit $c$ to the total number of demands. This definition can be easily connected with the present cost model, resulting in a more complete mathematical framework.
The intention of defining network flexibility is to measure the frequency of non-ideal responses to a demand change. Ideally, every demand change should result in a state change leading to a valid state. In real life, adaptation algorithms are not perfect and demands may be unsatisfiable, thus it could happen that the network cannot find a valid state for a new demand. As a result, we can split the sequence of demands \( \{D_i\} \) into two non-overlapping sequences of satisfied demands \( \{D^s_i\} \) and unsatisfied demands \( \{D^u_i\} \) based on whether \( a(d_i) \in \mathcal{V}(d_i) \) or not. From these sets, we can define the maximum flexibility \( \varphi \) of the network as
\[
\varphi = \lim_{i \to \infty} \frac{|\{D^s_i\}|}{|\{D_i\}|},
\]
where the operator \(| \cdot |\) yields the total length of a sequence. The maximum flexibility \( \varphi \) is thus the ratio of satisfied demands to total demands, in the absence of the cost and time constraints.

### III. Cost Model of a Flexible Network

In this section, we analyze the components of the total cost in a flexible network and relate them to the flexibility framework defined in the previous section.

#### A. General definitions

As introduced in Sec. II-B, our cost model consists of three independent components: readiness, proaction, and reaction costs. These components can be straightforwardly combined to obtain the total cost of operating a network.

**Definition III.1.** The total cost \( Q \) of operating a flexible network over a long time interval \((0, \tau)\) is
\[
Q = K + C^P + C^R,
\]
where \( K, C^P, \) and \( C^R \) are the mean readiness cost, proaction cost, and reaction cost.

For notation convenience, these components reflect cost over time (in arbitrary monetary units per time unit), rather than absolute cost. Hence, the absolute cost of operating a network over interval \((0, \tau)\) is \( Q\tau \).

In order to achieve a more powerful model, the total cost \( Q \) includes not only expenses, but also revenue coming from providing service to users. This revenue is modeled as negative cost, hence we say that the network is profitable over interval \((0, \tau)\) if and only if \( Q < 0 \). Although a network provider could charge users when they specifically request a service, nowadays a subscription-based revenue, in which users pay a flat rate for a service, is the dominant strategy [15], [16]. Thus, we model revenue as a part of the readiness cost, resulting in \( C^P > 0, C^R > 0 \) and \( K < 0 \) in a profitable network.

#### B. Readiness cost

The instantaneous readiness cost \( k(s, d) \) is the cost of operating a network in state \( s \) under demand \( d \). Formally:
\[
k(s, d) : \mathbb{S} \times \mathbb{D} \mapsto \mathbb{R}^+.
\]
In words, \( k(s, d) \) reflects how well the network is satisfying demand \( d \). It includes both cost and revenue of operating a state: resource consumption, user payment via subscriptions, penalizations for unsatisfied demands, etc. Thus, it is the only cost component that can take negative values, which implies that the network operator obtains a profit from operating in the current state. This fact leads to the definition of the optimal adaptation function \( a^*(d_i) \), which returns the valid state that minimizes the readiness cost for demand \( d_i \):
\[
a^*(d_i) = \arg \min_s k(s, d_i), \quad \text{s.t. } s \in \mathcal{V}(d_i).
\]

In real scenarios, however, finding the optimal solution to this problem may be too time consuming. We thus consider a more general definition of the adaptation function \( a(d_i) \), which approximates \( a^*(d_i) \) but may return suboptimal states or may fail to find a valid state. The ability of the adaptation function to return a (possibly suboptimal) valid state is captured by the maximum flexibility \( \varphi \) as defined in (4) in Sec. II-C.

When the network adapts to a sequence of demands \( \{D_i\} \) via a sequence of states \( \{S_i\} \), this results in a sequence of readiness costs that can be modeled as the stochastic process \( \{K_j\}_{j \in \mathbb{Z}} \) for every different demand-state pair. Since \( \{D_i\} \) and \( \{S_i\} \) are stationary, it follows that \( \{K_j\} \) is also stationary. Therefore, the mean readiness cost can be defined as the expected value of this sequence:
\[
K = \mathbb{E}(K).
\]

Note that we use a different variable to index the elements of the process \( \{K_j\} \) with respect to processes \( \{D_i\} \) and \( \{S_i\} \). This is due to the possible presence of multiple demand-state combinations that result in different readiness costs. To explain this, let us consider a system facing demand \( d_i \) by implementing state \( s_i = a(d_i) \). The resulting readiness cost in this situation is \( k_j = k(s_i, d_i) \) (with slight abuse of notation). When a new demand \( d_{i+1} \) is requested, the readiness cost changes to \( k_{j+1} = k(s_i, d_{i+1}) \), as state \( s_i \) may not satisfy the new demand, leading to degraded performance and higher cost. At this point, there are multiple possibilities for the next readiness cost value. It could happen that the network finds a valid state \( s_{i+1} = a(d_{i+1}) \) before the demand changes again, leading to \( k_{j+2} = k(s_{i+1}, d_{i+1}) \) after state change \( s_i \). Conversely, the system may be unable to find a valid state or a new demand may appear before the new state is implemented, leading to a new readiness cost value of \( k_{j+2} = k(s_i, d_{i+2}) \).

In order to model the cost resulting from the offset between demands and valid states, we define the state delay \( \tau(x) \) at time instant \( \tau \) as the index difference between current demand \( d(\tau) = d_i \) and current state \( s(\tau) = s_j \), such that \( s_j = a(d_{i-x(\tau)}) \). Similarly to \( \{S_i\} \) and \( \{D_i\} \), the sequence of state delays can be modeled by the discrete stochastic process \( \{X_j\}_{j \in \mathbb{Z}} \). The instantaneous state delay resulting from a sequence of demands and states is shown in Fig. 2. We denote the marginal pmf of \( \{X_j\} \) as \( f_X(x) \), which yields the overall probability of the network operating with state delay \( x \).
We define the readiness degradation function $K_X(x) = \mathbb{E}\{K|X = x\}$ as the mean readiness cost when the state delay is $X = x$. This function characterizes the performance of the network when dealing with delayed states. An example of such a function is shown in Sec. IV-B. In a properly designed network, the mean readiness cost is lowest when state delay is $X = 0$, that is, when the network implements a valid state. Moreover, the cost of a state should monotonically grow with the state delay, reflecting that the demand becomes, on average, increasingly different from the last satisfied demand. Formally, this implies that $K_X(x_2) \geq K_X(x_1)$ if and only if $x_2 \geq x_1$. This leads to the following conclusion.

**Lemma III.2.** A necessary condition for a network to be profitable is $K_X(0) < 0$.

The proof for Lemma III.2 is trivial, as it implies that a profitable network ($Q < 0$) requires at least that operating in valid states is profitable. Knowing this fact, the following lemma provides a method to compute the mean readiness cost.

**Lemma III.3.** The mean readiness cost $K$ of a flexible network can be calculated in terms of $K_X(x)$ as:

$$K = \sum_{x=0}^{\infty} K_X(x) f_X(x).$$  \hspace{1cm} (9)

**Proof.** Eq. (9) follows directly from the application of the law of total expectation [17].

As mentioned before, $K_X(x)$ is a characteristic function of the analyzed network and has to be measured, simulated, or theoretically derived for each case. The pmf $f_X(x)$ can be obtained from $F_T(t)$ and $F_Z(z)$, that is, from the distributions of demand duration and action time. Nonetheless, the resulting expression for $f_X(x)$ is affected by the behavior of the network when a new demand change appears during the action phase, that is, while looking for or moving to a new state.

We refer to a network as action-persistent if its action phases are not interrupted by a change in the demand. That is, an action-persistent network carries on with the action phase and realizes the state change even if the new state is already delayed from the start. Conversely, an action-interrupting network stops and resets its action phase if a new demand appears therein. As a consequence, an action-interrupting network only realizes state changes leading to valid, non-delayed states. Fig. 2 is an example of an action-interrupting network behavior. Owing to space limitations, in this work we only show the derivation of $f_X(x)$ for action-interrupting networks, leaving the analysis of action-persistent networks for future work. We also argue that action-interrupting networks are the best option for operators who prefer to implement valid states rather than to interrupt adaptations.

In our path to calculate $f_X(x)$, we define the random variable $R$ as the time difference between any instant in the considered interval $(0, \tau)$ and the most recent demand change. The probability density function (pdf) of this variable is provided in the following lemma.

**Lemma III.4.** The pdf $f_R(r)$ of $R$ is

$$f_R(r) = \frac{1 - F_R(r)}{T},$$  \hspace{1cm} (10)

where $T = \mathbb{E}\{T\}$.

**Proof.** We introduce the intermediate random variable $T'$ to model the duration of the active demand at any uniformly-selected instant. By the law of the total expectation:

$$f_R(r) = \int_0^\infty f_{R|T'}(r|t) f_{T'}(t) dt,$$  \hspace{1cm} (11)

where $f_{T'}(t)$ is the pdf of $T'$ and $f_{R|T'}(r|t)$ is the conditional pdf of $R$ when the most recent demand is known. The probability of randomly selecting a demand is directly proportional to its duration. From this fact and the law of total probability it follows that

$$f_{T'}(t) = \frac{t \cdot f_T(t)}{\int_0^\infty \xi \cdot f_T(\xi) d\xi} = \frac{t \cdot f_T(t)}{\mathbb{E}\{T\}}.$$  \hspace{1cm} (12)

The conditional pdf $f_{R|T'}(r|t_i)$ yields the probability density of selecting an instant that is $r$ time units after the start of demand $d_i$, given that the active demand is $d_i$. Since there must be no bias when selecting these instants, it is clear that $f_{R|T'}(r|t_i) = \frac{1}{T}$ if $0 \leq r < t_i$ and $f_{R|T'}(r|d_i) = 0$ otherwise. Combining (12) with this fact results in:

$$f_R(r) = \int_r^{\infty} \frac{f_T(t)}{\mathbb{E}\{T\}} dt,$$  \hspace{1cm} (13)

which directly leads to (10).

Using Lemma III.4 we can directly calculate an expression for $f_X(x)$, as shown in the following lemma.

**Lemma III.5.** The pmf $f_X(x)$ of the state delay of an action-interrupting network is

$$f_X(x) = \begin{cases} \alpha \varphi & \text{if } x = 0, \\ (1 - \alpha \varphi)(1 - \beta \varphi)^{x-1} \beta \varphi & \text{if } x > 0, \end{cases}$$  \hspace{1cm} (14)
Given the pmf of a geometrically-distributed random variable \( X = \beta \), an action phase that is shorter than the duration of a demand. Moreover, the probability of obtaining a valid solution within an action phase is given by the maximum flexibility \( \alpha \), whereas the latter event is derived as follows [18]:

\[
    f_X(0) = \alpha \Pr\{ X \leq 0 \} = \alpha \int_0^\infty F_Z(r) f_R(r) dr,
\]

which leads to the first case of (14) after substituting (10). If this is not the case, with probability \((1 - \alpha \varphi)\), the probability of reaching a state delay \( x > 0 \) is the probability of being able to find a valid solution after \( x \) unsuccessful attempts. This event follows a geometric distribution of parameter \( p \):

\[
    p = \varphi \Pr\{ X \leq T \} = \varphi \int_0^\infty F_Z(r) f_T(r) dr,
\]

which is the probability of obtaining a valid solution within an action phase that is shorter than the duration of a demand. Given the pmf of a geometrically-distributed random variable as \( p(1 - p)^{x-1} \) (for \( x > 0 \)), (14) is finally obtained.

With an expression for \( f_X(x) \), we calculate the resulting mean readiness cost in the following theorem.

**Theorem III.6.** The mean readiness cost \( K \) of an action-interrupting network is

\[
    K = \alpha \varphi K_X(0) + (1 - \alpha \varphi) \beta \varphi \bar{K}_\beta,
\]

where

\[
    \bar{K}_\beta \triangleq \sum_{x=1}^\infty K_X(x)(1 - \beta^x) x^{-1}.
\]

**Proof.** Eq. (19) is the result of combining (9) and (14).

The expression in Theorem III.6 allows us to calculate the mean readiness cost of an adaptive system from its demand duration distribution, action time distribution, readiness degradation function, and maximum flexibility. In order to find out if a network is profitable, the following corollary can be used.

**Corollary III.6.1.** A necessary condition for a flexible network to be profitable is

\[
    \frac{\alpha}{(\alpha \varphi - 1) \beta} < \frac{\bar{K}_\beta}{K_X(0)}.
\]

given that \( K_X(0) < 0 \).

**Proof.** A profitable network must fulfill \( K < 0 \), which implies that \( K_X(0) < 0 \) (Lemma III.2). After applying these relations in (19), we reach (21).

Corollary III.6.1 provides us with a simple method to rule out non-profitable network configurations. The left side of (21) reflects the frequency of demand changes and the swiftness and effectiveness of the adaptation, whereas the right side is influenced by the quality of the solutions. As a result, it delimits a border for finding profitable configurations within the speed-quality tradeoff. An example application of Theorem III.6 and Corollary III.6.1 is presented in Sec. IV-B.

C. Proaction cost

The proaction cost \( c^P(\tilde{d}_i) \) of a flexible network can be formally defined as a function mapping a demand change to a cost value:

\[
    c^P(\tilde{d}_i) : \mathbb{D}^2 \mapsto \mathbb{R}^+.
\]

The exclusive dependency on \( \tilde{d}_i \) implies that this cost is present every time there is a demand change, even if there is no eventual state change. We identify two factors contributing to the proaction cost. On the one hand, a demand change may imply an instantaneous time-independent cost \( C_0^P \), for instance resulting from the activation of new capabilities to solve the adaptation problem. On the other hand, while the adaptation problem is being solved, additional resources (CPU, memory, etc.) are consumed during the proaction phase, incurring in a cost of \( C_z^P \) monetary units per time unit. As a result, we can express the proaction cost as a function of the proaction time of an action-interrupting network as follows:

\[
    c^P(\tilde{d}_i) \triangleq \frac{1}{t_{i+1}} \left( C_0^P + C_z^P \cdot \min(z_i^P, t_{i+1}) \right),
\]

where the minimum operator guarantees that the proaction phase is stopped if the demand changes and the term \( \frac{1}{t_{i+1}} \) normalizes the cost to the duration of the demand. From (23) and the sequence of proaction times \( \{ Z_i^P \} \) we define a new stochastic process \( \{ C_i^P \} \) to model the sequence of proaction costs, such that:

\[
    C_i^P = \frac{1}{t_{i+1}} \left( C_0^P + C_z^P \cdot \min(Z_i^P, T_{i+1}) \right).
\]

The mean of the variable above is presented in the following.

**Theorem III.7.** The mean proaction cost \( C^P \) of an action-interrupting network is:

\[
    C^P = \frac{C_0^P}{T} + \left( \frac{\beta^P Z^P}{T} + 1 - \beta^P \right) C_z^P,
\]

where

\[
    \beta^P \triangleq \int_0^\infty F_Z^P(t) f_T(t) dt,
\]

and \( Z^P \triangleq E\{ Z^P \} \).

**Proof.** After applying the expectation operator to (24), we need to calculate \( E\{ \min(Z_i^P, T_{i+1}) \} \). The random variable within the brackets takes the same values as \( Z_i^P \) when \( Z_i^P \leq T_{i+1} \). From stationarity and the law of total expectation:

\[
    E\{ \min(Z_i^P, T) \} = \Pr\{ Z^P \leq T \} \cdot Z^P + (1 - \Pr\{ Z^P \leq T \}) \cdot T
\]
The probability $\Pr\{Z_i^P \leq T\}$ is derived in the same way as (16) to yield (26).

In Sec. IV-C, we show an example network where we apply Theorem III.7 to find out the optimal number of CPU cores to be used during the proaction phase.

**Corollary III.7.1.** A necessary condition for an action-interrupting network to be profitable is

$$C^P_\beta < \frac{TK + C^P_0}{(\beta^P - 1)T - \beta^P Z^P}. \quad (28)$$

**Proof.** This relation follows directly from the fact that a profitable network must fulfill $K + C^P < 0$.

Corollary III.7.1 provides us with an upper bound on the maximum number of additional resources that a flexible network is allowed to utilize in order to cope with demand changes before it turns unprofitable.

**D. Reaction cost**

The reaction cost $c^R(\tilde{s}_i)$ reflects the effort of performing the state change required for an adaptation, after this has been selected in the proaction phase. Therefore, we define it as a function of the state change $\tilde{s}_i$:

$$c^R(\tilde{s}_i) : S^2 \rightarrow \mathbb{R}^+.$$  \quad (29)

Note that $c^R(\tilde{s}_i) = 0$ if the demand change $d_i$ results in no adaptation, that is, if $s_{i+1} = s_i$. This can happen either if $s_i$ is already optimal, or if the adaptation algorithm could not find a better state which satisfying $d_j$.

Based on the same rationale as with the proaction cost, we identify two factors contributing to the reaction cost. First, an instantaneous time-independent cost $C^R_0$ models the activation of state-changing procedures (such as memory allocation for virtual migrations [19], for instance). Second, we define a constant rate of $C^R_eta$ monetary units per time unit to characterize the usage of additional resources when changing the network state. Consequently, we formulate the reaction cost as:

$$c^R(\tilde{s}_i) \triangleq \frac{1}{T_{i+1}} \left( C^R_0 + C^R_Z \cdot \min(z^R_i, t_{i+1} - z^P_i) \right) \quad (30)$$

whenever $t_{i+1} \leq z^P_i$ and the demand is satisfiable. Otherwise, $c^R(\tilde{s}_i) = 0$ as no new state has been generated. We define the stochastic process $\{c^R_i\}_{i \in \mathbb{Z}}$ to model a time-ordered sequence of reaction costs as:

$$C^R_i = \frac{1}{T_{i+1}} \left( C^R_0 + C^R_Z \cdot \min(Z^R_i, T_{i+1} - Z^P_i) \right), \quad (31)$$

for every index $i$ whenever $T_{i+1} \leq Z^P_i$ and $C^R_i = 0$ otherwise.

**Theorem III.8.** The mean reaction cost $C^R$ of an action-interrupting network is:

$$E\{C^R\} = \frac{\varphi \beta^P}{T} \left( C^R_0 + C^R_Z \left( \beta Z(1 - \beta)T - Z^P \right) \right). \quad (32)$$

**Proof.** The equality (31) occurs when $Z^P_i \leq T_{i+1}$ with probability $\beta^P$. By the law of total expectation, we just need to figure out the value of $E\{\min(Z^R_i, T_{i+1} - Z^P_i)\}$. The random variable within the brackets takes the same values as $Z^R_i$ when $Z_i \leq T_{i+1}$, that is, with probability $\beta$. After some straightforward algebra, (32) is obtained.

**IV. APPLICATION EXAMPLE**

In this section, we show an example application of the cost model. Namely, we present a network design problem, lay out several alternatives to solve it, and use the presented cost model to figure out the best implementation options.

**A. Network description**

We consider a communication network with the topology shown in Fig. 3. The purpose of the network is to embed flow requests between any two nodes, that is, to configure its links so that connection between a pair of nodes can be established. The network operator wants to provide this service with the minimum operational cost while ensuring that flows are implemented on single paths, i.e., without fractional flows.

Each flow request consists of a source-destination pair and a required throughput. We can thus define the demand $d$ at any time as the set of currently requested flows. As a result, every time a new flow is requested or finishes, the demand changes. The instantaneous network state $s$ is defined by the state of each link (active or inactive) and its assignment to an active flow, if any. When a link is active, multiple flows can be assigned to it as long as the capacity of the link is not exceeded. For simplicity, we set all link capacities to 1 and the throughput requested by each flow is uniformly chosen.

The duration of the demands $T$ (in seconds) follows a Pareto Type II distribution (also called Lomax distribution [22]):

$$F_T(t) = 1 - \left( 1 + \frac{t}{\lambda} \right)^{-\sigma}, \quad (33)$$

for $t \geq 0$ with parameters $\lambda = 10$ and $\sigma = 2.25$ such that the mean demand duration is $T = \frac{\lambda}{\sigma} = 8$ seconds. We select this distribution since it is frequently observed in the interarrival time between internet bursts, file sizes, transfer times, etc [23]. In addition, we choose a low demand duration, comparable to the action time, so that it would be unclear...
whether a network can operate profitably in this situation when using conventional cost models. Nonetheless, other parameters or distributions, such as the exponential distribution, can be used without affecting the effectiveness of the model.

The problem of providing the intended connectivity can be formulated as an instance of the integer min-cost multicommodity flow problem [24]. This problem is known to be NP-Hard [25], thus the network operator relies on an approximation algorithm rather than on an exact approach. In our example, the operator uses a genetic algorithm as the adaptation algorithm [26]. In a nutshell, the operation of the genetic algorithm is as follows [27]. First, a certain number of random solutions, called the population size $\pi$, are generated. Each solution contains a flag per link indicating if this link is active or not. Then each solution is evaluated to assess how close it is to satisfy the current demand and how many links it uses. After all solutions have been evaluated, the worst ones are discarded whereas the best ones are kept for the next generation. These are then combined to each other and randomly modified to produce the next generation. These steps are repeated until a convergence criterion is satisfied, which in our case is the absence of improvements after 25 generations.

B. Selection of a profitable population size

Given the high number of parameters in a genetic algorithm, the operator is interested in finding the right ones so that the network is profitable. For example, they want to select the population size $\pi$. Selecting the right $\pi$ is not trivial, since it affects the speed-accuracy trade-off of the algorithm. On the one hand, a large $\pi$ increases the probability of eventually finding an optimal solution with minimum readiness cost. On the other hand, the higher $\pi$, the more solutions have to be evaluated, which increases proaction time and cost.

The readiness cost $k_j$ at any point is the combination of three factors. First, subscribed users provide a constant revenue of 71 monetary units per second (mu/s). Second, active links have a cost of 11 mu/s, whereas inactive links do not cost anything. Finally, whenever a requested flow is not being satisfied, the operator has to pay a compensation of 10 mu/s to each affected user. Thus, the average readiness cost of state $s$ and demand $d$ is:

$$k(s, d) = -71 + 11l(s) + 10v(s, d) \text{ mu/s},$$  \hspace{1cm} (34)

where $l(s)$ is the number of used links in state $s$ and $v(s, d)$ is the number of unsatisfied flows for demand $d$ and state $s$.

The operator is considering to use a population size in the set $\Pi = \{250, 750, 1250, 1750, 2250, 2250\}$. After evaluating the performance of the genetic algorithm in a dedicated simulator, we observe that the action time can be modeled by a uniform distribution such that $Z \sim U(0, \hat{Z})$, where $\hat{Z} = 0.016 \cdot \pi$. We also measure the maximum flexibilities $\Phi = (0.35, 0.55, 0.64, 0.7, 0.73, 0.75)$ for each $\pi$ in the same order as $\Pi$, representing the frequency of demand-satisfying solutions. Finally, we measure the readiness degradation function $K_X(x)$ for state delays $0 \leq x \leq 30$ for each population size $\pi$, which is shown in Fig. 4. We observe that the mean readiness cost steadily increases with the state delay, as a result of higher compensations due to unsatisfied flows and unnecessarily active links. It is also clear that the evolution of the cost for the different population sizes is very similar, although low population sizes lead to higher link usage, which increases the cost.

From the above measurements and the distributions of $T$ and $Z$, we are able to compute parameters $\alpha$ and $\beta$ as shown in (15) and (16). With this and the readiness degradation function $K_X(x)$, we can apply Corollary III.6.1 to figure out if any of the considered population sizes may lead to a profitable network. A graphical representation of the result is shown in Fig. 5, where left and right sides of inequality (21) are depicted as horizontal and vertical axes, respectively. We observe that three of the considered population sizes ($\pi = 1250, 1750, 2250$) lie on the profitable region. An interesting behavior is captured by the model, as those populations that are lower than 1250 or greater than 2250 lead to unprofitable networks. The explanation is that, when the population is small, the quality of the states yielded by the genetic algorithm is not good enough to properly address the demands. Conversely, when the population is large, the action time is so high that the network cannot properly cope with frequent demand changes.

C. Optimal parallelization level

Let us now consider that the network operator has the ability to dedicate multiple CPU cores to solving the adaptation problem in the proaction phase. Increasing the number of cores reduces the proaction time, thus decreasing the state delay, which may lead to higher revenue. Nevertheless, utilizing more
cores also increases the proaction cost, which may counter the revenue increase and result in higher total cost. In order to find out the optimal level of parallelization, we can combine Theorems III.6 and III.7 to predict the evolution of readiness and proaction costs as the number of cores assigned to the adaptation algorithm increases.

Let us denote the parallelization level, i.e., the number of additional CPU cores used in the proaction phase, as $\gamma$. For simplicity, let us assume that the reaction cost and time are negligible so that $Z^r = Z$, hence $Z^p \sim U(0, Z)$. Clearly, the value of $\hat{Z}$ is a decreasing function of $\gamma$. Namely, we define it as $\hat{Z} = \frac{Z_0}{\eta(\gamma)}$, where $Z_0$ is the maximum proaction time with a single core and $\eta(\gamma)$ is the time reduction factor for $\gamma$ cores. Ideally, $\eta(\gamma) = \gamma$ if the load can be perfectly shared among all cores. Nonetheless, in real scenarios it is observed that $\eta(\gamma)$ grows linearly at first, but eventually saturates due to imperfections in load division [28], [29]. To capture this, we use the $\eta(\gamma)$ depicted in Fig. 6.

Regarding the proaction cost components, let $C^p_{\gamma = 0} = 0$ (no additional cost for starting the proaction cost) and $C^p_{\gamma} = 1 \cdot \gamma$ mu/s, where $\gamma$ is the number of assigned CPU cores, that is, the parallelization level. This value of $C^p_{\gamma}$ means that the network consumes 1 mu/s per used CPU core during the proaction phase, in addition to the readiness cost. Finally, based on the previous results, we select a population size of $\pi = 1750$, which implies a maximum flexibility of $\psi = 0.7$ and $Z_0 = 28$.

We can calculate the relationship between the mean proaction cost $C^p$ and the parallelization level $\gamma$ by feeding the aforementioned expressions into (25), in Theorem III.7. The result is shown in Fig. 7, where an interesting behavior can be observed. Up to around $\gamma = 8$, the proaction cost increases rapidly, since the duration of the proaction phase is limited by the demand duration. Indeed, when $\gamma = 1$, the average demand duration is $T = 8$ s, whereas the mean proaction time is $Z^p = \frac{Z_0}{2} = 14$ s. As a consequence, the network is almost always in the proaction phase, and thus increasing $\gamma$ only increases the proaction cost without affecting the duration of the proaction phases. Nevertheless, as $\gamma$ grows, eventually the proaction time becomes lower than the demand duration, thus allowing the network to leave the proaction phase and leading to a less steep cost increase.

Finally, in Fig. 8 we show the combined readiness and proaction cost for this scenario, which can be achieved via Theorems III.6 and III.7. We clearly observe a minimum point at $\gamma = 7$ cores, which is thus the optimal parallelization level. Before this value the proaction cost is lower, but the network cannot cope with demand changes fast enough, resulting high readiness cost due to large state delays. For $\gamma > 7$ the readiness approaches its minimum value but the proaction cost increases, resulting in higher combined cost.

\section{Conclusion}

Current communication networks need to be able to easily adapt to a changing environment in order to face the evergrowing demands and the myriad of different network applications. In order to accomplish this, the concept of network softwarization proposes to replace hardware equipment with software entities. This facilitates network reconfiguration, allowing faster and less costly adaptations. However, these adaptations have multiple cost factors associated with them, which are difficult to capture using conventional models.

In this paper, a comprehensive cost model for a flexible network is proposed. The mathematical tools designed for flexibility analysis are used and extended to provide a deep understanding of all the factors affecting the cost. We identify three main cost components related to adaptations: readiness, proaction, and reaction cost, which have to be combined to calculate the total cost. We provide expressions and relationships that can be used to accurately predict cost and take design decisions. Finally, we apply the cost model to realistic examples to show how this can be done.
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