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Abstract

Organic-inorganic hybrid perovskite (OIHP) semiconductors offer a wide range of bandgaps, low-cost deposition, high optical absorption, long charge carrier diffusion, and high power conversion efficiency, making them an ideal candidate for a solar cell. The efficiency of OIHP based solar cells has increased from 3.8% in 2009 to 25.2% in 2020, making them the fastest-advancing and most promising solar cell technology. Furthermore, solar spectrum absorption-selectivity and bandgap tunability make OIHPs a potential candidate for building-integrated photovoltaics and tandem cell applications.

Although the perovskite solar cell technology is rapidly developing, several issues even at the device level remain unknown and hamper this technology’s improvements. There are several issues of great relevance that need to be addressed by theoretical analysis and simulations in collaboration with experimental studies. In particular, charge transport in OIHPs is a complex phenomenon and still not very well understood. The OIHP films consist of grain boundaries and ionic defects. The perovskite solar cells show hysteresis in the JV characteristics. The JV hysteresis is reported to be related to both the ionic defects and the grain boundaries. However, the charge dynamics leading to the JV hysteresis is still under debate. Furthermore, to fully utilize the potential of OIHPs, it is needed to develop tandem cell technologies that can surpass the efficiency limit of a single junction cell while offering low-cost electricity generation.

This thesis investigates the charge transport in single junction and tandem IOHP solar cells by analyzing various factors affecting the cell performance. A one-dimensional steady-state drift-diffusion (DD) model for a perovskite solar cell is proposed in chapter 2. The model investigates the role of interface traps, charge carrier mobility, transport layer doping, contact workfunctions, and the perovskite interface functionalization. The 3rd chapter focuses on the role of grain boundaries and ionic defect accumulation using a two-dimensional DD model. To study the role of ionic-mediated recombination in the JV hysteresis, a time-dependent DD model is presented in chapter 4. Chapter 5 investigates the potential of high-efficiency fully-perovskite tandem solar cells. Efficiency optimization of a 2-terminal tandem device is done by tuning bandgaps, thickness, and contact workfunctions of the subcells. Finally, chapter 6 is devoted to the fabrication and characterization of semitransparent perovskite solar cells. The charge carrier recombination process is studied by using time-resolved photoluminescence and scanning-electron microscope techniques. Methylamine treatment of MAPbBr$_3$ films is proposed to suppress recombination and to improve the transparency and efficiency of the MAPbBr$_3$ perovskite cells.

The proposed steady-state drift-diffusion simulations give better insight into the charge transport and various loss mechanisms in perovskite solar cells. The time-dependent DD model provides a different perspective on the role of ionic-mediated recombination in the JV hysteresis in perovskite solar cells. The modeling of 2T tandem solar cells helps to understand the role of different material and device parameters such as bandgap, thickness, doping, and mobility. The model also explains the factors limiting tandem...
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cell efficiency (i.e., interface and bulk traps) and the ways to improve the efficiency (i.e., doping of transport layers and optimizing contact workfunctions). Ultimately, DD models provide experimentalists the optimum designs of single-junction and all-perovskite tandem solar cells. Methylamine treatment will open a new approach for fabricating high efficiency semitransparent solar cells obtained at low-temperature processing. The treatment works well for the device fabrication in ambient conditions; therefore, this is a good move towards commercializing these devices. Ultimately, the research will help to develop low-cost and highly efficient single-junction and tandem perovskite solar cells.
Kurzfassung

Organisch-anorganische Hybrid-Perowskit (OIHP) -Halbleiter bieten eine große Bandbreite an Bandlücken, kostengünstige Herstellung und hohe optische Absorption, lange Ladungsträgerdiffusion und hohe Energieumwandlungseffizienz, was sie zu einem idealen Kandidaten für eine Solarzelle macht. Der Wirkungsgrad von Solarzellen auf OIHP-Basis stieg von 3,8% im Jahr 2009 auf 25,2% im Jahr 2020 und ist damit die am schnellsten voranschreitende und vielversprechendste Solarzellentechnologie. Darüber hinaus machen die Absorptionselektivität des Sonnenspektrums und die Abstimmbarkeit der Bandlücke OIHPS zu einem potenziellen Kandidaten für gebäudeintegrierte Photovoltaik- und Tandemzellenanwendungen.


List of Own Publications and Contributions

Peer-reviewed journals


Conference proceedings


Conference presentations


List of Figures

1.1 The best solar cell efficiency, NREL ............................................. 2
1.2 FAPbI₃ perovskite cubic phase structure at 300 K. ......................... 4
1.3 Bandgap tuning of perovskites ...................................................... 5
1.4 Generic structures of standard (a), and inverted (b) ......................... 6
1.5 Standard mesoporous perovskite solar cell .................................... 7
2.1 1D simulation model of perovskite solar cell ................................. 16
2.2 JV characteristics of perovskite solar cell .................................... 20
2.3 (a) JV characteristics of perovskite solar cell ................................. 21
2.4 Electron and hole density profiles in (a) short circuit condition .......... 22
2.5 (a) JV characteristics of a cell with two different buffer ................. 23
2.6 Two possible schemes to improve charge collection in a perovskite ..... 24
2.7 Impact of surface bandedge shift of perovskite ................................. 25
3.1 Top-view scanning electron microscopy (SEM) image of CH₃NH₃PbI₃ . . 28
3.2 2-dimensional drift-diffusion simulation block ................................. 29
3.3 JV characteristics of CH₃NH₃PbI₃ perovskite solar cell without .......... 31
3.4 Distribution of anions: at the grain boundaries (GBs) (a) ...................... 32
3.5 Calculated short-circuit current density for the cell with anions .......... 33
3.6 Distribution of ions: (a) Cations distributed within the perovskite film 35
3.7 Calculated short-circuit current density for the cell with different ......... 35
3.8 Maximum output power density (P_max) for cell with ionic ................. 35
4.1 Perovskite solar cell device structure ............................................ 40
4.2 Current-voltage curves of the MAPbI₃ devices with different ionic ....... 43
4.3 Simulated energy levels, charge and ion density profiles ..................... 44
4.4 Current-voltage curves of the MAPbI₃ devices with different cation ....... 45
4.5 Current-voltage curves of the MAPbI₃ device with varying voltage ....... 47
4.6 Current-voltage curves of the MAPbI₃ devices with different electron ...... 48
4.7 JV-characteristics of the MAPbI₃ devices with different .................... 50
5.1 (a) Shockley–Queisser limit for efficiency of a single-junction ............. 53
5.2 (b) 1D simulation model of perovskite solar cell and All-perovskite .... 54
5.3 2T tandem solar cell efficiency chart for different bandgap and ......... 57
5.4 2T tandem solar cell efficiency for (a) τₙ = τₚ = 1 × 10⁻⁸ s ................ 58
5.5 2T tandem cell efficiency after introducing interface traps ............... 59
5.6 2T tandem solar cell efficiency charts after introducing interface ...... 60
5.7 2T tandem solar cell efficiency charts after introducing interface ....... 61
5.8 2T tandem solar cell efficiency with cathode workfunction ............... 62
6.1 Deposition steps of c-TiO₂/mp-TiO₂/CH₃NH₃PbBr₃ stack ..................... 68
6.2 a) Transmittance (solid curves) and reflectance (dashed curves) spectra . 71
### List of Figures

6.3 Steady-state PL and normalized spectra of MAPbBr$_3$ film .................. 72  
6.4 X-ray diffraction patterns refined of control (a), and MA-treated .......... 73  
6.5 Measured open-circuit voltage ($V_{oc}$), short-circuit .......................... 75  
6.6 (a) Measured IPCE and integrated current density for control and .......... 75  
6.7 Time-Resolved PL measurement for (a) Glass/Perovskite .................. 76  
6.8 Measured open-circuit voltage ($V_{oc}$), short-circuit current ($J_{sc}$) .... 78  
6.9 Fabricated semitransparent solar cell devices ................................. 78  
6.10 PCE stability tracking over the maximum-power-point ..................... 79  

A.1 Temperature ramp function for the post-annealing ....................... 106  
A.2 Measured JV and MPPT solar cells obtained by using double-step de-  
position ............................................................................................. 107  
A.3 Steady-state PL measurement for without and with MA treatment ....... 107  

B.1 Schematic representation of a dye-sensitized solar cell .................. 108  
B.2 The drift-diffusion simulation block and energy diagram ................. 111  
B.3 Orthogonal Electric field distribution at the Spiro-OMeTAD/TiO$_2$ .... 112  
B.4 Interface hole-accumulation process .......................................... 113  
B.5 $E_{\perp}$ distribution at the interface for fixed interface trap density .... 113  
B.6 $E_{\perp}$ at the TiO$_2$/HTL interface at a fixed doping density .............. 114  
B.7 Molecular orbital diagram of the JK2/TiO$_2$ system ....................... 115  
B.8 Isodensity plot of the HOMOs and LUMOs for the JK2/TiO$_2$ interface . 116
List of Tables

2.1 List of parameters used in the drift-diffusion simulation . . . . . . . . . . . 18
2.2 Performance parameters for different charge-carrier mobility . . . . . . . 23
2.3 Device parameters for different Fermi-level shift . . . . . . . . . . . . . . . 25

3.1 List of parameters used in 2-dimensional drift-diffusion calculations . . . 30
3.2 Calculated photovoltaic performance parameters for CH$_3$NH$_3$PbI$_3$ . . . 31
3.3 Calculated photovoltaic parameters for CH$_3$NH$_3$PbI$_3$ perovskite . . . . 32
3.4 Calculated photovoltaic parameters considering anions distributed . . . . . 33
3.5 Calculated photovoltaic parameters considering all the anions . . . . . . . . 34
3.6 Calculated photovoltaic parameters considering anions accumulated . . . . . 36
3.7 Calculated photovoltaic parameters considering anions accumulated . . . . . 36

4.1 List of parameters used in drift-diffusion simulations . . . . . . . . . . . . 42
4.2 Device parameters in forward (backward) direction for . . . . . . . . . . . 46
4.3 Hysteresis Index (HI) of the JV-characteristics without ($R_{c-e} = 0$) and . . 47
4.4 Device parameters in forward (backward) direction for . . . . . . . . . . . 49
4.5 Device parameters in forward (backward) direction for different ionic . . . . . 51

5.1 List of parameters used in the drift-diffusion simulation . . . . . . . . . . . 56

B.1 Drift-diffusion simulation parameters . . . . . . . . . . . . . . . . . . . . . . 112
B.2 TDDFT calculated lowest 5 excitation energies . . . . . . . . . . . . . . . . . 116
1 Introduction

1.1 Motivation

The increasing demand for energy resources by human society and the depletion of conventional energy sources have made researchers think of alternative energy resources. The world energy consumption in the year 2019 was about $583.9 \times 10^{18} \text{J}$ [1] which is expected to grow in the coming years. Currently, fossil fuels share more than 80% of total energy consumption globally. Widely used fossil fuels pollute the environment and will be exhausted soon. In 2019, about 34169.0 million tonnes of carbon dioxide (CO$_2$) was emitted [1]. To reduce the CO$_2$ footprint and the dependency on fossil fuels, it has become a need of the hour to look for renewable and green energy alternatives.

Solar energy is one of the vast sources of renewable energy that is freely available. The earth’s surface receives approximately $340 \times 10^{22} \text{J}$ of energy per year from the sun [2], thousand times higher than the energy demand by the human society. The solar energy can be utilized mainly in three ways: photovoltaics, solar heating & cooling, and concentrating solar power. Photovoltaics, also known as solar cell, is one of the most promising solar energy technology to convert solar energy into electricity that can be used for various applications. In the last few decades, solar cell research and development have accelerated due to the aforementioned needs [3].

Solar cells work on the principle of photovoltaic effect [4], which is a physical and chemical phenomenon. A semiconductor absorber leads to electron and hole generation upon sunlight exposure. Those charge carriers are collected in an external circuit in terms of electricity. Based on the timeline, the materials used and the fabrication process, solar cells are generally classified into three generations. The first-generation cells, also known as the conventional solar cells, are monocrystalline or polycrystalline silicon wafer-based cells. Currently, the market is dominated by silicon solar cells. Since a thick absorber is needed for conventional cells, second-generation solar cells were introduced based on a few nanometers to tens of micrometers of thin films absorbers. These include amorphous silicon, cadmium telluride (CdTe) and copper indium gallium selenide (CIGS) based solar cell cells. Solar cells based on GaAs, silicon, CIGS and cadmium telluride (CdTe), have achieved power conversion efficiencies up to 29% and 30% without and with concentrator, respectively [5]. However, both of the first and second-generation solar cells need a controlled environment and a high thermal budget in their fabrication processes. Furthermore, apart from silicon, most of these materials are expensive. Silicon offers high charge carrier mobility, rigidity, and good stability against environmental conditions. But, silicon-based solar cells are heavyweight, and the fabrication is not cost-effective. Several attempts have been made to push the silicon cell efficiency; such as texturing, polishing, doping, defect passivation, using nanostructures and quantum confinements, adopting a multijunction approach, and implementing multiple reflection mechanisms [6, 7, 8, 9]. But, it has been challenging to achieve affordable price for the per-unit kWh electricity generation from the silicon photovoltaics. Therefore, for a cost-effective photovoltaic
technology, it is needed to adopt low-temperature and solution-processable materials and fabrication techniques.

The cost-effectiveness could be achieved either by increasing the efficiency (i.e., multijunction cells, nanostructuring, quantum dots), or by reducing the fabrication cost. These technologies have been adopted in the third-generation of solar cells. Reducing the fabrication cost by using solution processability has gained significant attention in recent years. Dye-sensitized solar cells (DSSCs), polymer and organic solar cells can be made cheaper because they can be processed at low temperature and do not need an extensively controlled environment. Moreover, they can offer flexibility and transparency [10, 11]. However, organic solar cell efficiency is limited by the highly disordered nature of organic materials and low light-absorption [12, 13]. DSSCs’ efficiency is limited by the limited number of available dye-sensitizers and their low light-absorption. Furthermore, conventional DSSCs suffer device instability because of the liquid nature of electrolyte used for the dye-regeneration.

A material that can combine the merits of both the organic materials (i.e., solution processability, flexibility) and inorganic materials (high absorption, high optical to electrical power conversion, high charge carrier mobility, and stability) is an obvious choice to obtain high-efficiency and low-cost solar cells.

Organic-inorganic hybrid perovskite (OIHP) materials have emerged as potential photovoltaic materials because of their broad optical absorption, high power conversion, high carrier mobility, defect-tolerance, and longer diffusion lengths [14, 15]. Moreover, the availability of a wide range of OIHPs, and cost-effective fabrication processes makes them a potential alternative over the conventional solar cell technologies [16, 17, 18, 19]. Perovskite solar cell efficiencies have exceeded 25% [5], making this one of the fastest-growing solar cell technology (see Figure 1.1). With the potential to achieve higher efficiencies at low production-costs, perovskite solar cells (PSCs) have become commercially attractive, and many companies are promising modules on the market soon [20].

Figure 1.1: The best solar cell efficiency chart, NREL [5].
1.2 Organic-inorganic hybrid perovskites

Organic-inorganic hybrid perovskites (OIHPs) are materials with crystal structure similar to the mineral called perovskite, i.e., calcium titanium oxide (CaTiO_3). Based on their general chemical formula, these are also known as ABX_3 type of crystals, where ‘A’ and ‘B’ are two cations, and ‘X’ is an anion that bonds to both the cations. In OIHPs, ‘A’ is an organic cation such as CH_3NH_3^+ (methylammonium) or HC(NH_2)_2^+ (formamidinium). ‘B’ is an inorganic cation, usually lead (Pb^{2+}) or tin (Sn^{2+}). And, ‘X’ is halogen anion, such as I^-, Cl^-, Br^-, or a combination of these. In a three-dimensional cubic crystal structure, cation ‘A’ resides in the face-centered cubic lattice’s vertex. The halogen anion resides at the apex of octahedra. The metal cation B (usually smaller in size than A) occupies the octahedral void, as shown in Figure 1.2a. The formation of an ABX_3 perovskite structure is limited by the Goldschmidt tolerance factor [21]:

\[
t = \frac{r_A + r_X}{\sqrt{2} (r_B + r_X)}
\]  

where \( r_A, r_B \) and \( r_X \) are the ionic radii of ‘A’, ‘B’ and ‘X’ ions, respectively. In general, \( 0.8 < t \leq 0.9 \) corresponds to tetragonal or orthorhombic perovskites, and \( 0.9 < t \leq 1 \) corresponds to a cubic perovskite structure [22]. A tolerance factor of too low (\(< 0.85\)) or two high (> 1.11) can never form a perovskite structure [21, 22]. Furthermore, the ratio of the ionic radii of ‘B’ and ‘X’ ions should satisfy octahedral factor, defined as:

\[
\mu = \frac{r_A}{r_X}
\]  

where, \( 0.44 < \mu < 0.9 \) [22, 21]. Thankfully, several combinations of organic ‘A’, inorganic ‘B’ and halide ‘X’ qualify the criteria of tolerance factor and octahedral factor to form ABX_3 type OIHP structure. Figure 1.2b shows the crystal structure of formamidinium lead iodide HC(NH_2)_2PbI_3 (FAPbI_3) perovskite at 300 K. FAPbI_3 has a cubic phase at 300 K. Six iodine atoms surround a lead atom to form an octahedra. Eight of such units make a lattice. The formamidinium cation resides in the void of this lattice structure. Repetition of this whole unit leads to a three-dimensional FAPbI_3 crystal.

With a change in temperature, a perovskite can change its phase and/or crystal structure [23, 24]. Methylammonium lead iodide (CH_3NH_3PbI_3) perovskite is a well-studied OIHP that undergoes structural phase transitions from orthorhombic to tetragonal at 170 K and then to cubic phase at 330 K [24, 25]. In a CH_3NH_3PbX_3 crystal, the ‘X’ ions are not fixed and can migrate through the crystal. The CH_3NH_3^+ cations can rotate within their cages. This free movement of the ionic defects affects the device performance. The implication of ionic defects will be discussed in detail in chapters 3 and 4.

Most of the OIHPs have a direct bandgap, therefore they show a strong light absorption with a sharp edge and steep onset [27, 14, 28]. A high absorption coefficient of around \( 1 \times 10^5 \text{cm}^{-1} \) indicates a very small number of optically detectable deep traps [29, 14]. This enables a thin layer (a few 100 nm) of perovskite to absorb a sufficient amount of sunlight. At the same time, OIHPs have a high dielectric constant, which results in low binding-energy of excitons generated upon light exposure.

Charge carrier diffusion lengths in OIHPs have been shown to be in the range of micrometers, which also indicates low trap density with shallow defect states [30, 14]. Longer diffusion length helps the photogenerated charge carrier to travel to the contacts.
before they are recombined within the absorber. Moreover, ambipolar charge carrier transport and high mobility make OIHPs a suitable choice for photovoltaic applications. The bandgap of a OIHP materials can be tuned by changing ‘A’ cation/ ‘B’ cation and/or ‘X’ anion [31, 32, 33, 34]. Figure 1.3a shows bandgaps and phases of various ABX$_3$ perovskites. Moreover, multiple cations and multiple anions compositions can be used to realize OIHP materials [32]. This makes the availability of a wide range of perovskites with the desired bandgap range. Figure 1.3b shows a change in the bandgap of methylamine lead iodide (bromide) perovskite with changing the bromine content. Increasing bromine content leads to an increase in the bandgap, and hence the perovskite film color changes. Wide bandgap materials offer semitransparency, which is needed for tandem cells and building-integrated photovoltaic applications. Chapter 6 investigates more on the semitransparent MAPbBr$_3$ perovskite solar cells. Now onward in this thesis, OIHP(s) will be referred to as perovskite(s).

1.3 Perovskite solar cell

For the first time, in 2009, Miyasaka et al. [35] reported the use of CH$_3$NH$_3$PbI$_3$ and CH$_3$NH$_3$PbBr$_3$ perovskite as sensitizer in dye-sensitized solar cells (DSC). The perovskite was deposited on a mesoporous TiO$_2$ layer, and a liquid electrolyte $\Gamma^-/I_3^-$ was used to regenerate the perovskite sensitizer. In 2011, Im et al. [36] found that the efficiency can be pushed higher by simply increasing the perovskite loading. In 2012, Kim et al. [37] used perovskite nanoparticles as light harvester while replacing the liquid electrolyte with a solid-state hole-transporting material (HTM). They obtained a solid-state mesoscopic heterojunction solar cell with an efficiency exceeding 9%. This study was a breakthrough in the era of perovskite based solid-state solar cells. So far, the assumption was that the perovskite acts as a sensitizer, and therefore thick
1 Introduction

Figure 1.3: (a) Calculated bandgaps of ABX$_3$ perovskites by tuning A, B, and X sites. Figure reproduced by permission of ref. [32], © 2014 Castelli et al. and AIP Publishing; licensed under a Creative Commons Attribution (CC BY) license. (b) Bandgap tuning of methylammonium lead halide perovskite. The bandgap increases with increasing the bromine content replacing the iodide anion. Figure reproduced by permission of ref. [31], © The Royal Society of Chemistry 2015.

TiO$_2$ mesoporous layers (~10 µm) were used. In another study, Lee et al. [38] observed that methylammonium lead halide perovskite-based solar cells can exhibit an open-circuit photovoltage of 1.1 V. Furthermore, they observed the semiconducting nature of the perovskite by employing a planar-junction diode with the structure FTO/compact-TiO$_2$/CH$_3$NH$_3$PbI$_2$Cl/Spiro–OMeTAD/Ag. Thereafter, several configurations were studied to use perovskites both as an absorber and bipolar charge carrier transporter. Nowadays, a solid-state solar cell configuration in which a thick perovskite absorber is used as an absorber as well charge transporter, is commonly known as a “perovskite solar cell”.

A typical perovskite solar cell consists of a glass substrate with transparent conductive contact, an electron transport layer (ETL), a perovskite layer, a hole transport layer (HTL), and a conductive contact. Based on the order in which different layers are arranged, the perovskite cell structure is categorized as standard or inverted, as shown in Figure 1.4. In a standard structure, transparent ETL is deposited on the conductive glass, followed by the perovskite layer, HTL, and the metal contact. In an inverted structure, first, the HTL is deposited on the conductive glass substrate, followed by perovskite, ETL, and the contact metal. The charge transport layer deposited on the transparent contact is chosen with a bandgap higher than that of the perovskite absorber. The light enters from the transparent contact and passes through ETL/HTL to the perovskite layer. The perovskite absorbs the light and generates electron-hole pairs. These electron-hole pairs (also known as exciton) have binding energy less than the thermal energy (25 meV), therefore quickly break down in electrons and holes [14]. The electrons (holes) start moving under the influence of a built-in electric field and are collected at the ETL (HTL).

The ETL material is chosen such that it has a conduction band lower than the perovskite conduction band level. The HTL has a valence band higher than that of the perovskite valence band. This energy alignment is required to collect electrons (hole)
at the ETL (HTL). Similarly, to extract the charges in the external circuit, the contact materials are chosen such that the electron (hole) collecting contact has an energy level below (up) the ETL (HTL) conduction (valence) level. Each layer’s electrical and optical properties play an important role in charge transport, hence the perovskite solar cell’s final performance.

The solar cell architectures shown in Figure 1.4 are also known as planar structures. A mesoporous charge transport layer can be adopted to increase the contact area between the charge transport layer and perovskite. Figure 1.5a shows a standard mesoporous perovskite solar cell architecture. Figure 1.5b represents an energy-level diagram of a typical perovskite solar cell. The increased contact area with the mesoporous TiO$_2$/perovskite leads to a better charge injection from perovskite into TiO$_2$ layer [39, 40]. On the other hand, a large surface can present more surface traps at the TiO$_2$/perovskite interface.

1.4 Fabrication of perovskite solar cells

Both mesoporous and planar architectures have been reported in literature [41, 42]. To fabricate a perovskite solar cell, a transparent conducting oxide (TCO) deposited on glass is used as a substrate to grow a perovskite solar cell structure. Standard mesoporous cell typically consists of a mesoporous TiO$_2$ layer on top of a thin (20-30 nm) layer of compact TiO$_2$. The compact TiO$_2$ layer serves as the hole-blocking layer to reduce recombination at the anode due to perovskite being in contact with TCO. Spray pyrolysis, physical vapor deposition, spin-coating, or sputtering can be used to deposit a compact TiO$_2$ layer. However, spray pyrolysis is a commonly used method.

The mesoporous TiO$_2$ layer serves as an ETL. The TiO$_2$ scaffold also supports the formation of the perovskite layer. Furthermore, increased area between scaffold and perovskite improves electron injection from perovskite into ETL [39, 40]. Typically a spin-coated TiO$_2$ nanoparticles followed by sintering is used to obtain a TiO$_2$ scaffold of $\sim$ 200 nm. TiO$_2$ deposition is explained in detail in chapter 6. Apart from the TiO$_2$
nanoparticles, several other nanostructures such as, nanorods, nanowires, and nanofibers have been used in mesoporous PSCs [42, 43]. Other than TiO$_2$, materials such as ZnO, SnO$_2$, Al$_2$O$_3$, ZrO$_2$, and SiO$_2$ have been investigated to form a mesoporous scaffold [44, 45, 46]. Inverted (p-i-n) structures commonly employ NIO to obtain HTL scaffold [47]. Numerous other materials and deposition methods have been proposed to obtain a p-type mesoporous scaffold [47, 48].

Planar ETL and HTL layers can be deposited by using spin coating, chemical vapour deposition, spray pyrolysis, electro-deposition, sputtering, atomic layer deposition, pulsed laser deposition, and sol–gel processes and several other methods [43, 45, 48, 49, 50].

Perovskite absorber layers can be deposited by several single-step and sequential deposition techniques. In a single-step deposition, perovskite precursors are mixed in an organic solvent (typically dimethylformamide(DMF), dimethylsulphoxide (DMSO) and γ-butyrolactone(GBL)) and are deposited on the substrate. Commonly used single-step perovskite deposition methods include spin coating and chemical vapor deposition. Also, die coating, laser evaporation, dual-source evaporation, screen printing, and spray-assisted deposition have been reported to deposit perovskite films [42]. During the initial development of PSCs, Snaith et al. spin coated PbCl$_2$ and MAI precursors to get MAPbI$_3$–XCl$_x$ perovskite film [38]. They reported a solar cell with an efficiency of 10.9%. After that, several techniques were proposed to utilize precursor, solvents, anti-solvents, and additives to obtain the single-step deposition of perovskite films [51]. Jeon et al. [52] used GBL and DMSO to mix perovskite precursors, followed by toluene drop-casting to obtain uniform and dense CH$_3$NH$_3$PbI$_3$ perovskite films via a CH$_3$NH$_3$I–PbI$_2$–DMSO intermediate phase. They fabricated PSCs with efficiency exceeding 16%. Miyadera et al. [53] reported a laser evaporation method, and obtained 16% efficient CH$_3$NH$_3$PbI$_3$ perovskite solar cells. Giuri et al. [54] used starch-DMSO assisted spin-coated MAPbI$_3$ films resulting in solar cell efficiency of 17.2%. Thermally stable vacuum deposited 18.8% efficient FA$_{1-x}$MA$_{x}$PbI$_3$ PSCs were reported by Escrig et al. [55]. Wang et al. deposited MAPbI$_3$
films by a vacuum-assisted blade coating method, and obtained 19.41% efficient flexible PSCs [56].

Yi *et al.* [57] reported solvent vapor annealing (SVA) assisted fabrication of co-SVA CH$_3$NH$_3$PbI$_3$ devices with a power conversion efficiency (PCE) of 19.52%. Ahn *et al.* [58] used Lewis adduct of lead iodide to obtain CH$_3$NH$_3$PbI$_3$ PSCs with a maximum efficiency of 19.7%. Ross *et al.* [59] employed co-evaporation of MAI and PbI$_2$ to fabricate MAPbI$_3$ PSC. By combining vapor-deposited perovskites and a self-assembled monolayer, they achieve a record stabilized PCE of 20.6% for p-i-n configuration.

A single-step deposition gives a possibility to adopt die coating and role-to role processing; those are helpful towards commercialization [60]. However, the record efficiencies have been obtained by methods that include multiple steps in perovskite deposition [19]. Moreover, in many cases in single-deposition, anti-solvents are used to remove the used solvent. The choice of solvent and anti-solvent significantly affects the film morphology and hence the device performance.

In a sequential deposition (also known as two-step deposition), the lead halide precursor is first deposited on the substrate and is later converted into perovskite. For the first time, Burschka *et al.* proposed CH$_3$NH$_3$PbI$_3$ deposition by a two-step deposition for PSCs [61]. They spin-coated PbI$_2$ on a TiO$_2$ scaffold, and then dipped into CH$_3$NH$_3$I solution. They obtained uniform coverage on the scaffold, resulting in > 15% efficient perovskite solar cells. Patel *et al.* presented a two-step thermal evaporation method to obtain CH$_3$NH$_3$PbI$_3$ perovskite [62]. This process takes several hours in full conversion of precursors into perovskite phase. Yuan *et al.* reported a solvent-assisted molecule inserting technique to grow perovskite film [63]. They achieved a solar cell efficiency and fill-factor exceeding 18% and 80%, respectively. Chen *et al.* [18] presented a scalable electrodeposition route to obtain CH$_3$NH$_3$PbI$_3$ perovskite. They first deposited a PbO$_2$ layer on TiO$_2$ scaffold, followed by chemical bath to convert PbO$_2$ into PbI$_2$ and, subsequently into CH$_3$NH$_3$PbI$_3$ perovskite. Wang *et al.* synthesized [64] (CH$_3$NH$_3$)$_3$Bi$_2$I$_9$ films via a two-stage electric-field-assisted reactive deposition. This method could be adopted to deposit perovskite films for photovoltaic applications.

Sutter *et al.* [65] presented a low-pressure vapor-assisted solution process to obtain high quality CH$_3$NH$_3$PbI$_{3-x}$Br$_x$ perovskite films. Cui *et al.* used PbI$_2$, PbBr$_2$ and PbI$_2$/Br$_2$ mixtures dissolved in DMF to deposit lead halide films. These films were then brought in contact with heated methylamine powder. Upon intercalation, they obtained MAPbBr$_x$I$_{3-x}$ (X= 0, 1, 2, 3) perovskite films. Jiang *et al.* spin-coated FAI:MABr:MACl solution onto PbI$_2$ to obtain FA$_{1-x}$MA$_x$PbI$_3$ perovskite films [44]. The perovskite films were then passivated, and certified PCE of 23.32% was reported.

Numerous other methods have been proposed for sequential deposition of perovskite films [66]. Furthermore, methods have been reported to utilize solvent engineering, compositional engineering, morphology control and defect passivation to obtain high efficiency perovskite solar cells [67, 68, 69, 19, 70, 71]. Chapter 6 focuses more on defect passivation in perovskite films.

### 1.5 Photovoltaic performance of perovskite solar cells

Despite the intriguing properties of OIHPS and rapid advances in the perovskite solar cell fabrication technology, the reported power conversion efficiencies are far from the theo-
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Several issues at the material and the device level remain unknown and hamper the cell performance. Solution-processed perovskite films consist of grain boundaries (GBs) and interface defects. Non-radiative recombinations at the grain boundaries have been reported to limit solar cell efficiency [73, 74, 75]. Further research is needed to understand the role of interfaces and GBs, and to develop ways to minimize them.

The movement of ionic-defects has also been reported in perovskite films [76, 77, 78]. Steady-state accumulation of ionic defects at the GBs and interfaces drastically affects the maximum power point of the cell, reducing the device reliability. Several recombination processes at the ionic defects are still unknown. This is well known that the perovskite solar cells exhibit hysteresis behavior in JV characteristics. Ionic defect migration has been postulated as the underlying mechanism responsible for the hysteresis [79, 78, 80]. Furthermore, studies have found that the combined effect of grain boundaries, interface recombination, and ionic migration results in the hysteresis nature [81, 82, 83, 84, 80]. However, the link between the ionic migration and the recombination mechanism is still unclear. Combined experimental and theoretical studies can draw a clearer picture of the origin and evolution of the JV hysteresis. Developing new methods for obtaining GBs-free perovskite films can help to develop highly efficient and hysteresis-free PSCs.

It has been speculated that the energy alignment between the charge transport layers and perovskite is a crucial parameter in determining the solar cell performance. Doping in charge transport layers and perovskite interface functionalization can improve the charge collection and the cell performance [85, 86, 87]. Theoretical studies and simulations can help optimize transport layer doping and perovskite interface functionalization to obtain maximum efficiency of a perovskite solar cell.

PSCs are potential candidate for tandem photovoltaic technologies [88, 89, 90]. To fully utilize the potential of a tandem cell technology, material and device parameters for each subcell and the tandem device must be optimized. Simulation studies can help optimize various material and device parameters and propose experimentalists the best design and material parameters to develop highly efficient tandem solar cells.

The stability of perovskite device is another concern that hampers the commercialization of this technology. The instability comes from the perovskite’s intrinsic instabilities, device fabrication scheme, device architecture, and the choice of materials for various layers [91, 92, 93]. Furthermore, ionic defect migration has been speculated to affect the device performance over time [94, 95, 96]. The origin of various photophysical instabilities and their relation to the defect-migration is not very well understood. Further research is needed to understand the instabilities and to develop stable-device fabrication. A brief discussion on the fabrication of stable devices is presented in chapter 6.

1.6 Drift-Diffusion model

Using Poisson’s law, charges with a charge density, \( \rho \) lead to an electrostatic potential, governed by:

\[
\nabla^2 \Phi = -\frac{\rho}{\epsilon_0}
\]  

(1.3)

For a material with dielectric constant \( \epsilon \), using the divergence operator, equation 1.3 can be rewritten as
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$$\nabla \cdot (\epsilon \nabla \Phi) = -\rho$$  \hspace{1cm} (1.4)

A bipolar semiconductor material can consist of electrons, holes, charge carrier traps, doping and other neutral and charged impurities. For such a semiconductor, the total charge density $\rho$ can be represented in terms of electron density $n$, hole density $p$, acceptor doping density $N^+_{a}$, donor doping density $N^+_d$, electron trap density $n^+_t$, hole trap density $n^-_t$, positive charged impurity density $n^+_c$, and negative charged impurity density $n^-_c$. And, equation 1.4 can be expressed as:

$$\nabla \cdot (\epsilon \nabla \Phi) = e \left(n - p - N^+_d + N^-_a - n^+_t + n^-_t - n^+_c + n^-_c\right)$$  \hspace{1cm} (1.5)

where, $e$ is charge of an electron. A free moving charged particle under an electric field $\vec{E}$ can be characterized by the electric field induced velocity $\vec{\nu}$, and the current density $\vec{j}$, governed by:

$$\vec{j} = e \vec{\nu}$$  \hspace{1cm} (1.6)

For an electron density $n$, equation 1.6 becomes:

$$\vec{j}_n = ne \vec{\nu}_n$$  \hspace{1cm} (1.7)

The velocity vector $\vec{\nu}$ depends on the mobility of the electrons and the applied electric field $\vec{E}$, as

$$\vec{\nu}_n = \mu_n \vec{E}.$$  \hspace{1cm} (1.8)

An electric field, $\vec{E}$ can be mathematically expressed as:

$$\vec{E} = -\nabla \phi$$  \hspace{1cm} (1.9)

The electric field points from a high potential region to a low potential region. Rewriting equation 1.7 in terms of $\phi$,

$$\vec{j}_n = -ne \mu_n \nabla \phi_n$$  \hspace{1cm} (1.10)

By the divergence theorem, current density continuity equation can be written as:

$$\nabla \cdot \vec{j}_n = -\frac{\partial \rho_n}{\partial t}$$  \hspace{1cm} (1.11)

Combining equations 1.10 and 1.11,

$$\nabla \cdot \{e \mu_n n \left(\nabla \phi_n\right)\} = \frac{\partial \rho_n}{\partial t}$$  \hspace{1cm} (1.12)

Similarly, for holes,

$$\nabla \cdot \{e \mu_p p \left(\nabla \phi_p\right)\} = -\frac{\partial \rho_p}{\partial t}$$  \hspace{1cm} (1.13)

Equations 1.12 and 1.13 are also known as continuity equations for electrons and holes, respectively. Because of the concentration gradient, particles start diffusing from a high concentration region to a low concentration region. Using the Einstein relation, a relation between charge carrier mobility and their diffusion coefficient, $D$ is given by
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\[ D = \mu k_B T/q \quad (1.14) \]

where, \( k_B \) is the Boltzmann’s constant, \( T \) is temperature, and \( q \) is the elementary charge. In a semiconductor material, the charge transport is governed by an electrically induced drift and a concentration gradient induced diffusion. Following the Einstein relation, combined equations 1.5, 1.12, and 1.13 are known as the Drift-Diffusion (DD) model for charge transport.

Following the Boltzmann statistics approximation for an intrinsic semiconductor, the electron and hole densities are given by [97]:

\[ n = N_C \exp\left(\frac{E_{fn} - E_c}{k_B T}\right) \quad (1.15) \]

and

\[ p = N_V \exp\left(\frac{E_v - E_{fp}}{k_B T}\right) \quad (1.16) \]

where, \( N_C \) and \( N_V \) are effective density of states (DOS) of conduction and valence bands, which have energies \( E_c \) and \( E_v \), respectively. \( E_{fn} \) and \( E_{fp} \) are the quasi Fermi energies of electron and holes, respectively. To calculate the DOS of conduction and valence bands, bulk density of state model has been used in this thesis. The model considers parabolic band approximation and Boltzmann’s approximation for the perovskite semiconductors. The effective density of state in conduction and valence bands are given as [97]:

\[ N_C = 2 \left(\frac{2\pi (2m_{de} k_B T)}{\hbar^2}\right)^{3/2} \quad (1.17) \]

and

\[ N_V = 2 \left(\frac{2\pi (2m_{dh} k_B T)}{\hbar^2}\right)^{3/2} \quad (1.18) \]

where, \( m_{de} \) and \( m_{dh} \) are the density of state effective masses for the conduction and valence bands, respectively. In this study, the bulk density of states are considered. However, in general, the generalized density of state distribution can be adopted in a DD model. Furthermore, to include the quantum effects, quantum density of states, Kronig-Penney Model, Schrödinger/Poisson, electron-hole coupling, and other quantum mechanical and atomistic models can be combined with the DD model.

In a bulk DOS model, using equations 1.15 and 1.16, the intrinsic carrier concentration in equilibrium is given as:

\[ n_i = p_i = N_0 \exp\left(\frac{-E_g}{2k_B T}\right) \quad (1.19) \]

where, \( N_0 = \sqrt{N_c N_v} \). \( E_g = (E_c - E_v) \) represents the material bandgap.

A semiconductor material can consist of charged and/or neutral traps that can trap the charge carriers. In case of neutral electron and hole traps, the trapped electron \( n_t \) and trapped hole \( p_t \) densities are given by:
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\[ n_t = \frac{N_t}{1 + \exp \left( \frac{E_{\text{trap}} - E_{f_n}}{k_BT} \right)} \]  

(1.20)

\[ p_t = \frac{N_t}{1 + \exp \left( \frac{-E_{\text{trap}} - E_{f_p}}{k_BT} \right)} \]  

(1.21)

Where \( E_{\text{trap}} = E_c - E_t \) or \( E_{\text{trap}} = E_t - E_v \) is the trap density w.r.t. conduction and valence bands, respectively. \( E_t \) represents the absolute energy level of the trap with density of state (DOS) \( N_t \). In case of donor and acceptor type of traps, the ionized trap densities are given as:

\[ n_t^+ = N_t - \frac{N_t}{1 + \exp \left( \frac{E_{\text{trap}} - E_{f_n}}{k_BT} \right)} \]  

(1.22)

and

\[ p_t^- = N_t - \frac{N_t}{1 + \exp \left( \frac{-E_{\text{trap}} - E_{f_p}}{k_BT} \right)} \]  

(1.23)

The Poisson’s equation (1.5) can be modified based on the number and type of traps present in a material. The traps can lead to trap-assisted recombinations, and can change the charge densities \( \rho_n \) and \( \rho_p \). If the net recombination rate of charge carriers is given by \( R \), the electron and hole continuity equations, 1.12 and 1.13 can be rewritten as:

\[ \nabla \cdot \{ \mu_n n (\nabla \phi_n) \} = -R \]  

(1.24)

and

\[ \nabla \cdot \{ \mu_p p (\nabla \phi_p) \} = R. \]  

(1.25)

Upon light exposure, the electron-hole pairs are generated in a semiconductor material. These electron-hole pairs result in free electrons and holes within the semiconductor. If the net generation rate is given by \( G \), equations 1.24 and 1.25 become:

\[ \nabla \cdot \{ \mu_n n (\nabla \phi_n) \} = G - R \]  

(1.26)

and

\[ \nabla \cdot \{ \mu_p p (\nabla \phi_p) \} = -(G - R), \]  

(1.27)

respectively.

Various trapping and recombination models can be implemented within DD, to model the role of traps and defects. Standard recombination models are bimolecular recombination, Shockley–Read–Hall (SRH) recombination, Langevin recombination, and Auger recombination. In this thesis, various recombination models are explained in different chapters where the role of the defects is studied. For light absorption and photogeneration, optical models such as constant generation, Lambert-Beer model, and Transfer-Matrix-Method (TMM) can be used.

To include the effect of charge carrier mobility, constant mobility, field-dependent mobility, and doping-dependent mobility models can be adopted based on the materials used.
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In this thesis, a constant mobility model is used to consider \( \mu_n \) and \( \mu_p \) in the continuity equations.

Depending on the used materials and the device architecture, different submodels are adopted within the DD model. Furthermore, thermoelectricity, piezoelectricity, and elasticity models can be combined with DD, making this a versatile, flexible, fast, and reliable computational model to simulate semiconductor devices. The versatility of the DD model makes it a useful tool to simulate the charge carrier behavior in various electronic devices such as \( pn \) junction diodes, light-emitting-diodes (LEDs), solar cells, field-effect transistors, bipolar junction transistors, and photodetectors [98, 99, 100, 101, 102, 87, 82].

1.7 Outline and context of the work

The thesis investigates charge transport in perovskite solar cells. The roles of various trapping mechanisms are studied as performance-limiting factors in perovskite solar cells. Ways to improve charge transport, charge collection, and the cell performance are investigated using simulations and experimental methods.

Chapter 2 presents a one-dimensional steady-state drift-diffusion (DD) model for simulating a perovskite solar cell. A mathematical implementation of a coupled drift-diffusion equation in TiberCAD multiscale simulation tool is presented. Then, the transport and collection of the charge carriers is studied by simulating the role of the interface traps, contact workfunction, charge transport layer doping, and charge carrier mobility. Furthermore, perovskite interface functionalization is presented to improve the charge collection and the performance of PSCs.

Chapter 3 presents a DD study to investigate the role of grain boundaries in PSCs. A two-dimensional drift-diffusion is implemented in TiberCAD. The roles of defect states at the grain boundaries are simulated as centers for non-radiative recombination. Furthermore, the effect of ionic-defect accumulation is studied in different regions in the perovskite film, i.e., grain boundaries, the bulk of the grains, and the perovskite interfaces near the charge transport layers.

Chapter 4 investigates charge carriers and ionic-defect dynamics in PSCs. A time-dependent DD model is developed to study the well known JV hysteresis phenomenon in the PSCs. In contrast to existing literature, a new reason, “cation-mediated electron-hole recombination” is presented to contribute to the JV hysteresis. A detailed study is presented on the role of cation energy, ionic mobility, capture coefficient, and voltage scan rate on the JV hysteresis and the final efficiency of a PSC.

Chapter 5 focuses on the potential of OIHPs in a two-terminal (2T) all perovskite tandem solar cells. A drift-diffusion study is presented to optimize various material parameters (i.e., bandgap, mobility, workfunction, traps) and device parameters (i.e., subcell thickness, doping, interfaces regions) in a 2T all-perovskite tandem solar cell. Also, the impact of interface and bulk traps is studies on the tandem cell’s final performance. The method presents experimentalists with an optimized design to obtain maximum efficiency of a tandem cell.

In Chapter 6, fabrication and characterization of semitransparent \( \text{CH}_3\text{NH}_3\text{PbBr}_3 \) PSCs is presented. A new chemical route using methylamine (MA) gas treatment is developed to obtain GBs-passivated perovskite films. The MA treated films result in improved optical transparency and charge transport. The improved charge transport in the
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perovskite films translates into increased voltage, current, and the output efficiency of CH$_3$NH$_3$PbBr$_3$ PSCs. A proof of concept is presented by using opaque gold contacts. Finally, the gold contacts are replaced by transparent indium-doped tin oxide (ITO) contacts to realize efficient and semitransparent solar cell devices. The film characterization is done by transmittance, scanning electron microscopy, X-ray diffraction, and photoluminescence measurements. The solar cell devices are characterized by measuring current-voltage characteristics, internal photon-to-electron conversion efficiency, external power-conversion efficiency, maximum power point tracking, and optical transparency.

In the end, Chapter 7 summarized the outcomes of the work presented in this thesis.
2 1D steady-state simulations of perovskite solar cells

2.1 Background

Organic-inorganic hybrid perovskites (OIHPs) have gained extraordinary attention as an emerging material for photovoltaic applications. Low-temperature processable OIHPs show high optical absorption, long carrier diffusion lengths, and surprisingly low recombination rates [15, 14, 103]. Moreover, tunability of bandgap by compositional engineering [31, 104, 32] and solution processability [105] make perovskite-based solar cells potential alternatives to conventional solar cell technologies based on silicon. These favorable properties, in combination with great scientific effort have enabled high power conversion efficiencies beyond 25% in single-junction perovskite solar cells (PSCs), and 29% in silicon/perovskite tandem cells [5]. However, the reported efficiencies are still far from the theoretical limits of 31% for a single-junction and 42% for a 2-terminal tandem device [106]. Trap-assisted recombinations have been considered to be the main reason hampering the performance of PSCs [107, 103]. Several other loss mechanisms in PSCs are still unknown. Furthermore, the role of various material properties (i.e., mobility, defects) and device parameters (i.e., contacts, doping, interfaces) is not very well understood. By using time-resolved photoluminescence methods, the role of recombination processes can be understood as a whole device [103, 107, 108]. However, it is difficult to pinpoint which loss component originates from which layer/interface/contacts/grain boundaries.

Charge carrier mobility in various layers is one of the important factors determining the photovoltaic performance of PSCs. Carrier mobility depends on the choice of material and the fabrication scheme. In a full device, it is difficult to experimentally analyze the role of mobilities in individual layers. Theoretical studies on the other hand, can resolve the role of different mobilities, recombination components, and their impact on the final device performance. Similarly, theoretical and simulation studies can help to understand the individual roles of doping, material thickness, and contact workfunctions.

There have been several efforts to analyze perovskite solar cells by using theoretical models. A simple perovskite cell consisting of an electron transport layer (ETL), perovskite absorber, hole transport layer (HTL), and contacts can be simulated by using a drift-diffusion (DD) model. Transport of photogenerated (or injected) charge carriers in a semiconductor device is governed by the electric field and the concentration gradient induced diffusion of the carriers. Sherkar et al. [87] presented a DD model to analyze ITO(PEDOT:PSS)/PolyTPD/CH$_3$NH$_3$PbI$_3$/PCBM/Au device stack. They found that p-type doping in the PolyTPD layer can significantly improve the device performance in the given architecture. Minemoto et al. [86] presented a theoretical study to investigate the impact of conduction and valence band offsets of perovskite and blocking layers. However, Minemoto et al. used a 10nm artificial defect layer with a reduced bandgap to model the recombination, which limits the robustness of the results. Xu et al. used
drift-diffusion simulation to study interfacial recombination and charge transport layers (CTL) energy level positions [85]. Also, there have been studies to model the ionic migration in perovskite solar cells [82, 75, 109, 110, 111]. (Ionic modeling is discussed in more detail in chapter 4). Zhou et al. presented a coupled optical and electrical study to analyze the effect of the charge carrier diffusion length and the dielectric constant of absorber [112]. Most of the aforementioned studies focus on specific aspects of the device performance.

This chapter presents a broad drift-diffusion study to analyze the role of interface traps, contact workfunction, buffer thickness, mobility, CTL doping, and perovskite interface functionalization. The model is based on mapping a perovskite solar cell structure into a one-dimensional DD simulation model. The material and device properties are chosen from the literature. All the simulations are done for a steady-state device, and hence no transient phenomena are captured. The role of one parameter is studied at a time, to decouple the role of other parameters. The impact of material and device parameters on the open-circuit voltage, short-circuit current, fill-factor, and power conversion efficiency is investigated in detail. Optical generation profile, charge carrier distribution, and JV characteristics are calculated for a CH$_3$NH$_3$PbI$_3$ perovskite solar cell. Finally, the role of change in the interface workfunction near the perovskite/HTL interface is studied to improve the photovoltaic performance.

2.2 Simulation method

A one-dimensional finite element drift-diffusion model is implemented in the TiberCAD simulation tool [113, 114]. In the model, drift-diffusion and Poisson’s equations are solved simultaneously for electrons, holes, and traps, accounting for light-absorption and electron-hole pair generation. Two buffers of 2 nm to 5 nm are defined on each side of the perovskite layer, as shown in Figure 2.1. These buffer layers have the material properties same as the perovskite layer. Interface traps are considered to be accumulated within these buffers.

![Figure 2.1: 1D simulation model of perovskite solar cell. Perovskite buffer regions consist of perovskite material with defect states.](image-url)
Photogenerated electrons and holes in the bulk perovskite are transferred to the ETL and the HTL, respectively. Transport of these charges is governed by diffusion and electrically induced drift. Electrochemical potential and the electrostatic potential are used as variables dependent on the charge carrier distribution. The following is the complete set of drift-diffusion equations:

\[
\begin{align*}
    \nabla \cdot (\epsilon \nabla \Phi) &= e \left( n - p - N_d^+ + N_a^- - n_i^+ + n_i^- \right) \\
    \nabla \cdot \{ \mu_n n (\nabla \Phi_n) \} &= G - R \\
    \nabla \cdot \{ \mu_p p (\nabla \Phi_p) \} &= R - G
\end{align*}
\] (2.1)

Where \( \epsilon \) is the material dielectric permittivity and \( \Phi \) the electrostatic potential. \( n, p, N_d^+, N_a^- \) represent densities of electron, hole, ionized donor impurity and ionized acceptor impurity, respectively. Donor and acceptor trap densities are represented by \( n_i^+ \) and \( n_i^- \), respectively. \( \mu_n \) and \( \mu_p \) are the electron and hole mobility, respectively. Constant mobility is used in each layer. \( \Phi_n \) and \( \Phi_p \) are the electrochemical potentials of electrons and holes, respectively. Here, the first equation is Poisson’s equation, and the last two equations are the continuity equations for the electrons and holes, respectively. \( G \) and \( R \) represent the net generation and recombination rates for the charge carriers, respectively.

Photogeneration is governed by the Lambert-Beer model for absorption, given as:

\[
G(x) = \int_{\lambda_{\text{min}}}^{\lambda_{\text{max}}} \varphi(\lambda) \alpha(\lambda) e^{-\alpha(\lambda)x} \, d\lambda
\] (2.2)

Here \( G(x) \) is the generation rate at position \( x \), \( \varphi(\lambda) \) the solar light intensity, and \( \alpha(\lambda) \) is the absorption coefficient at wavelength \( \lambda \). The AM 1.5 standard spectrum between 350 nm and 2500 nm is used to calculate the optical generation. For the simplicity, constant \( \alpha = 10 \, \mu \text{m}^{-1} \) is considered, which results in an exponential generation profile in the perovskite film with a maximum charge generation rate of \( 1.5 \times 10^{22} \, \text{cm}^{-3} \, \text{s}^{-1} \). Optical generation is considered within the perovskite and the buffers regions. No charge carriers are generated in the transport layers. Direct recombination is considered in all the perovskite layers. The direct or bimolecular recombination is radiative recombination of electron and hole, given by:

\[
R_{\text{direct}} = C (np - n_i^2)
\] (2.3)

Where \( C \) is bimolecular recombination rate constant and \( n_i \) is the equilibrium carrier density. The trap-assisted non-radiative recombination is considered in the buffer regions, defined by a Shockley-Read-Hall recombination rate, as follows [115, 116, 117]:

\[
R_{\text{SRH}} = N_i \frac{v_{\text{th}}^n \sigma_n \nu_{\text{th}}^p \sigma_p (np - n_i^2)}{v_{\text{th}}^n \sigma_n (n + n_1) + v_{\text{th}}^p \sigma_p (p + p_1)}
\] (2.4)

where \( N_i \) is the trap density, \( \sigma^{n,p} \) are the capture cross sections, and \( v_{\text{th}}^{n,p} \) are the thermal velocities of the electron and the hole. \( n_1 \) and \( p_1 \) are defined as:

\[
n_1 = N_c \exp \left( \frac{-E_c + E_T}{k_B T} \right) \quad \text{and} \quad p_1 = N_v \exp \left( \frac{-E_v + E_T}{k_B T} \right)
\] (2.5)

where \( N_c \) the \( N_v \) are the effective density of state of the conduction and the valence bands, respectively. \( E_c, E_v \) and \( E_T \) are the conduction band, valence band and trap
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energy levels, respectively. $k_B$ is the Boltzmann coefficient, and $T$ represents the absolute temperature. Trap-assisted recombination is most effective for the traps located at midgap [118]. Therefore, midgap donor and acceptor traps are considered in this study. It has been proved that recombination in bulk must be small due to the long diffusion length of charge carriers. Thus recombination must concentrate at the interface where defects and trap states concentrate too. For this reason, in this study, the traps are considered within the interface buffer regions only. Initially, both the buffers are considered to be 5 nm thick. The parameters used for the drift-diffusion simulations are summarized in Table 2.1.

Table 2.1: List of parameters used in the drift-diffusion simulation. Values of the parameters marked with asterisks(*) are varied during the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perovskite thickness</td>
<td>285</td>
<td>nm</td>
<td>[87]</td>
</tr>
<tr>
<td>Perovskite bandgap</td>
<td>1.55</td>
<td>eV</td>
<td>[119]</td>
</tr>
<tr>
<td>Perovskite valence band maximum</td>
<td>−5.45</td>
<td>eV</td>
<td>[119]</td>
</tr>
<tr>
<td>Electron and hole mobility in Perovskite</td>
<td>$8 \times 10^{-3}$</td>
<td>cm$^2$V$^{-1}$s$^{-1}$</td>
<td>[15]*</td>
</tr>
<tr>
<td>Electron mobility in PCBM</td>
<td>$5 \times 10^{-3}$</td>
<td>cm$^2$V$^{-1}$s$^{-1}$</td>
<td>[120]</td>
</tr>
<tr>
<td>Hole mobility in PCBM</td>
<td>$1 \times 10^{-10}$</td>
<td>cm$^2$V$^{-1}$s$^{-1}$</td>
<td>fit</td>
</tr>
<tr>
<td>Hole mobility in PolyTPD</td>
<td>$1 \times 10^{-3}$</td>
<td>cm$^2$V$^{-1}$s$^{-1}$</td>
<td>[121]</td>
</tr>
<tr>
<td>Electron mobility in PolyTPD</td>
<td>$1 \times 10^{-10}$</td>
<td>cm$^2$V$^{-1}$s$^{-1}$</td>
<td>fit</td>
</tr>
<tr>
<td>Perovskite relative permittivity</td>
<td>24.1</td>
<td>—</td>
<td>[122]</td>
</tr>
<tr>
<td>PCBM relative permittivity</td>
<td>3.9</td>
<td>—</td>
<td>[123]</td>
</tr>
<tr>
<td>Ionized doping in PCBM</td>
<td>$1 \times 10^{14}$</td>
<td>cm$^{-3}$</td>
<td>[87]</td>
</tr>
<tr>
<td>PCBM LUMO</td>
<td>−5.9</td>
<td>eV</td>
<td>[124]</td>
</tr>
<tr>
<td>PCBM bandgap</td>
<td>1.8</td>
<td>eV</td>
<td>[125]</td>
</tr>
<tr>
<td>PolyTPD LUMO</td>
<td>−5.4</td>
<td>eV</td>
<td>[126]</td>
</tr>
<tr>
<td>PolyTPD bandgap</td>
<td>2.5</td>
<td>eV</td>
<td>[126]</td>
</tr>
<tr>
<td>PolyTPD permittivity</td>
<td>3</td>
<td>—</td>
<td>[87]</td>
</tr>
<tr>
<td>Ionized doping in PolyTPD</td>
<td>$1 \times 10^{15}$</td>
<td>cm$^{-3}$</td>
<td>[87]*</td>
</tr>
<tr>
<td>Electron and hole capture cross sections</td>
<td>$2 \times 10^{-14}$</td>
<td>cm$^2$</td>
<td>fit</td>
</tr>
<tr>
<td>Cathode Fermi level</td>
<td>−5.2</td>
<td>eV</td>
<td>*</td>
</tr>
<tr>
<td>Anode Fermi level</td>
<td>−4.05</td>
<td>eV</td>
<td>fit</td>
</tr>
<tr>
<td>Bimolecular recombination constant</td>
<td>$1 \times 10^{-10}$</td>
<td>cm$^{-3}$s$^{-1}$</td>
<td>[103]</td>
</tr>
<tr>
<td>Maximum charge carrier generation rate</td>
<td>$1.5 \times 10^{22}$</td>
<td>cm$^{-3}$s$^{-1}$</td>
<td>fit</td>
</tr>
</tbody>
</table>

The JV characteristics are calculated to study the effect of trap density, HTL doping, contact workfunction, buffer layers thickness, and perovskite mobility. Also, charge carrier generation rate and their distribution profiles are calculated in short-circuit (SC) and maximum-power-point (MPP) conditions. The photogeneration of the charge carrier is considered in the perovskite absorber (including the buffers). The generation rate is determined by the optics of the device, i.e., thickness, and absorption, and reflection spectrum of each layer and the device as a whole. The generation rate does not depend on the operating conditions such as open-circuit, short-circuit, and/or maximum-power-point (MPP). On the other hand, the JV characteristics depend on the optical and electrical properties of each layer and the energy alignment throughout the device. Fill-factor is
calculated by using the maximum power point current ($J_{\text{mpp}}$) and the voltage ($V_{\text{mpp}}$),
open-circuit voltage ($V_{\text{oc}}$) and the short-circuit current density ($J_{\text{sc}}$):
\[
\text{Fill-factor (FF)} = \frac{J_{\text{mpp}}V_{\text{mpp}}}{J_{\text{sc}}V_{\text{oc}}}.
\]  

(2.6)

2.3 Results and discussion

Using the parameters from table 2.1, steady-state current-voltage (JV) characteristics is calculated. Initially, an ideal device is considered without trap-assisted losses. Then, the traps are considered within the interface buffers as non-radiative recombination centers. Figure 2.2a shows the calculated JV characteristics for a CH$_3$NH$_3$PbI$_3$ perovskite solar cell with different trap densities at the interfaces (buffers). When there are no interface traps ($N_t = 0$), the cell gives an open-circuit voltage ($V_{\text{oc}}$) ≃ 1.2 V, and a short circuit current density ($J_{\text{sc}}$) of 22.60 mA/cm$^2$. When the traps are introduced in the buffer regions, the $V_{\text{oc}}$ starts decreasing. For $N_t = 1 \times 10^{16}$ cm$^{-3}$, the $V_{\text{oc}}$ decreases to 1.07 V, while the $J_{\text{sc}}$ remains unchanged. This might be due to the fact that the charge carriers lose their energy in trapping process. More trap-centers lead to more losses and hence lower output voltage. At the maximum power point, both the current ($J_{\text{mpp}}$) and the voltage ($V_{\text{mpp}}$) decrease with increasing the trap density. Overall it can be inferred that the solar cell maximum power output decreases with the increasing trap density at the interfaces.

This power loss can be recovered (up to a certain extent) by improving the Fermi-levels matching at the interfaces. One way to achieve this is to dope the charge transport layers [87]. In this chapter, doping in the HTL is studied. The HTL doping changes the energy alignment at the perovskite/HTL interface. An improved energy alignment helps charge carriers to be collected at the contacts before they are trapped by the trap centers and the defects present at the interface. Figure 2.2b shows calculated JV profiles for various HTL doping levels while fixing the buffer trap density to be $5 \times 10^{15}$ cm$^{-3}$. It is observed that the $V_{\text{oc}}$, $V_{\text{mpp}}$ and $J_{\text{mpp}}$ increase with the doping in the HTL. The $V_{\text{oc}}$ increases from 1.04 V to 1.09 V when the acceptor doping in PolyTPD (HTL) increases from $1 \times 10^{16}$ cm$^{-3}$ to $1 \times 10^{18}$ cm$^{-3}$.

As mentioned earlier, only the interface traps are considered here, and the bulk perovskite film is considered to be free of defects. In practical, the perovskite film (bulk) can consist of grain boundaries and other defects as trapping/recombination centers [127, 75, 73]. The role of grain boundaries-assisted traps is studied in chapter 3.

Apart from the transport layers doping, the contact workfunctions must be optimized to obtain a good energy alignment. Workfunctions of the contacts play an important role in determining the energy alignment within the device. Changing the contact workfunction changes the energy alignment and hence the charge extraction from the cell. For the simulations, Schottky type contacts are employed for the charge collection to the external circuit. So far, the cathode and anode workfunctions were fixed to $-5.2$ eV and $-4.05$ eV, respectively. In the next analysis, the JV characteristics are calculated by varying cathode workfunction ($\Phi_c$), while keeping anode workfunction ($\Phi_a$) fixed at $-4.05$ eV. The trap density and the HTL doping are fixed at $5 \times 10^{16}$ cm$^{-3}$ and $1 \times 10^{15}$ cm$^{-3}$, respectively. Simulated JV profiles are shown in Figure 2.3a. This is observed that the $V_{\text{oc}}$ does not change much as it remains ≃ 1.05 V – 1.08 V while varying the cathode workfunction.
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Figure 2.2: JV characteristics of perovskite solar cell: (a) For different trap densities in the buffers at a fixed HTL doping density of $1 \times 10^{15}$ cm$^{-3}$, and (b) For different HTL doping densities at fixed $N_t = 5 \times 10^{16}$ cm$^{-3}$. Dashed arrows show how the maximum power point changes with an increase in the trap or the doping density. Poor performance of a solar cell is obtained in the presence of trap centers. The performance improves with the HTL doping density.

between $-5.35$ eV and $-5.15$ eV. The maximum-power-point voltage and the current vary significantly with the change in $\Phi_c$. This leads to change the fill-factor and the output efficiency of the cell. For $\Phi_c < -5.35$ eV, the $V_{oc}$ and fill factor don’t change much. It means that for $\Phi_c < -5.35$ eV, the $V_{oc}$ is not limited by the difference in the cathode and anode workfunctions. On the other hand, for $\Phi_c > -5.35$ eV, the $V_{oc}$ and hence the solar cell performance is limited by the difference in the cathode and anode workfunctions.

Figure 2.3b shows the charge carrier (electron-hole pair) generation rate when the cell is exposed to the sunlight. The generation rate does not depend on the device’s energy alignment but the optical properties of the individual layers and the device as a whole. In this study, the photogeneration is considered only in the active region (the perovskite film). Optical reflections from various layers are ignored, and hence an exponential charge carrier generation profile is obtained.

Though the charge carrier generation is not determined by the electrical properties of the layers (and hence the energetics throughout the device), the charge carrier transport and collection strongly depend on the energy alignment within the device. Along with the equilibrium energy alignment, the charge carrier distribution strongly depends on the operating conditions. Here, the charge carrier distribution profiles are calculated in two operating conditions; short-circuit and the maximum-power-point operation. Considering $N_t = 1 \times 10^{16}$ cm$^{-3}$, $N_d = 1 \times 10^{15}$ cm$^{-3}$, $\Phi_a = -4.05$ eV and $\Phi_c = -5.2$ eV, the calculated charge carrier profiles are shown in Figure 2.4.

In the short-circuit condition, since there is no voltage applied (or supplied to a load), the charge carriers’ distribution is determined by the optical generation rate, energy alignment, recombination profile, and mobility in each layer. Initially, in the dark condition, the intrinsic charge carriers distribute such that they obtain equilibrium with a built-in electric field developed between the contacts. When the cell is illuminated, the photogenerated electrons and holes start diffusing due to the concentration gradient. This movement of charges leads to develop a local electric field, and after that, the charge
transport is controlled by both the diffusion and the developed electric field. Because of the favorable energy alignment (led by the built-in electric field), the electrons travel towards the ETL, and the holes travel towards the HTL. Therefore, the electron (hole) density decreases (increases) from the ETL → perovskite absorber → HTL as shown in figure 2.4a.

When an external voltage is applied (or a load is connected), the electric field distribution and hence the charge-carrier drift changes. The applied electric field (due to the applied voltage) opposes the electrons (holes) to be collected at the ETL (HTL). This leads to flattening the electron and hole density curves in the perovskite region, as shown in Figure 2.4b. The electron density in the ETL is determined by Φ_a and the electron density at the perovskite/ETL interface. Similarly, the hole density in HTL is determined by the Φ_c and the hole density at the perovskite/HTL interface. Moreover, doping in the charge transport layers changes the charge carrier distribution in the transport layers and the device as a whole.

2.3.1 Impact of buffer layer thickness

The abrupt ending of a crystal (i.e., perovskite film) leads to dangling bonds and surface defects. The interface defect region’s depth depends on the fabrication scheme and the lattice constant matching between the two materials interfacing with each other. So far, the simulations were done considering 5 nm buffer regions on each side of the perovskite absorber. The material properties for the buffer regions are considered to be the same as the perovskite absorber. Change in the perovskite buffers thickness while keeping a constant trap density leads to a change in the number of traps near the interfaces. Figure 2.5a shows JV characteristics for two different buffer thicknesses. All other parameters except the buffer thickness are kept unchanged. When a thicker buffer layer is considered,
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**Figure 2.4:** Electron and hole density profiles in (a) short circuit condition, and (b) at the maximum power point operation of the solar cell. At an applied bias (or a load voltage), the electrons and holes are redistributed to obtain a new equilibrium. Shaded light blue and light green regions represent ETL and HTL, respectively. Non-shaded white background region represent the perovskite region.

the $V_{oc}$, $V_{mpp}$ and $J_{mpp}$ deteriorate. This infers that if the defects are present deep in the perovskite films, poor performance is obtained for the cell. The effect of the grain boundaries as defect centers is discussed in chapter 3. For further analysis in this chapter, the thickness of the buffer is fixed to 2 nm.

### 2.3.2 Impact of perovskite mobility

The mobility of each layer plays a significant role in the charge extraction in a solar cell. Mobility determines the mean free path, the length at which the charge carriers travel before they recombine. A bulk perovskite film might consist of traps and defects. Hence, less mobility gives more time for the traps to trap the charge carriers. On the other hand, higher mobility helps charge carriers to escape before they are trapped (or recombined). The JV characteristics is very sensitive to the charge carrier mobility in the perovskite film. Within the perovskite films, both electrons and holes are in the majority; there is a fair chance of trap-assisted recombination. On the other hand, the transport layers (ELT and HTL) are more of monopolar charge carriers and hence less prone to trap-assisted recombination. In the presence of traps located in 2 nm buffer regions, the JV characteristics is calculated for a cell with different mobilities in the perovskite layer. As shown in Figure 2.5b, the JV characteristics varies significantly while varying mobility in the perovskite film. Calculated photovoltaic parameters are summarized in table 2.2. The short-circuit current remains almost unchanged. The $V_{oc}$ decreases from 1.13 V to 1.09 V while increasing the mobility from 1 cm$^2$V$^{-1}$s$^{-1}$ to 10 cm$^2$V$^{-1}$s$^{-1}$. However, there is a significant increase in Fill-factor with an increase in the mobility. Due to the improved Fill-factor, the efficiency increases from 17.40% (for 1 cm$^2$V$^{-1}$s$^{-1}$) to 19.54% (for 10 cm$^2$V$^{-1}$s$^{-1}$). The change in $V_{oc}$ depends on the energetics throughout the device. A different trend can be observed for a different set of parameters (materials, device architecture).
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Figure 2.5: (a) JV characteristics of a cell with two different buffer layer thicknesses. (b) JV characteristics of a cell for different charge carrier mobility in the perovskite layer. Equal mobility for both the electrons and holes is considered in the perovskite.

Table 2.2: Photovoltaic performance parameters for different charge-carrier mobility $\mu_n = \mu_p$ (in units $\text{cm}^2 \text{V}^{-1} \text{s}^{-1}$) in the perovskite layer.

<table>
<thead>
<tr>
<th>$\mu_n$, $\mu_p$</th>
<th>$V_{oc}$ (V)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>FF (-)</th>
<th>PCE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.1302</td>
<td>22.5522</td>
<td>0.6839</td>
<td>17.3964</td>
</tr>
<tr>
<td>2</td>
<td>1.1161</td>
<td>22.5965</td>
<td>0.7167</td>
<td>18.0728</td>
</tr>
<tr>
<td>5</td>
<td>1.101</td>
<td>22.6236</td>
<td>0.7587</td>
<td>18.9497</td>
</tr>
<tr>
<td>10</td>
<td>1.094</td>
<td>22.6328</td>
<td>0.7906</td>
<td>19.5394</td>
</tr>
</tbody>
</table>

2.3.3 Impact of interface functionalization

As discussed earlier, energy alignment throughout the solar cell device plays a crucial role in charge transport and collection. Due to the limited number of available charge transport materials and transparent conductive oxides, it is not always possible to obtain the right energy alignment for all perovskite bandgaps. Also, doping of organic charge transport materials is not always easy and is an expensive procedure. Another possible way to overcome the aforementioned problem and to improve energy alignment is to use cascaded perovskite layers near the charge transport layers and/or contacts. Figure 2.6a represents a solar cell architecture with cascaded perovskite layers. Similarly, cascading by using multiple charge transport layers can be obtained. Although the cascading mechanism can improve the charge collection significantly, the fabrication process becomes very complex. Usually, perovskite layers deposited by using chemical methods employ perovskite precursors, solvent, and anti-solvent chemicals. Using of anti-solvents can harm the pre-deposited perovskite layers. Also, depositing multilayers of different materials can introduce interface defects due to the lattice constant mismatch between different layers. Therefore, interface modifications with fewer layers and minimal additional steps in fabrication are desired. Changing the perovskite energy levels near the perovskite/HTL and/or perovskite/ETL interfaces provides a path to improve the energy alignment without employing multilayers of perovskite [128, 129, 130]. Modifying the interface workfunction of the charge transport layers has been demonstrated to improve
Tuning the interface workfunctions accelerates the charge injection into the transport layers. In the aforementioned studies, ETL/HTL workfunction tuning has been achieved by introducing functionalizing molecules at the interface to create dipoles. A similar idea can be applied to tune the interface workfunction of the perovskite layer [132].

Figure 2.6: Two possible schemes to improve charge collection in a perovskite solar cell: (a) Perovskite solar cell with cascaded perovskite layers. TC and MC represent transparent contact and metal contact, respectively. (b) Perovskite solar cell with perovskite surface functionalized at the perovskite/HTL interface. The region in the blue circle shows upshifted conduction band of the perovskite. Similarly, perovskite valence band is up-shifted as the perovskite bandgap remains unchanged.

Lewis base and/or Lewis acids are proven to be the functionalizing reagents for perovskites/HTL interface by creating local dipole moments [70, 71, 133]. The direction of dipoles depends on the perovskite and the functionalizing reagent. Based on the direction of the dipoles, the perovskite workfunction increases or decreases near the surface. The workfunction change results in gradually varied valence and conduction band position of perovskite near the functionalized surface [134]. In this section, a drift-diffusion analysis is done to study the impact of the perovskite bandedge shift. The bandedge shift is modeled as a fixed 2 nm buffer layer (similar to buffers in Figure 2.1) with shifted bandedges. The upshift in the bandedge is considered as a positive shift, and vice-versa. Mobility in perovskite layer is considered to be $5 \text{ cm}^2 \text{V}^{-1} \text{s}^{-1}$. All other parameters are fixed as the subsection 2.3.2. Perovskite conduction and valence bands are shifted simultaneously. Figure 2.7a shows JV characteristics for different workfunction shifts in the perovskite at the perovskite/HTL interface. It is found that for the given device architecture, a workfunction shift of $-25 \text{ meV}$ to $100 \text{ meV}$, does not lead to change in the short circuit current. But, there is a significant change in the $V_{oc}$ and the maximum power point voltage and current. Both the maximum power point current and voltage increase while increasing the workfunction shift. Because of the change in the maximum power point, the fill-factor of the cell changes. The fill factor of the cell increases from 0.6576 to 0.8408 while shifting the interface workfunction from $-25 \text{ meV}$ to $100 \text{ meV}$. Figure 2.7b shows
the change in the fill-factor with respect to the change in the perovskite surface work-function. Although, the PolyTPD valence band (−5.4 eV) is very close to the perovskite valence band (−5.45 eV), there is a significant difference in the hole Fermi-levels. Downshifting the perovskite bandedge brings the hole Fermi-levels closer; therefore, the cell performance improves. Efficiency of the cell changes from 18.14% (−25 meV) to 22.37% (100 meV). For a shift of higher than 100 meV, hole injection from the perovskite to HTL becomes difficult; hence, there is no further improvement in the FF and the efficiency is observed. Similarly, for the negative bandshift, the perovskite conduction band becomes far apart from the HTL Fermi level (and conduction band), resulting in the cell’s poor performance. Photovoltaic performance parameters for various band shifts are summarized in table 2.3.

![Graph of JV characteristics for different bandedge shifts and Fill factor versus perovskite bandedge shift.](image)

**Figure 2.7:** Impact of surface bandedge shift of perovskite: (a) JV characteristics for different bandedge shifts, and (b) Fill factor versus perovskite bandedge shift. The upward shift is considered as a positive shift. Both conduction and valence bands are shifted simultaneously.

**Table 2.3:** Photovoltaic performance parameters for different workfunction shift at the perovskite/HTL interface. Conduction and valence bands shift with the same amount as the workfunction. The upward shift has been considered to be a positive shift and vice-verse.

<table>
<thead>
<tr>
<th>Shift (eV)</th>
<th>$V_{oc}$(V)</th>
<th>$J_{sc}$(mA/cm$^2$)</th>
<th>FF (-)</th>
<th>PCE (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>−50</td>
<td>1.1960</td>
<td>22.6045</td>
<td>0.6576</td>
<td>17.8370</td>
</tr>
<tr>
<td>−25</td>
<td>1.1165</td>
<td>22.6176</td>
<td>0.7187</td>
<td>18.1420</td>
</tr>
<tr>
<td>0</td>
<td>1.1015</td>
<td>22.6236</td>
<td>0.7588</td>
<td>18.9525</td>
</tr>
<tr>
<td>25</td>
<td>1.1132</td>
<td>22.6260</td>
<td>0.7871</td>
<td>19.8756</td>
</tr>
<tr>
<td>50</td>
<td>1.132</td>
<td>22.6269</td>
<td>0.8145</td>
<td>20.7878</td>
</tr>
<tr>
<td>75</td>
<td>1.1551</td>
<td>22.6273</td>
<td>0.8302</td>
<td>21.6397</td>
</tr>
<tr>
<td>100</td>
<td>1.1812</td>
<td>22.6274</td>
<td>0.8408</td>
<td>22.3723</td>
</tr>
</tbody>
</table>

Similar behavior is obtained experimentally for triple cation perovskite solar cells when dipoles are created on the perovskite surface attached to Spiro-OMeTAD HTL [134]. These surface dipoles change the workfunction at the perovskite interface and hence change the photovoltaic parameters.
2.4 Conclusion

In conclusion, a one-dimensional drift-diffusion model is presented to simulate the steady-state operation of a CH$_3$NH$_3$PbI$_3$ perovskite solar cell. The role of material and device parameters are calculated in terms of photovoltaic performance parameters, i.e., $V_{oc}$, $J_{sc}$, $P_{max}$, and FF. For simplicity, a constant absorption coefficient, $\alpha$ is considered for the perovskite layer. The simulation results show that the $V_{oc}$ and $P_{max}$ deteriorate when the traps are introduced at the perovskite/HTL and perovskite/ETL interfaces. The interface traps lead to trap-assisted non-radiative recombination losses. Doping in the hole transport layer helps to improve the interface energetics and hence the solar cell performance. Choosing proper contact workfunctions is needed to optimize the cell performance. The charge carrier mobility in various layers determines the charge carrier transport within the layers and the device as a whole. The perovskite layer mobility is an important parameter to determine the output power of the solar cell. Increasing the mobility in the perovskite layer leads to decreased $V_{oc}$, but increased FF. An increase in FF ultimately results in increased output power of the cell. Furthermore, it is found that changing the perovskite workfunction near the perovskite/HTL interface changes the cell performance significantly. The cell efficiency changes from 17.84% to 22.37% while shifting the workfunction from $-50\,\text{eV}$ to $100\,\text{eV}$. Tuning the perovskite workfunction is a very useful technique to improve the interface energetics and hence the hole injection from perovskite to the HTL.
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3.1 Background

Organic-inorganic hybrid perovskite (OIHP) materials offer solution processability and low-cost fabrication of perovskite solar cells (PSCs). However, very often, the solution process techniques end up with polycrystalline perovskite films [135, 91, 19, 127]. Breaks in the perovskite crystal structure lead to the formation of grain boundaries (GBs) at the breakpoints. Neighboring crystals with different orientations give rise to interstitials, dislocations, vacancies, dangling bonds, and distorted bond angles & bond distances at the boundaries. These defects can act as trapping centers for the charge carriers during the cell operation. Figure 3.1 represents a SEM image of a typical CH$_3$NH$_3$PbI$_3$ perovskite film obtained by using spin-coating. Due to the presence of defects (as trapping centers) at the GBs, they are regarded to be the main non-radiative recombination centers in a perovskite cell [127, 73, 75]. Despite other loss mechanisms, the non-radiative recombination losses have been considered to be the main factors limiting the perovskite solar cell performance [74, 136, 108, 87].

On the other hand, in OIHP films, organic cations, halide ions, and inorganic cations can come out of their original position in the crystal and move within the perovskite film. Similarly, the ionic vacancies can move within the perovskite film. There have been several studies claiming anions (I$^-$ ions), cations (MA$^+$, Pb$^{2+}$), vacancies and interstitial to move within the perovskite film [76, 77, 78]. It has also been reported that the ions prefer to move via the grain boundaries (GBs) rather than the bulk due to the low activation energies at the boundaries of the grains [137, 138, 139]. Overall, the GBs hamper the perovskite solar cell performance in two ways: (1) by hosting defects/trapping centers for the charge carriers, and (2) by providing a channel for the ionic defect migration. A reduction in the number of GBs suppresses both the non-radiative recombination and the ionic migration. It has been proven that the perovskite films with larger grains and hence fewer GBs result in better performing solar cells [137, 139, 138, 140, 19].

There have been efforts to develop drift-diffusion methods (DD) to study the role of GBs in perovskite solar cells. Sherkar et al. [87] presented a one-dimensional model to define traps at the HTL/perovskite and ETL/perovskite interfaces to account for the open grain boundary traps. Ameri et al. [142] studied electronic activity of the grain boundaries in perovskite solar cells. Olyaeefar et al. [143] modeled grain size and boundary effects in polycrystalline perovskite solar cells. In another study, Sherkar et al. [75] investigated the role of the nature (positively/negatively charged or neutral) of interface and grain boundary traps. All these studies consider one-dimensional DD models, where a point or a small region of a line (i.e., 1 nm) defines a GB. However, in a real perovskite film (see Figure 3.1), the GBs are distributed within the perovskite film in a complex shape rather than just a point or a line.
This chapter presents a more accurate way to map GBs in a two-dimensional (2D) plane. The 2D model represents a cross-section of a three-dimensional perovskite film. The role of GBs is studied as a host for the traps and a channel for the ionic movements. Two-dimensional drift-diffusion simulation model of a CH$_3$NH$_3$PbI$_3$ perovskite solar cell is used to analyze the steady-state performance of the cell consisting of GBs and interfaces. The impact of the traps and ionic accumulation at the GBs and interfaces is studied on the photovoltaic performance of the cell.

### 3.2 Simulation method

A finite element two-dimensional drift-diffusion (DD) simulation model is implemented within TiberCAD. The model is similar to the one explained in chapter 2 except for solving the coupled DD equation in a two-dimensional domain. In a 2D domain, it is easy to define the grain boundaries in the perovskite layer. A two-dimensional simulation block with perovskite film consisting of grain boundaries, an electron transport layer (ETL), and a hole transport layer (HTL) is shown in Figure 3.2a. The finite element input mesh file is generated by using Gmsh software, is shown in Figure 3.2b. To simulate the solar cell device, a block of 300 nm x 500 nm is considered. The block is large enough to properly include photogeneration, charge transport, surface phenomena, and the effect of the grain boundaries. The model is based on solving drift-diffusion and Poisson equations simultaneously for electrons, holes, fixed charges, and traps. The electron-hole pair generation by absorbing sunlight in the perovskite film and the charge transport are solved simultaneously. Interface traps are considered within the perovskite buffer regions. All the simulations have been done for a steady-state device. Various distributions of ionic defects are considered. At a given time, in the steady-state, a fixed ionic distribution is considered. When the ions are distributed at the fixed positions, they can be considered as fixed charges. Therefore, in this chapter, the ions have been modeled as fixed charges distributed within the perovskite film.

The charge transport is governed by coupled drift-diffusion equation as follows:
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Figure 3.2: (a) 2-dimensional drift-diffusion simulation block. The blue region represents the perovskite film, and the grain boundaries are denoted by the red lines. The size of negative (orange circle) and positive ions (green circle) is just representative. Reproduced with permission from ref [144], Copyright © 2020, IEEE. (b) A finite element input mesh generated by using the Gmsh tool.

\[
\begin{align*}
\nabla \cdot (\varepsilon \nabla \Phi) &= -q \left(n - p + N_n^- - N_d^+ + n_i^- + n_i^+ - n_f^- + n_f^+\right) \\
\nabla \cdot \{\mu_n n (\nabla \Phi_n)\} &= -R + G \\
\nabla \cdot \{\mu_p p (\nabla \Phi_p)\} &= R - G
\end{align*}
\tag{3.1}
\]

\(n_f^-\) and \(n_f^+\) represent negatively (anions) and positively (cations) charged ionic defects, respectively. All other parameters have their usual meaning as described in equation 2.1. Photogeneration profile is calculated by using Lambert-Beer model for absorption, governed by equation 2.2. The absorption coefficient \(\alpha (\lambda)\) is determined by the imaginary part of refractive index \(\kappa\) [145, 146]:

\[
\alpha = \frac{4\pi\kappa}{\lambda}
\tag{3.2}
\]

\(\kappa\) values are chosen following Ball et al. [146]. The AM 1.5 standard spectrum between 300 nm and 900 nm is used to calculate the optical generation. Two type of recombination processes, radiative (direct) and non-radiative (trap-assisted) recombination are considered in the perovskite film. The radiative recombination is defined by equation 2.3. To include the effect of trapping of charge carriers, Shockley-Read-Hall recombination rate is given by [115, 116, 117]:

\[
R_{SRH} = \frac{np - n_i^2}{(n + n_i e^{E_t/k_B T}) \tau_p + (p + p_i e^{-E_t/k_B T}) \tau_n} ,
\tag{3.3}
\]

where \(E_t = E_{trap} - (E_c + E_v) / 2\) is the trap energy level with respect to the midband energy, and \(\tau_n\) and \(\tau_p\) are the trapping times of electrons and the holes, respectively. The trapping time is defined in terms of trap capturing coefficient \(C_{p,n}\) and the trap density as follows:

\[
\tau_{n,p} = \frac{1}{N_t C_{n,p}} ,
\tag{3.4}
\]

where \(C_{n,p}\) represents the probability of the charge carriers to be trapped. Higher trap density \(N_t\) implies more trapping and a smaller trapping time, and vice-versa. Recombination has been shown to be most effective when the traps are located in the midgap.
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[118]. For this reason, both the donor and acceptor traps are considered to be located in the middle of the bandgap. The parameters used for the drift-diffusion simulations are shown in table 3.1.

Table 3.1: List of parameters used in 2-dimensional drift-diffusion calculations. Reproduced with permission from ref [144], Copyright © 2020, IEEE.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron mobility in perovskite</td>
<td>5</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[15]</td>
</tr>
<tr>
<td>Hole mobility in perovskite</td>
<td>5</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[15]</td>
</tr>
<tr>
<td>Perovskite valence band</td>
<td>−5.43</td>
<td>eV</td>
<td>[147]</td>
</tr>
<tr>
<td>Perovskite conduction band</td>
<td>−3.88</td>
<td>eV</td>
<td>[147]</td>
</tr>
<tr>
<td>Perovskite relative permittivity</td>
<td>24.1</td>
<td>—</td>
<td>[122]</td>
</tr>
<tr>
<td>TiO₂ bandgap</td>
<td>3.2</td>
<td>eV</td>
<td>[148]</td>
</tr>
<tr>
<td>TiO₂ conduction band</td>
<td>−4.0</td>
<td>eV</td>
<td>[148]</td>
</tr>
<tr>
<td>Electron mobility in TiO₂</td>
<td>0.02</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[148]</td>
</tr>
<tr>
<td>Hole mobility in TiO₂</td>
<td>1 × 10⁻⁷</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>fit</td>
</tr>
<tr>
<td>TiO₂ relative permittivity</td>
<td>85</td>
<td>—</td>
<td>[149]</td>
</tr>
<tr>
<td>Spiro-OMeTAD bandgap</td>
<td>3.17</td>
<td>eV</td>
<td>[150]</td>
</tr>
<tr>
<td>Spiro-OMeTAD LUMO</td>
<td>−5.22</td>
<td>eV</td>
<td>[150]</td>
</tr>
<tr>
<td>Spiro-OMeTAD relative permittivity</td>
<td>3</td>
<td>—</td>
<td>[151]</td>
</tr>
<tr>
<td>Acceptor doping in Spiro-OMeTAD</td>
<td>1 × 10¹⁷</td>
<td>cm⁻³</td>
<td>fit</td>
</tr>
<tr>
<td>Electron mobility in Spiro-OMeTAD</td>
<td>1 × 10⁻⁷</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>fit</td>
</tr>
<tr>
<td>Hole mobility in Spiro-OMeTAD</td>
<td>0.01</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[152]</td>
</tr>
<tr>
<td>Anode Fermi level</td>
<td>−4.3</td>
<td>eV</td>
<td>[153]</td>
</tr>
<tr>
<td>Cathode Fermi level</td>
<td>−5.1</td>
<td>eV</td>
<td>[153]</td>
</tr>
<tr>
<td>Bimolecular recombination rate</td>
<td>1 × 10⁻¹⁰</td>
<td>cm⁻³ s⁻¹</td>
<td>[103]</td>
</tr>
<tr>
<td>Maximum optical generation rate</td>
<td>1.4 × 10²²</td>
<td>cm⁻³ s⁻¹</td>
<td>fit</td>
</tr>
</tbody>
</table>

3.3 Results and discussion

Initially, the impact of interface traps is studied without considering ions in the perovskite film. Interface traps are modeled by the buffer layers defined near the perovskite/HTL and perovskite/ETL interfaces. Similar to interface traps, traps are considered to be present within the grain boundaries. These traps act as recombination centers for the charge carriers. Equal trapping time \( \tau_p = \tau_n \) is considered for both the electrons and the holes. After investigating the role of traps, negatively charged ions are introduced in various regions of the perovskite film. The photovoltaic performance is calculated in terms of short-circuit-current, open-circuit-voltage, fill-factor, and the maximum-power-point efficiency of the cell. All the aforementioned photovoltaic parameters are calculated for the cell in steady-state for different ionic distributions. Fill-factor is calculated by equation 2.6 as described in chapter 2. Detailed analysis is given in the following subsections.

3.3.1 Impact of interface and grain boundary traps

In this section, the role of grain boundaries and interface traps is investigated without considering the ionic defects. Initially, JV characteristics of \( \text{CH}_3\text{NH}_3\text{PbI}_3 \) perovskite
solar cells are calculated without traps (without non-radiative recombination losses). In this case, an open-circuit voltage \( V_{oc} \) of 1.19 V and short-circuit-current \( J_{sc} \) of 21.74 mA/cm\(^2\) are obtained from the cell. The cell shows very good fill-factor of 0.87, and output power density of 22.67 mW/cm\(^2\). In the next step, traps are introduced at the interfaces and the GBs. Equal trapping time \( \tau_p = \tau_n \) is considered for both the acceptor (hole) and donor (electron) traps. Calculated steady-state \( JV \)-characteristics for different recombination times are shown in figure 3.3. It is observed that the \( V_{oc} \) decreases with decreasing the trapping time. Also, \( V_{mpp} \), \( J_{mpp} \) and the fill-factor decrease in the presence of traps as recombination centers. Photovoltaic parameters for the cell with different trapping time summarized in table 3.2.

Table 3.2: Calculated photovoltaic performance parameters for CH\(_3\)NH\(_3\)PbI\(_3\) perovskite solar cell considering grain boundaries and interface traps. The role of ionic defects has been ignored in this section.

<table>
<thead>
<tr>
<th>( \tau_n = \tau_p ) (s)</th>
<th>( J_{sc} ) (mA/cm(^2))</th>
<th>( V_{oc} ) (V)</th>
<th>( J_{mpp} ) (mA/cm(^2))</th>
<th>( V_{mpp} ) (V)</th>
<th>( FF ) (-)</th>
<th>Max Power (mW/cm(^2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Traps</td>
<td>21.7443</td>
<td>1.191</td>
<td>20.9873</td>
<td>1.080</td>
<td>0.8753</td>
<td>22.6684</td>
</tr>
<tr>
<td>( 5 \times 10^{-8} )</td>
<td>21.7235</td>
<td>1.154</td>
<td>19.7917</td>
<td>0.9842</td>
<td>0.7770</td>
<td>19.4786</td>
</tr>
<tr>
<td>( 5 \times 10^{-9} )</td>
<td>21.7162</td>
<td>1.143</td>
<td>19.6522</td>
<td>0.9602</td>
<td>0.7609</td>
<td>18.8701</td>
</tr>
<tr>
<td>( 1 \times 10^{-9} )</td>
<td>21.6841</td>
<td>1.111</td>
<td>19.5601</td>
<td>0.8883</td>
<td>0.7212</td>
<td>17.3745</td>
</tr>
<tr>
<td>( 5 \times 10^{-10} )</td>
<td>21.6442</td>
<td>1.087</td>
<td>19.5974</td>
<td>0.8403</td>
<td>0.6999</td>
<td>16.4677</td>
</tr>
<tr>
<td>( 1 \times 10^{-10} )</td>
<td>21.3358</td>
<td>1.013</td>
<td>0.7684</td>
<td>17.9666</td>
<td>0.6387</td>
<td>13.8048</td>
</tr>
<tr>
<td>( 5 \times 10^{-11} )</td>
<td>18.8056</td>
<td>0.884</td>
<td>13.6786</td>
<td>0.6005</td>
<td>0.4941</td>
<td>8.2140</td>
</tr>
</tbody>
</table>

While decreasing \( \tau_p = \tau_n \) up to \( 5 \times 10^{-11} \) s, the \( J_{sc} \) does not change much. However, significant change in other photovoltaic performance parameters is observed. For shorter \( \tau_p = \tau_n \), (i.e. \( 5 \times 10^{-11} \) s), \( J_{sc} \) decreases significantly along with other parameters. For this trapping time, the output power density goes down to 8.21 mW/cm\(^2\). This output power does not justify high efficiencies obtained experimentally for perovskite solar cells [5]. Therefore, \( \tau_n = \tau_p < 5 \times 10^{-10} \) s are not practical values for the perovskite cells. For further analysis, \( \tau_n = \tau_p = 5 \times 10^{-10} \) s is considered to account for the effect of interface and grain boundary traps [103].

Figure 3.3: \( JV \) characteristics of CH\(_3\)NH\(_3\)PbI\(_3\) perovskite solar cell without ionic defects. \( \tau_n \), \( \tau_p \) represent electron and hole trapping times at the interfaces and grain boundaries. Reproduced with permission from ref [144], Copyright © 2020, IEEE.
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3.3.2 Only negative ions

To study the impact of ion distribution, initially, the negative ions (anions) are considered in the active layer. Steady-state JV analysis shows that, when the anions are uniformly distributed in the perovskite film, they do not affect the JV unless they exceed a very high density, such as $5 \times 10^{18} \text{cm}^{-3}$. The presence of such high bulk ion densities is not practical in OIHPs. In the presence of a photocurrent generated electric field, the anions start moving towards the ETL. When the ions start accumulating in different regions, they affect the transport of electrons and holes. Previous studies have suggested that the ions move faster within the grain boundaries than the bulk of the grain [137, 138, 154, 139]. Here, three different anion distribution profiles are considered within the grain boundaries and at the interfaces, as shown in Figure 3.4.

Figure 3.4: Distribution of anions: (a) at the grain boundaries (GBs), (b) at the GBs and perovskite/ETL interface, and (c) at perovskite/ETL Interface.

Initially, a case is considered when all the anions from the bulk of grains come to the grain boundaries, as shown in Figure 3.4a. Calculated short circuit current ($J_{sc}$) for this case is shown by the red curve in Figure 3.5. X-axis in the figure represents the initial anion density present at the grain boundaries (GBs). The $J_{sc}$ start decreasing when the anion density at the GBs exceeds $1 \times 10^{17} \text{cm}^{-3}$. The $J_{sc}$ further decreases with an increase in the anion density. Calculated photovoltaic parameters are summarized in Table 3.3. The fill-factor and the output power density decrease with increasing the anion density within the grain boundaries.

Table 3.3: Calculated photovoltaic parameters for CH$_3$NH$_3$PbI$_3$ perovskite solar cell considering anions within the grain boundaries.

<table>
<thead>
<tr>
<th>Anion density (cm$^{-3}$)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>$V_{oc}$ (V)</th>
<th>FF</th>
<th>Max Power (mW/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{16}$</td>
<td>21.6634</td>
<td>1.095</td>
<td>0.6977</td>
<td>16.6865</td>
</tr>
<tr>
<td>$5 \times 10^{16}$</td>
<td>21.6602</td>
<td>1.096</td>
<td>0.6880</td>
<td>16.4521</td>
</tr>
<tr>
<td>$1 \times 10^{17}$</td>
<td>21.6549</td>
<td>1.101</td>
<td>0.6761</td>
<td>16.1656</td>
</tr>
<tr>
<td>$5 \times 10^{17}$</td>
<td>21.4658</td>
<td>1.142</td>
<td>0.5781</td>
<td>14.2965</td>
</tr>
<tr>
<td>$1 \times 10^{18}$</td>
<td>19.5105</td>
<td>1.159</td>
<td>0.6005</td>
<td>13.4968</td>
</tr>
<tr>
<td>$5 \times 10^{18}$</td>
<td>13.6595</td>
<td>1.177</td>
<td>0.6323</td>
<td>10.1579</td>
</tr>
<tr>
<td>$1 \times 10^{19}$</td>
<td>10.0408</td>
<td>1.176</td>
<td>0.6313</td>
<td>7.4548</td>
</tr>
</tbody>
</table>

In the next analysis, the anion movement is considered such that some of the anions reach the ETL/perovskite interface, and the remaining anions remain in the GBs (see Figure 3.4b). In this case, as the anions are distributed within the GBs and the interface,
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Figure 3.5: Calculated short-circuit current density ($J_{sc}$) for the cell with anions in various regions of the perovskite layer. Initially, the anions are distributed within grain boundaries (GBs). Then, the anions start moving towards the perovskite/ETL interface. Finally, all the anions accumulate near the perovskite/ETL interface (Interface only). The anion density corresponds to the initial anion density within the GBs. Reproduced with permission from ref [144], Copyright © 2020, IEEE.

the anion density becomes smaller compared to the case when all the ions were distributed within the GBs. Therefore, a higher $J_{sc}$ is obtained compared to the earlier case. The $J_{sc}$ for this case is represented by the green curve in Figure 3.5. Calculated photovoltaic parameters for this distribution are summarized in table 3.4. The FF and the output power decrease with an increase in the anion density, similar to the previous case.

Table 3.4: Calculated photovoltaic parameters considering anions distributed within the grain boundaries and near the perovskite/ETL interface. Anion density corresponds to the initial ion density within the grain boundaries.

<table>
<thead>
<tr>
<th>Anion density (cm$^{-3}$)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>$V_{oc}$ (V)</th>
<th>FF</th>
<th>Max Power (mW/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{16}$</td>
<td>21.6635</td>
<td>1.095</td>
<td>0.6981</td>
<td>16.6980</td>
</tr>
<tr>
<td>$5 \times 10^{16}$</td>
<td>21.6609</td>
<td>1.096</td>
<td>0.6989</td>
<td>16.5085</td>
</tr>
<tr>
<td>$1 \times 10^{17}$</td>
<td>21.6570</td>
<td>1.099</td>
<td>0.6812</td>
<td>16.2587</td>
</tr>
<tr>
<td>$5 \times 10^{17}$</td>
<td>21.5542</td>
<td>1.138</td>
<td>0.5931</td>
<td>14.5746</td>
</tr>
<tr>
<td>$1 \times 10^{18}$</td>
<td>20.5122</td>
<td>1.156</td>
<td>0.5795</td>
<td>13.6932</td>
</tr>
<tr>
<td>$5 \times 10^{18}$</td>
<td>14.4165</td>
<td>1.177</td>
<td>0.6239</td>
<td>10.5782</td>
</tr>
<tr>
<td>$1 \times 10^{19}$</td>
<td>11.0078</td>
<td>1.178</td>
<td>0.6067</td>
<td>7.8543</td>
</tr>
</tbody>
</table>

Finally, a case is considered when all the anions reach and accumulate at the ETL/perovskite interface, as shown in Figure 3.4c. Accumulation of anions forms an electronic barrier for the electrons near the interface. The barrier slows down the electron transport; therefore, it gives more time for the interface traps to trap the electrons. This leads to an abrupt drop in the $J_{sc}$ for an anion density exceeding $5 \times 10^{18}$ cm$^{-3}$, as shown by the blue curve in Figure 3.5. Photovoltaic parameters for various anion distributions are summarized in table 3.5. For anion density exceeding $5 \times 10^{18}$ cm$^{-3}$, due to poor output current, the FF and the output power also drop rapidly compared to the cases when the anions were distributed within the GBs, and the GBs and interface. From here, it can
be inferred that the anions make a maximum impact when they accumulate near the perovskite/ETL interface.

**Table 3.5:** Calculated photovoltaic parameters considering all the anions accumulated near the perovskite/ETL interface. Anion density corresponds to the initial anion density within the grain boundaries.

<table>
<thead>
<tr>
<th>Anion density (cm$^{-3}$)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>$V_{oc}$ (V)</th>
<th>FF</th>
<th>Max Power (mW/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{16}$</td>
<td>21.6640</td>
<td>1.096</td>
<td>0.7001</td>
<td>16.7467</td>
</tr>
<tr>
<td>$5 \times 10^{16}$</td>
<td>21.6638</td>
<td>1.096</td>
<td>0.6993</td>
<td>16.7267</td>
</tr>
<tr>
<td>$1 \times 10^{17}$</td>
<td>21.6636</td>
<td>1.097</td>
<td>0.6983</td>
<td>16.7019</td>
</tr>
<tr>
<td>$5 \times 10^{17}$</td>
<td>21.6619</td>
<td>1.099</td>
<td>0.6898</td>
<td>16.4979</td>
</tr>
<tr>
<td>$1 \times 10^{18}$</td>
<td>21.6556</td>
<td>1.101</td>
<td>0.6787</td>
<td>16.2307</td>
</tr>
<tr>
<td>$5 \times 10^{18}$</td>
<td>10.3276</td>
<td>1.115</td>
<td>0.5491</td>
<td>6.3334</td>
</tr>
<tr>
<td>$1 \times 10^{19}$</td>
<td>5.0078</td>
<td>1.150</td>
<td>0.3851</td>
<td>2.2183</td>
</tr>
</tbody>
</table>

**3.3.3 Both positive and negative ions**

In the previous section, only the anions were considered in the perovskite film. A real perovskite cell can consist of both positive (cations) and negative (anions) ionic defects within the perovskite film. This section investigates solar cell performance considering both types of ions. When both the anions and cations are uniformly distributed within the perovskite film, they do not affect the solar cell performance for the given practical ionic densities ($<1 \times 10^{19}$ cm$^{-3}$). In the presence of a photogenerated electric field, the anions (cations) move towards the perovskite/ETL (perovskite/HTL) interface. Previous studies have suggested that positive ions (iodine vacancies $V_I$, lead interstitial $I_{Pb}$, and and methylammonium interstitial $I_{MA}$) have higher activation energies and lower diffusion coefficients compared to the negative ionic defects (iodine interstitial $I_I$, methylammonium vacancies $V_{MA}$) [155, 77, 156, 76]. Since the negative ions have higher mobility, they accumulate much faster than the positive ions at the GB and interfaces. Three possible ionic distributions are shown in Figure 3.6. Here, the impact of two ionic distribution profiles is studied during the cell operation. The first distribution corresponds to a case when the anions have reached the interface while the cations are still within the GBs, as shown in Figure 3.6b. The second distribution is considered such that all the ions accumulate near the respective interfaces, as shown in Figure 3.6c.

Calculated short-circuit current density for the first case (Figure 3.6b) is shown by green curve in Figure 3.7. The $J_{sc}$ decreases with the ion density. For an ion density of $1 \times 10^{19}$ cm$^{-3}$, the $J_{sc}$ reduces to $\approx 11$ mA/cm$^2$. The solar cell performance parameters for this case are summarized in table 3.6. When both the anions and the cations accumulate at the respective interfaces, the $J_{sc}$ drops rapidly for ion density exceeding $1 \times 10^{18}$ cm$^{-3}$. The solar cell performance parameters for this case are summarized in table 3.7.

Figure 3.8 compares maximum output power ($P_{max}$) for the cases when only the anions, and both the anions and cations are considered. $P_{max}$ is calculated for the steady-state operation of the cell. When only anions are present in the perovskite film, the cell gives good output power for ions density up to $\approx 2 \times 10^{18}$ cm$^{-3}$.
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Figure 3.6: Distribution of ions: (a) Cations distributed within the bulk of the perovskite film, while the anions accumulated within the grain boundaries (GBs). (b) Anions have reached the perovskite/ETL interface, and cations are distributed within the GBs. (c) The anions reach the perovskite/ETL interface, and the cations reach the perovskite/HTL interface.

Figure 3.7: Calculated short-circuit current density for the cell with different distributions of anions (A\(^-\)) and cations (C\(^+\)). GBs stands for the grain boundaries. P/E and P/H represent the perovskite/ETL and perovskite/HTL interfaces, respectively. Reproduced with permission from ref [144], Copyright © 2020, IEEE.

Figure 3.8: Maximum out power density (\(P_{\text{max}}\)) for the cell with equal ionic densities at the interfaces. The ions move through the grain boundaries to the interfaces. Anions (A\(^-\)) accumulate within the perovskite buffer near the perovskite/ETL interface. Cations (C\(^+\)) accumulate within the perovskite buffer near the perovskite/HTL interface. Ion density at the X-axis represents the initial ion density within the grain boundaries. Reproduced with permission from ref [144], Copyright © 2020, IEEE.

For anion density of \(1 \times 10^{18} \text{ cm}^{-3}\), a power density of 16.23 mW/cm\(^2\) is obtained. When both the positive and negative ions are considered, the power density drops to
Table 3.6: Calculated photovoltaic parameters considering anions accumulated near the Perovskite/ETL interface, and cations accumulated within the grain boundaries. Ion density corresponds to the initial ion density within the grain boundaries.

<table>
<thead>
<tr>
<th>Anion density (cm$^{-3}$)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>$V_{oc}$ (V)</th>
<th>FF (-)</th>
<th>Max Power (mW/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{16}$</td>
<td>21.6681</td>
<td>1.102</td>
<td>0.7105</td>
<td>16.9654</td>
</tr>
<tr>
<td>$5 \times 10^{16}$</td>
<td>21.6681</td>
<td>1.102</td>
<td>0.7100</td>
<td>16.9535</td>
</tr>
<tr>
<td>$1 \times 10^{17}$</td>
<td>21.6681</td>
<td>1.107</td>
<td>0.7008</td>
<td>16.8097</td>
</tr>
<tr>
<td>$5 \times 10^{17}$</td>
<td>21.4527</td>
<td>1.141</td>
<td>0.6900</td>
<td>16.8895</td>
</tr>
<tr>
<td>$1 \times 10^{18}$</td>
<td>20.4924</td>
<td>1.160</td>
<td>0.7000</td>
<td>16.6398</td>
</tr>
<tr>
<td>$2 \times 10^{18}$</td>
<td>18.9345</td>
<td>1.175</td>
<td>0.7104</td>
<td>15.8050</td>
</tr>
<tr>
<td>$5 \times 10^{18}$</td>
<td>14.5606</td>
<td>1.128</td>
<td>0.6000</td>
<td>09.8546</td>
</tr>
<tr>
<td>$1 \times 10^{19}$</td>
<td>11.0078</td>
<td>1.150</td>
<td>0.3851</td>
<td>04.8749</td>
</tr>
</tbody>
</table>

Table 3.7: Calculated photovoltaic parameters considering anions accumulated in the buffer near the Perovskite/ETL interface, and cations accumulated in the buffer near the Perovskite/HTL interface. Ion density corresponds to the initial ion density within the grain boundaries.

<table>
<thead>
<tr>
<th>Anion density (cm$^{-3}$)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>$V_{oc}$ (V)</th>
<th>FF (-)</th>
<th>Max Power (mW/cm$^2$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1 \times 10^{16}$</td>
<td>21.6583</td>
<td>1.102</td>
<td>0.6850</td>
<td>16.3484</td>
</tr>
<tr>
<td>$5 \times 10^{16}$</td>
<td>21.6579</td>
<td>1.1031</td>
<td>0.6798</td>
<td>16.3150</td>
</tr>
<tr>
<td>$1 \times 10^{17}$</td>
<td>21.6579</td>
<td>1.1041</td>
<td>0.6823</td>
<td>16.3157</td>
</tr>
<tr>
<td>$5 \times 10^{17}$</td>
<td>21.5897</td>
<td>1.151</td>
<td>0.4489</td>
<td>11.1549</td>
</tr>
<tr>
<td>$1 \times 10^{18}$</td>
<td>20.5654</td>
<td>1.123</td>
<td>0.2407</td>
<td>5.5587</td>
</tr>
<tr>
<td>$2 \times 10^{18}$</td>
<td>6.3333</td>
<td>1.132</td>
<td>0.4448</td>
<td>3.1889</td>
</tr>
<tr>
<td>$5 \times 10^{18}$</td>
<td>1.7308</td>
<td>1.150</td>
<td>0.5756</td>
<td>1.1456</td>
</tr>
</tbody>
</table>

5.56 mW/cm$^2$ for ion density (initial ion density at the grain boundaries) of $1 \times 10^{18}$ cm$^{-3}$. In both of the cases, the $P_{max}$ drops with an increase in the ion density. From here, this can be concluded that, the cell performance is most affected when both the ions accumulate near the interfaces.

### 3.4 Conclusion

In conclusion, the grain boundary traps along with the interface traps deteriorate the perovskite solar cell performance. Shorter trapping time leads to more non-radiative recombination and hence results in poor photovoltaic performance. Open-circuit voltage is more sensitive to the trapping time as compared to the short-circuit current. With an increase in the number of traps (shortening the trapping time), the photovoltage decreases. For trapping time $\tau_p = \tau_n < 1 \times 10^{-10}$ s, the photocurrent also decreases significantly. The solar cell performance is also affected by the presence and distribution of ionic defects within the perovskite film. When the ions are distributed uniformly within the perovskite film, the cell performance is not affected much. In the presence of built-in and photogenerated electric fields, the ions start moving towards the charge transport layers. A drop in the $J_{sc}$ and the output power is observed when the ions...
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start accumulating in various regions in the perovskite film. The solar cell performance is most affected when all the ions accumulate near the perovskite/ETL and perovskite/HTL interfaces. The ionic distribution and the photovoltaic performance can vary for different material parameters (choosing different material layers) and the solar cell architecture.
4 Role of cation-mediated recombination in JV hysteresis in perovskite solar cells

4.1 Background

Despite interface and grain boundary traps, the perovskite solar cells (PSCs) have achieved high power-conversion efficiency. However, efficiency is not the only measure in commercializing a solar cell technology. In PSCs, severe short- and long-term instabilities [91, 93] limit the long-term performance of PSCs. Moreover, the PSCs exhibit significant hysteresis in the current-voltage (JV) characteristics, which is strongly connected with device stability [94, 79, 95, 96]. Thus, a detailed understanding of charge carrier dynamics and the JV hysteresis is needed to make OIHPs truly exploitable in photovoltaic applications.

Charge transport and recombination processes in organic-inorganic hybrid perovskite (OIHP) devices are very complex. The physical mechanism behind the JV hysteresis of perovskite solar cells is still under debate. Several phenomena have been proposed as the physical origin of the hysteresis, including ferroelectric behavior of the perovskite on the nanoscale [157, 158], interfacial charge accumulation [159, 160], polarization at the perovskite/transport layer interface [161], very slow charge trapping and de-trapping [81, 162, 163], and slow ion/defect migration [77, 78, 96, 84, 80].

Ferroelectric contributions due to the arrangement of the dipolar organic CH$_3$NH$_3$ (MA) cations have been reported to contribute to the JV hysteresis in methylammonium lead iodide (MAPbI$_3$) perovskites [158]. However, frequency-dependent polarization [164], polarization and piezoresponse microscopy [165], and quasielastic neutron scattering measurements [166] have suggested that the ferroelectricity is unlikely to dominate the JV hysteresis behavior. Fan et al. showed that MAPbI$_3$ is not ferroelectric at room temperature due to the dynamic orientational disorder of the MA cations [165]. The hypothesis is supported by Meloni et al. [167] and Tress et al. [96], suggesting the JV hysteresis to originate due to thermally activated and slow field-induced process most likely related to ionic defects.

Within the scientific community, ion migration is widely accepted as the main reason for the JV hysteretic behavior of PSCs. The ionic migration has been visualized through wide-field photoluminescence imaging microscopy [168] and impedance spectroscopy [169]. Meloni et al. measured the activation energy for the hysteretic process and found a strong connection with activation energies for halide ion (vacancy) migration [167]. The ionic migration under the influence of the built-in and applied potential causes a slow redistribution of ions within the perovskite layer [96, 168, 170]. Furthermore, Xia et al. [171] demonstrated that in triple cation mixed-halide perovskite, strong photoinduced polarization can not lead to photovoltaic hysteresis, supporting ion migration to be the primary mechanism responsible for the JV hysteresis. Several other studies indicate
that halide ions lead to the JV hysteresis as they migrate through the perovskite layer and finally accumulate within narrow Debye layers near the perovskite/transport layer interfaces [84, 172, 80].

Moreover, several studies have found that the presence of trapping centers (recombination process) is needed to obtain a hysteretic behavior in JV characteristics [83, 82, 81, 75, 80]. Hysteresis-free JV profiles can be obtained by modeling without trap centers [87], suggesting that the trapping might play an important role in the JV hysteresis. The mechanism linking the ionic movements, the role of trapping mechanisms and the JV hysteresis is still unclear.

MAPbI$_3$ perovskite suffers thermal instabilities because of weak metal-halide (Pb-I) bonds [92, 173]. Furthermore, The CH$_3$NH$_3^+$ cations can rotate within their cages, as explained in chapter 1. These dynamic structural disorders lead to defect formation in the crystal structure [174]. The most commonly known defects are the ionic interstitial and vacancies. Buin et al. [175] and Yin et al. [174] reported the n-type iodine interstitials, I$_i$, p-type lead vacancies, V$_{Pb}$, and n-type methylammonium (MA) interstitial, MA$_i$, to be the dominant defects in MAPbI$_3$. Another studies by Walsh et al. [176] and Eames et al. [77] found iodine vacancies to be the dominant ionic defects. First principle study by Azpiroz et al. [76] predicted that the iodine vacancies and interstitials can diffuse within the perovskite film. Azpiroz et al. [76] and Xiao et al. [177] demonstrated that, MA and Pb vacancies have lower activation energies and therefore lead to JV hysteresis. In MAPbI$_3$, space charge-limited current studies suggested shallow defects with low densities of $10^{11}$ cm$^{-3}$ [178], while deep level spectroscopy predicted mid-gap defects of $10^{15}$-$10^{16}$ cm$^{-3}$ [179]. Mosconi et al. suggested the defect-migration in MAPbI$_3$ with a reorientation of nearby MA cations [180]. Furthermore, some studies suggested that point-like defects can trap the photogenerated charge carriers [181, 174, 182] probing performance losses due to trap-assisted recombination of the charge carriers.

Existing drift-diffusion (DD) studies do not capture the trapping nature of the mobile ions within PSCs. Sherkar et al. investigated the nature of ionic traps within grain boundaries [75]. They used a fixed trap density within one-dimensional simulations. Neukom et al. [111] and Courtier et al. [110] also modeled ion migration in presence of traps at fixed positions. Gagliardi et al. used fixed electrostatic potential to model ionic-distribution a within mesoporous TiO$_2$ transport layers [183]. Canil et al. [134] simulated the impact of ions defects by considering ionic accumulation near the perovskite/transport layer interfaces. Calado et al. developed a time-dependent DD model to study the role of migrating ions on the JV hysteresis [82]. In the latter model, trapping of charge carriers is neglected, and the ions are considered only to screen the built-in potential. To the best knowledge, for the first time, Domanski et al. presented DD calculations including the recombination of electrons at mobile anions to explain the transient behavior of the photocurrent [94].

This chapter investigates the connection between charge trapping and recombination at cations, in MAPbI$_3$ perovskite solar cells. The objective is to understand if the cation-assisted recombination of electrons-holes contributes to the JV hysteresis of the cell. The Driftfusion model by Calado et al. [184] is extended by implementing trap-assisted recombination of photogenerated charge carriers using cations as recombination/trap centers. Mobile cations are considered to act as mobile trap centers for the photogenerated electrons. The trapped electrons can then recombine non-radiatively with holes in the valence band. Herein, the JV hysteresis is calculated for different JV scan rates,
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Figure 4.1: Perovskite solar cell device structure: A perovskite layer (blue region) is stacked between TiO$_2$ ETL and Spiro-OMeTAD HTL. 2 nm interface regions account for the interface properties within the drift-diffusion simulations.

cation-electron trapping constants, and cation energies. Including the cation-mediated recombination, increased performance losses, and a significant enhancement in the JV-hysteresis is observed. Even for shallow cations, additional losses in the open-circuit voltage and increased hysteresis arise. Furthermore, the impact of ionic mobilities on the JV hysteresis is studied. The JV hysteresis appears for a particular mobility range and disappears for very high and very low ionic mobilities. The presented study can stimulate a novel perspective on the role of ionic defects on lead-halide hybrid PSCs’ performance.

4.2 Simulation model

A one-dimensional drift-diffusion model is developed by modifying Driftfusion model of Calado et al. [184] to simulate cation-mediated recombination. The model considers a perovskite solar cell with a 500 nm MAPbI$_3$ photoactive layer, a 200 nm TiO$_2$ electron transport layer (ETL) and a 200 nm Spiro-OMeTAD hole transport layer. Two buffers regions, each of 2 nm are defined at the ETL/perovskite and HTL/perovskite interfaces as shown in Figure 4.1. In the buffers, material properties such as the valence and conduction bands as well as the dielectric constant are gradually varied using an effective medium approach.

Transport of the charge carriers and the ions is governed by electrically induced drift and concentration-gradient induced diffusion. The full set of equations is given as follows:

\[
\begin{align*}
\nabla \cdot (\epsilon \nabla \Phi) &= -q \left(n - p + N_n^- - N_d^+ - N_{ct} + N_{an} + n_t^- - n_t^+\right) \\
\nabla \cdot \{\mu_n n (\nabla \Phi_n)\} &= G - R_{\text{dir}} - R_{\text{SRH}} - R_{\text{c-e}} \\
\nabla \cdot \{\mu_p p (\nabla \Phi_p)\} &= G - R_{\text{dir}} - R_{\text{SRH}} - R_{\text{c-e}} \\
\n\nabla \cdot \left\{\mu_{ct} N_{ct} \left(k_B T \frac{\partial N_{ct}}{\partial x}\right)\right\} &= 0 \\
\n\nabla \cdot \left\{\mu_{an} N_{an} \left(k_B T \frac{\partial N_{an}}{\partial x}\right)\right\} &= 0
\end{align*}
\]
The first equation is the Poisson equation consisting of all possible charges. The last four equations are the continuity equations for the electrons, holes, cations and anions, respectively. $n$ and $p$, $N_{ct}$ and $N_{an}$ represent the electron, hole, cation and anion densities, respectively. $\epsilon$, $\Phi$, and $q$ represent the material permittivity, electrostatic potential and the elementary charge, respectively. $N_{n}^-$ and $N_{d}^+$ are the ionized acceptor and ionized donor densities, respectively. $\mu_n$, $\mu_p$, $\mu_{ct}$ and $\mu_{an}$ represent the electron, hole, cation and anion mobilities, respectively. $n_{t}^-$ and $n_{t}^+$ are electron and hole trap densities, respectively. The electrochemical potentials of electrons and the holes are represente by $\Phi_n$ and $\Phi_p$, respectively. Direct (bimolecular) recombination of electrons and holes is governed by equation 2.3. Non-radiative trap-assisted recombination of the electrons and holes is governed by Shockley-Read-Hall (SRH) recombination rate defined in equation 3.3.

In contrast to the previous works [82, 75, 109, 87], this study includes the recombination of photogenerated charge carriers mediated by the moving cations. This process is defined as similar to the SRH recombination, considering the cations as trapping centers for electrons. In contrast to the standard trap states, these cations can migrate within the perovskite layer layer. The cation-mediated recombination rate, $R_{c-e}$ is defined as:

$$R_{c-e} = \frac{np - n_i^2}{(n + N_e \exp\left(\frac{E_{ct} - E_c}{k_B T}\right))} \frac{1}{N_{ct} C_{cn}},$$  (4.2)

where $E_{ct}$ is the cation energy level mediating the recombination process. $E_c$ is the conduction band energy. $C_{cn}$ represents the electron-capturing constant by a cation.

The photogeneration ($G$) of charge carriers is governed by a Lambert-Beer model defined in equation 2.2. The absorption coefficient $\alpha(\lambda)$ at wavelength $\lambda$ is calculated by using the imaginary part of refractive index, $\kappa$ as defined in equation 3.2. $\kappa$ value are taken from ref. [146]. The AM 1.5 standard spectrum between 300 nm and 800 nm is used to calculate the optical generation of charge carriers.

A JV scan is applied as follows: First, an equilibrated solution at short-circuit condition is obtained for the dark condition. Then, light is switched on, and the steady-state equilibrium is calculated. At this steady-state, the voltage is applied with a constant scan rate until reaching the open-circuit voltage. Then, the voltage sweep direction is reversed (the voltage decreases with the same scan rate), and the simulation is done to obtain a short-circuit condition. For each voltage point, the net current is calculated. By using the JV sweeps, the photovoltaic performance parameters are compared for the different cases where ions lead to the electrostatic screening only (do not act as trap centers), and when the ions act as trap centers to mediate the recombination process. The parameters used for the drift-diffusion simulations are summarized in table 4.1.

### 4.3 Results and discussion

#### 4.3.1 Cation-mediated recombination

To study the impact of ion mediated recombination, the JV characteristics of a ‘neat’ device without any ions, is compared with two devices with an ion density of $10^{18}$ cm$^{-3}$ [186]. To maintain the charge neutrality, equal densities are considered for both the cations and anions. The voltage sweep rate is fixed at 250 mV s$^{-1}$. For the devices with ions, the JV characteristics are calculated without and with cation-mediated recombination. Futscher
Table 4.1: List of parameters used in drift-diffusion simulations. The parameters marked with the asterisks(*) are varied during the simulations. Reproduced with permission from ref [185].

<table>
<thead>
<tr>
<th>Perovskite parameters</th>
<th>Value</th>
<th>Units</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Valence band maximum</td>
<td>-5.43</td>
<td>eV</td>
<td>[147]</td>
</tr>
<tr>
<td>Conduction band minimum</td>
<td>-3.88</td>
<td>eV</td>
<td>[147]</td>
</tr>
<tr>
<td>Electron and hole mobility</td>
<td>5</td>
<td>cm²/(V·s)</td>
<td>[15]</td>
</tr>
<tr>
<td>Relative permittivity ( \varepsilon_r )</td>
<td>24.1</td>
<td>-</td>
<td>[122]</td>
</tr>
<tr>
<td>Cation and anion density</td>
<td>10^{18}</td>
<td>cm⁻³</td>
<td>*</td>
</tr>
<tr>
<td>Cation mobility</td>
<td>10⁻¹²</td>
<td>cm²/(V·s)</td>
<td>*</td>
</tr>
<tr>
<td>Anion mobility</td>
<td>10⁻⁹</td>
<td>cm²/(V·s)</td>
<td>*</td>
</tr>
<tr>
<td>Bimolecular recombination rate</td>
<td>1 × 10⁻¹²</td>
<td>cm⁻³·s⁻¹</td>
<td>[103]</td>
</tr>
<tr>
<td>( \tau_n ) and ( \tau_p ) at interfaces</td>
<td>5 × 10⁻¹⁰</td>
<td>s</td>
<td>[103]</td>
</tr>
<tr>
<td>( \tau_n ) and ( \tau_p ) in bulk perovskite</td>
<td>1 × 10⁻⁷</td>
<td>s</td>
<td>[103]</td>
</tr>
<tr>
<td>Spiro-OMeTAD parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HOMO energy</td>
<td>-5.22</td>
<td>eV</td>
<td>[150]</td>
</tr>
<tr>
<td>LUMO energy</td>
<td>-2.05</td>
<td>eV</td>
<td>[150]</td>
</tr>
<tr>
<td>Relative permittivity ( \varepsilon_r )</td>
<td>3</td>
<td>-</td>
<td>[151]</td>
</tr>
<tr>
<td>p-type doping</td>
<td>1 × 10¹⁸</td>
<td>cm⁻³</td>
<td>[183]</td>
</tr>
<tr>
<td>Hole mobility in Spiro-OMeTAD</td>
<td>0.01</td>
<td>cm²/(V·s)</td>
<td>[152]</td>
</tr>
<tr>
<td>TiO₂ parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandgap</td>
<td>3.2</td>
<td>eV</td>
<td>[148]</td>
</tr>
<tr>
<td>Conduction band minimum</td>
<td>-4</td>
<td>eV</td>
<td>[148]</td>
</tr>
<tr>
<td>Relative permittivity ( \varepsilon_r )</td>
<td>85</td>
<td>-</td>
<td>[149]</td>
</tr>
<tr>
<td>Electron mobility</td>
<td>0.02</td>
<td>cm²/(V·s)</td>
<td>[148]</td>
</tr>
<tr>
<td>Contact parameters</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Anode Fermi level</td>
<td>-4.2</td>
<td>eV</td>
<td>fit</td>
</tr>
<tr>
<td>Cathode Fermi level</td>
<td>-5.1</td>
<td>eV</td>
<td>[153]</td>
</tr>
</tbody>
</table>

et al. observed three orders of magnitude difference in the diffusion coefficient between I⁻ and MA⁺ ions [155]. Calado et al. [82] used an ionic mobility of 10⁻¹² cm² V⁻¹ s⁻¹ in their DD analysis. Combining the mentioned references [82, 155], ion mobilities of \( \mu_{an} = 10⁻⁹ \) cm² V⁻¹ s⁻¹ and \( \mu_{ct} = 10⁻¹² \) cm² V⁻¹ s⁻¹ are used in this study. All other parameters are taken from Table 4.1. The hysteresis index (HI) is calculated from the power conversion efficiency (PCE) during forward and reverse sweep [187], as following:

\[
\text{Hysteresis Index (HI)} = \frac{\text{PCE} \text{ (reverse)} - \text{PCE} \text{ (forward)}}{\text{PCE} \text{ (reverse)}}. \tag{4.3}
\]

Figure 4.2 shows the calculated JV characteristics in the forward (dashed line) and backward (solid line) direction. For the neat device (without ionic defects), a short-circuit current density \( (J_{sc}) \) of 21.1 mA cm⁻² and an open-circuit voltage \( (V_{oc}) \) of 1.05 V are obtained. With a fill-factor (FF) of 0.79 the device shows a power conversion efficiency (PCE) of 17.5%. It is observed that the JV-curves in forward and backward directions for the neat device overlap and no hysteresis is observed. Introducing an ion density of 10¹⁸ cm⁻³ leads to hysteresis in the JV characteristics with an HI value of 0.009. The \( V_{oc} \) remains unchanged, while the \( J_{sc} \) slightly decreases to 20.7 mA cm⁻². A small decrease in fill-factor to 0.76 is observed. As a result, the PCE drops to 16.5%. Despite the large
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Figure 4.2: Current-voltage (JV) characteristics of MAPbI$_3$ devices with different ionic properties. The black curve shows the JV without ions. Red and blue curves show simulated JV profiles with an ion density of $10^{18}$ cm$^{-3}$ for both the anions and cations. The blue curve shows JV-characteristics after including cation mediated recombination of charge carriers. Dashed and solid lines show the current density in forward and backward sweep direction, respectively. The arrows denote the sweep direction. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.

Ionic densities, this change in the device performance is rather small. Usually, much lower ionic densities (2.5 $\times$ $10^{16}$ cm$^{-3}$ to $1 \times 10^{17}$ cm$^{-3}$) are predicted by experimental techniques [188, 155]. Theoretical studies however propose high ionic densities (up to $10^{19}$ cm$^{-3}$) at grain boundaries or near the perovskite surface [75, 189, 190, 109, 84, 191]. To note that, so far, the ions were doing electrostatic screening only, and not trapping the charge carriers.

Now, the role of the cation mediated recombination is studied. In addition to the screening of the electric field, the ionic defects can localize and trap the charge carriers. This trapping of charge carriers will enhance the probability of non-radiative recombination. The simulations include this effect via a Shockley-Read-Hall type mechanism (equation 4.2) to mimics the electrons-trapping via cations and their subsequent recombination with holes. Note that only the cations lead to trap electrons, while the anions move freely without contributing to the trapping. The trap energy level of the cations ($E_{ct}$) is considered to be 0.2 eV below the perovskite conduction band. The capture coefficient is fixed at $10^{-8}$ cm$^3$s$^{-1}$.

The blue lines in Fig. 4.2 show the JV characteristics with the cation mediated recombination for the ion densities of $10^{18}$ cm$^{-3}$. Clearly, a strong decrease in all the device parameters is observed. A $J_{sc}$ of 19.1 mA cm$^{-2}$ and a $V_{oc}$ 0.93 V are obtained. Furthermore, a significant decrease in the FF (to 0.64) leads to a tremendous drop in the PCE to 11.3%. Also, HI increases by one order of magnitude, from 0.009 to 0.095.

Conduction and valence band and Fermi energy levels are calculated to gain further insight into the recombination processes. Figure 4.3(a) shows the simulated energy levels. In the perovskite (white background) and the ETL (blue background) regions, the quasi-Fermi levels of both the electron and hole shift to lower values in the short-circuit compared to the open-circuit case. This represents the depletion of charge carrier in short-circuit operation. Interestingly, the quasi-Fermi level in the HTL region (green...
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Figure 4.3: Simulated energy levels and charge and ion density profiles. (a) Conduction band energy (CB), valence band energy (VB), electron quasi-Fermi level ($E_{fn}$) and hole quasi-Fermi level ($E_{fp}$) energies. (b) Electron (n) and hole (p) densities. (c) Cation (ct) and anion (an) densities. Dashed lines represent the properties at short-circuit conduction, solid lines correspond to open-circuit voltage case after the forward sweep. Light green, white and light blue regions represent HTL, perovskite and ETL, respectively. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.

4.3.2 Cation energy

The energy level of trap states plays an important role in the trapping, de-trapping, and recombination of charge carriers. If the energy level of trap states reside within the bandgap, trapping results in efficient trap-assisted recombination. However, if traps reside above the conduction band (CB) or below the valence band (VB) edges, trapped charge carriers can easily escape to become free carriers. Iodine vacancies ($V_I$), methylammonium interstitial (MA$_i$), and lead interstitial (Pb$_i$) have been reported to be the possible cations with energy levels within the bandgap of MAPbI$_3$ perovskite [182, 192, 181, 174]. However, the energy alignment of the cations may change depending on the environment of the defect, e.g., iodine-poor or iodine-rich [182].

Here, the role of the cation energy on the device performance is investigated. The capture coefficient and the ion density are fixed to $10^{-8}$ cm$^3$ s$^{-1}$ and $10^{18}$ cm$^{-3}$, respectively. A fixed voltage scan (sweep) rate of 250 mV s$^{-1}$ is employed to calculate the JV charac-
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Figure 4.4 shows the JV characteristics for cation energies varying from 0 eV to 0.3 eV (below the perovskite conduction band edge). The black curves show the JV curves without cation-mediated recombination as a reference. The device performance parameters are summarized in Table 4.2, including $E_{ct} = 0.4$ eV and 0.5 eV (not shown in Fig. 4.4). For $E_{ct} = 0$ eV, a slight reduction in the $V_{oc}$ by 10 meV is observed due to enhanced recombination. The HI and the other photovoltaic parameters do not change. For the cation energies 0.1 eV below the perovskite conduction band, significant changes in the JV-characteristics are observed. The main change is observed in the open-circuit voltage which decreases from 1.05 V to 0.99 V. In addition, the FF is reduced to 0.73(0.78) in forward(backward) direction. The HI doubles to 0.2. For deeper cation energies, the device performance is heavily deteriorated. For $E_{ct} \geq 0.3$ eV, the short-circuit current densities drop below 10 mA cm$^{-2}$. The open-circuit voltage is continuously shifted towards lower values due to the enhanced recombination losses mediated by the cations. Also, the HI increases to a very high value of 0.26 at $E_{ct} = 0.5$ eV.

![Figure 4.4: JV-characteristics of the MAPbI$_3$ devices with different cation energies. The cation energy is the energy level with respect to the conduction band minimum. The black curve shows the JV-characteristics without cation mediated recombination. Dashed and solid lines show the current density in forward and backward sweep direction, respectively. The arrows denote the sweep direction. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.](image-url)

Usually, literature refers to defect energies of 0.1 eV to 0.2 eV as shallow defects. As a result, the role of such defects in device performance is usually ignored. Especially when considering grain boundaries or interfaces between the perovskite and the HTL, ion densities of $1 \times 10^{18}$ cm$^{-3}$ are reasonable [193]. It is known from the experiments that the shallow traps can trap the charge carriers, resulting in trap filling. The trap filling process can contribute to the capacitive currents, and hence the JV hysteresis [81, 194]. Photoluminescence studies point out that the transition between various ionic defect states (most likely within the bandgap) can be related to the JV hysteresis [195]. Therefore, it is likely that the electron-trapping by the shallow cation is responsible for the JV hysteresis.

Deep cation defects cause a tremendous loss of efficiency and induce large JV hysteresis. From the obtained simulation results, deep cation states can be ruled out. Cation states need to be close to the perovskite conduction band to justify the high efficiencies observed for PSCs. The results support the hypothesis that shallow cation traps (i.e. $V_1$) are
### Table 4.2: Photovoltaic performance parameters in forward (backward) direction for different cation energies $E_{ct}$. The open-circuit voltage is equal for both the forward and backward direction. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.

<table>
<thead>
<tr>
<th>$E_{ct}$</th>
<th>$V_{oc}$ (V)</th>
<th>$j_{sc}$ (mA cm$^{-2}$)</th>
<th>FF (-)</th>
<th>PCE (%)</th>
<th>HI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref.</td>
<td>1.06</td>
<td>20.7(20.7)</td>
<td>0.77(0.79)</td>
<td>16.8(17.3)</td>
<td>0.01</td>
</tr>
<tr>
<td>0</td>
<td>1.05</td>
<td>20.7(20.7)</td>
<td>0.76(0.79)</td>
<td>16.5(17.1)</td>
<td>0.01</td>
</tr>
<tr>
<td>0.1</td>
<td>0.99</td>
<td>20.6(20.7)</td>
<td>0.73(0.78)</td>
<td>14.9 (15.9)</td>
<td>0.02</td>
</tr>
<tr>
<td>0.2</td>
<td>0.93</td>
<td>18.6(19.1)</td>
<td>0.57(0.64)</td>
<td>9.9 (11.4)</td>
<td>0.10</td>
</tr>
<tr>
<td>0.3</td>
<td>0.85</td>
<td>9.7(10.4)</td>
<td>0.47(0.54)</td>
<td>3.9 (4.8)</td>
<td>0.17</td>
</tr>
<tr>
<td>0.4</td>
<td>0.76</td>
<td>3.5(4.0)</td>
<td>0.40(0.47)</td>
<td>1.1(1.4)</td>
<td>0.20</td>
</tr>
<tr>
<td>0.5</td>
<td>0.62</td>
<td>1.2(1.3)</td>
<td>0.39(0.48)</td>
<td>0.3(0.4)</td>
<td>0.26</td>
</tr>
</tbody>
</table>

responsible for electron-trapping [196, 197, 192, 198, 199], and hence the enhanced JV hysteresis.

### 4.3.3 Voltage scan rate

The JV hysteresis in PSCs is connected to the motion of slow ions within the perovskite layer. Here, the role of the voltage scan rate on the hysteresis is studied in the presence of cation-mediated recombination. The cation energy is fixed at 0.1 eV below the conduction band. The capture coefficient and the ion density are fixed at $10^{-8}$ cm$^3$s$^{-1}$ and $10^{18}$ cm$^{-3}$, respectively. The voltage scan rate is varied from 10 mV s$^{-1}$ to 10 V s$^{-1}$.

Figure 4.5(a) and (b) show the JV-characteristics without and with the cation-mediated recombination, respectively. In both cases, a negligible hysteresis for voltage scan rates below 100 mV s$^{-1}$ is observed. In this regime, ions can easily follow the change in the applied bias voltage. This reduces the role of the scanning direction of the bias voltage on the current densities. For higher voltage scan rates, a significant hysteresis arises. Anions ($\mu_{an} = 10^{-9}$ cm$^2$V$^{-1}$s$^{-1}$) migrate and accumulate near the perovskite/HTL interface. The mobility of cations ($10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$), however, is too low to follow the change in the applied bias voltage. On the other hand, at higher voltage scan rates, the hysteresis is expected to vanish again as neither of the ions can follow the change in the applied voltage [96].

Now, the extracted JV hysteresis (index) is compared for two different ionic models. In one of the models, the cation-mediated recombination is neglected, and the ions lead to electrostatic screening only. In the other model, along with the electrostatic screening, the cation-mediated recombination is activated. The calculated HIs are summarized in Table 4.3. When the cation-mediated recombination is neglected, a negligible hysteresis of $HI = 6 \times 10^{-4}$ is observed for slow scan rates of 10 mV s$^{-1}$. Upon inclusion of cation-mediated recombination, the HI increases to $2.5 \times 10^{-3}$. For all investigated voltage scan rates, the simulated HI with cation-mediated recombination ($R_{ce} > 0$) is significantly higher than for $R_{ce} = 0$. Furthermore, the $J_{sc}$ and the $V_{oc}$ remains roughly the same for all the scan rates. For very high scan rate (i.e., 10 V s$^{-1}$), a strong S-shape is observed in the JV characteristics. This is mainly attributed to the screening of the built-in field due to the accumulation of ions at the interface between the perovskite and the transport layers [200, 96]. For scan rates of $\geq 500$ V s$^{-1}$ (not shown here), the hysteresis vanishes while a strong S-shape is observed. At such high scan rates, the ions cannot follow the
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Figure 4.5: JV-characteristics of the MAPbI$_3$ device with varying voltage scan rate for two different ion models: In (a), the cation-mediated recombination is neglected and only electrostatic screening of ions is considered. (b) The JV-curves accounting for the cation-mediated non-radiative electron-hole recombination. Dashed and solid lines show the current density in forward and backward sweep direction, respectively. The arrows denote the sweep direction. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.

change in the applied voltage, which leads to a negligible change in the current values [96].

Table 4.3: Calculated hysteresis index (HI) without ($R_{c-e} = 0$) and with ($R_{c-e} \neq 0$) cation-mediated recombination. Reproduced with permission from ref [185]. Copyright © 2020 Elsevier B.V.

<table>
<thead>
<tr>
<th>Scan Rate (V s$^{-1}$)</th>
<th>HI($R_{c-e} = 0$)</th>
<th>HI($R_{c-e} \neq 0$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.0006</td>
<td>0.0025</td>
</tr>
<tr>
<td>0.1</td>
<td>0.0027</td>
<td>0.0099</td>
</tr>
<tr>
<td>1</td>
<td>0.0480</td>
<td>0.0859</td>
</tr>
<tr>
<td>10</td>
<td>0.1449</td>
<td>0.3633</td>
</tr>
</tbody>
</table>

Dynamic measures such as the voltage scan of the JV characteristics and impedance spectroscopy or deep-level transient spectroscopy can provide further insight into the dynamics of photogenerated charge carriers & ionic defects, and their interactions. DD calculations allow the extraction of parameters of the dynamics and the charge-ionic interaction by fitting experimental data. Existing time-dependent DD studies, however, fail to include the interactions between mobile ions and charge carriers, i.e., cation-mediated recombination. This can lead to a significant overestimation of ion densities. Considering the interaction of ionic defects with charge carriers within time-dependent DD will be useful as an additional tool to probe properties such as the capture coefficient or the defect energy levels.

4.3.4 Role of the capture coefficient

This section investigates the role of the capture coefficient $C_{cn}$ on the JV hysteresis. Higher value of the capture coefficient results in more electron capture by the cations,
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A recent study by Zhang et al. showed that iodine interstitial are the dominant non-radiative recombination center [201], with room temperature capture coefficients ranging between $10^{-9}$ cm$^3$s$^{-1}$ and $10^{-7}$ cm$^3$s$^{-1}$. To investigate further, here, the capture coefficient is varied between $10^{-10}$ cm$^3$s$^{-1}$ and $10^{-7}$ cm$^3$s$^{-1}$. The voltage scan rate and the ion density are fixed to 250 mV s$^{-1}$ and $10^{18}$ cm$^{-3}$, respectively. The energy of cations is taken as 0.2 eV below the perovskite conduction band edge.

Figure 4.6 shows the JV characteristics for the different capture coefficients. Table 4.4 summarizes the performance values for the forward and backward voltage scans, as well as the extracted HI. For capture coefficient below $10^{-10}$ cm$^3$s$^{-1}$, the same JV characteristics is observed as if there was no cation mediated recombination. Increasing the capture coefficient up to $10^{-9}$ cm$^3$s$^{-1}$, the main change observed in the JV characteristics is a reduced open-circuit voltage from 1.06 V to 0.97 V. The $J_{sc}$ remains roughly unchanged. The hysteresis slightly increases leading to change in HI from 0.01 to 0.04. The change in the voltage and the FF leads to a deteriorate the reverse bias PCE from 17.3% to 14.7%. For larger $C_{cn}$ beyond $10^{-9}$ cm$^3$s$^{-1}$, a significant reduction in the $J_{sc}$, $V_{oc}$ and the fill-factor is observed. For $C_{cn} = 10^{-7}$ cm$^3$s$^{-1}$, the reverse (forward) bias PCE drops to 7.3% (5.9%).

These $C_{cn}$ values are in the range of interstitial capture coefficients, predicted from first-principles study [201] and previous DD simulations [75, 144]. However, accurate values need to be obtained experimentally as defect properties and their densities strongly depend on the fabrication scheme and the perovskite materials. Moreover, the impact of the defects can be sensitive to the device architecture.

The obtained results highlight the need to understand the interactions between charge carriers and ionic defects. Experimental access of such properties is difficult, as many properties of PSCs are hidden under the dominant losses due to the perovskite/HTL and/or perovskite/ETL interfaces. First-principle analysis, in conjunction with DD study,
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Table 4.4: Photovoltaic performance parameters in forward (backward) direction for different capture coefficients \(C_{cn}\) (in units cm\(^3\)/s). The open-circuit voltage is equal for both the forward and backward direction. Reproduced with permission from ref. [185]. Copyright © 2020 Elsevier B.V.

<table>
<thead>
<tr>
<th>(C_{cn})</th>
<th>(V_{oc}) (V)</th>
<th>(j_{sc}) (mA/cm(^2))</th>
<th>FF (-)</th>
<th>PCE (%)</th>
<th>HI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ref.</td>
<td>1.06</td>
<td>20.7(20.7)</td>
<td>0.77(0.79)</td>
<td>16.8(17.3)</td>
<td>0.01</td>
</tr>
<tr>
<td>(10^{-10})</td>
<td>1.01</td>
<td>20.6(20.7)</td>
<td>0.75(0.79)</td>
<td>15.6(16.5)</td>
<td>0.02</td>
</tr>
<tr>
<td>(10^{-9})</td>
<td>0.97</td>
<td>20.4(20.5)</td>
<td>0.68(0.74)</td>
<td>13.5(14.7)</td>
<td>0.04</td>
</tr>
<tr>
<td>(10^{-8})</td>
<td>0.93</td>
<td>18.6(19.1)</td>
<td>0.57(0.64)</td>
<td>9.9(11.4)</td>
<td>0.10</td>
</tr>
<tr>
<td>(10^{-7})</td>
<td>0.88</td>
<td>13.5(14.3)</td>
<td>0.50(0.58)</td>
<td>5.9(7.3)</td>
<td>0.16</td>
</tr>
</tbody>
</table>

may further help to understand the nature of energy losses in PSCs and to enhance device stability and efficiency.

4.3.5 Role of ionic mobility

The mobility of ionic defects plays an important role in the JV characteristics of PSCs. This final section investigates the impact of the anion and cation mobilities on the JV-characteristics and its hysteresis. The capture coefficient value is fixed at \(10^{-7}\) cm\(^3\)/s to induce high electron capturing. Cation energy is fixed at \(0.1\) eV below the perovskite conduction band edge. Equal ionic density of \(10^{18}\) cm\(^{-3}\) is considered for both the cations and the anions. A fixed voltage scan rate of 250 mV s\(^{-1}\) is employed to calculated the JV characteristics. Figure 4.7a shows JV curves when both the \(\mu_a = \mu_c\) are varied simultaneously. Initially, \(\mu_a = \mu_c = 10^{-8}\) cm\(^2\) V\(^{-1}\) s\(^{-1}\) is used to obtain the forward in reverse bias JV curves. At this high mobility, both the anions and the cations move too fast, and hence a negligible JV hysteresis (HI = 0.0005) is obtained. The \(j_{sc}\) remains the same for the forward (20.1 mA cm\(^{-2}\)) and reverse (20.2 mA cm\(^{-2}\)) bias. However, a low \(V_{oc}\) = 0.94 V (as compared to a ‘neat’ device) which is be attributed to the electron capturing by the cation.

While varying the ionic mobility from \(1 \times 10^{-11}\) cm\(^2\) V\(^{-1}\) s\(^{-1}\) and \(1 \times 10^{-8}\) cm\(^2\) V\(^{-1}\) s\(^{-1}\), the change in \(V_{oc}\) (0.93 V to 0.97 V) and \(j_{sc}\) (20.1 mA cm\(^{-2}\) to 21.0 mA cm\(^{-2}\)) is rather small. A small change in \(j_{sc}\) could be due to the change in the interface energetics. For low ionic mobilities, after a voltage sweep, the density of ions at the interface to the perovskite and HTL/ETL reduces. Thus, charge carriers see a reduced barrier to be transported to the charge transport layers. This reduction in barrier helps the charge carriers to escape before they recombine at the interface traps, and hence a slight increase in the \(j_{sc}\) is observed.

The main changes are observed in the HI and the FF, and hence, in the efficiency. The JV hysteresis increases with decreasing ionic mobilities which is in-line with existing studies [84, 94, 96, 169, 155]. For the ionic mobilities of \(10^{-11}\) cm\(^2\) V\(^{-1}\) s\(^{-1}\), the device performance is significantly deteriorated. A very high hysteresis (HI = 0.5520) is observed with ‘S’ shape in the JV curves. Furthermore, due to a drastic decrease in FF in both the forward and reverse bias, the cell PCS drops to 2.3% and 9.3% in forward and reverse bias, respectively. Table 4.5 summarizes the photovoltaic performance parameters for the forward and backward scan directions.
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Figure 4.7: JV-characteristics of the MAPbI$_3$ devices with different ionic mobility $\mu = (\mu_a, \mu_c)$: (a) Varying both anion and cation mobility, (b) varying anion mobility while keeping cation mobility fixed at $1 \times 10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$. Mobility units are in cm$^2$V$^{-1}$s$^{-1}$. Dashed and solid lines show the current density in forward and backward sweep direction, respectively. The arrows denote the sweep direction. Reproduced with permission from ref. [185]. Copyright © 2020 Elsevier B.V.

Figure 4.7(b) shows calculated JV profiles for various anion mobilities while keeping cation mobility fixed at $10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$. Here, the hysteresis decreases with increasing the anion mobility. For $\mu_a = \mu_c = 10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$, a big "S"-shape is observed along with high HI of 0.1655. Also, the fill-factor and the efficiency are significantly reduced as summarized in Table 4.5. Anion mobilities of $1 \times 10^{-9}$ cm$^2$V$^{-1}$s$^{-1}$ to $1 \times 10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$, in combination with cation mobility of $1 \times 10^{-9}$ cm$^2$V$^{-1}$s$^{-1}$ to $1 \times 10^{-12}$ cm$^2$V$^{-1}$s$^{-1}$ result in HI values obtained experimentally (0.00 to 0.48) [202, 203, 204, 205]. Simulations of low mobilities for both the ions do not match the experimentally observed high efficiency and low JV hysteresis of state-of-art perovskite solar cells. Similarly, simulations of high mobilities for both the ions do not justify the significant HI observed in experimental studies.

4.4 Conclusion

In conclusion, the impact of cation-assisted recombination of photogenerated charge carriers within MAPbI$_3$ PSCs is studied. The results indicate that the moving cations can mediate electron-hole recombination leading to a significant JV hysteresis. Shallow cations of $\leq 0.1$ eV, such as iodine vacancies, mainly lead to a slight increase in the hysteresis and a reduced open-circuit voltage. Deep-level traps, such as methylammonium interstitials, can trap electrons efficiently and lead to strong JV hysteresis. If the cation-mediated recombination is neglected, hysteresis remains low even at high ionic defect densities. Apart from the hysteretic effects, the cation-mediated recombination significantly limits the cell performance. Due to the additional non-radiative recombination, fewer charge carriers are collected at the transport layers, resulting in reduced output current. The JV hysteresis is very sensitive to the voltage scan rate. At slow voltage scan rates, the ions can follow the change in potential, resulting in less JV hysteresis. At higher voltage scan rates, the applied voltage can increase the accumulation of local
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Table 4.5: Photovoltaic performance parameters in forward (backward) direction for different ionic mobilities, $\mu_a$, and $\mu_c$ (in units cm$^2$ V$^{-1}$ s$^{-1}$). The open-circuit voltage is equal for both the forward and backward direction. Reproduced with permission from ref. [185]. Copyright © 2020 Elsevier B.V.

<table>
<thead>
<tr>
<th>$\mu_a$, $\mu_c$</th>
<th>$V_{oc}$ (V)</th>
<th>$J_{sc}$ (mA/cm$^2$)</th>
<th>FF (-)</th>
<th>PCE (%)</th>
<th>HI</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-8}$, $10^{-8}$</td>
<td>0.95</td>
<td>20.1(20.2)</td>
<td>0.71(0.71)</td>
<td>13.5(13.6)</td>
<td>0.0005</td>
</tr>
<tr>
<td>$10^{-9}$, $10^{-9}$</td>
<td>0.95</td>
<td>20.1(20.3)</td>
<td>0.69(0.73)</td>
<td>13.2(13.9)</td>
<td>0.0250</td>
</tr>
<tr>
<td>$10^{-10}$, $10^{-10}$</td>
<td>0.93</td>
<td>20.1(20.7)</td>
<td>0.51(0.76)</td>
<td>9.8(15.1)</td>
<td>0.2106</td>
</tr>
<tr>
<td>$10^{-11}$, $10^{-11}$</td>
<td>0.97</td>
<td>20.1(21.0)</td>
<td>0.13(0.45)</td>
<td>2.6(9.3)</td>
<td>0.5220</td>
</tr>
<tr>
<td>$10^{-8}$, $10^{-12}$</td>
<td>0.95</td>
<td>20.1(20.2)</td>
<td>0.67(0.69)</td>
<td>12.9(13.2)</td>
<td>0.0071</td>
</tr>
<tr>
<td>$10^{-9}$, $10^{-10}$</td>
<td>0.94</td>
<td>20.1(20.3)</td>
<td>0.67(0.73)</td>
<td>12.8(14.1)</td>
<td>0.04</td>
</tr>
<tr>
<td>$10^{-9}$, $10^{-12}$</td>
<td>0.95</td>
<td>20.1(20.3)</td>
<td>0.71(0.71)</td>
<td>12.3(13.7)</td>
<td>0.0528</td>
</tr>
<tr>
<td>$10^{-10}$, $10^{-12}$</td>
<td>0.97</td>
<td>20.1(20.9)</td>
<td>0.33(0.71)</td>
<td>6.5(14.4)</td>
<td>0.3615</td>
</tr>
<tr>
<td>$10^{-11}$, $10^{-12}$</td>
<td>0.97</td>
<td>20.1(21)</td>
<td>0.13(0.32)</td>
<td>2.5(6.6)</td>
<td>0.4556</td>
</tr>
<tr>
<td>$10^{-12}$, $10^{-12}$</td>
<td>0.96</td>
<td>20.1(20.6)</td>
<td>0.12(0.15)</td>
<td>2.3(3.0)</td>
<td>0.1655</td>
</tr>
</tbody>
</table>

Charges near the perovskite/transport layer interface, resulting in increased JV hysteresis. The JV hysteresis increases with increasing the capture coefficients, as it increases the recombination rate. A poor PCE is observed for higher capture coefficients. The JV hysteresis also depends on the ionic mobilities. For a given capture coefficient, the JV hysteresis disappears for higher ionic mobility. For lower ionic mobilities, an "S" shape along with hysteresis is observed in the JV characteristics.

The presented study highlights the importance of cation-mediated recombination, which is left out in most existing studies. At the same time, the study provides an insight into the possible interaction of moving ions with charge carriers within PSCs. The presented results combined with experimental characterization of charge carrier dynamics and first-principle calculations can initiate new investigations in PSCs’ device physics.
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5.1 Background

A single-junction solar cell has the theoretical efficiency limit of about 31% [72]. To surpass the theoretical limit, it is needed to adopt multijunction technologies, like tandem solar cells. Tandem solar cells offer higher efficiencies than a single junction solar cell by utilizing the solar spectrum in a better manner. A top cell with a wider-bandgap material uses the high energy part of the solar spectrum and transmits the lower energy part to the bottom cell consisting of a lower bandgap material. III-V and II-VI compounds based multijunction solar cells have already shown good efficiencies [206, 7, 5], but they are expensive due to costly single crystal (epitaxial) fabrication methods. Excellent optoelectronic properties of organic-inorganic hybrid perovskites (OIHPs) have enabled high power conversion efficiency of OIHPs based single-junction solar cells [207, 15, 136, 14, 5].

Most of OIHPs show high absorption for energies above and very low absorption at energies below the bandgap [29], making them a suitable choice for subcells of a tandem cell. Due to their high optical absorption (energies above the bandgap), the incident light can be absorbed by a thin layer of perovskite, i.e., \( \approx 1 \mu m \) or even less. Furthermore, solution processibility makes OIHPs easy to integrate with existing solar cell technologies (i.e., Si, GaAs) as a subcell in a tandem solar cell [208, 105].

There have been efforts to develop perovskite/silicon tandem solar cells [209, 210, 211, 212, 213, 89], but the technology is still far from commercialization due to the cost-ineffectiveness. To achieve high efficiency and simultaneously reduce the solar-electricity cost per kWh, a cheaper thin-film based tandem solar cell technology is desired. Perovskite/organic tandem cells have been demonstrated with a potentially low-cost fabrication, but large open-circuit voltage loss in the organic cell limits the tandem cell efficiency [214, 215, 216].

OIHPs based all-perovskite tandem cells show a great promise due to the simple fabrication process and high potential efficiency [217, 218, 219, 88, 89, 220, 221, 222, 223]. To meet the absorption spectrum required for a tandem architecture, perovskite bandgap can be fine-tuned by compositional engineering [104, 33, 31, 32], which offers a great advantage in using OIHPs in a low bandgap bottom cell as well as a wide bandgap top cell.

In a tandem solar cell, subcells can be connected electrically in parallel or a series connection. The configuration in which the subcells are connected plays an important role in the final performance of the tandem cell. When spectrally split subcells are connected electrically in parallel with voltage matched, the configuration is known as four-terminal (4T). This configuration does not require a current matching between the subcells; therefore, it can use almost any bandgap combinations [225]. In a 4T tandem cell, since each subcell is fabricated independently, it leads to additional cost and involves more optical losses. If the subcells are connected electrically in series, the configuration is known as
Two-terminal (2T) tandem. Due to electrically series connection, a 2T tandem cell requires a current matching between the subcells. A 2T tandem cell's performance strongly depends on series-connected individual cells because the operating current is limited by the cell producing the lowest current [220]. Since the cell operates at “a lower current being transported at a higher voltage”, it suffers less series resistance losses. Also, since the lateral current flow needs only two external contact layers, less number of heavily doped transport layers are needed for vertical charge transport [88]. With the latter, lower parasitic absorption and thus higher power conversion efficiencies could practically be realized. Furthermore, in a 2T configuration, the subcells can be monolithically integrated, it suffers less optical losses and enables similar module related costs as single-junction modules.

Some of the perovskite material combinations have already been used experimentally to demonstrate 2T perovskite tandem cells [217, 219, 220, 221, 222]. However, the efficiencies reported so far are still far away from the possible theoretical efficiency limit (42% for a 2T tandem device) [106]. There have not been many efforts to investigate the effect of various parameters and several loss mechanisms hampering tandem cells' performance. To improve the tandem cell efficiency, it is required to carefully optimize the electronic and optical characteristics of various layers and contacts. This optimization becomes even more crucial for two-terminal tandem cells because of the need for current matching between the subcells. To obtain the current matching and the light management within a 2T tandem cells, optimum bandgaps and thicknesses should be chosen for the top and bottom cells. Furthermore, to obtain maximum photocurrent and the photovoltage of 2T tandem cells, charge transport throughout the tandem device should be optimized. To ensure the best charge transport, the contact workfunctions and the band energies (and Fermi energies) of the charge transport layers must be optimized.
In the literature, numerical methods have been proposed to optimize design of all-perovskite p-i-n and all-perovskite tandem solar cells [226, 227, 228, 229] considering particular bandgap combinations of subcells (top and bottom cells). Zheng et al. [223] and Hörantner et al. [230] presented simulations to optimize top and bottom cell bandgaps in all-perovskite 2T tandem solar cells, without talking much about the role of various loss mechanisms and the contacts. Furthermore, there have not been studies on the role of charge carrier mobilities and doping in the charge transport layer in a 2T tandem architecture. This chapter presents a generalized simulation model to investigate the effect of material parameters such as mobility, trap density, and device parameters such as subcell bandgaps and thicknesses, and contact workfunction on the final performance of a 2T tandem solar cell. The role of doping of the charge transport layers is also studied. Finally, the optimization of top and bottom cell bandgaps and thicknesses and contact workfunctions is presented to realize the best performing all-perovskite 2T tandem solar cells.

5.2 Simulation model

TiberCAD implemented one-dimensional drift-diffusion simulation is adopted as explained in chapter 2. The drift-diffusion and Poisson equations are simultaneously solved for electrons, holes, and traps, accounting for electron-hole pair generation upon absorption of light in the bulk perovskite and the recombination processes. The drift-diffusion equations are solved for the top cell and the bottom cell independently. Two buffers of 2 nm each are defined on both sides of the perovskite layer, connected to the hole transport layer and the electron transport layer (see Figure 5.2a). The buffers account for the interface traps near the respective interfaces.

![Figure 5.2](image)

*Figure 5.2: (a) 1D simulation model of a perovskite solar cell, and (b) All-perovskite two terminal (2T) tandem solar cell representation. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.*

Generated electrons and holes in the perovskite are transferred to the electron and hole transport layers, respectively. Transport of these charges is governed by diffusion
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and electrically induced drift, as described by equation 2.1. The perovskite films are assumed to be free of any ionic defects and/or fixed charges.

Generation of electron-hole pairs upon light absorption is governed by equation 2.2. The AM 1.5 standard spectrum between 350 nm and 2500 nm is used to calculate the optical generation. To calculate $\alpha (\lambda)$, direct bandgap nature of perovskite semiconductors is considered [27, 28]. Considering parabolic band approximation, optical absorption in a direct bandgap material is given by [145]:

$$\alpha (\lambda) = A^* \sqrt{\frac{hc}{\lambda}} - E_g ,$$  \hspace{1cm} (5.1)

where $h$ is the Planck’s constant, $c$ is the light velocity in vacuum, $E_g$ is the material bandgap, and $A^*$ is given by the following:

$$A^* \approx \frac{q^2}{n_r c h^2 m^*_e} \left( \frac{2 m^*_e m^*_h}{m^*_e + m^*_h} \right)^{\frac{3}{2}} ,$$  \hspace{1cm} (5.2)

where, $m^*_e$ and $m^*_h$ are the effective masses of electron and hole, respectively, and $n_r$ is the (real) refractive index. From equation 5.2, it is clear that the only variables here are the effective masses. Assuming the effective masses of the electron and the hole remain almost constant, $A^*$ can be considered to be a constant; hence $\alpha$ shows a square root dependence on the energy of the incident photon of wavelength $\lambda$. For the simulations in this study, $A^* = 18 \text{ cm}^{-1} \sqrt{\text{eV}}$ is considered as a fitting parameter. The parameters used for the drift-diffusion simulations are summarized in Table 5.1. The mobilities of the ETL and HTL have been taken as fitting parameters ensuring the tandem cell is not limited by the charge transport in the collection layers. To account for the charge selectivity, the hole mobility in ETL is considered to be 5 orders of magnitude smaller compared to the electron mobility. Similarly, the electron mobility in the HTL is considered to be 5 orders of magnitude smaller compared to the hole mobility. Cathode and anode energy levels have been chosen based on the workfunction of the typically available contact metals, such as, gold, aluminium, copper, and silver, etc. Considering the ambipolar nature of the hybrid perovskites [15, 222], same electron and hole mobility value ($5 \text{ cm}^2/(\text{Vs})$) has been chosen for the perovskite layer.

Two types of recombination processes are considered in the perovskite and the buffer regions. First, direct (radiative) recombination given by equation 2.3. The second, to include the effect of traps, is a Shockley-Read-Hall recombination rate defined by equation 3.3.

As mentioned earlier, since the top and bottom cells are simulated independently, the effect of the recombination layer is ignored. Two terminal (2T) configuration is similar to two cells connected in series. To achieve the optical coupling, the amount of light filtered by the top cell is considered as the input for the bottom cell. Since the charge carriers injected from the high current cell recombine in the low current cell, for an ideal system, the output current will be the minimum of the two cell currents. For this reason, for a 2T tandem cell, the total output current is considered to be the minimum current of the two subcells. On the other hand, like series-connected voltage sources, the output voltage comes to be the sum of the voltages from the two subcells. For the scope of this study, it is assumed that the ETL, HTL, and the typically used combining layer (combining the top and bottom cells, such as TiO$_2$) are ideal and do not consist of optical losses. The
Table 5.1: List of parameters used in the drift-diffusion simulations. Values of the parameters marked with asterisks (*) are varied during the simulation. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Unit</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron and hole mobility in Perovskite</td>
<td>5</td>
<td>cm²/Vs</td>
<td>*</td>
</tr>
<tr>
<td>Perovskite relative permittivity</td>
<td>20</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>PCBM bandgap</td>
<td>1.8</td>
<td>eV</td>
<td>[125]</td>
</tr>
<tr>
<td>PCBM LUMO</td>
<td>-5.9</td>
<td>eV</td>
<td>[124]</td>
</tr>
<tr>
<td>Electron mobility in PCBM and C₆₀</td>
<td>1</td>
<td>cm²/Vs</td>
<td>[231]</td>
</tr>
<tr>
<td>Hole mobility in PCBM and C₆₀</td>
<td>1x10⁻⁵</td>
<td>cm²/Vs</td>
<td>-</td>
</tr>
<tr>
<td>C₆₀ bandgap</td>
<td>2</td>
<td>eV</td>
<td>[232]</td>
</tr>
<tr>
<td>C₆₀ HOMO</td>
<td>-6.2</td>
<td>eV</td>
<td>[233]</td>
</tr>
<tr>
<td>PCBM relative permittivity</td>
<td>3.9</td>
<td>-</td>
<td>[123]</td>
</tr>
<tr>
<td>C₆₀ relative permittivity</td>
<td>3.03</td>
<td>-</td>
<td>[234]</td>
</tr>
<tr>
<td>NIO bandgap</td>
<td>2.8</td>
<td>eV</td>
<td>[235]</td>
</tr>
<tr>
<td>NIO valence band</td>
<td>-5.3</td>
<td>eV</td>
<td>[235]</td>
</tr>
<tr>
<td>NIO relative permittivity</td>
<td>8</td>
<td>-</td>
<td>[236]</td>
</tr>
<tr>
<td>Electron mobility in NIO and PEDOT:PSS</td>
<td>1x10⁻⁵</td>
<td>cm²/Vs</td>
<td>-</td>
</tr>
<tr>
<td>Hole mobility in NIO and PEDOT:PSS</td>
<td>1</td>
<td>cm²/Vs</td>
<td>-</td>
</tr>
<tr>
<td>PEDOT:PSS bandgap</td>
<td>3</td>
<td>eV</td>
<td>[237]</td>
</tr>
<tr>
<td>PEDOT:PSS HOMO</td>
<td>-5</td>
<td>eV</td>
<td>[237]</td>
</tr>
<tr>
<td>PEDOT:PSS relative permittivity</td>
<td>3</td>
<td>-</td>
<td>[238]</td>
</tr>
<tr>
<td>Top cell cathode fermi level</td>
<td>-4.9</td>
<td>eV</td>
<td>*</td>
</tr>
<tr>
<td>Top cell anode fermi level</td>
<td>-4.5</td>
<td>eV</td>
<td>*</td>
</tr>
<tr>
<td>Bottom cell cathode fermi level</td>
<td>-4.9</td>
<td>eV</td>
<td>*</td>
</tr>
<tr>
<td>Bottom cell anode fermi level</td>
<td>-4.5</td>
<td>eV</td>
<td>*</td>
</tr>
<tr>
<td>Bimolecular recombination constant</td>
<td>1x10⁻¹⁰</td>
<td>cm³ s⁻¹</td>
<td>[103]</td>
</tr>
</tbody>
</table>

total output characteristics of the tandem cell are studied by parameterizing one subcell’s properties at a time.

5.3 Results and discussion

Considering parabolic absorption approximation (absorption, \( \alpha \propto \sqrt{E - E_g} \)), the efficiency for a 2T tandem solar cell configuration is calculated. The top cell bandgap is varied between 1.5 eV and 2 eV and the bottom cell bandgap is varied between 0.9 eV and 1.45 eV. To start with, the parameters in table 5.1 are considered as a reference. Initially, an ideal device is simulated with no losses (such as optical and non-radiative recombination losses). The efficiency of a 2T tandem cell is calculated for different bandgaps and the thicknesses of the subcells. The simulation results for the ideal device are explained in subsection 5.3.1. Then, the traps are introduced as non-radiative recombination centers, first at the interface and then in the bulk perovskite film. In section 5.3.2, the role of these traps on the performance of the tandem cell is investigated. It is also studied how the optimum thicknesses change in the presence of different traps. Section 5.3.3 is dedicated to analyzing the effect of mobility on the optimum subcell thicknesses and the final
output of the tandem cell. In section 5.3.4, optimization of the contact workfunctions is studied to obtain the maximum output power. Finally, section 5.3.5 investigates the role of the transport layer on doping tandem cell efficiency.

5.3.1 The ideal device

In this subsection, the recombination losses within the device are neglected. A 2T tandem cell efficiency is calculated for various combinations of subcell bandgaps and thicknesses. Initially, a fixed thickness of 350 nm is chosen for both the top and bottom cells. Figure 5.3a shows calculated tandem cell efficiency considering initial parameters from Table 5.1. The dots, ● [220], ● [221], ● [220, 222], ● [239] and ■ [222] represent some of the experimentally used bandgap combinations for 2T tandem cells. As shown in the figure, the maximum efficiency (36.6%) is achieved for an ideal device with a bottom cell bandgap of 0.95 eV and a top cell bandgap of 1.55 eV. For each bandgap of the bottom cell, there is an optimum top cell bandgap corresponding to the maximum the output power. Away from the optimum bandgap, changing the bandgap (either increasing or decreasing) leads to sub-optimum efficiency of the tandem cell.

<table>
<thead>
<tr>
<th>Bottom Cell Bandgap (eV)</th>
<th>Top Cell Bandgap (eV)</th>
<th>Efficiency</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.95</td>
<td>1.55</td>
<td>36.6%</td>
</tr>
<tr>
<td>1.00</td>
<td>1.50</td>
<td></td>
</tr>
<tr>
<td>1.05</td>
<td>1.45</td>
<td></td>
</tr>
<tr>
<td>1.10</td>
<td>1.40</td>
<td></td>
</tr>
<tr>
<td>1.15</td>
<td>1.35</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.3: 2T tandem solar cell efficiency charts for different bandgap and thickness combinations: (a) Top Cell 350 nm, Bottom Cell 350 nm, (b) Top Cell 1.55 eV, Bottom Cell 1.0 eV, and (c) Top Cell 1.82 eV, Bottom Cell 1.2 eV. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

As a second analysis, the subcell thicknesses are varied while keeping fixed bandgaps. Two sets of bandgaps are chosen from Figure 5.3a; one close to the maximum output efficiency and another one close to the experimentally demonstrated bandgaps. For the first set, the bottom cell bandgap of 1.0 eV and the top cell bandgap of 1.55 eV, the calculated efficiencies are shown in Figure 5.3b. For this bandgap combination, the maximum efficiency (36.5%) is achieved corresponding to bottom cell thickness of ≃ 450 nm and the top cell thickness of ≃ 350 nm. Further increase in the cell thickness does not improve the output power. For bottom cell thickness of 600 nm and the top cell thickness of 450 nm, the maximum output efficiency remains to be 36.5%. On the other hand, reducing the thickness of any of the subcell (or both) results in a tandem cell with a lower output efficiency.

For the second set, the bottom cell bandgap of 1.2 eV and top cell bandgap of 1.82 eV, the calculated tandem cell efficiencies are shown in Figure 5.3c. For this bandgap combination, the maximum efficiency is achieved for the top cell thickness of 400-450 nm and the bottom cell thickness of ≃ 250 nm. It is observed that the efficiency shows a
weak dependence on the bottom cell thickness, while it increases with the top cell thickness. In this case, the top cell operates at a lower current and limits the tandem cell efficiency. Increasing the top cell thickness leads to more light absorption by the top cell, and hence the top cell produces more current, resulting in higher efficiency. Therefore, increasing top cell thickness increases the tandem cell efficiency. In contrast, the bottom cell contributes only to the voltage of the tandem cell (like a voltage source). Though increasing the bottom cell thickness increases its current, the tandem cell output current is determined by the top cell only. Hence, increasing the bottom cell thickness does not increase the overall current or efficiency of the tandem cell. Since the bottom cell voltage is not much affected by its thickness, the tandem cell voltage is also not affected for the given thickness range. Ultimately, increasing bottom cell thickness beyond 350 nm does not lead to a significant enhancement in the tandem cell efficiency. This can be inferred from here that the thickness of the current-limiting-subcell limits the 2T tandem solar cell efficiency when there are no losses involved.

5.3.2 Non-ideality: The impact of interface and bulk traps, and recombinations

Trap-assisted non-radiative recombination at the interfaces have been demonstrated to be the dominant loss mechanisms in PSCs [15, 74, 75]. The perovskite interface consists of a much higher trap density compared to the bulk perovskite film; due to abrupt ending of the lattice, dislocation defects, and the presence of dangling bonds. So far, the ideal devices for both top and bottom cell were considered, without trap assisted recombinations involved. In this section, the interface traps are introduced in both the top and bottom cells. The traps are confined in the buffers defined near the perovskite/ETL and perovskite/HTL interfaces (see Figure 5.2a). Acceptor type traps are considered in the buffer region between the perovskite and the HTL. Donor type traps are considered in the buffer region between the perovskite and the ETL. Equal trapping time \( \tau_n = \tau_p \) is considered for both the electrons and the holes. Tandem cell efficiency is calculated considering both of the subcells of 350 nm thickness. The simulation results, considering the interface traps with various trapping times, are shown in Figure 5.4.

![Figure 5.4: 2T tandem solar cell efficiency for (a) \( \tau_n = \tau_p = 1 \times 10^{-8} \) s, (b) \( \tau_n = \tau_p = 1 \times 10^{-9} \) s, and (c) \( \tau_n = \tau_p = 1 \times 10^{-10} \) s. The tandem cell consists of both of the top and bottom cells of 350 nm thickness. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.](chart)
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The maximum achievable efficiency after introducing interface traps decreases compared to the ideal case. The efficiency continues to decrease while decreasing the trapping times. Also, there is a rapid drop in efficiency at a particular bandgap combination for a given recombination time. For $\tau_n = \tau_p = 1 \times 10^{-9}$ s, this behaviour is found for a top cell bandgap of $\simeq 1.80$ eV and the bottom cell bandgap of $\simeq 1.25$ eV as shown in Fig 5.4b. This behaviour shifts to a different bandgap combination with a change in the trapping time (Fig 5.4a and Fig 5.4c). This suggests that the maximum tandem efficiency can be achieved by tuning the bandgap away from this value. As explained in chapter 1, the bandgap of (ABX$_3$) perovskite can be tuned by changing the composition of A, B and/or X site.

For trapping times $\tau_n = \tau_p = 1 \times 10^{-10}$ s, the maximum efficiency is achieved for the bottom cell bandgap of $\simeq 1.1$ eV and the top cell bandgap of $\simeq 1.75$ eV. Also, in this case the maximum efficiency drops to a much lower value compared to the other two cases. For further analysis in this chapter, $\tau_n = \tau_p = 1 \times 10^{-9}$ s is chosen to account for the interface traps.

Fixing the trapping times, tandem cell efficiency is calculated for different bottom and top cells’ thicknesses. The calculated efficiencies for two bandgap combinations are shown in Fig 5.5. As shown in the Figure, to obtain the optimum efficiency, comparatively thicker subcells are required for the case when 1.82 eV top cell and 1.2 eV bottom cell are used. The optimum thickness values change depending upon the strength of the trap (recombination time and/or trap density) in the subcells.

Figure 5.5: 2T tandem cell efficiency after introducing interface traps with fixed trapping time $\tau_n = \tau_p = 1 \times 10^{-9}$ s, for (a) Top Cell 1.55 eV, Bottom Cell 1.0 eV, and (b) Top Cell 1.82 eV, Bottom Cell 1.2 eV. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

So far, the interface traps were introduced in the buffer regions. In the next analysis, the traps are introduced in the bulk perovskite film along with the interfaces. This is well known that the solution-processed perovskite films consist of grain boundaries and defect states [240, 135, 91, 19, 127]. These defect states and the grain boundaries can host the traps as explained in chapter 3. These bulk (film) traps and the grain-boundary-hosted traps act as non-radiative recombination centers for the electrons and holes, limiting the device performance [74, 241, 127, 73, 75]. This chapter does not explicitly account for the grain boundaries. Rather, the trap centers are considered to be uniformly distributed within the perovskite film. Since the bulk (film) consists a lower trap density compared to the interface, higher trapping times $\tau_n = \tau_p = 5 \times 10^{-7}$ s are considered for the perovskite
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including both the bulk and interface traps, calculated tandem cell efficiencies are shown in Figure 5.6.

Figure 5.6: 2T tandem solar cell efficiency charts after introducing interface and bulk traps, for different bandgap and thickness combinations: (a) Top Cell 350 nm, Bottom Cell 350 nm, (b) Top Cell 1.55 eV, Bottom Cell 1.0 eV, and (c) Top Cell 1.82 eV, Bottom Cell 1.2 eV. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

Figure 5.6a shows that the overall efficiency of the tandem device decreases while considering the traps. The maximum efficiency for the tandem cell (both cells 350 nm) is achieved (29.8%) for the top cell bandgap of 1.55 eV and the bottom cell bandgap of 1.0 eV. Figures 5.6b and 5.6c show that the optimum thickness of the top cell decreases to obtain the maximum tandem cell efficiency. On the other hand, optimum power shows poor dependence on the bottom cell thickness. Changing the bottom thickness does not change (much) the maximum efficiency because the output power is limited by the top cell. Further increasing the top and bottom cell thickness results in less output efficiency because the recombination losses increase with the thickness.

5.3.3 Impact of perovskite mobility

Charge transport in methylammonium lead iodide (CH$_3$NH$_3$PbI$_3$) perovskite has been studied extensively [198, 108, 179, 112, 163, 96, 242, 243, 103, 14]. CH$_3$NH$_3$PbI$_3$ shows very good mobility, high carrier diffusion length and defect tolerance. On the other hand, not many other perovskite materials have been equivalently investigated, especially low bandgap perovskite semiconductors. For a tandem cells, different possible bandgap combinations are needed in order to obtain the maximum output power. Different materials have different chemical, physical, optical and electrical properties. For a material, mobility is one of the most important property to determine the charge transport. Higher mobility implies better charge carrier transport and hence an efficient solar cell. When the mobility in one of the subcell perovskite layers is decreased, the corresponding cell underperforms, and hence the total current in the 2T tandem cell changes.

After incorporating interface and bulk (film) traps in the simulations, this section investigates the tandem cell performance while changing the mobility of perovskite layer in the bottom cell. The bottom cell perovskite mobility is reduced to 2 cm$^2$/V s compared to the previous value of 5 cm$^2$/V s. Calculated tandem cell efficiencies are shown in Figure 5.7. Figure 5.7a represents the tandem cell efficiency while changing the subcell bandgaps. The calculated efficiency for two bandgap combinations (as mentioned in section 5.3.1) are shown in Figures 5.7b and 5.7c.
This is evident from Figure 5.7a that, after introducing traps in the bulk perovskite film, the maximum achievable efficiency of the tandem device reduces for all of the bandgap combinations. The maximum efficiency of \( \approx 29\% \) is obtained for bottom cell 1.0 eV and top cell 1.55 eV compared to the previous case (29.8\%) as shown in figure 5.6a. It is also clear that the maximum efficiency is obtained for the bandgap combination similar to the ideal device, as described in section 5.3.1 (see Figure 5.7a). On the other hand, for the given bandgap combinations, the maximum efficiency is achieved for the different subcell thicknesses as shown in Figures 5.7b and 5.7c. Lower mobility gives more time for the traps to trap the charge carriers in the perovskite film. Hence, fewer charge carriers (and/or the charge carriers with less energy) reach the contacts resulting in a poor performing solar cell.

5.3.4 Impact of contact workfunction

The energy levels of the anode and the cathode (hereafter called contacts) play an important role in the charge carrier extraction and hence in the solar cell performance. Proper energy alignment of contacts, active material, and charge transport layers (ETL and HTL) is required to obtain good charge transport, charge collection, and solar cell efficiency. Workfunctions of the contacts determine the charge extraction from the charge transport layers. Also, good energy level alignment at the interfaces between the contacts and the charge transport layers reduces contact resistance and improves the performance of the cell. Along with the charge transport layers, the contact workfunction affects the fill-factor and the \( V_{OC} \) of a single-junction perovskite solar cells [244, 245, 87]. Improper workfunctions can result in the accumulation of charge carriers in the charge transport layers, leading to capacitive effects. In a 2T tandem cell, optimizing the contact energy levels becomes even more crucial due to a need for the current matching between the subcells. The anode workfunction should be close to the lowest unoccupied molecular orbital (LUMO) level of the ETL. Similarly, the cathode workfunction should be close to the highest occupied molecular orbital (HOMO) level of the HTL, to ensure a best performing solar cell (see Figure 1.5b).
Once the subcell bandgaps and thicknesses are finalized, the contact workfunctions can be optimized to obtain a tandem cell’s maximum efficiency. This section investigates the effect of contact energy levels on the final performance of the 2T tandem cell. For the tandem cell consisting of a bottom cell bandgap of 1.2 eV and a top cell bandgap of 1.82 eV (both of 350 nm thickness), tandem cell efficiency is calculated by varying the bottom cell cathode workfunction. One of the contacts’ workfunction is varied at a time. Initially, the bottom cell cathode workfunction is varied, keeping all other parameters unchanged. As shown in Figure 5.8a, while varying bottom cell cathode workfunction from $-5.1 \text{ eV}$ to $-4.5 \text{ eV}$, the tandem cell efficiency varies between 23.4% and 25.5%. The maximum efficiency (25.5%) is obtained for the cathode workfunction $\approx -4.7 \text{ eV}$.

![Figure 5.8a](image)

**Figure 5.8a:** 2T tandem solar cell efficiency with cathode workfunction: Top Cell 1.82 eV, Bottom Cell 1.2 eV, both 350 nm thick. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

With a fixed bottom cell cathode workfunction to $(-4.7 \text{ eV})$, no significant change is observed in tandem cell output power while varying the bottom cell anode workfunction. Considering optimized bottom cell contact workfunctions, bottom cell cathode $(-4.7 \text{ eV})$ and anode $(-4.3 \text{ eV})$ are chosen for optimizing the contact workfunctions of the top cell. Figure 5.8b shows the calculated efficiency of the tandem cell (bottom cell: 1.20 eV, 350 nm and top cell: 1.82 eV, 350 nm) with top cell cathode workfunction. It is observed that the tandem cell shows the maximum efficiency corresponding to top cell cathode workfunctions of $\approx -4.95 \text{ eV}$.

![Figure 5.8b](image)

**Figure 5.8b:** 2T tandem solar cell efficiency with cathode workfunction: Top Cell 1.82 eV, Bottom Cell 1.2 eV, both 350 nm thick. Reproduced with permission from ref. [101]. © 2019 International Solar Energy Society and Elsevier Ltd.

In conclusion, first, the optimum bandgaps and thicknesses of the subcells should be optimized. Then, based on the bandgaps and the charge transport layer’s energy levels, the contact energy levels must be chosen. The final tandem cell performance is sensitive to the cathode energy levels. Therefore, the cell efficiency should be optimized by varying one of the cathode workfunction at a time. This is important to note that the optimum values of the contact workfunctions can vary with the choice of transport layers, perovskite conduction and valence band positions, and the recombination losses in the subcells. Therefore, it is advisable to optimize the contacts after optimizing the optics of the device (i.e., thicknesses and the bandgaps of the subcells).
5.3.5 Impact of charge transport layers doping

The doping level of the charge transport layer affects the performance of a single-junction solar cell, as explained in chapter 2 (Figure 2.2b). Most of the charge transport layers are synthesized by using organic materials. Doping of organic materials leads to change in their conductivity by changing mobility and the charge carrier density [246]. Apart from the change in conductivity, the doping of the charge transport layers determines the Fermi energy level of that particular layer. The improved conductivity (by doping ETL and HTL) and the energy alignment improve the performance of single-junction perovskite solar cells [247, 87, 45, 49, 50]. Similar to a single-junction solar cell, the tandem cell performance is also affected by the doping of transport layers. After optimizing the subcell bandgaps and thicknesses and the contact energy levels, this section investigates the effect of doping of the charge transport layers. So far, in this study, high mobility (doping independent) of the transport layers were considered to make sure that the cell performance is not transport-layer-limited.

A tandem cell consisting of 1.2 eV bottom cell and 1.82 eV top cell (both of 350 nm thickness) is chosen for the analysis. First, the impact of ETL and HTL doping of the bottom cell is studied. For the doping $\leq 1 \times 10^{17} \text{cm}^{-3}$, only a slight improvement is observed in the bottom cell current and fill-factor. However, for the chosen bandgap combination, the tandem cell current is limited by the top cell, the bottom cell ETL and HTL dopings do not lead to much improvement in the final tandem cell efficiency. In the next step, ETL and HTL doping of the top cell is studied. Like the bottom cell doping, the top cell’s doping slightly improves the top cell current but doesn’t change much for the tandem cell. Little improvement in the final tandem device output was observed for the doping levels approaching $10^{18} \text{cm}^{-3}$. For further higher doping, the current matching conditions for the subcells are changed; hence, the poor performance of the tandem cell efficiency is obtained. This loss in efficiency might be further optimized by changing anode and cathode workfunctions appropriately. In this study, since the bandgaps, thicknesses, and the contact workfunctions were already optimized, a poor dependence on the doping was observed. A different trend can be found for different bandgap and thicknesses combinations.

5.4 Conclusion

In conclusion, the role of various device and material parameters on the performance of a two-terminal all-perovskite tandem solar cell is investigated. The role of subcell bandgaps, thicknesses, contact workfunctions, transport layer doping, and charge carrier mobility has been studied in detail. Individual subcells have been simulated by using a one-dimensional drift-diffusion model, and the 2T tandem cell has been realized by optical coupling along with a series connection circuit model. Optical coupling is achieved by using the top-cell-filtered light as an input to the bottom cell. For every bandgap pair (bottom and top cell), an optimum thickness combination is found to achieve tandem cell’s maximum output power. For an ideal tandem device with each subcell thickness of 350 nm, the maximum output efficiency (36.6%) is achieved by a bottom cell bandgap of 0.95 eV and a top cell bandgap of 1.5 eV. For the ideal device, the thickness of the current-limiting-cell determines the overall current. The tandem cell efficiency is significantly reduced while introducing traps at the interface and in the perovskite film. Both the bulk
and the interface traps deteriorate the tandem cell performance. The maximum achievable efficiency reduces to $\sim 29.8\%$ for interface trap time constant $\tau_n = \tau_p = 1 \times 10^{-9}$ s, and the bulk trap time constant $\tau_n = \tau_p = 5 \times 10^{-7}$ s. This is also observed that the impact of the interface traps is bandgap selective, and hence the optimum efficiency can be achieved by tuning the bandgaps. The optimum thicknesses for the subcells depend on the traps present in the device and the charge carrier mobilities. Current matching between both subcells is crucial in order to realize the optimum output of the tandem device. To achieve the current matching, the energy level alignment throughout the tandem device (the contacts, transport layers, and the perovskite films) is very important. For the bottom cell of 1.2 eV and the top cell of 1.82 eV, optimizing the top and bottom cell cathode workfunctions leads to improve the tandem cell efficiency by up to 4%. 

The performance of a tandem device is also affected by the doping of the charge transport layers. Depending upon the transport layers’ mobility and energy alignment, doping of transport layers can help to improve efficiency. Doping of the transport layers must be chosen wisely since it can even deteriorate the 2T tandem cell efficiency. For the current limiting subcell, high conductive charge transport layers are recommended. For the other subcell, the focus must be on the maximum output voltage, which can be achieved by doping of the transport layers.
6 Fabrication and characterization of \( \text{CH}_3\text{NH}_3\text{PbBr}_3 \) perovskite solar cells

6.1 Background

The potential use of the organic-inorganic hybrid perovskites (OIHPs) for single-junction and multijunction solar cells has already been discussed in previous chapters. So far, the best performing OIHPs employ iodine (such as \( \text{CH}_3\text{NH}_3\text{PbI}_3 \) and \( \text{CH(NH}_2\text{)}\text{2PbI}_3 \)) or mixed iodine/bromide as anion, resulting in bandgap of \( 1.5 - 1.6 \text{eV} \), not far from the optimum bandgap (\( 1.2 - 1.4 \text{eV} \)) required for a solar cell \([5, 72, 41]\). Employing bromine (Br) as anion leads to an increase in bandgap compared to the iodine-based perovskites, and therefore results in low power conversion efficiency (PCE) of a solar cell \([31, 72, 248]\). In spite of their lower efficiency, Br-based perovskite solar cells are attractive because of their high open-circuit voltage and optical transparency \([249, 250, 251, 248]\). High open-circuit voltage makes them a potential candidate for electrochemical applications \([252]\). Because of their semitransparent nature, they are attractive for building integration photovoltaics (BIPV) and high-efficiency all-perovskite tandem solar cells \([248, 253, 254, 228]\). Furthermore, high photoluminescence quantum efficiency of Br-based perovskites makes them a suitable choice for light-emitting diodes and lasers \([255, 256, 257, 258]\).

There have been several efforts to develop \( \text{CH}_3\text{NH}_3\text{PbBr}_3 \) (known as MAPbBr\(_3\)) perovskite solar cells \([259, 260, 249, 251, 261]\). Low-cost fabrication typically incorporates spin-coating based deposition of the perovskite and the charge transport layers. Very often, the synthesis process of MAPbBr\(_3\) perovskite films is based on mixing different cation and anion precursors. In many cases, complex chemical processes and post-annealing are required to improve the film quality, and to dry the solvents used. Most of these procedures end up with a perovskite film consisting of grain boundaries (GBs) and bulk and interface traps. Interface and grain boundary traps limit the perovskite solar cell efficiency and play an active role in the JV hysteresis \([81, 95, 75, 127, 140]\). To obtain high-efficiency perovskite solar cell, it is very important to obtain GBs-free smooth perovskite films.

Lewis base additives have been reported to improve the quality of lead halide perovskite films by improved crystallinity and defect-passivation \([262, 263, 264, 68]\). Enabling self-passivation by growing microstructures on the GBs is another way to improve the perovskite film quality \([265, 266]\). The films with additional microstructures show better defect tolerance, therefore lead to an improved device performance. By measuring time-resolved photoluminescence (TRPL), Liu et al. \([267]\) revealed that the grain-boundaries with cross-linked perovskite agents show higher charge carrier lifetime, and hence lower trap densities. Further, by using electrochemical impedance spectroscopy measurements, they showed that the cross-linked device exhibited suppressed charge recombination and enhanced charge collection.
In 2015, Zhou et al. [268] proposed a very simple and effective method of defect healing in MAPbI$_3$ perovskite films by using methylamine (MA) gas. They reported that the healing process involves formation of a transparent MAPbI$_3$·xMA complex, that ultimately results into a smooth film with improved crystallinity. Thereafter, MA treatment has been applied to improve film quality of CH$_3$NH$_3$PbI$_3$ [269, 270, 271], Cs$_x$MA$_{1-x}$PbI$_{3-x}$Br$_x$ [272], CH$_3$NH$_3$PbI$_2$Br [273], and CH$_3$NH$_3$PbI$_{3-x}$Cl$_x$ [274]. The application of MA treatment is well studied for MAPbI$_3$ based solar cells and LEDs but, in the literature, there is not much work on MA treatment for MAPbBr$_3$ perovskite solar cells. Zhang et al. [275], used MA gas and PbBr$_2$ to synthesize highly luminescent CH$_3$NH$_3$PbBr$_3$ (also known as MAPbBr$_3$) films. Chih et al. [276] reported MA treatment for CH$_3$NH$_3$PbBr$_3$ films to make perovskite LEDs using planar architecture. Chih et al. obtained MA gas upon a solid reaction between KOH and MACl powders at room temperature. The produced MA gas was then supplied to the MAPbBr$_3$ film for about 150–180 sec. In the process, they obtained MAPbBr$_3$ films exhibiting pinholes. In this chapter, a two-step processing method is presented to convert a rough MAPbBr$_3$ film into a film with high transparency and grain-passivating microstructures, resulting in high efficiency of MAPbBr$_3$ perovskite solar cell. The process is much simpler and faster than the ones reported by Chih et al. and Zhang et al. In the first step, MAPbBr$_3$ films are obtained by using spin coating, and then, the film quality is improved by using MA gas treatment. Synthesized MAPbBr$_3$ films both inside and outside the glovebox show very good film quality. This can be a very good move for commercializing MAPbBr$_3$ perovskite devices fabricated in an ambient environment. The MA treatment is performed for both planar and mesoporous structures, and it is found that the treatment is much effective for a mesoporous structure as compared to the planar structure. The MA-treated (mesoporous) films show improved transparency, passivated grains, and higher photoluminescence, enabling improved charge transport in MAPbBr$_3$ perovskite solar cells.

### 6.2 Experimental procedure

The experimental procedure consists of procuring materials, preparing substrate samples, fabricating solar cell devices, and characterizing films and fabricated devices. The used materials are obtained from different manufacturers, as follows:

PbBr$_2$, Titanium diisopropoxide bis(acetylacetonate), Methylamine in Ethanol solution, 4-tert-Butylpyridine (TBP), Lithium (Li) salt, Dimethyl sulfoxide (DMSO), and Toluene solution were purchased from Sigma-Aldrich. 30D TiO$_2$ colloidal paste and MABr were purchased from Greatcell Materials. Poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amine Poly(triarylamine), (also known as PTAA) was procured from Solaris. Fluorine doped tin oxide (FTO) and indium tin oxide (ITO) were obtained from Pilkington and KINTEC, respectively. The chemicals not mentioned here were obtained from Sigma-Aldrich.

The device fabrication consists of cleaning substrate, ETL deposition, Perovskite absorber deposition, HTL deposition, and contact deposition. The fabrication process is summarized in Figure 6.1. The detailed fabrication and characterization processes are explained in the following sections.
6.2.1 FTO Sample preparation and cleaning

Tec12 FTO deposited on glass was chosen as substrate. One FTO sample of 5 cm x 5 cm consists of 16 pixel cells, each of $\approx 0.16 \text{cm}^2$ area. Eight of such samples were prepared at a time. In each sample, the individual pixels are electrically isolated by using laser scribing. The samples were cleaned with 1% soap solution in deionized (DI) water. Then, the samples were ultrasonicated in acetone followed by isopropanol solution each for 10 min. The samples were then transferred to a hot plate. The hot plate temperature was then ramped to 460°C in 40 min.

6.2.2 ETL deposition

3 mL of Titaniumdiisopropoxidebis(acetylacetonate) was mixed with 2 mL of acetylene in a clean vial. The resultant solution was then mixed with 45 mL of ethanol, to obtain a total of 50 mL of TiO$_2$ solution. A controlled flow of TiO$_2$ solution mixed with air is sprayed on the FTO samples kept on the hot plate at 460°C. The process is known as spray-pyrolysis. After spraying, the hot-plate was turned off to bring down the samples to room temperature. The process results in compact TiO$_2$ (c-TiO$_2$) film of $\approx 30 \text{nm}$.

On top of the c–TiO$_2$, mesoporous TiO$_2$ (mp–TiO$_2$) was deposited by using spin coating followed by sintering. For spin coating, the solution was obtained by dissolving TiO$_2$ colloidal paste (1 g) in ethanol (1 g). A 400 μL of resultant solution was spin coated (3000 rpm, 1 sec ramp, 20 sec deposition) on each c–TiO$_2$ sample. The spin coated samples were annealed (sintered) at 480°C to evaporate ethanol and convert TiO$_2$ paste in to mp–TiO$_2$. The temperature ramp function for the sintering process is shown in Figure A.1. The combined spin coating and sintering result in to a mesoporous (c–TiO$_2$) mp–TiO$_2$ layer of $\approx 220 \text{nm}$.

6.2.3 Perovskite deposition

Perovskite solution is prepared by dissolving 470.27 mg of CH$_3$NH$_3$Br and 1541.40 mg of PbBr$_2$ in 3 mL of DMSO. The following reaction occurs upon stirring the solution:

$$\text{CH}_3\text{NH}_3\text{Br} + \text{PbBr}_2 \rightarrow \text{CH}_3\text{NH}_3\text{-DMSO-PbBr}_3$$

Prior to the perovskite deposition, mp–TiO$_2$ deposited samples were kept under UV ozone lamp for $\approx 10$ min, followed by annealing at 80°C for $\approx 5$ min on a hot plate. Each sample from the hot plate was then spin-coated with 70 μL of CH$_3$NH$_3$–DMSO–PbBr$_3$ solution (4000 rpm, 2 sec ramp, 20 sec deposition). During the spin-coating, after 10 sec of the rotation, 200 μL of toluene was pipetted as an antisolvent for DMSO. Such a removal a solvent by using antisolvent is known as solvent quenching. During the solvent quenching, the following reaction occurs:

$$\text{CH}_3\text{NH}_3\text{PbBr-DMSO-PbBr}_3 \xrightarrow{Toluene} \text{CH}_3\text{NH}_3\text{PbBr}_3$$

Just after the spin coating, the samples were annealed at 80°C for 5 min. The process results in an orangish MAPbBr$_3$ film with rough and hazy surface due to rapid crystallization under annealing.
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Figure 6.1: Deposition steps of c-TiO$_2$/mp-TiO$_2$/CH$_3$NH$_3$PbBr$_3$ stack, and MA gas post-treatment. CH$_3$NH$_3$PbBr$_3$ crystallization is obtained during the solvent quenching process. The CH$_3$NH$_3$PbBr$_3$ film then undergoes a recrystallization process during MA gas post-treatment. Part of the figure is reproduced with the permission from ref. [277], © 2021 Wiley-VCH GmbH.

6.2.4 MA treatment

The perovskite deposited (by the spin-coating) samples were exposed to Methylamine solution (33 wt% in absolute ethanol) for 2 sec to 3 sec. The MA (vapor) exposure leads to instantaneous conversion into a transparent intermediate as explained by the following chemical reaction suggested by Zhou et al. [268] for MAPbI$_3$ perovskite films:

$$\text{MAPbBr}_3(s) + \text{MA}(g) \rightarrow \text{MAPbBr}_3 \cdot x\text{CH}_3\text{NH}_2$$

After removing the sample from the MA exposure, the film immediately recrystallizes in a smooth yellowish film with increased visible transparency. The recrystallization method works independently from the device structure (planar or mesoporous).
6.2.5 HTL deposition

Poly[bis(4-phenyl)(2,4,6-trimethylphenyl)amin, commonly known as PTAA, was used for the hole transparent layer. However, intrinsic PTAA is not a good HTL for the device architecture used in this study. Therefore, PTAA is doped with Li salt and tributyl phosphate (TBP). 20 mg of PTAA powder was dissolved in 2 mL of toluene. Li salt solution was prepared in a separate vial, by dissolving 180 mg of Li salt in 1 mL of acetonitrile solution. As a dopent, 10 µL of Li salt solution and 20 µL of TBP and mixed in the PTAA solution. 60 µL of the doped PTAA solution was spin coated (4000 rpm, 2 sec ramp, 20 sec deposition) on the MA treated samples to obtain ≃ 30 nm PTAA film as HTL.

6.2.6 Gold/ITO deposition

On some of the PTAA deposited samples, gold contacts were deposited by using thermal evaporation. The evaporation rate was kept at 0.3 Å/s for the first 10 nm, and then increased to 1 Å/s to obtain ≃ 80 nm thick gold electrode. To obtain semitransparent devices, 110 nm thick ITO electrodes were deposited (instead of gold) by using low temperature RF sputtering at 60 W.

6.2.7 Characterization techniques

Transmission and reflectance spectrums were recorded by using UV-VIS-NIR Spectrophotometer (Shimadzu UV-2600i). X-ray diffraction study was done by using a Bruker D8 Cu Kα diffractometer in θ – 2θ Bragg-Brentano configuration. Steady-state fluorescence and Time-Correlated Single Photon Counting (TCSPC) experiments were carried out on Edinburgh Instrument FLS980 spectrometer equipped with a 450 W Xe arc lamp with two excitation/emission monochromators (excitation/emission bandwidth of 2 nm). TCSPC spectra were acquired in front phase configuration using a 475 nm pulsed laser diode (FWHM 70 ps) at 1 MHz. A MCP-PMT detector (Hamamatsu) was set after the first emission monochromator. A 495 nm long-pass filter was used to avoid detection of direct light scattering. The typical IRF (Instrument Response Function) value in this configuration is in the range of 100 ps. For TCSPC, the slit bandwidth of the monochromator was set at 10 nm to maximize the PL intensity from the samples. The excitation energy from the laser diodes was chosen to be ≃ 5 nJ cm⁻². Incident Photon-to-electron Conversion Efficiency (IPCE) was measured by using ARKEO setup (CICCI Research). JV statistics were obtained by using ARKEO Sun Simulator (CICCI Research). Maximum-power-point tracking was recorded by using ARKEO stability setup.

6.3 Results and discussion

6.3.1 Transmission and reflectance measurement

To study the optical quality of the MAPbBr₃ film and the device as a whole, transmission and reflectance spectra were recorded before and after the MA treatment. The transmission spectrum shown in Figure 6.2a clearly suggests an improvement in the transmission post MA treatment. In the wavelength region lower than the bandgap, the transmission
increases by $\simeq 20\%$. In the perovskite absorbance window though, the transmission is not much affected. However, the post-treatment helps to reduce the reflectance of the MAPbBr$_3$ film in the entire visible light spectrum, suggesting an improvement in the film quality. This improvement is attributed to the reduced surface roughness, pinholes and other morphological defects in the film. These morphological defects lead to the film’s haze and therefore induce multiple light interactions in the non-treated film. Upon MA treatment, the Average Visible Transmittance (AVT) metric is remarkably increased from 39.5\% to 56.0\%, a very important value of semitransparent BIPVs.

Interestingly, the absorbance cut-off wavelength is blue-shifted for MA-treated film; therefore the film colour slightly changes from orange to yellow after the gas treatment. Considering a direct bandgap of MAPbBr$_3$ [28], the Tauc plot comparison shown in Figure 6.2b confirms an increase in the perovskite’s bandgap from 2.31 eV to 2.34 eV post MA treatment. This bandgap energy difference corresponds to a blue-shift of 7 nm. The blue-shift is further confirmed by steady-state photoluminescence measurements.

### 6.3.2 Steady-state photoluminescence

Steady-state photoluminescence (PL) spectra of MAPbBr$_3$ films deposited on glass, and Glass/FTO/c-TiO$_2$/mp-TiO$_2$/Perovskite/PTAA are shown in Figure 6.2c and Figure 6.2d, respectively. The MA-treated film deposited on glass shows a higher PL intensity and narrower emission linewidth compared to the control (non MA-treated) film. The increased PL intensity suggests that the MA exposure reduces the non-radiative recombination pathways. The PL maximum is also blue-shifted by 7 nm, in agreement with the bandgap widening obtained by the Tauc plot. In complete device, i.e., perovskite film in contact with both selective layers (mp-TiO$_2$ and PTAA), the MA-treated film shows a greater PL quenching. This suggests that MA-treated MAPbBr$_3$-based device has a better yield of carrier injection [278, 279]. The details on PL quenching will be discussed in section 6.3.6.

To understand the role of contact layers in detail, the PL spectrum is recorded for MAPbBr$_3$ in contact with various layers. The recorded PL spectra are shown in Figure 6.3. In order to track the PL peak position, normalized PL is plotted in Figure 6.3c and Figure 6.3d. In both the cases with and without MA-treatment, an exaltation of the PL intensity is observed for the MAPbBr$_3$ film contacting the “blocking and mesoporous layers of TiO$_2$” in air. This exaltation of PL intensity, without any change in the emission band position and shape, is more pronounced for a non-treated MA film (+850 \%) as compared to a treated MA film (+450 \%). This might be due to a quenching owing to electron injection in TiO$_2$. This suggests that the infiltration of the perovskite inside the mesoporous layer is of better optical and photo-physical quality with fewer non-radiative defects than the control film.

### 6.3.3 X-ray diffraction analysis

X-ray diffraction (XRD) analysis was carried out to grasp further insights on the structural difference between the control and MA treated perovskite films. Figure 6.4a and Figure 6.4b show the recorded XRD spectra for control and MA-treated films, respectively. It is evident from the XRD analysis that MAPbBr$_3$ crystallizes in a cubic lattice within Pm-3m space group. Both control and MA-treated films are highly textured.
Figure 6.2: a) Transmittance (solid curves) and reflectance (dashed curves) spectra for control (black curve) and MA-Treated (red curve) Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$ stack. b) Tauc plots for the same stack, calculated for an absorber thickness of 500 nm. Comparison of steady-state photoluminescence spectrum of Glass/MAPbBr$_3$ (c), and Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA (d) stacks for control (black curve) and MA-treated (red curve) samples. The PL excitation is done at 450 nm with an excitation and emission slit bandwidth of 1 nm. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

with preferential orientation along (00l) planes. The lattice cell parameter ($a$) refined in full pattern matching mode for the control and MA-treated films are 5.9309(2) Å and 5.9305(2) Å, respectively. These results suggest that the film stoichiometry and bulk punctual defects remain the same after the recrystallization induced by the MA treatment. However, a higher diffraction intensity is observed in the case of the MA-treated film, indicating a more textured film after the MA treatment. A difference in film’s texturisation has been also reported by Zhou et al. in CH$_3$NH$_3$PbI$_3$ films (tetragonal crystal structure, S.G. I4/mcm) for which a MA-treatment favors the recrystallization of the (110) plane, that corresponding to the denser Pb$_{2+}$/I planes in MAPbI$_3$ [268].
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Figure 6.3: Steady-state PL spectra (a, c) and normalized spectra (b, d) of MAPbBr$_3$ film deposited on different configurations (in contact with glass, in contact with PTAA, in contact with TiO$_2$ and in full device). (a, b) spectra are for control-MAPbBr$_3$ and (c, d) corresponds to MA-treated MAPbBr$_3$. The normalization is done for all individual spectra. The full device corresponds to Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA stack. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

6.3.4 Scanning electron microscope imaging

To study the surface morphology, scanning electron microscope (SEM) images were recorded for MAPbBr$_3$ films with and without MA treatment. Figures 6.4c and 6.4d show top view SEM images of control and MA-treated films, respectively. The top-view SEM pictures reveal a noticeable modification of the film’s morphology after recrystallization. The control film shows the crystal enucleation from seed crystals (dotted squares in Figure 6.4c), leading to a network of cracks at the GBs between them. By contrast, the MA-treated film shows a coalescence phenomenon between crystals upon recrystallization. The coalescence is driven by the fast dissolution and recrystallization induced by the exposure of MA vapor and its release in ambient conditions, respectively. The films become crack-free and thus with less detrimental GBs/cracks as a result of the particle healing process as described by Zhou et al. [268].
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Figure 6.4: X-ray diffraction patterns refined of control (a), and methylamine-treated (b) perovskite films. c-d) Top view SEM images of the control (c), and methylamine-treated (d) perovskite films deposited upon glass/FTO/c-TiO$_2$/mp-TiO$_2$ stack. The arrows in Figure (c) indicate the presence of cracks at the grain boundaries of the control film. Dotted squares in Figure (c) represent seed crystals leading to crystals enucleation post MA treatment. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

6.3.5 Photovoltaic performance analysis

The control and MA-treated MAPbBr$_3$ films are used to obtain solar cell devices with a device stack of Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/gold. The statistical results collected on a batch of 26 different cells are shown in Figure 6.5. The results show a remarkable improvement in all the photovoltaic parameters for MA-treated devices. The most prominent change is observed in the photocurrent production which is enhanced by 2 to 3 mA/cm$^2$. The average fill-factor (FF) is also improved. As a result, the average PCE increases from 4.4% (control devices) to 7.3% (MA-treated devices) under A.M.1.5G conditions.

To study the reason behind increased photocurrent, IPCE is measured for control and MA-treated devices, as shown in 6.6a. In the wavelength range 380 nm to 530 nm, the MA-treated MAPbBr$_3$ cell shows a maximum of IPCE of $\simeq 90\%$ as compared to $\simeq$
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60% for the control cell. Considering optical reflection losses by glass surface, the MA-treated film produces a photo-current very close to the theoretical limit. Considering the reflection losses by the perovskite film, a higher optical reflectance is observed in the control film from 300 nm 550 nm corresponds to a current loss of $\approx 0.5$ mA/cm$^2$ [277]. This is direct evidence of the improved film quality after recrystallization. This also means that the further 2 to 2.5 mA/cm$^2$ of photocurrent enhancement should be related to the free carriers' injection (as deduced by PL measurements) and their collection. Given the high measured IPCE, the free carrier injection and collection efficiency is expected to be close to 100% in this case. The increased charge injection can be attributed to better contact between the perovskite and TiO$_2$ layers, induced by the pore filling of perovskite into TiO$_2$. Indeed, the MA treatment triggers an extremely fast solid-to-liquid conversion upon exposure and liquid-to-solid phase transition during withdraw, therefore improves the pore filling. This improved contact between TiO$_2$ and perovskite is favorable for the charge injection as supported by TCSPC measurements (is discussed later).

In addition to the enhanced photocurrent and FF, average photovoltage increases by $\approx 180$ mV for the MA-treated devices. This enhancement could result from the reduction of non-radiative recombination pathways after MA treatment as demonstrated by PL measurements. Also, a reduction of the surface morphological defects at the mp–TiO$_2$/Perovskite interface leads to an enhanced photovoltage. The reduction into non-radiative pathways is further supported by TCSPC measurements.

Figure 6.6b shows the JV characteristics measured under reverse and forward scan for the champion devices based on control and MA-treated MAPbBr$_3$ perovskite films. The MA treatment leads to increase the PCE from 5.1% ($J_{sc} = 5.5$ mA/cm$^2$, $V_{oc} = 1.37$ V) to 9.1% ($J_{sc} = 8$ mA/cm$^2$, $V_{oc} = 1.53$ V). In both cases, a negligible (JV) hysteresis is observed between reverse and forward scan.

6.3.6 Time-correlated single photon counting analysis

The carrier's injection and recombination were further studied by time-resolved PL experiments using the single-photon counting technique (TCSPC). Figure 6.7 shows the PL decay of MAPbBr$_3$ either on glass or in a full device without and with MA treatment. The figure compares the excited state dynamic for the devices. Regardless of the devices, the decays require a multi-exponential function after convolution with the IRF. In case of MAPbBr$_3$ glass, two contributions ($t_1$ and $t_2$) are needed to fit the decay profile. The $t_1$ and $t_2$ contributions are attributed to band-to-band surface recombination processes for the fastest component and bulk recombination for the slowest component.

Compared to non-treated MA sample (($t_1(f_1) = 2.33$ ns (4.5%)), the MA-treated sample show reduced fraction and increased decay time for the fast component (($t_1(f_1) = 5.09$ ns (3.4%)). This results in a longer average excited state lifetime $<t>$ of 32.8 ns, as compared to 24.0 ns for the control sample. The slow component dynamic ($t_2(f_2)$) remains comparatively less affected upon the MA treatment. This suggests that, MA treatment reduces non-radiative deactivation and therefore prolongs the excited state lifetime of the absorber by reducing/slowing down surface recombination processes.

By contrast, in full devices, the decay requires a third component for the control sample. Two of the components represent the fast components ($t_1(f_1) = 0.748$ ns (11.3%)) and ($t_2(f_2) = 3.3$ ns (38.8%)) and the third component represents the dominating slower main ($t_2(f_2) = 10.58$ ns (49.9%)). This leads to an average lifetime $<t>$ of 3.67 ns, sig-
Figure 6.5: Measured open-circuit voltage ($V_{oc}$), short-circuit current density ($J_{sc}$), fill-factor (FF) and power conversion efficiency (PCE) for Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/gold devices. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

Figure 6.6: (a) Measured IPCE and integrated current density for control and the MA-treated champion devices (Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/gold). (b) JV characteristics measured for the same devices. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).
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Figure 6.7: Time-Resolved PL measurement for (a) Glass/Perovskite, (b) Glass/FTO/c-TiO$_2$/mp-TiO$_2$/Perovskite, and (c) Glass/FTO/c-TiO$_2$/mp-TiO$_2$/Perovskite/PTAA device stacks with and without MA-treated MAPbBr$_3$ perovskite films. The device stacks in (c) are known as Control and MA-treated in case of without and with MA-treatment, respectively. The measurements were carried out with an excitation wavelength of 475 nm, emission at 540 nm with bandwidth of 10 nm, and the excitation pulse energy of 5 nJ cm$^{-2}$. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

Significantly faster than the Glass/MAPbBr$_3$ case (24.0 ns) because of the injection of the free carriers into the charge transport layers. Based on these two average values, the estimated yield of injection is 86.7%. By contrast, the MA-treated device requires only two components ($t_1(f_1) = 0.899$ ns (29.5%) and ($t_2(f_2) = 2.97$ ns (70.5%)) leading to an excited state average lifetime $<t>$ of 1.77 ns. The dynamic of these two components are similar to the two faster contributions of the non-treated film. Interestingly, the MA-treatment suppresses the slowest contribution, leading to increased injection yield of 94.5%. Note that this value is close to the maximum of IPCE suggesting that the charge collection efficiency is close to 100% in the MA-treated sample. The two faster contri-
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butions correspond to the extraction of the carriers by the transport layers. The slowest third contribution in the non-MA-treated film comes from the interfacial recombination process either at TiO$_2$/Perovskite interface or Perovskite/PTAA interface in agreement with Kirchartz et al. [280]. In case of Glass/FTO/c-TiO$_2$/mp-TiO$_2$/Perovskite stack, the only charge injection is from perovskite into TiO$_2$, therefore all the ‘t’ are lower compared to a full device (charge injection from perovskite into TiO$_2$ and PTAA), but higher compared to Glass/Perovskite (no change injection). To summarize, the TCSPC results support (i) the improved yield of free carriers’ extraction of from MAPbBr$_3$ layer upon MA-treatment, and (ii) the MA treatment suppresses detrimental interfacial recombination processes which induce the device performance losses. The improved charge injection translates into an increased IPCE and hence the photocurrent. The suppression of interfacial recombination centers results in increased photovoltage of the device.

Another very important advantage of MA treatment is that this process works even when the devices are fabricated entirely in the air (without a controlled environment, such as N$_2$). To prove this, a double-step deposition method was adopted for the same MAPbBr$_3$ device stack processed in air. Figure A.2 shows the JV characteristics and the maximum-power-point tracking (MPPT) measurement for control and MA-treated samples fabricated in air. The results show that the both the $J_{sc}$ and $V_{oc}$ values are enhanced upon the MA treatment. This results in the PCE increasing from 5.5% to 8.2% after the MA-treatment. The results suggest that the MA-treatment is a universal defect-healing method to improve the efficiency and semi-transparency of MAPbBr$_3$ PSCs, independent of the deposition method and the environment used for processing the perovskite film.

6.3.7 Semitransparent solar cells

The main advantage of using wide-bandgap perovskites is their optical transparency. MAPbBr$_3$ has a bandgap of ca. 2.3 eV, very much suitable for semitransparent BIPV applications. In this work, optically opaque gold back-contact has been replaced by a transparent RF-sputtered ITO electrode. Lamanna et al. [210] have demonstrated the effectiveness of the sputtered ITO on top of the PTAA polymer without using buffer layers. The transparent 110 nm-thick ITO layer shows an optimized AVT of 85% and a sheet resistance value of 34 Ω/□. A thicker ITO layer shows poor AVT value, while a thinner layer can result in higher sheet resistance. Use of too thin ITO layer results in a physically weaker electrode. For the full device stack, a batch of twenty MA-treated semitransparent devices is obtained. The results show an average AVT and PCE of 52% and 6.50%, respectively (Figure 6.8). The champion cell shows a PCE of ≃ 7.8% with a $V_{oc}$ exceeding 1.52 V. The photovoltaic performance can further be optimized by optimizing ITO deposition parameters with respect to the device stack. Furthermore, this is important to note that ITO may not have an ideal workfunction for the FTO/TiO$_2$/MAPbBr$_3$/PTAA device stack. Using a different workfunction transparent electrode can further increase the photovoltage and the device efficiency.

Figure 6.9 shows some of the real pictures of the ITO based semitransparent MA-treated devices. To study the stability of the semitransparent cells, the light soaking test at maximum-power-point were performed following the ISOS-L-1 protocol reported by Khenkin et al. [281], as shown in Figure 6.10. The PCE increases within the first few 10 h, with a plateau between 20 h to 40 h under operating condition. Remarkably, a non-encapsulated semitransparent device retains more than 80% of the initial PCE after
Figure 6.8: Measured open-circuit voltage ($V_{oc}$), short-circuit current density ($J_{sc}$), fill-factor (FF) and power conversion efficiency (PCE) for semitransparent Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/ITO devices. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

Figure 6.9: Fabricated semitransparent Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/ITO solar cell devices.

270 h. These encouraging results demonstrate that MA-treatment affords fabrication of semitransparent, highly efficient, and stable MAPbBr$_3$ PSCs.

6.4 Conclusion

In conclusion, MA-treated MAPbBr$_3$ perovskite solar cells are obtained exceeding a PCE of 9% an excellent fill factor value approaching 80%. The cells show a negligible JV
Figure 6.10: PCE stability tracking over the maximum-power-point for a semitransparent Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/ITO solar cell device. Reproduced with permission from ref. [277] (Copyright © 2021, John Wiley and Sons).

hysteresis. The rapid and easy MA-treatment minimizes non-radiative recombination pathways, and therefore helps to obtain a $V_{oc}$ of higher than 1.5 V, a value close to the record for MAPbBr$_3$ PSCs [282]. The XRD, SEM and PL measurements confirm the morphologically improved and less defective MAPbBr$_3$ perovskite films after MA treatment. TCSPC measurements show that the MA treatment suppresses non-radiative recombinations and improves the charge injection from the perovskite to the TiO$_2$ layer. Reduced reflection losses and improved contact between the perovskite and the TiO$_2$ layers result in a remarkable enhancement of the photo-current produced by the cell. Improved optical transparency and reduced reflection losses after the recrystallization help obtaining more transparent solar cells. An ITO electrode-based semitransparent solar cell shows ca. 55% of AVT. Even without encapsulation, semitransparent devices show very good stability under operating conditions. The MA treatment works well for device fabrication under both nitrogen and ambient environments. Therefore, the proposed MA treatment is a versatile chemical route to obtain highly efficient, transparent and stable MAPbBr$_3$ PSCs.
7 Summary and outlook

The thesis presents a combined theoretical and experimental study of organic-inorganic hybrid perovskite (OIHP) solar cells. Chapter 1 presents a brief introduction of state of art OIHP materials and solar cells, and the motivation to push this technology further. Chapter 2 focuses on developing a one-dimension drift-diffusion method to simulate a perovskite solar cell. The simulation results show that the interface traps significantly limit the solar cell performance. If the charges near the interfaces can be collected before they recombine, the loss in performance can be mitigated. Doping of HTL helps in the charge collection and hence improves the solar cell performance. The contact workfunctions also play an important role in determining the energetics throughout the device, therefore affect the device performance. With limited options available for the charge transport layers, it is not easy to obtain the best energetics. Interestingly, materials such as Lewis base and Lewis acids can tune the OIHPS’ workfunction near the interfaces. Simulation results reveal that tuning the perovskite interface workfunction can significantly improve the solar cell output efficiency.

This is well known that the solution process methods result in grain boundaries (GBs) in OIHP films. Perovskite films with GBs result in the poor photovoltaic performance of a perovskite solar cell [136, 108]. The grain boundaries host traps and provide a path for ionic defect migration. Therefore, the GBs reduce efficiency and play a role in the JV hysteresis [73, 127, 137, 80]. Chapter 3 presents the role of GBs as non-radiative recombination centers for the charge carriers. The combined effect of interface and GBs lead to losses in photovoltage. Furthermore, the simulations showed that the solar cell performance is significantly affected when the ionic defects accumulate at the GBs and the interfaces. Therefore, future research should be focused on developing methods to obtain GBs free perovskite films.

Chapter 4 investigates JV hysteresis’ origin and evolution in JV characteristics of a perovskite solar cell. A time-dependent drift-diffusion study proposes that the JV hysteresis originates from the ionic defect migration in conjunction with trap centers. However, this hysteresis can be very negligible. Interestingly, when the mobile cations act as trap centers for electrons, the simulations obtain hysteresis index values similar to those measured experimentally. This is a very important finding to gain insight into the role of ionic-electronic interactions in the JV hysteresis. This study, along with the First-principle study, can solve the well-known puzzle of JV hysteresis in perovskite solar cells. The developed drift-diffusion method can also be further extended to study various dynamic phenomena in perovskite solar cells.

Chapter 5 focuses on the potential of fully-perovskite 2T tandem solar cells. The present study predicts that the 2T tandem cells can obtain practical efficiencies up to 30% even in the presence of various loss mechanisms. The study presents a look-up chart for choosing the best design and material parameters for optimum output efficiency. The model also proposes ways to optimize the full device, i.e., doping of charge transport layers and optimizing contact workfunctions. Overall the study will help the experimentalists
in developing highly efficient and low-cost fully-perovskite 2T tandem solar cells. In the study, the role of recombination layer between the two sub-cells has been ignored. The obtained results are accurate enough to get an estimation of various parameters. However, considering a recombination layer and adopting better optical models can help to improve the accuracy of the results.

Chapter 6 proposes a new chemical route to obtain highly transparent and GBs-passivated CH$_3$NH$_3$PbBr$_3$ perovskite films. The experimental method by using methylamine gas treatment is proposed to obtain high efficiency, semitransparent CH$_3$NH$_3$PbBr$_3$ perovskite solar cells. The characterization by SEM, XRD, photoluminescence (PL), time-resolved PL, and IPCE and JV measurements reveal the tremendous improvement in transparency and photovoltaic performance while employing the methylamine gas treatment. The semitransparent cells are obtained by using ITO as back contact. The developed semitransparent cells have potential application in BIPVs and tandem perovskite solar cells. The ITO back contact under-performs as compared to the gold contacts. Optimizing ITO deposition parameters and/or replacing ITO with a suitable transparent contact can help to improve the device efficiency further. Furthermore, the MA treatment can be mimicked to improve other devices’ performance based on CH$_3$NH$_3$PbBr$_3$, i.e., LEDs and Lasers. The method is also helpful for electrochemical applications where cells with high open-circuit-voltage are desired. Most importantly the MA treatment works independently of substrate morphology (i.e., planar or mesoporous), and works well for the fabrication in ambient conditions. This could be a very good move towards commercialization of this technology.

Overall the thesis covers broad aspects of OIHP solar cells. Investigation of various loss mechanisms and ways to improve are proposed. A new insight has been presented to understand the JV hysteresis in perovskite cells. Optimum design parameters have been presented to develop fully-perovskite high-efficiency 2T tandem perovskite solar cells. A new chemical route is presented to obtain semitransparent perovskite solar cells for BIPVs and tandem solar cells.
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Appendix

Calculation of Average visible transmittance (AVT):

\[
AVT = \frac{\int T(\lambda) P(\lambda) S(\lambda) \, d\lambda}{\int P(\lambda) S(\lambda) \, d\lambda}
\] (A.1)

where \(T\) is the transmission, \(P\) is the photopic response, and \(S\) is the solar spectrum (AM1.5G) at the wavelength.

Tauc relation to calculate bandgap from the absorption coefficient calculation:

\[
(\alpha h\nu)^{1/r} = \beta (\alpha h\nu - E_g)
\] (A.2)

Where \(r = 1/2\) for direct and 2 for indirect band gap transitions. \(\beta^{-1}\) is bandedge parameter. Using Beer-Lambert-Bouguer Law,

\[
\alpha = 2.303A/l
\] (A.3)

Where \(A\) is absorbance measured from UV-vis spectroscopy and \(l\) is the film thickness.

Figure A.1: Temperature ramp function for the post-annealing (sintering) of spin-coated TiO\(_2\) solution to obtain mp-TiO\(_2\) scaffold.
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Figure A.2: Measured JV (a) and MPPT (b) for Glass/FTO/c-TiO$_2$/mp-TiO$_2$/MAPbBr$_3$/PTAA/gold solar cells obtained by using double-step deposition outside the glovebox. The figure has been reproduced with the permission from ref. [277], © 2021 Wiley-VCH GmbH.

Figure A.3: (a) Steady-state PL measurement for without MA treated (control) and MA treated (MA) MAPbBr$_3$ films on FTO/c-TiO$_2$/mp-TiO$_2$ mesoporous (mp) and FTO/c-TiO$_2$ (pl) stacks. The device stacks are also known as mesoporous (mp), and planar (pl) architectures. (b) Measured IPCE for the mesoporous and planar architecture cells with gold contacts.
B Appendix: Interface electrostatics of solid-State dye-sensitized solar sells: A Joint drift-diffusion and density functional theory study

Note: This appendix’s work has been published and reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

B.1 Background

Dye-sensitized solar cells (DSCs) are another organic/inorganic hybrid class of thin-film solar cells that offer low-cost fabrication, flexibility, transparency and high conversion efficiency [283, 284, 285]. The fundamental structure of a DSC consists of a mesoporous semiconducting layer (usually TiO$_2$) covered by a monolayer of dye molecules. A redox electrolyte contacts with the dye monolayer. Figure B.1a represents a typical DSC structure. An iodide/triiodide (I$^-$/I$_3^-$) redox electrolyte is used in conventional DSCs for the dye regeneration. The dye monolayer absorbs the sunlight and generates electron-hole pairs. The electron-hole pairs dissociate in free electrons and holes because of low binding energy ($\sim k_B T$). The photogenerated electrons are injected into the mesoporous TiO$_2$. The redox electrolyte then regenerates the dye. Electrolyte based DSCs have shown up to 13% power conversion efficiency [286].

Figure B.1: Schematic representation of a conventional dye-sensitized solar cell (a), and a solid-state dye-sensitized solar cell (b). Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.
Liquid electrolyte based DSCs show good power conversion efficiency even during poor sunlight, but they endure low stability, electrolyte leakage and possibly electrode corrosion [287, 288]. To solve these problems, researchers have tried to replace the liquid electrolyte with solid-state hole conductors [289, 288], quasi solid-state [290], polymer electrolyte [291, 292], wide gap p-type semiconductors and with perovskite semiconductors [293, 35]. In a solid-state dye solar cell, the electrolyte is replaced with a solid hole transporting material as shown in Figure B.1b. Solid-state DSCs are mechanically and chemically stable and offer easy film formation and a high degree of freedom in terms of molecular design [289, 287, 288]. Current state of art solid-state DSCs employ copper complexes as hole transport layer (HTL). Copper complexes offer more positive and tunable oxidation potential coupled to rapid hole transport in solid Cu(I/II) state [294]. Copper complexes such as Cu(II/1)(6,6’-dimethyl-2,2’-bipyridine)2TFSI2/1, Cu(II/1)(4,4’,6,6’- tetramethyl-2,2’-bipyridine)2TFSI2/1 [295], [Cu(4,4’,6,6’- tetramethyl-2,2’-bipyridine)2](TFSI)2, [Cu(4,4’,6,6’- tetramethyl-2,2’-bipyridine)2](TFSI) [294], CuI [296], CuSCN, CZTS (copper zinc tin sulfide) [297] and CuCrO2 [298] are some of the copper complexes employed in solid-state DSCs. Cu(II) complex based solid-state DSCs have shown up to 11% of PCE [294]. Spiro-OMeTAD (2,2’,7,7’-tetrakis-(N,N-di-4-methoxyphenylamine)9,9’-spirobifluorene) is another attractive solid-state HTL material mainly because of its pore-filling capability in mesoporous TiO2 [293, 299, 300, 301]. But, Cu(II) complex outperform Spiro-OMeTAD as HTL in solid-state DSCs mainly in terms of output efficiency. This chapter investigates the reasons for under-performing of Spiro-OMeTAD based solid-state DSCs.

In a DSC, the functional element (the dye) responsible for the charge carrier generation is a separate material from the charge transport layers. The use of additional charge transport material (electrolyte/HTL and TiO2) leads to additional interfaces within the system. Hence, the charge transfer reaction at the TiO2/dye/HTL(or electrolyte) interface becomes a key factor in determining the PCE of a cell. In liquid electrolyte based DSCs, photoexcited dye injects electrons into the TiO2. The electrons are then collected by an external circuit, and the dye regeneration is done by the electrolyte. When an electrolyte is replaced with a solid-state HTL material, wetting and pore filling of HTL into mesoporous TiO2 becomes crucial [301, 299]. Charge transport from the dye into the HTL experiences a different energetic landscape. Mahrov et al. reported that the dye molecules retain the negative charge and inject the positive charge into the hole conductor [302]. Tanaka et al. [303] found that the detachment of the HTL from TiO2 decrease shunt resistance, and limits the PCE of of the cell. Therefore, this is very important to investigate in detail the electrostatics and charge dynamics at the TiO2/dye/HTL interfaces.

Several studies have suggested that the dye regeneration by solid-state organic HTL takes place on the picosecond time scale [304, 302, 305], and the process is an order of magnitude faster than in the case of liquid electrolytes. Haque et al. [306] reported that the hole transfer from the dye into an organic p-type semiconductor is controlled by the thermodynamics (and not by the kinetics) of the TiO2/dye/HTL interface. They reported a free energy (∆G(dye-HTM) = E_m(HTM*/HTM) - E_m(Dye*/Dye) ) associated to regeneration of the oxidized dye, which is determined by the electrostatic of the interface. Here, HTM stands for hole transport material (same as HTL). Furthermore, they observed that a higher value of ∆G(dye-HTM) corresponds to a higher hole-transfer yield. O Regan et al. [307] studied the the charge carrier recombination processes in solid-state
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TiO₂/Dye/CuSCN solar cell. They found that, as compared to (I⁻/I₃) electrolyte based DSCs, the recombination in their cell was 100 times faster in short-circuit condition, and 10 times faster in open circuit condition. The faster recombination results in a poor charge collection and hence a low PCE. From the aforementioned studies, this can be inferred that the TiO₂/dye/HTL interface electrostatics determines the hole injection, interfacial recombination, and overall performance of a solid-state DSC. However, a better understanding of the interface electrostatics’ role on the hole injection is needed to draw a clear picture of the charge transfer.

Similar to a perovskite solar cell, doping of HTL of solid-state DSCs affects the cell performance [308, 309, 310]. In an organic HTL, the doping can change the charge carrier mobility along with the Fermi-level shift [246]. The change in the Fermi-level change affects the interface energetics and interface electrostatics, and consequently the charge carrier injection from the dye into the HTL.

Several processes affecting the charge injection, especially at the dye/TiO₂, dye/HTL and TiO₂/dye/HTL interfaces, are not very well understood. Drift-diffusion (DD) is a widely accepted model to describe the charge transport in solar cells and other semiconductor devices. Work in this appendix presents a three-dimensional (3D) drift-diffusion model to study interface electrostatics of a solid-state DSC based on Spiro-OMeTAD HTL. The model accounts for the effect of doping, trap state, charge carrier transport, and generation/recombination process. The DD model calculates electric field components at the TiO₂/Spiro-OMeTAD interface for various trap densities in TiO₂. Furthermore, the role of HTL doping is studied. Thereafter, Density Functional Theory (DFT) calculations are adopted to study the interface electric field’s effect on the dye monolayer. Photochemical and photophysical properties of the dye are studied in detail under different interface electrostatics conditions. Ultimately the study investigates the impact of the traps, doping, and the interface electrostatics on the charge injection in solid-state DSCs.

B.2 Simulation method

A finite element 3-dimensional drift-diffusion (DD) model is implemented within TiberCAD. A simulation box with mesoporous TiO₂ interfacing Spiro-OMeTAD hole transport layer is considered. Figure B.2b represents the simulation box, and Figure B.2a shows the corresponding band diagram. The DSCs belong to the thin-film solar cell family with a cell thickness of ~ μm. Here, a much smaller box of mesoporous TiO₂ and HTL is considered, because the main objective is to study the surface phenomenon, not the output efficiency and bulk phenomena. This is assumed that the repetition of this block represents a full device. The block (Figure B.2b) properly includes photogeneration, charge transport, and surface phenomenon. The model solves 3-dimensional drift-diffusion and Poisson equations simultaneously for charge carriers and traps.

Initially, the effect of dye monolayer is ignored assuming that the electrostatics is dominated by the charge transport layers, and the charge and trap densities at the interface. The thin dye layer is treated just as a source of photogenerated electron-holes after absorbing the sunlight. The the DD model is solved considering TiO₂/HTL interface only. Later, the effect the dye layer is calculated by using DFT calculations. Photogenerated electrons (holes) in the dye are transferred to TiO₂ (Spiro-OMeTAD). The charge trans-
Figure B.2: (a) The drift-diffusion simulation block (left) and the extracted interface (right). (b) Energy band diagram at the HTL(Spiro-OMeTAD)/TiO$_2$ interface. TiO$_2$ conduction band has exponential tail for the electron traps. The dye is treated as a source of electron-hole pairs. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

port is governed by equation 2.1. The only difference is that, in this study, the set of equations is solved for a three dimensionas domain. Following the experimental study by Frank et al. [311], electron trap states are defined below the conduction band edge of TiO$_2$, given by:

$$n_t^- = N_t e^{-\alpha(q\Phi_n - E_{CB})/kT} \quad (B.1)$$

where $n_t^-$ represents the trapped electron density. $N_t$ and $E_{CB}$ represent the effective density of localized states, and the TiO$_2$ conduction band, respectively. $\alpha$ defines the depth of the exponential trap tail, and considered to be 0.31 [311] (see Figure B.2a). No hole traps are considered in this study. Direct recombination at the TiO$_2$/HTL interface is governed by equation 2.3. The drift-diffusion parameters used in the simulations are summarized in table B.1.

As a result, the simulation gives the electron and hole densities, hole and electron current, and the electric field components at the interface. The effect of the trap states and the HTL doping is explained in the next section.

### B.3 Results and discussions

Orthogonal electric field component ($E_\perp$) and charge carrier density are calculated at the TiO$_2$/HTL interface, in short-circuit condition. Figure B.3a represents the ($E_\perp$) distribution at the TiO$_2$/HTL interface towards the HTL side. At a given electron trap density, 255 bins are chosen to represent the ($E_\perp$) histogram.

The histogram shows that almost 50% of the points on the HTL surface have $E_\perp \approx 1 \times 10^5$ V cm$^{-1}$ for an electron trap (interface) density of $1 \times 10^{12}$ cm$^{-2}$. The $E_\perp$ value increases to $2.5 \times 10^6$ V cm$^{-1}$, and $1.25 \times 10^7$ V cm$^{-1}$ for the trap densities $1 \times 10^{14}$ cm$^{-2}$, and $1 \times 10^{14}$ cm$^{-2}$, respectively. Also, the absolute value $E_\perp$ increases with increasing the interface trap density.
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Table B.1: Drift-diffusion simulation parameters. Asterisk * represents approximated values based on the provided references). Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Units</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Electron and hole mobility in Spiro-OMeTAD</td>
<td>0.001</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[152]</td>
</tr>
<tr>
<td>Electron and hole mobility in TiO₂</td>
<td>0.5*</td>
<td>cm² V⁻¹ s⁻¹</td>
<td>[148]</td>
</tr>
<tr>
<td>Top metal contact fermi level</td>
<td>-4.3</td>
<td>eV</td>
<td>[312]</td>
</tr>
<tr>
<td>Bottom metal contact fermi level</td>
<td>-5.1</td>
<td>eV</td>
<td>[313]</td>
</tr>
<tr>
<td>Conduction band minimum of TiO₂</td>
<td>-4</td>
<td>eV</td>
<td>[314]</td>
</tr>
<tr>
<td>TiO₂ bandgap</td>
<td>3.3</td>
<td>eV</td>
<td>[314]</td>
</tr>
<tr>
<td>TiO₂ dielectric constant</td>
<td>85*</td>
<td>—</td>
<td>[149]</td>
</tr>
<tr>
<td>Spiro-OMeTAD bandgap</td>
<td>3</td>
<td>eV</td>
<td>[315]</td>
</tr>
<tr>
<td>Spiro-OMeTAD HOMO level</td>
<td>-5.2</td>
<td>eV</td>
<td>[315]</td>
</tr>
<tr>
<td>Spiro-OMeTAD dielectric constant</td>
<td>3*</td>
<td>—</td>
<td>[151]</td>
</tr>
<tr>
<td>Bimoleular recombination rate</td>
<td>1e-17</td>
<td>cm⁻² s⁻¹</td>
<td>fit.</td>
</tr>
<tr>
<td>Optical generation rate</td>
<td>7e15</td>
<td>cm⁻² s⁻¹</td>
<td>fit.</td>
</tr>
</tbody>
</table>

Figure B.3: (a) Orthogonal Electric field ($E_\perp$) distribution at the Spiro-OMeTAD/TiO₂ interface for undoped Spiro-OMeTAD. (b) Hole density at the Spiro-OMeTAD/TiO₂ interface at fixed HTL doping density $1 \times 10^{16} \text{cm}^{-3}$. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

Electrons are trapped by the traps in the bandedge tail of TiO₂ near the TiO₂/HTL interface. The trapping leads to an increased surface electron density. Due to electrostatic attraction, the trapped electrons attract holes from the HTL surface. This results in the accumulation of holes at interface, on the HTL side. Figure B.3b shows interface hole density (on HTL side) at different electron trap densities (in the TiO₂ trap tails). This is clear that, at the interface, increasing the electron traps in TiO₂ tails results in an increased interface hole density on the HTL side. The log-log plot shows almost a linear relationship between the electron traps and the hole accumulation. The whole process of hole accumulation is explained in Figure B.4.

The dye absorbs the sunlight and generates electron-hole pairs, which dissociate into free electrons and holes. Following the energy alignment, the electrons and holes are transferred to TiO₂ and Spiro-OMeTAD HTL, respectively. The transfer of electrons and holes is represented by step (1) in Figure B.4. The electrons travel towards the electron
Figure B.4: Interface hole accumulation process: ① Electron-hole separation and transfer to TiO$_2$ and HTL, ② Trapping of electrons in the TiO$_2$ at the interface, ③ Coulombic attraction of electrons and holes, and ④ accumulation of holes at the interface on the HTL side. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

Collecting contact via the bulk TiO$_2$. Some of the electrons are trapped in the TiO$_2$ trap tails, as shown by step ②. The Coulombic attraction between electrons and the holes is shown in step ③. This attraction leads to the hole accumulation at the interface on the HTL side, as shown by ④. The trapped electrons and the accumulated holes develop an electric field ($E_{\perp}$) pointing Spiro-OMeTAD $\rightarrow$ TiO$_2$.

To investigate the effect of doping, $E_{\perp}$ is calculated for various doping density in the Spiro-OMeTAD HTL. The electron trap density is fixed at $1 \times 10^{13}$ cm$^{-2}$. The histogram in Figure B.5a shows the distribution of $E_{\perp}$ at the interface. 250 bins are used to represent the $E_{\perp}$ for each value of the doping density. It is observed that the $E_{\perp}$ has a weak dependence on the HTL doping (as compared to traps as shown in Figure B.3a). Here, the amplitude of $E_{\perp}$ remains in the orders of $10^5$ V cm$^{-1}$ for all the doping densities.

Figure B.5: (a) Orthogonal Electric field ($E_{\perp}$) distribution at the interface for a fixed interface trap density of $1 \times 10^{13}$ cm$^{-2}$. (b) Surface hole density at the interface at fixed trap density $1 \times 10^{13}$ cm$^{-2}$. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.
For HTL doping of up to $1 \times 10^{18} \text{cm}^{-3}$, because of the electron-screening, the $E_\perp$ distribution remains almost unchanged. For doping density of $1 \times 10^{18} \text{cm}^{-3}$, the $E_\perp$ becomes almost twice. This jump in $E_\perp$ can be explained by the distribution of the holes on the HTL side. Figure B.5b shows accumulated hole density at the interface for different HTL doping. For the HTL doping of up to $1 \times 10^{18} \text{cm}^{-3}$, the hole density is fixed at $\simeq 1 \times 10^{12} \text{cm}^{-2}$. This means that, for a given electron trap density, the $E_\perp$ distribution is governed by number of available holes near the interface. For low doping densities, the hole accumulation is controlled by the photogenerated hole density. For hole doping exceeding the photogenerated hole density (i.e., beyond $10^{18} \text{cm}^{-3}$ in this case), the HTL doping controls the hole accumulation. Therefore, for $1 \times 10^{19} \text{cm}^{-3}$ of HTL doping, an increased hole density and consequently increased $E_\perp$ are observed.

Similar to the undoped case, at a given doping of HTL, the $E_\perp$ increases with increasing the interface electron traps, as shown in Figure B.6. The $E_\perp$ maximum value is found to be $1 \times 10^5 \text{V cm}^{-1}$ and $5 \times 10^6 \text{V cm}^{-1}$ for electron trap densities of $1 \times 10^{15} \text{cm}^{-2}$ and $1 \times 10^{13} \text{cm}^{-2}$, respectively. Furthermore, calculated $E_\perp$ on the TiO$_2$ side was found to be about two orders of magnitude smaller compared to the HTL side. This could be due the electron screening in TiO$_2$, because of its high dielectric constant. High dielectric constant of TiO$_2$ helps maintaining electric displacement field ($\overrightarrow{D} = \epsilon \overrightarrow{E}$) even with the low electron densities. On the HTL side, low dielectric constant of Spiro-OMeTAD demands holes accumulation at the interface in order to maintain $\overrightarrow{D}$.

![Figure B.6: Orthogonal electric field ($E_\perp$) distribution at the TiO$_2$/HTL interface (on the HTL side) at a fixed doping density of $1 \times 10^{16} \text{cm}^{-3}$. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.]

**Atomistic calculations**

To study the effect of $E_\perp$ on the dye monolayer, First-principles simulations were done following Chen et al. [316], considering a typical organic-dyes (JK2) sensitized on TiO$_2$ surface. The ground state electronic structure and lowest electronic excitations are calculated by using DFT/TDDFT calculations. The CAM-B3LYP exchange-correlation functional is adopted for the calculations both in vacuo and in acetonitrile solution (a
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typically used solvent for DSCs electrolyte). The acetonitrile solution model is described through a polarizable continuum model [317]. The approach ensures a fairly accurate description of charge excitations within the dye, and the charge transfer at the dye/TiO₂ interface [318]. The Gaussian 09 program package is used to carry out the calculations [319].

The effect of $E_\perp$ is calculated on the ground state and excited states of dye/TiO₂ system. Based on the drift-diffusion simulations, the minimum and maximum electric field (orthogonal to the surface) values are taken to be $E_{\text{min}} = 2 \times 10^4 \text{V cm}^{-1} = 4 \times 10^{-6} \text{a.u}$ and $E_{\text{max}} = 2 \times 10^7 \text{V cm}^{-1} = 4 \times 10^{-3} \text{a.u}$, respectively. The calculation is done for the $E_{\text{field}}$ values of 0 (no field) and, $\pm 10^{-3}$ a.u. and $\pm 10^{-2}$ a.u., $(\pm 5.1 \times 10^6, \pm 5.1 \times 10^7 \text{V/cm})$. Figure B.7 summarizes the ground state electronic structure as a function of the electric field strength. A negative electric field points from the TiO₂ to the dye to surface, and vice-versa.

The JK2@TiO₂ electronic structure represents a typical dye-sensitized interface, with the system’s HOMO being localized on the dye. Also, the manifold of TiO₂ unoccupied states represents the set of LUMOs, as shown by the "no field" case in Figure B.8. When the $E_{\text{field}}$ value shifts from the negative to positive values, the HOMO density slightly shifts from the dye donor to the dye acceptor group. The dye LUMO lies within the manifold of TiO₂ unoccupied states in the absence of orthogonal electric field.

In an electric field, similar electronic structure variations are observed both in vacuo and in solution. A positive field stabilizes the dye orbitals and destabilizes the TiO₂ orbitals asymmetrically, leading to a dye-TiO₂ gap opening. The negative field exerts an opposite effect. For a positive electric field of $10^{-3}$ a.u., LUMO is destabilized by 0.04 eV and the HOMO is stabilized by 0.2 eV. The overall behavior is consistent with what previously reported, whereby positive dipolar fields raised the TiO₂ conduction band and led to the observation of higher $V_{\text{oc}}$ in DSCs [320]. Due to the asymmetric stabilization/destabilization effect, at high electric field, the LUMO of the combined dye/TiO₂ system becomes the dye LUMO, since TiO₂ states are pushed at higher energies. The stabilization/destabilization processes is represented by an isodensity plot in Figure B.8.

In “non-zero” electric field, the variation in the ground state electronic structure leads to a change in the excited state properties for the JK2@TiO₂ system. Table B.2 summa-

---

**Figure B.7:** Molecular orbital diagram of the JK2/TiO₂ system with varying electric field in vacuo (vac) and acetonitrile (solv), see text for definitions. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.
Figure B.8: Isodensity plot of the HOMOs (lower panel) and LUMOs (upper panel) for the JK2/TiO$_2$ interface in solution as a function of the applied field. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

Table B.2: TDDFT calculated lowest 5 excitation energies and oscillator strengths for the JK2/TiO$_2$ system in vacuo. Reproduced with permission from ref. [100]. Copyright © 2019, American Chemical Society.

<table>
<thead>
<tr>
<th></th>
<th>-10</th>
<th>-1</th>
<th>No Field</th>
<th>+1</th>
<th>+10</th>
</tr>
</thead>
<tbody>
<tr>
<td>E</td>
<td>f</td>
<td></td>
<td>E</td>
<td>f</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.587</td>
<td>0.0001</td>
<td>2.398</td>
<td>0.011</td>
<td>2.485</td>
<td>0.0027</td>
</tr>
<tr>
<td>1.806</td>
<td>0.0000</td>
<td>2.582</td>
<td>1.9934</td>
<td>2.602</td>
<td>2.1064</td>
</tr>
<tr>
<td>1.914</td>
<td>0.0002</td>
<td>2.631</td>
<td>0.0029</td>
<td>2.718</td>
<td>0.0010</td>
</tr>
<tr>
<td>1.948</td>
<td>0.0004</td>
<td>2.670</td>
<td>0.0143</td>
<td>2.750</td>
<td>0.0055</td>
</tr>
<tr>
<td>1.994</td>
<td>0.0006</td>
<td>2.747</td>
<td>0.0601</td>
<td>2.822</td>
<td>0.0393</td>
</tr>
</tbody>
</table>

In the absence of electric field, the lowest excitation energy (2.485 eV) corresponds to the direct dye $\rightarrow$ TiO$_2$ excitation. Due to a small overlap of the dye HOMO and TiO$_2$ LUMO levels, this transition shows negligible oscillator strength. Moving to positive electric fields, the downshift of dye LUMOs introduces a significant dye character into the lowest transition. At a positive field of $10^{-2}$ a.u., the TiO$_2$ excited states reside at higher energy, and the lowest transition shows mainly of dye HOMO $\rightarrow$ dye LUMO character.

For negative electric field values, the energy and the oscillator strength of the lowest excited states decrease upon increasing the electric field. For $E_{\text{field}} = -10^{-2}$ a.u., the lowest excitation is dominated by TiO$_2$ unoccupied states. These states are stabilized compared to dye LUMOs, and the oscillator strength becomes very low. The charge in the energetics
at the dye/TiO$_2$ interface has important consequences for the operation of a DSC. The positive field exerted by the TiO$_2$-injected electrons on the positively charged dye alters the interface energetics. This energetics change leads to reduced electron injection from the dye excited state to the unoccupied TiO$_2$ states.

B.4 Conclusion

This work presents a detailed analysis of the interface electrostatics of a solid-state DSCs. The drift-diffusion simulations show that during the cell operation, a built-in electric field ($E_\perp$) is developed at the TiO$_2$/Spiro-OMeTAD interface. The $E_\perp$ points from Spiro-OMeTAD toward the TiO$_2$. This $E_\perp$ is developed by means of the trapped electrons in the conduction bandedge of TiO$_2$ and the accumulated holes (on the Spiro-OMeTAD side). The hole accumulation and the $E_\perp$ increase steeply with increasing the electron-trap density. However, $E_\perp$ shows a poor dependence on the doping of the HTL. When the HTL doping density exceeds the photogenerated charge carrier density by a factor of 10, the $E_\perp$ increases only by a factor of $\approx$ 2. Furthermore, the First-principle (DFT) analysis suggests that the developed $E_\perp$ (pointing toward TiO$_2$) destabilizes TiO$_2$ orbitals, while stabilizes the dye orbitals. This asymmetric stabilization/destabilization leads to a dye/TiO$_2$ gap opening. This gap increases with increasing $E_\perp$. This change in the energy alignment at the interface leads to lower electron injection from the excited dye into TiO$_2$. Ultimately, the electron trap-led $E_\perp$ deteriorates the DSCs performance. Reducing electron traps in TiO$_2$ conduction bandedge and using high mobility HTL materials can help to improve the charge injection and charge transport in solid-state DSCs.
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