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Abstract
Diagnostic competences are an essential facet of teacher competence. Many studies have investigated the quality of teach-
ers’ judgments of students’ competences. However, little is known about the processes that lead to these judgments and 
about the ways to promote these processes in the early phase of teacher training. The aim of the research project on which 
we report in this paper was to develop a simulated computer-based environment that allows assessing and promoting the 
diagnostic processes of prospective teachers. In the simulated environment, ‘virtual third-graders’ solve mathematical prob-
lems. Participants are asked to diagnose the students’ competence levels according to a theoretical model, which has been 
empirically validated. Participants can repeatedly select mathematical problems of varying difficulty levels, assign them to 
a virtual student, and then receive the student’s written solution. In this paper, we present the conceptualization of the simu-
lated environment. We also report on the results of a pilot study with 91 prospective primary school mathematics teachers 
to analyze whether the environment allows an assessment of individual differences in diagnostic processes. The majority 
of participants rated the environment as authentic and as one in which they could become immersed. Overall, participants 
were fairly accurate in their diagnoses concerning the student’s competence level. However, log data and participants’ writ-
ten notes indicated that there was large variability in their diagnostic processes. Participants varied greatly in the number of 
mathematical problems they assigned to a student during their diagnostic process, and in how strongly the difficulty of these 
problems deviated from the student’s true competence level. Overall, the data suggest that the simulated environment has 
the potential to assess diagnostic processes in a valid way. We discuss open questions and issues for further development.

Keywords  Diagnostic processes · Competence level model · Competence level · Diagnostic activities · Teacher education · 
Simulated environment

1  Introduction

Diagnostic competences1 are an important facet of teacher 
competences (Corno 2008; Helmke and Schrader 1987; 
Karst et al. 2014; Krell et al. 2018). They include an ability 
to identify students’ competences but also their potential 

misconceptions (i.e., misunderstandings that may cause stu-
dent errors) or error patterns2 (Klug et al. 2013). Accord-
ingly, mathematics teachers need good knowledge about 
typical student misconceptions (Beitlich et al. 2015; Hein-
richs 2015; Radatz 1980) and about student competences 
required to solve mathematical problems (Anders et al. 
2010; Hoffmann 2017). Competence models that describe 
students’ competences on different levels may be used as a 
frame of reference and may support prospective teachers in 
diagnosing students. Such a competence model is the basis 
of our current study.

Research on teachers’ diagnostic competences has often 
focused on the accuracy of teachers’ judgements (Artelt 
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and Rausch 2014). However, much less is known about the 
processes that lead to these judgements (Herppich et al. 
2017a). Moreover, the question of how to support teachers 
effectively in their development of diagnostic competence is 
largely unclear, although it is receiving increased attention 
(Fischer and Opitz 2020; Leuders et al. 2018; Südkamp and 
Praetorius 2017). Because diagnosing in a real classroom is 
a complex situation (Stokking et al. 2003; Heitzmann et al. 
2019), simulated environments that allow the reduction of 
the complexity may be beneficial for both the assessment of 
diagnostic processes and the support of diagnostic compe-
tences especially during the early phases of teacher training.

In this article, we present a computer-based simulated 
environment that we developed for assessing and enhancing 
primary school teachers’ diagnostic competences in math-
ematics. In the following, we introduce a framework that 
we used as a basis for analyzing diagnostic processes. We 
then elaborate on a model of mathematical competence that 
is based on theory and empirical evidence, which was the 
basis for the development of our simulated environment. 
Finally, we present the first analyses of a pilot study that was 
intended to evaluate the simulated environment in a sample 
of 91 prospective primary school mathematics teachers.

1.1 � Diagnostic competences

Diagnostic competences can be defined as “individual dispo-
sitions enabling people to apply their knowledge in diagnos-
tic activities according to professional standards to collect 
and interpret data in order to make decisions of high qual-
ity” (Heitzmann et al. 2019, p. 9). Studies often emphasize 
the aspect of context specificity. For example, studies found 
that primary school teachers who are good at diagnosing 
students in mathematics are not necessarily good at diagnos-
ing them in writing or reading (Klieme et al. 2008; Koeppen 
et al. 2008; Spinath 2005). Thus, to assess (and promote) the 
diagnostic competences of prospective teachers, we need 
to adopt a subject-specific approach. Research has often 
focused on the accuracy of teachers’ judgements of students’ 
abilities, with accuracy referring to the difference between 
an individual’s judgement and a more objective assessment 
of performance (Artelt and Rausch 2014). However, in order 
to support prospective teachers in developing their diagnos-
tic competences, we need to better understand the diagnostic 
process that leads to their judgements (Artelt and Rausch 
2014). Moreover, the model of Blömeke et al. (2015) sug-
gests that the relationship between teachers’ knowledge and 
their performance in a specific situation is not straightfor-
ward, but that situation-specific processes in which teachers 
evaluate the available data (e.g., students’ solutions) plays 
an important role as well. Therefore, analyzing (prospec-
tive) teachers’ diagnostic processes can contribute to our 

understanding of how teachers make use of the available 
data to make a diagnostic decision.

1.2 � The diagnostic process

According to the definition (see Sect. 1.1), diagnosing is a 
process that requires a person to draw inferences based on 
the evaluation of data. In that sense, diagnostic processes 
can be considered as a type of scientific reasoning. Although 
different conceptualizations of diagnostic processes exist, 
Fischer et al. (2014) define eight diagnostic activities for 
scientific reasoning processes that we consider relevant in 
diagnostic processes (Wildgans-Lang et al. 2019). The first 
activity is (1) problem identification: The teacher identifies 
which information is relevant in a given situation. For exam-
ple, the teacher notices that a student fails in solving a math-
ematical problem. (2) Asking questions: The teacher starts 
asking how he/she could identify the problem. For example, 
the teacher may ask whether the student has understood the 
task, or whether he/she holds a misconception that needs to 
be addressed. (3) Generating hypotheses: The teacher gen-
erates a hypothesis about possible sources of the student’s 
incorrect answers. For example, the teacher may think that 
a student does not understand the base-ten system, which 
could be the reason for the student’s errors in an arithmetic 
problem. (4) Construct artefacts: Based on this hypothesis, 
the teacher may construct or redesign artefacts, that is, create 
or select mathematical problems that could be suitable for 
identifying the student’s misconception. (5) Generate and 
(6) evaluate evidence: The teacher generates and evaluates 
evidence by presenting the created mathematical problem to 
the student, and then evaluating the student’s written solu-
tion or verbal response. (7) Drawing conclusions: Based 
on this information, the teacher can draw conclusions. (8) 
Communicate results: Finally, the teacher can scrutinize and 
communicate the results to colleagues, the student, or the 
student’s parents. It is worth noting that the assumption of 
this process model is that teachers can engage in each activ-
ity multiple times, and not necessarily in the order described 
here (Fischer et al. 2014).

Among the eight activities of this process model, four 
activities seem to be particularly important when teach-
ers diagnose students’ competences and difficulties based 
on their written work: generating hypotheses, generating 
evidence, evaluating evidence, and drawing conclusions. 
These activities are part of diagnostic process models pro-
posed by other authors (e.g., Heinrichs and Kaiser 2018, 
p. 84; Herppich et al. 2017b, p. 82; Philipp 2018, p. 123), 
and they are also part of more general problem-solving and 
argumentation processes (e.g., Krell et al. 2018; Polya 1973; 
Rubinstein 1995; Schoenfeld 1985). The advantage of the 
diagnostic activities put forward by Fischer et al. (2014) is 
that they are clearly defined and delimited from each other. 
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However, it is yet not clear whether and how often (pro-
spective) teachers actually engage in the different diagnostic 
activities during their diagnostic processes. It is also unclear 
whether engaging in these activities is actually related to 
better diagnostic results.

Diagnostic results can be the teachers’ description of stu-
dents’ competences or students’ misconceptions. However, 
diagnosing also includes an ability to rank students accord-
ing to their competence levels, which is required, for exam-
ple, in the classroom assessments or final exams (Artelt and 
Rausch 2014). Most empirical studies focused on the rank-
ing of students according to (often ill-defined) competence 
levels, and considered only the accuracy of the diagnostic 
judgements (Artelt and Rausch 2014; Karst 2012; Spinath 
2005; Südkamp et al. 2012).

1.3 � Diagnosing with competence level models

Competence level models describe what students are able 
to do at different levels of competence. These models may 
assist teachers in their diagnostic activities because they 
offer a framework that can be used as a reference (Reiss and 
Obersteiner 2019). The competence level model developed 
by Reiss and Winkelmann (2009) for primary mathematics 
education (grade 4) describes mathematical competence on 
five levels. The model is based on theories of mathemati-
cal learning and has been empirically validated in large-
scale assessments, e.g., in VERA (comparative assessment; 
in German: “Vergleichsarbeiten”; Stanat 2012). In VERA, 
data were scaled according to the Rasch model that assigns 
students’ competences and task difficulties to one of the five 
levels of the competence model (Stanat 2012). A student is 

assigned to a specific level if he or she responds correctly to 
at least 60% of the tasks at the respective level of difficulty. 
The VERA test is based on the educational standard for 
school mathematics in Germany (Kultusministerkonferenz 
2004) (similar to educational standards in the U.S.; Common 
Core State Standards Initiative 2012).

In the domain of numbers and operations, which is the 
focus of the current study, students at level 1 (which is the 
lowest level), only master tasks related to the basic structure 
of the decimal system. They may have problems dealing 
with various representations of numbers, which is a require-
ment at level 2. Students at level 3 are able to utilize concep-
tual knowledge and procedures, and at level 4 they are able 
to do so in a flexible way. Students at level 5 can use proce-
dures and develop strategies for solving complex problems. 
Table 1 provides a brief overview of the five competence 
levels in the model. For a more detailed description of the 
model, see Reiss and Winkelmann (2009), Reiss et al. (2012) 
and Reiss and Obersteiner (2019).

The tasks used in the VERA assessment are designed for 
criteria-based assessment. Thus, they may also be benefi-
cial for teachers when diagnosing the competence level of a 
student as defined in the model, because students who solve 
these tasks require skills described on the specific level of 
competence. When teachers diagnose students’ competen-
cies based on their written work on a mathematical prob-
lem, they need to make inferences about students’ skills and 
compare them to the skills described at different levels of 
the model.

While competence models describe students’ abilities, 
it is also possible to characterize student competency lev-
els by their specific error patterns or misconceptions. Error 

Table 1   Excerpt from the competence level model published in Reiss and Winkelmann (2009) (see also Reiss et al. 2012; Reiss and Obersteiner 
2019)

Competence level Description Examples in the domain “numbers and operations”

Level 1 (lowest level) Basic technical knowledge (routine procedures based on 
elementary conceptual knowledge)

Structure of the decimal system
Basic single-digit multiplication and addition
Subtraction and addition of lower numbers
Simple problems with addition and subtraction

Level 2 Basic use of elementary knowledge (routine procedures 
within a clearly defined context)

Dealing with various representations of numbers
Simple problems related to the basic types of calculation
Solution finding through systematic trial and error

Level 3 Recognition and utilization of relationships within a famil-
iar context (both mathematical and factual)

Partially and fully written calculation procedures
Using basic procedures of mental arithmetic in unfamiliar 

contexts
Rounding numbers meaningfully

Level 4 Secure and flexible utilization of conceptual knowledge 
and procedures within the curricular scope

Problem solving with all types and variations of calculations
Systematic use of the attributes of the decimal system and 

relationships between operations
Use of solution strategies
Modelling complex situations

Level 5 Modeling complex problems and independent develop-
ment of adequate strategies

Solving difficult mathematical problems
Comprehending and describing different solutions
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patterns are “systematic procedures that students learn but 
which most often do not provide the correct answer” (Ash-
lock 2006, p. 9). Misconceptions are students’ individual 
knowledge structures that are mathematically inaccurate and 
that cause incorrect answers in certain mathematical prob-
lems (see Holmes et al. 2013). In the following, we consider 
both, misconceptions and error patterns, although for better 
readability, we use the term misconceptions only. In contrast 
to the mathematical skills, students’ misconceptions are not 
explicitly described in the model. Thus, describing students’ 
misconceptions requires knowledge of potential misconcep-
tions as well as an ability to identify the specific miscon-
ception in students’ written work. In the simulated environ-
ment we develop in this project, the aim was to assess both 
types, namely, diagnosing competence levels and students’ 
misconceptions.

1.4 � The simulated environment

Diagnostic situations in the classroom are complex, so 
they are less suitable for assessing (and promoting) pro-
spective teachers’ diagnostic competences. Simulations, 
however, have the advantage that they allow diagnosing 
in controlled and yet authentic environments (Derry et al. 
2014; Salen and Zimmerman 2006). Unlike a real class-
room situation, a simulated environment offers pausing, 
reflecting and repeating the diagnostic process at any 

time without the constraints of a real classroom situation 
(Blomberg et al. 2013; Rich and Hannafin 2009; Santagata 
2005).

We constructed a computer-based simulated environment 
to assess (and, in a later phase of our research project, to 
promote) teachers’ diagnostic processes. Participants (i.e., 
prospective primary teachers) can use the simulated envi-
ronment for presenting tasks to virtual-third-graders and 
diagnosing their misconceptions and competence levels. 
We used original test items and original students’ written 
work from the large-scale German survey VERA, which 
took place between 2015 and 2017. All selected test items 
were related to the domain numbers and operations, as well 
as patterns and structures, as defined in the German educa-
tional standards for primary school mathematics. From the 
original data, we developed 15 virtual students who varied in 
their error patterns (and, therefore, in the proposed underly-
ing misconceptions) and, consequently, in the assigned com-
petence levels. The use of the original tasks and original 
students’ solutions should make the simulated environment 
more authentic.

Figure 1 illustrates the structure of the user interface of 
the environment. On the left hand side (A), participants can 
first select a competence level and then choose a specific 
task that is assigned to that level (here: level 1). In the mid-
dle of the screen (B), participants can generate a preview of 
each task listed on the left side. On the right hand side (C), 

Fig. 1   A screenshot of the simulated environment. The environ-
ment is normally in German, here exemplary single views have been 
translated. After the choice of a competence level, a new task can be 

chosen (A). Every task has a preview in the second column (B). The 
display of the notes participants have taken earlier is on the right side 
(C)
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there is the collection of the participant’s notes that they are 
encouraged to make throughout their use of the simulated 
environment.

After choosing a task, the participants receive the stu-
dent’s answer (Fig. 2). On the left side of that screen, the 
participant finds the instruction (D), while the student’s solu-
tion is displayed in the middle of the screen (E). Partici-
pants have to judge the correctness of the solution using the 
multiple-choice box (F). In addition, participants are asked 
to make notes to record and reflect their observations and 
thoughts. These notes appear on the right side (C).

The environment was created such that it is appropriate 
to assess (prospective) teachers’ central diagnostic activi-
ties according to the model by Fischer et al. (2014). The 
activities of problem identification and asking questions are 
covered by introducing participants to the diagnostic situa-
tion, and by asking them to identify the virtual students’ mis-
conceptions and competence level according to the model. 
Accordingly, the simulated environment does not collect 
data on these two activities. Participants are supposed to 
generate hypotheses, which they can write in the textboxes. 
They generate evidence by selecting one task out of five to 
eight tasks per competence level and per virtual student. 

Thus, participants do not have the opportunity to construct 
artefacts.3 However, they can select the tasks, evaluate the 
virtual students’ responses (evaluate evidence), and draw 
conclusions from these responses. Lastly, participants are 
prompted to provide and communicate a diagnosis (i.e., 
write in the textbox). The log data allow us to assess gener-
ating evidence (i.e., mouse clicks required to select tasks), 
and the participants’ written notes can be coded in order to 
assess the activities of generating hypotheses, evaluating 
evidence, and drawing conclusions.

Participants could repeat the activities any number of 
times. If participants indicate they wish to finish the process, 
they have to provide a final judgment, which includes (1) 
determining the student’s competence level in a multiple-
choice item, (2) specifying the virtual student’s primary mis-
conception in an open answer as well as in a multiple-choice 
item, and (3) providing reasons for their choices. After fin-
ishing the diagnosis of one virtual student, participants can 
choose the next student.

We created the virtual students such that their written 
work reflected the competences specified in the description 
of the appropriate level in the competence model. Although 

Fig. 2   Screenshot of the simulated environment. The student’s solution is in the second column (E). The text on the left side explains the work 
order (D). The multiple-choice answer (F) asks whether the task was answered correctly or incorrectly by the student

3  We considered this a valid situation because teachers often select 
mathematical tasks from instructional material (e.g., textbooks).
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the model does not detail student misconceptions, we 
assigned one primary misconception to each virtual student, 
such that this misconception was in line with the virtual 
students’ level of competence. The specific misconceptions 
were also based on those described in the educational litera-
ture for mathematics. For example, the misconceptions of 
the students on competence level 1 were misunderstandings 
of the place value system, lack of knowledge on how to mul-
tiply two numbers, or misconceptions about strategy use for 
solving word problems (Franke et al. 2010; Hasemann and 
Gasteiger 2014; Padberg and Benz 2011). On competence 
level 2, the students have problems with written addition 
and understanding calculation with zero. Students at the 
competence level 3–4 solve only simple word problems, but 
have difficulties with multistep word problems (Franke et al. 
2010; Reiss and Winkelmann 2009).

As a concrete example, Jonas is a virtual student in the 
environment whose competence level is level 1, and whose 
primary misconception regards his understanding of word 
problems. He would always perform calculations with the 
numbers given in the text without considering the described 
situation. This is a typical misconception about word prob-
lems according to the German mathematics education lit-
erature (“Identifikationsfehler”; Franke et al. 2010, p. 114). 
Because Jonas is on competence level 1, he would theoreti-
cally solve about 60% of the tasks at this competence level 
(see Sect. 1.3). In the simulated environment, he actually 
provides the correct answer to one of two word problems 
at competence level 1, while solving the other incorrectly. 
At the higher competence levels he can solve arithmetical 
problems that are not embedded in word problems, but he 
would not be able to solve more complex word problems 
correctly, such as one on competence level 2: “A collec-
tor’s album can hold 180 stickers. Paul already has 122. Paul 
is missing _ stickers”. The example shows that during the 
diagnostic process, participants would have to recognize that 
Jonas’ errors appear mainly in word problems. A closer look 
at his written work is necessary to identify Jonas’ specific 
misconception, that he uses wrong operations and irrelevant 
information in his calculations, but has no problems in com-
puting the numbers.

In the development of the simulated environment, we con-
sidered some principles of video game development such as 
the principle of “economy of information” (Salen 2004). This 
means that participants received a certain amount of infor-
mation, namely the virtual student’s solution to the chosen 
task. It was then up to the participant to decide which part 
of information they wanted to collect, to dismiss, and to use 
in order to draw their conclusions. For example, participants 
had to decide whether the presented virtual student’s solution 
for the task did or did not provide a useful hint to make infer-
ences about the student’s misconception and his or her com-
petence level. The participants were also free to decide how 

much information about a student they considered sufficient 
for diagnosing (i.e., how many tasks they wanted to present to 
the student). To assist participants in memorizing the informa-
tion they received, they could write notes into a textbox. These 
notes could also support participants in distinguishing between 
more or less relevant information, in formulating concrete 
hypotheses about students’ competences, and in formulating 
their conclusions. From a research perspective, we considered 
this feature as useful for the retracing of the diagnostic process. 
Together with the log data, the collected data should allow us 
to observe the occurrence of the diagnostic activities during 
diagnosing within the framework of the competence model.

2 � Aims and research questions

The aim of this study was to analyze and describe the diagnos-
tic processes of prospective teachers. A fundamental require-
ment for a valid measurement is that the simulated environ-
ment be accepted by the participants, that is, that they perceive 
the environment as authentic and can immerse themselves in 
the situation (Derry et al. 2014). Accordingly, the first question 
was whether participants rated the simulated environment as 
authentic and whether they could immerse themselves in the 
simulated environment. We expected that this would be the 
case because the simulated environment was based on original 
tasks and original students’ solutions, and because participants 
were introduced to the setting (“imagine you are a teacher”) 
at the beginning.

The second question was how frequently participants 
engaged in different diagnostic activities (according to the 
model by Fischer et al. 2014). We were also interested in 
whether the frequency of these different diagnostic activities 
was related to the accuracy of the diagnoses.

Our third question concerned how participants would make 
use of the competence level model during their diagnostic 
processes. Participants were supposed to use the competence 
model (see Sect. 1.3) as a reference for their diagnoses, and 
they could select tasks from folders labeled with the difficulty 
levels (see Sect. 1.4). This aspect allowed us to analyze differ-
ent usages of this information during the diagnostic process. 
For example, one strategy would be to systematically select 
tasks based on whether or not the virtual student had solved the 
previous task correctly. In that case, the competence levels of 
the selected tasks would approach the virtual students’ actual 
competence level step by step after each evidence evaluation.

3 � Method

3.1 � Sample

The participants in this study were 91 university students 
(77 female, 14 male, M = 22.9 years old, SD = 2.96, from 20 
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to 39) at two universities in Germany. They were prospec-
tive primary school teachers in their first to ninth semester 
(M = 3.8 semesters, SD = 1.44) who participated voluntar-
ily. Thirty percent of the participants had already attended 
a mathematics education course in which diagnosing and/
or students’ typical errors and misconceptions in Grade 1–4 
had been part of the curriculum. Accordingly, we expected 
to be able to identify individual variations in our partici-
pants’ diagnostic competences. Participants worked on the 
simulated environment in two sessions of approximately 
90 min each. Sessions were part of the diagnostic courses 
at the university.

3.2 � Test instruments

Participants were asked to fill in questionnaires about per-
ceived authenticity and presence, while they worked in the 
simulated environment. Authenticity and presence were 
assessed in the second session after participants had fin-
ished two diagnoses. Participants rated all items on a 5-point 
Likert-type scale from 1 (totally disagree) to 5 (totally 
agree). Perceived authenticity was assessed with three items 
that asked whether they rated the simulated environment 
as authentic, whether the simulated environment appeared 
like a real professional requirement situation, and whether 
the feeling was comparable to the feeling in a professional 
requirement situation (Seidel et al. 2011).

To assess presence we adapted four items from Seidel 
et al. (2011). The items asked whether the participants were 
fully concentrated on the situation, whether they forgot that 
they took part in a study for a period of time, whether they 
were mentally immersed into the situation, and whether they 
were entirely involved in the situation.

3.3 � Coding scheme for diagnostic activities

While we assessed the diagnostic activity of generating evi-
dence by analyzing the log files (participants’ selection of 
tasks), we developed a coding scheme to assess the other 
three diagnostic activities of interest generating hypothesis, 
evaluating evidence and drawing conclusions (see Sect. 1.2). 
In a first step, the codes were defined based on our defini-
tions of diagnostic activities (Fischer et al. 2014). The sec-
ond step was an inductive process, in which we refined the 
codes using the available data. Evaluating evidence includes 
the descriptions, explanations and evaluations in the written 
notes (see Seidel and Stürmer 2014). If signs or words of 
uncertainty appeared in the written notes, we assigned them 
to the diagnostic activity generating hypothesis. If the writ-
ten notes included predictions and support opportunities, we 
coded the diagnostic activity drawing conclusion (Table 2).

The coding was carried out by three independent raters4 
who, altogether, double-coded more than 65% of the written 
notes. The written notes were often very short, which made 
the coding process challenging for the raters. Yet, the inter-
rater correlation for each two coders was, on average, suf-
ficiently high (Cohen’s Kappa: � = .73 ). All disagreements 
were discussed among the coders until a full agreement was 
reached, and the coding manual was refined afterwards.

Table 2   Table of codes, descriptions, and sample responses of diagnostic activities

Diagnostic activity Description Sample responses

Generating hypothesis Hypotheses, recognizable by signs or words of uncertainty 
that were or were not based on the analyzed evidences

“Problems with + and −?”
“Perhaps he has problems with calculating, because 4 + 2 is 

not 2…”
Evaluating evidence Evidence evaluation includes any references in the notes 

directly related to a specific information in the student’s 
solution. It contains descriptions, explanations and 
evaluation of the analyzed evidence

“The student tried to complete a written calculation, but 
calculated 4 − 2 instead of 4 + 2”

“The student made only one mistake in the second row. It 
would be interesting how the student calculated.”

Drawing conclusion Conclusions based on the analyzed evidences, evaluations 
and hypotheses. Every note that is universally valid, 
independent of the shown task

“The student will fail calculating written additions, because 
he demonstrated problems in calculating column by col-
umn several times.”

“The student will repeat written addition with smaller 
numbers and the teacher will show him calculating with 
Dienes.”

Others Further comments without any reference to the task, the 
student or a mathematical concept

“Girls are not as good at mathematics so they most likely 
need intensive support at all levels.”

4  Note that because one of the raters left the project for organiza-
tional reasons, the three raters double-coded, respectively, 21% (rater 
1 and 2) 4% (rater 2 and 3), and 41% (rater 1 and 3) percent of partic-
ipants’ written notes. Cohen’s Kappa was calculated as the weighted 
average of the three Kappas for each two raters.
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4 � Results

4.1 � Acceptance of the simulated environment

Overall, participants rated the environment as fairly 
authentic (M = 3.15, SD = 0.91, n = 82; scale from 1 to 5). 
Only 19.5% disagreed (response 1 or 2) with the state-
ment that the simulated environment was authentic. Par-
ticipants showed a high presence (M = 4.12, SD = 0.81, 
n = 82). 79.3% fully agreed with the statement “I immersed 
myself in the situation”.

4.2 � Accuracy of the diagnostic results 
and occurrence of diagnostic activities

The number of diagnosed virtual students per participant 
varied between 1 and 11 (M = 5.08, SD = 1.91), indicat-
ing large variability between participants. Altogether, 
the 91 participants diagnosed the 15 virtual students in 
485 cases, which is the number of times a virtual student 
was selected to be diagnosed by one participant. Each 
virtual student was diagnosed between 19 and 55 times 
(M = 30.80, SD = 11.66). Because the assessment time 
was limited, 20 of these cases were incomplete. The fol-
lowing analyses regarding competence levels are based 
on the 465 cases that were complete. The analyses regard-
ing misconceptions are based on 462 cases, because three 
cases were terminated before participants responded to the 
misconceptions.

The number of tasks used to diagnose one virtual 
student varied between two and a maximum of 55 tasks 
(M = 13.34, SD = 8.22). There were hardly any differences 
in the number of tasks used between cases with accurate 
competence level and misconception diagnoses (M = 13.6, 
SD = 8.7, n = 114) or inaccurate competence level and mis-
conception diagnoses (M = 11.9, SD = 7.3, n = 50), t(162) 
= 1.21, p = .23.

Overall, the diagnosed competence level of the virtual 
student was correct in 75.1% of the 462 cases. The two vir-
tual students who were most often diagnosed correctly were 
a student at competence level 5 (94.3% correct) and a student 
at competence level 1 (91.9%). This result suggests that stu-
dents with very high or very low competence were easier 
to diagnose than students with medium-level competences. 
For the current preliminary analysis, we included only cases 
on competence levels 2, 3 and 4 (216 cases), because cases 
on competence level 1 and 5 had high solution rates and 
less differences in the diagnosing processes. Recognizing 
the primary misconception of the virtual student was more 
difficult for our participants. Only 29.4% of the 462 cases 
were diagnosed correctly.

Although participants had the opportunity to take notes 
of each student’s work, they made use of this feature in 
only 69.0% of the tasks, resulting in a total of 2034 notes. 
Figure 3 shows the proportion of the diagnostic activities 
per case, i.e., per diagnosed virtual student and participant. 
As can be seen in the figure, the large majority of partici-
pants’ notes (87.7%) were coded as evidence evaluation 
(for a detailed description see Table 2), which corresponds 
to an average of about M = 8.33 (SD = 4.40) evidence eval-
uations per case.

10.7% of the notes were hypotheses, and only 1.5% were 
conclusions. 0.1% of the notes could not be assigned to any 
diagnostic activity. There were some cases with up to twelve 
hypotheses, but there were 110 of 216 (51.0%) cases without 
any hypothesis. Sixty-eight (31.5%) cases had at least one 
hypothesis. For cases that contained at least one conclu-
sion, the total average number of conclusions was M = 1.29 
(SD = 0.55). Since the proportion of hypotheses and conclu-
sions was so small, we did not analyze whether the occur-
rence of these diagnostic activities differed between accurate 
and inaccurate diagnoses. For evidence evaluation, we did 
not find a difference in frequency of this diagnostic activity 
for accurate diagnoses (M = 8.63; SD = 4.54) versus inaccu-
rate diagnoses (M = 8.46; SD = 4.19), t(54) = 0.14, p = 0.89. 
This result suggests that the pure number of evidence evalu-
ation is not a great predictor of correctness of diagnoses.

4.3 � Analyzing diagnostic processes 
with competence level models

To analyze how participants made use of these competence 
levels, the cases were divided into correct or incorrect deci-
sions. To illustrate the use of competence levels, Fig. 4 
shows the mean task level of all participants who diagnosed 
both the competence level and the misconception accurately 
(Fig. 4a) or both inaccurately (Fig. 4b) for all virtual stu-
dents at competence level 5.

As one may expect, the task level of the accurately-diag-
nosed virtual students at competence level 5 approaches 

Drawing Conclusions (1.5 %)

Others (0.1 %)
Genera�on of 

Hypothesis (10.70 %)

Evidence Evalua�on (87.7 %)

Diagnos�c Ac�vi�es

Fig. 3   Relative frequencies of diagnostic activities in 216 cases
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the actual competence level 5 in a more straightforward 
way (Fig. 4a). Inaccurate diagnoses also approach level 5 
(Fig. 4b), but most of the initial tasks are on much lower 
competence levels.

In contrast, the patterns of accurate and inaccurate diag-
noses at competency level 4 are not as clear (Fig. 5a, b). The 
difference is that accurate diagnoses relied to a larger extent 
on tasks that were, on average, on levels 4–5 (last two-thirds 
of the sequence). Inaccurate diagnoses used tasks that were, 
on average, on levels 3–4 during the whole process.

Accurate and inaccurate diagnoses at competence levels 
1, 2 or 3 did not show approximations to the competence 
level of the virtual student. Looking more closely at the four 
accurately-diagnosed cases of one virtual student at compe-
tence level 3 reveals different strategies, which are illustrated 
in Fig. 6. There are two participants who use almost every 
task per competence level increasing from 1 to 5 (A) or 2 to 
4 (B). Two other participants seem to use tasks randomly on 
every competence level (C and D).

In the whole data set, 63.9% of the participants used tasks 
on at least three competence levels in purely ascending or 

Fig. 4   The standardized processes show the mean task levels of the choice of tasks for a accurately-diagnosed virtual students at competence 
level 5 (n = 45 cases) and b inaccurately-diagnosed virtual students at competence level 5 (n = 7 cases)

Fig. 5   The standardized processes show the task levels of the choice of tasks for accurately-diagnosed virtual  students at competence level 4 
(n = 4 cases, a) and inaccurately-diagnosed virtual students at competence level 4 (n = 24 cases, b)
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descending order (similarly to A and B in Fig. 6). There 
were also strategies in which each competence level was 
tested with only one task (similarly to C in Fig. 6), and other 
strategies in which (almost) all tasks of each competence 
levels were used, similarly to the participant A in Fig. 6. 
In 58.1% of the participants, we could identify the strat-
egy patterns A, B and D that tested at least three tasks per 
level at the minimum of two different competence levels. 
42.1% combined the ascending or descending order with 
the selection of at least three tasks on at least two different 
competence levels (similarly to patterns A and B in Fig. 6).

Among the participants, 50.7% always chose the com-
petence level of the next task based on the solution of the 
previous task. Figure 7 illustrates this strategy for one par-
ticipant. The participant began with two tasks at competence 
level 3 that the virtual student (who was at competence level 
2) answered incorrectly. The participant then chose a task at 
competence level 1 that the student solved correctly. After 

that, the participant presented two tasks at competence level 
2, which the student solved correctly again. The participant 
then chose a task at competence level 3 and decided (as we 
could see in his notes not shown here) that the student must 
be on competence level 2. The participant used the subse-
quent tasks to identify the students’ primary misconception.

5 � Discussion

We presented a simulated computer-based environment to 
assess prospective teachers’ diagnostic processes. The envi-
ronment was based on a competence model of mathemat-
ics in primary schools and included real students’ written 
work. The simulated environment offered the opportunity to 
measure the activities of diagnostic processes and assess the 
use of the competence level model. The results give rise to 
the assumption that the simulated environment can be used 
to measure aspects of diagnostic processes. We discuss the 
results in the order of the research questions.

5.1 � Acceptance of the simulated environment

Participants rated the simulated environment as authentic 
and that they experienced presence. We assume that the 
authentic tasks and solutions in our simulated environment 
contributed to this result. Participants considered competen-
cies and misconceptions of virtual students with real tasks 
and had to choose appropriate tasks like a real teacher. Argu-
ably, our simulated environment may have the potential to 
be used not only for assessing but also for promoting pro-
spective teachers’ diagnostic competences, because simu-
lated environments may help prospective teachers to better 
understand future requirements and support the transfer of 
their diagnostic competences into real classrooms (Seidel 
et al. 2010).

One may argue that prospective teachers may be less able 
to judge the authenticity of the simulated environment than 
in-service teachers would be. However, the environment is 
intended to be used primarily with prospective teachers, 
so that we consider their subjective assessment as most 
relevant.

5.2 � Accuracy of diagnostic results

Participants turned out to be more accurate in diagnosing 
virtual students’ competence levels than specifying stu-
dents’ primary misconceptions: three out of four diagnosed 
cases were correctly diagnosed in terms of competence lev-
els, but only one out of four diagnosed cases was correctly 
diagnosed regarding misconceptions. The high accuracy in 
the diagnosed competence level—up to 94.3%—is not sur-
prising because the mathematical problems that could be 

Fig. 6   Different strategies in the diagnostic processes of four partici-
pants diagnosing a virtual student at competence level 3

Fig. 7   Choice of the task’s competence level depending on the 
sequence of tasks
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selected in the environment were labeled and sorted accord-
ing to their level of competence required (i.e., difficulty). 
Thus, this information was sufficient to evaluate virtual stu-
dents’ competence level. Our results suggest that the more 
challenging facet is assessment of students’ specific errors 
and misconceptions.

Students who were at the lowest or highest competence 
level were especially easy to diagnose. This result suggests 
that prospective teachers are well able to identify students 
who can solve tasks particularly well or particularly poorly, 
but they are less able to make more fine-grained distinctions. 
This effect may have been particularly strong in our study, 
because we provided the information about mathematical 
task difficulty before participants needed to choose a specific 
task. Participants may have relied on the information about 
task difficulty without necessarily reasoning about students’ 
specific competences and misconceptions. In sum, identi-
fying and understanding students’ specific errors could be 
another starting point for systematic support of preservice 
teachers’ diagnostic competences (Brunner et  al. 2011; 
Helmke et al. 2004).

As Artelt and Rausch (2014) point out, judgement accu-
racy is only one facet of diagnostic competences. The results 
measuring the diagnostic competences showed that the par-
ticipants predominantly evaluated the evidence (i.e., virtual 
students’ written work), while scarcely generating hypoth-
eses or drawing conclusions during the diagnostic process. 
This seems unfortunate because according to current mod-
els of diagnostic processes, problem solving and scientific 
reasoning would be useful in order to provide accurate 
judgments (see Heinrichs and Kaiser 2018; Herppich et al. 
2017b; Philipp 2018). Our result may provide a first hint that 
prospective teachers may particularly benefit from support-
ing these diagnostic activities, although further research is 
certainly needed.

5.3 � Occurrence of diagnostic activities

Participants in our study could use as much information as 
they thought they might need for diagnosing. We found that 
many participants collected a substantial amount of informa-
tion (up to 55 tasks for diagnosing a single virtual student) 
that was perhaps not actually necessary for reliable diag-
noses. Additional analyses also showed that the number of 
tasks used for diagnosing was unrelated to the accuracy of 
diagnoses (see also Böhmer et al. 2015). In further studies, 
it could be interesting to test whether limiting the available 
number of tasks would force pre-service teachers to make 
more efficient use of the available data.

In order to encourage participants to reflect on their 
activities, we asked them to take written notes. We were 
particularly interested in which and how often diagnostic 
activities would appear in these written notes. Because 

we did not provide participants with specific instructions 
about the type of notes they were supposed to take (in 
order not to influence their natural diagnostic process), 
some of the written notes were very short and not very 
informative. This made coding more difficult, which is 
reflected in the interrater correlations that were not as high 
as expected. Further development of the coding scheme is 
certainly necessary to increase the reliability of assess-
ment of diagnostic activities in future studies.

Results suggest that evaluating evidence was the most 
frequent diagnostic activity in our sample. This finding 
corresponds to the importance of collecting information 
highlighted in various studies (Fischer et al. 2014; Herp-
pich et  al. 2017b; Heinrichs and Kaiser 2018; Philipp 
2018; Schoenfeld 1985; Rubinstein 1995; Polya 1973; 
Krell et al. 2018). Because the proportion of evidence 
evaluation was not related to diagnosis accuracy, we 
assume that the quality of the evidence evaluations may 
be more important than their frequency. Deeper analyses 
of the available evidence by prospective teachers would 
provide them with more useful hints than focusing only on 
superficial features. Deeper analyses, however, require the-
oretical knowledge (e.g., pedagogical content knowledge). 
The relation between diagnostic activities and professional 
knowledge is another important issue for further research.

Generating hypotheses rarely occurred in the partici-
pants’ notes, and drawing conclusions occurred even less, 
although both activities are important in diagnostic pro-
cesses (Heinrichs and Kaiser 2018; Herppich et al. 2017b; 
Philipp 2018) and in problem solving processes or argu-
mentation (Krell et al. 2018; Polya 1973; Rubinstein 1995; 
Schoenfeld 1985). It would be interesting to test whether 
instructing prospective teachers more explicitly to mak-
ing use of generating hypotheses and drawing conclusions 
would lead to increased use of these diagnostic activities, 
or whether more content-specific support is required.

5.4 � Analyzing diagnostic processes 
with competence level models

The log data from our simulated environment allowed 
us to describe, in an explorative approach, patterns in 
participants’ diagnostic processes regarding their use of 
competence levels. The patterns suggest that participants 
used a large variety of different strategies, and did not 
necessarily approach the virtual students’ competence 
level in a systematic way, although we found that pro-
cesses with accurate diagnoses were, on average, more 
systematic than processes with inaccurate diagnoses. In 
further analyses, one could look at the relation between 
these patterns and participants’ diagnostic activities, and 
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test how the patterns change after training that fostered 
diagnostic competences.

5.5 � Limitations and future perspectives

The simulated environment presented in this paper seems to 
be a suitable tool for assessing prospective teachers’ diag-
nostic processes. However, several limitations and steps 
for further development and research remain. In addition 
to those already discussed in the previous sections, a limi-
tation is that the analyses presented here focused on only 
two mathematical content domains, number and operations, 
as well as patterns and structures. The simulated environ-
ment would allow extending the content to other domains, 
although this extension would make it more challenging to 
provide detailed information about the competence levels of 
multiple domains.

As a more general challenge, we need further research to 
better understand diagnostic processes and the difficulties 
teachers encounter during these processes, in order eventu-
ally to develop effective learning environments in support 
of prospective teachers’ diagnostic competences. Further 
analyses of participants’ strategies and written notes as sug-
gested in this paper may eventually provide better insights 
that could then be used to implement support elements in 
the simulated environment.
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