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#### Abstract

Nuclear magnetic resonance (NMR) spectroscopy can be considered as one of the most versatile and powerful tools regarding the investigation of molecular interactions, structures, and dynamics. A rising number of applications rely on low-field permanent magnets due to increased mobility, small outline dimensions and reduced costs. However, NMR spectrometers using permanent magnets suffer from reduced signal-to-noise ratio and resolution as well as temperature-dependent field drifts. Nevertheless, the benefits of permanent magnets dominate in certain circumstances, such that portable NMR spectrometers are used in various scientific fields. In this thesis, two applications of low-field NMR are investigated. First, low-field NMR spectroscopy is applied for the characterization of magnetic nanoparticles (MNPs). In addition, quality control and reaction monitoring throughout the synthesis process are performed. The rapid characterization regarding NMR relaxation properties right after the synthesis process improves and accelerates the development of functional MNPs. Therefore, an automated system combining the microfluidic synthesis of iron oxide MNPs by coprecipitation with an integrated miniaturized NMR spectrometer is designed and validated. The characterization in terms of transverse and longitudinal relaxation rates is performed with a 0.5 T permanent magnet. Clogging and fouling of the tape-based microreactor are successfully prevented by 3D hydrodynamic flow focusing. MNPs with primary particle sizes of up to 25 nm are synthesized. Finally, the potential use of the system is demonstrated by efficiently optimizing MNPs regarding their transverse relaxivity. Values of $115.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ are achieved. The compact system shows to be an efficient tool for accelerated optimization and quality control for MNP synthesis as well as subsequent functionalization. Second, a portable NMR spectrometer, capable of field gradient generation without additional external gradient coils is designed and validated. Various NMR experiments rely on the application of pulsed field gradients. However, the majority of portable low-field NMR systems lacks the ability to generate these due to additional and cumbersome hardware requirements. Therefore, an NMR probe head, incorporating radio frequency (RF)-capabilities with the ability to generate pulsed field gradients in a single center-tapped solenoid is presented. The corresponding circuitry allows to drive direct currents through the center tap without disturbing the RF reception sensitivity. Furthermore, an advanced standalone System-on-Chip-based NMR spectrometer is presented. In combination with the gradient-capable probe head, it represents a very versatile low-cost system. The broadband spectrometer is suitable for proton NMR at magnetic flux densities ranging from 0.5 T to 1 T . A characterization of the probe head is presented regarding quality factor, scatter parameters, and transverse field homogeneity. The external probe head circuitry is discussed and the resulting gradient field is presented by simulation data. Furthermore, the dephasing capabilities and the spatial shape of the gradient are investigated by experimental results. Finally, the potential use of this setup in highly sophisticated two-dimensional NMR experiments is presented by the mapping of J-couplings in 1-butanol via zero-quantum coherences. Prior to a discussion of the results, the pulse sequence is theoretically analyzed for a homonuclear two-spin system using the quantum mechanical approach.


## Zusammenfassung

Kernspinresonanzspektroskopie (NMR-Spektroskopie von englisch nuclear magnetic resonance) gilt als eines der vielfältigsten und leistungsstärksten Werkzeuge zur Untersuchung von molekularen Interaktionen, Strukturen sowie deren Dynamiken. Für eine Vielzahl an Anwendungen eignen sich Permanentmagneten auf Grund von erhöhter Mobilität, geringeren Abmessungen und der kostengünstigeren Beschaffung. Niedrige magnetische Flussdichten resultieren allerdings auch in einem reduzierten Signal-Rausch-Verhältnis und einer geringeren Auflösung. Außerdem driftet die Flussdichte mit der Temperatur. Nichtsdestotrotz gibt es einige Anwendungen, bei denen die Vorteile überwiegen. Daher finden tragbare Spektrometer in einigen Wissenschaftsgebieten Anwendung. In dieser Arbeit werden zwei Anwendungsgebiete für Niederfeld-NMR-Spektroskopie vertieft.
Zunächst werden magnetische Nanopartikel mit Hilfe von NMR-Spektroskopie charakterisiert, sowie Reaktions- und Qualitätskontrollen während des Syntheseprozesses durchgeführt. Durch die schnelle Charakterisierung des transversalen und des longitudinalen Relaxationsverhaltens direkt nach der Synthese kann die Entwicklung funktionaler magnetischer Nanopartikel beschleunigt und verbessert werden. Es wird daher ein automatisiertes System entwickelt und validiert, das die mikrofluidische Synthese von Eisenoxid-Nanopartikeln durch Mitfällung mit einem miniaturisiertem Spektrometer kombiniert. Verschmutzungen und Verstopfungen des Mikroreaktors werden durch Einsatz von 3D-Fokussierung verhindert. Die synthetisierten Partikel haben eine primäre Partikelgröße von bis zu 25 nm . Mögliche Anwendungsbereiche werden anhand der Optimierung hinsichtlich der transversalen Relaxivität gezeigt. Dabei werden transversale Relaxivitäten von $115,5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ erreicht. Das kompakte System stellt damit ein effizientes Werkzeug zur beschleunigten Optimierung sowie zur Qualitätskontrolle während der Synthese als auch während der Funktionalisierung von magnetischen Nanopartikeln dar.
Des Weiteren wird im Rahmen dieser Arbeit ein tragbares Spektrometer entwickelt und validiert, das es ermöglicht gepulste Feldgradienten ohne zusätzliche Gradientenspulen zu erzeugen. Diese werden für zahlreiche NMR Experimente benötigt, können allerdings von einem Großteil der miniaturisierten Spektrometer auf Grund des erhöhten Hardwarebedarfs nicht erzeugt werden. Daher wird hier ein Probenkopf, basierend auf einem einzigen Solenoiden mit Mittelanzapfung präsentiert, der neben der Funktionalität im Radiofrequenzbereich Feldgradienten erzeugen kann. Es wird ein Gleichstom durch die Mittelanzapfung getrieben, ohne dabei die Sensitivität im Radiofrequenzbereich zu verringern. In Kombination mit einem breitbandigen Spektrometer, basierend auf einem Ein-Chip-System wird damit ein vielseitig einsetzbares und kostengünstiges System vorgestellt. Die Charakterisierung des Probenkopfes erfolgt anhand des Qualitätsfaktors, der Streuparameter sowie der transversalen Feldhomogenität. Externe Beschaltung und der Feldverlauf des Gradienten werden anhand von Simulationsdaten diskutiert. Experimentelle Ergebnisse zeigen die Auswirkungen des Gradienten bezüglich der Probendephasierung sowie dessen räumliche Verteilung. Zuletzt wird die Eignung des Messgerätes für die komplexe, zwei-dimensionale NMR-Spektroskopie anhand der Detektion von J-Kopplungen an 1Butanol durch Nullquantenkohärenzen gezeigt. Zusätzlich wird eine ausführliche theoretische quantenmechanische Analyse der Sequenz am Beispiel eines Zwei-Spin Systems präsentiert.
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## 1 Introduction

The advent of nuclear magnetic resonance (NMR) dates back to 1938, when Rabi et al. first discovered and described transitions between nuclear spin states on a beam of molecules [1]. For his work, Rabi was awarded with the Nobel Prize in Physics in 1944. In 1946, Purcell et al. at Harvard University [2] and Bloch et al. at Stanford University [3, 4] first reported NMR in bulk materials. The expansion of NMR observations to liquids and solids was honored with the Nobel Prize in Physics in 1952 [5, 6]. Their experiments relied on the application of variable main magnetic fields and continuous RF-fields (continuous wave, CW-NMR) [2-4]. However, most modern NMR methods are based on a time-dependent series of radio frequency (RF) pulses as well as a constant main magnetic field (pulsed-NMR) [7]. In 1949 and 1950, Hahn presented for the first time the concepts of free induction decay (FID) [8] and spin echo [9], respectively.
Nowadays, NMR spectroscopy can be considered as one of the most versatile and powerful tools regarding the investigation of molecular interactions, structures, and dynamics. Application areas range across a broad spectrum of scientific fields, including chemical reaction monitoring [10, 11], analytical chemistry [12], and medicine [13, 14]. The success of NMR results, amongst other things, from its noninvasive and non-destructive detection capability [15, 16]. As resolution and signal-to-noise ratio (SNR) of NMR are dominated by external field properties like magnitude and homogeneity of the magnetic flux density, highly sophisticated NMR spectrometers are mostly realized by superconducting magnets [17]. These superconducting magnets are usually accompanied by cumbersome electrical current shims [18]. The resulting setups are thus complex, costly and large in their outline dimensions.
However, low-cost desktop systems relying on low-field permanent magnets are used in a rising number of applications [11, 19]. Even though, low-field NMR suffers from drawbacks like limited magnetic flux densities, low homogeneous volumes as well as temperature caused field drifts, the benefits exceed in certain circumstances. Compared to superconductors, no additional cooling architecture is required. This results in reduced cost and maintenance expenditure. Furthermore, compact designs allow for portable devices. Major improvements in the manufacturing of permanent magnets [20, 21], resulted in an increasing number of highly sophisticated and specialized portable NMR spectrometers [19, 22-24]. Digital signal processing is mostly integrated on field programmable gate arrays (FPGAs), whereas some groups even integrated entire NMR transceiver structures on custom-designed integrated circuits [25, 26]. Furthermore, increasingly compact system designs are supported by the miniaturization of NMR probe heads [24, 27].
In this thesis, low-field NMR spectroscopy is applied for the characterization of magnetic nanoparticles (MNPs) as well as for reaction monitoring and quality control throughout the synthesis process. In cooperation with Jonas Bemetz within the IGSSE project 9.06, a Microreactor with integrated Characterization for the Synthesis of Magnetic nanoParticles (MiCSMaP) is developed. Therefore, a microcontroller$(\mu \mathrm{C})$ based spectrometer is integrated in a fully automated particle reactor. Furthermore, an advanced System-on-Chip (SoC) based NMR spectrometer, accompanied by a gradient-capable NMR probe head is developed in order to increase the spectrum of low-field applications.

# Microreactor with Integrated Characterization for the Synthesis of Magnetic Nanoparticles 

MNPs are applied in various scientific fields. This includes environmental pollutant removal [28], targeted drug delivery [29, 30], or analyte preconcentration in analytical chemistry. The interaction of MNPs with their molecular surrounding usually increases for high particle magnetizations. In the context of NMR, the characterization in terms of relaxivities is favorable. The sensitivity of immunoassays based on relaxivity switches [31] improves with rising NMR relaxivities [32]. Furthermore, magnetic resonance imaging (MRI) contrast agents are classified in terms of their transverse ( $r_{2}$ ) and longitudinal relaxivity $\left(r_{1}\right)$ [33-35]. Negative contrast agents correspond to a large $r_{2}$, whereas positive contrast agents correspond to a large $r_{1}$. Particles smaller than 5 nm have shown to be suitable as positive MRI contrast agents [34, 36], whereas negative MRI contrast agents are usually larger than 10 nm [37]. The relaxivity of MNPs is a very sensitive parameter that depends on a variety of particle characteristics. These include saturation magnetization [38], primary particle size, cluster size [39] and coatings [40]. Due to the dependence on a large number of synthesis parameters, an optimization of MNPs towards relaxivities is a cumbersome process. Especially, if the determination of relaxivities is performed by expensive clinical MRIs with limited access, this becomes a resource and time intensive procedure. These difficulties could be strongly reduced by the incorporation of an NMR relaxometer in the synthesis process of MNPs. Moreover, the integration of analytical tools can lead to further advantages including quality control, reaction optimization and process monitoring [41]. However, the availability of miniaturized online measurement tools is limited [41, 42].
The coprecipitation of iron salt precursors with a base [43] represents a fast and cheap synthesis method that leads to hydrophilic MNPs [34]. Compared to synthesis methods like the thermal decomposition of organometallic precursors [44] or microemulsion techniques, coprecipitation exhibits a lower level of control over particle size and size distribution [34]. However, no toxic chemicals are required [45] and the synthesis is possible under standard conditions for temperature and pressure [45]. Reduced control over particle characteristics like primary particle size and size distributions can be compensated by the application of microfluidic reactors. Precise control of the reaction parameters is facilitated by fast heat and mass transfers as well as defined mixing procedures [46, 47]. However, due to the high reactivity of the iron salts, fouling and clogging of microfluidic channels is a challenge [42]. This issue is aggravated by the high surface to volume ratio inherent to microchannels [47]. The formation of particles close to the channel walls and thus fouling of the reactor can be avoided by using 3D hydrodynamic flow focusing [48, 49].
This work discusses the combination of microfluidic synthesis of MNPs by coprecipitation and subsequent surface functionalization with online particle characterization in terms of NMR relaxation properties. A portable system, incorporating the microreactor and a custom-designed low-field NMR relaxometer as well as the required fluidic actuators like pumps and valves is presented. Throughout and right after the synthesis process, the NMR relaxation process is constantly monitored in terms of the transverse and the longitudinal relaxation rate. Furthermore, the integrated spectrometer allows for the determination of the MNP relaxivities in an automated way. NMR relaxation properties strongly depend on particle properties like primary particle and cluster size. Thus, the influence of synthesis parameters on the particle parameters can be investigated indirectly via the relaxation properties of the sample. Finally, synthesis conditions are optimized for maximum transverse relaxivity. The optimized particles are further investigated concerning the influence of alendronate coatings.

## SoC-Based NMR Spectrometer and Gradient-Capable Probe Head

In NMR spectroscopy, a large number of pulse sequences rely on the application of pulsed field gradients. Amongst others, this includes the separation of multiple-quantum coherence (MQC) orders [50]. Quantum filters are applied in homonuclear zero-quantum coherence (HZQC) experiments [12, 51, 52], where a single pulsed field gradient (spoiling pulse) is sufficient to isolate zero-quantum coherences (ZQCs) from higher quantum orders. Moreover, correlation pulses are used to manipulate a spin system such that the magnetic isotropy is broken. These field gradients are applied in intermolecular ZQC (iZQC) or intermolecular MQC (iMQC) experiments [53-55]. Furthermore, pulsed field gradients are required for NMR thermometry [56], diffusion NMR [57] or MRI, to name only a few. The need for independently controllable field gradients in each direction requires a complex external gradient coil setup and a high-performance driver circuitry [58]. These cumbersome and space-consuming designs are thus not adequate or realizable for most portable NMR devices, especially under the use of small-outline permanent magnets. Therefore, the majority of portable low-field NMR systems lack the capability of pulsed field gradient generation.
This work discusses the design and the development of a versatile, low-cost low-field NMR system. The system incorporates an NMR probe head design that integrates both, pulsed field gradient generation and RF-capabilities in one single center-tapped solenoid. A probe head circuitry designed to ensure the opportunity for applying direct currents (DC) while providing undisturbed RF reception capabilities is introduced. No additional hardware is required inside the magnet as the gradient field is generated by the RF-coil. Stockmann et al. [59] already introduced the concept of applying DC to RF-coils. However, the aim was to achieve electrical current shims instead of a gradient. Still, it shows the possibility of maintaining the reception sensitivity of the RF-coils. Moreover, an advanced SoC-based NMR spectrometer is presented. The SoC integrates an ARM-based processing system with the parallelizability and versatility of a programmable logic (PL). Versatile square wave pulse sequences, including the capability of switching pulsed field gradients can be designed.
Simulation data of the gradient field is analyzed in order to improve predictions on the sequence outcomes. Furthermore, modulations on the spin system caused by the field gradient are investigated in terms of NMR signal acquisition. Finally, the potential use of the setup is demonstrated by mapping the intramolecular coupling network of 1-butanol via ZQCs. The resolution enhancement of ZQCs is shown by the successful application of a highly inhomogeneous low-field permanent magnet.

## 2 NMR Theory

This chapter covers the NMR theory required to understand the measurements and sequences presented in chapter 4,6 and 5 as well as the underlying concepts required for the NMR spectrometer designs presented in chapter 3. Special focus is on the excitation of MQCs as well as internal magnetic interactions like direct or indirect dipole-dipole couplings. The well established theoretical framework of NMR allows for a very detailed deduction of the NMR signal formation [60]. In general, spectrometers or experimental setups need to be adjusted if they do not match the theoretical results [61]. NMR experiments are described either by the classical approach, using the Bloch equations [3,62] or the quantum mechanical approach. Both approaches show advantages and disadvantages. For instance, the more intuitive classical picture simplifies the inclusion of effects like radiation damping, relaxation and diffusion. Conversely, the quantum mechanical picture allows for an easier access to pulse sequence prediction and the evolution of the spin system [60]. In many cases, a combination of both leads to an enhancement of the results [63]. Throughout this work, the quantum mechanical treatment is mostly preferred. The corresponding theory, combining a summery of the relevant textbook knowledge $[64,65,69]$ with recent scientific insights [55,60,61] is covered in the following.

### 2.1 Spin Angular Momentum and Nuclear Magnetic Moment

In quantum mechanical theory, the angular momentum operator $\hat{I}$ given as

$$
\begin{equation*}
\hat{\boldsymbol{I}}=\hat{I}_{x} \boldsymbol{e}_{x}+\hat{I}_{y} \boldsymbol{e}_{y}+\hat{I}_{z} \boldsymbol{e}_{z} \tag{2.1}
\end{equation*}
$$

is of highest importance to describe rotating particles. The operator is represented by the three components $\hat{I}_{x}, \hat{I}_{y}$ and $\hat{I}_{z}$ corresponding to the three Cartesian axes with the unit vectors $\boldsymbol{e}_{x}, \boldsymbol{e}_{y}$ and $\boldsymbol{e}_{z}$. The angular momentum eigenstates and eigenvalues of the z-component $\hat{I}_{z}$ are defined by two quantum numbers: the nuclear spin quantum number $I$ and the azimuthal quantum number $M$.
For the following, only spins with spin quantum number $I=\frac{1}{2}$ are considered. The resulting angular momentum can not be explained by rotational motion and is thus just considered as being intrinsic. The azimuthal quantum number of spin- $\frac{1}{2}$ nuclei can take $2 I+1=2$ values, denoted as $M_{\alpha}=+\frac{1}{2}$ and $M_{\beta}=-\frac{1}{2}$. These two eigenvalues correspond to the Zeeman eigenstates $|\alpha\rangle$ and $|\beta\rangle$ which obey the following eigenequations

$$
\begin{align*}
& \hat{I}_{z}|\alpha\rangle=M_{\alpha}|\alpha\rangle \\
& \hat{I}_{z}|\beta\rangle=M_{\beta}|\beta\rangle, \tag{2.2}
\end{align*}
$$

where the angular momentum operators are given in natural units. The spin state $|\psi\rangle(t)$ of a single spin- $\frac{1}{2}$ nucleus can be represented as a time-dependent superposition of the Zeeman eigenstates $|\alpha\rangle$ and $|\beta\rangle$, called the Zeeman basis, such that

$$
\begin{equation*}
|\psi\rangle(t)=c_{\alpha}(t)|\alpha\rangle+c_{\beta}(t)|\beta\rangle \tag{2.3}
\end{equation*}
$$

The superposition coefficients are denoted as $c_{\alpha}(t)$ and $c_{\beta}(t)$. Furthermore, a pair of coupled spin- $\frac{1}{2}$ nuclei, $I_{i}$ and $I_{k}$, can be described by a single quantum system. The total z-angular momentum operator $\hat{I}_{z}$ of this system is given as $\hat{I}_{z}=\hat{I}_{i z}+\hat{I}_{k z}$. The state $|\psi\rangle(t)$ is given as a superposition of four Zeeman product states $|\alpha \alpha\rangle,|\alpha \beta\rangle,|\beta \alpha\rangle$ and $|\beta \beta\rangle$. These eigenstates obey the following eigenequations given as

$$
\begin{array}{ll}
\hat{I}_{z}|\alpha \alpha\rangle=M_{\alpha \alpha}|\alpha \alpha\rangle & \hat{I}_{z}|\alpha \beta\rangle=M_{\beta \alpha}|\alpha \beta\rangle \\
\hat{I}_{z}|\beta \alpha\rangle=M_{\alpha \beta}|\beta \alpha\rangle & \hat{I}_{z}|\beta \beta\rangle=M_{\beta \beta}|\beta \beta\rangle \tag{2.4}
\end{array}
$$

where $M_{\alpha \alpha}=+1, M_{\beta \alpha}=0, M_{\alpha \beta}=0$ and $M_{\beta \beta}=-1$ are the corresponding eigenvalues. The time-dependent superposition state $|\psi\rangle(t)$ of this system is given as

$$
\begin{equation*}
|\psi\rangle(t)=c_{\alpha \alpha}(t)|\alpha \alpha\rangle+c_{\alpha \beta}(t)|\alpha \beta\rangle+c_{\beta \alpha}(t)|\beta \alpha\rangle+c_{\beta \beta}(t)|\beta \beta\rangle, \tag{2.5}
\end{equation*}
$$

where $c_{\alpha \alpha}(t), c_{\alpha \beta}(t), c_{\beta \alpha}(t)$ and $c_{\beta \beta}(t)$ are the corresponding superposition coefficients. Higher order spin systems are treated in an analogous manner but the complexity raises exponentially.

### 2.2 Spin Dynamics

Spin dynamics or the evolution of $|\psi\rangle(t)$ over time are described by the time-dependent Schrödinger equation given as

$$
\begin{equation*}
\frac{d}{d t}|\psi\rangle(t)=-j \hat{\mathcal{H}}|\psi\rangle(t), \tag{2.6}
\end{equation*}
$$

where $\hat{\mathcal{H}}$ is the Hamiltonian operator in natural units $\left(\hat{\mathcal{H}}=\hbar^{-1} \hat{H}\right)$, valid for the time interval under investigation. A solution for the time-dependent Schrödinger equation is given as

$$
\begin{equation*}
|\psi\rangle\left(t_{2}\right)=\hat{U}(\tau)|\psi\rangle\left(t_{1}\right), \tag{2.7}
\end{equation*}
$$

where the linear propagator $\hat{U}(\tau)$ is given as

$$
\begin{equation*}
\hat{U}(\tau)=\exp (-j \hat{\tilde{\mathcal{H}}} \tau) \tag{2.8}
\end{equation*}
$$

and $\tau=t_{2}-t_{1}$.

### 2.3 Hamiltonians

The Hamiltonian operator describes the interaction energy between the nuclei and their environment. In general, a nucleus can interact with the environment due to an electric charge or a magnetic moment. There are no electrical interaction due to varying nuclear orientations for spin- $\frac{1}{2}$ nuclei because they behave like electric point charges [64]. Therefore, only magnetic interactions need to be considered. The nuclear magnetic moment $\boldsymbol{\mu}_{i}$ of spin $I_{i}$ is directly proportional to the intrinsic spin angular momentum $\hat{\boldsymbol{I}}_{i}$ (see equation 2.1 ) such that

$$
\begin{equation*}
\boldsymbol{\mu}_{i}=\gamma_{i} \hat{\boldsymbol{I}}_{i}=\gamma_{i}\left(\hat{I}_{i x} \boldsymbol{e}_{x}+\hat{I}_{i y} \boldsymbol{e}_{y}+\hat{I}_{i z} \boldsymbol{e}_{z}\right) \tag{2.9}
\end{equation*}
$$

where the constant of proportionality $\gamma_{i}$ is the gyromagnetic ratio. Both, the magnetic moment $\boldsymbol{\mu}_{i}$ and the angular momentum $\hat{I}_{i}$ are considered to be in natural units. In general, the Hamiltonian (in natural
units) for magnetic interactions of $\operatorname{spin} I_{i}$ is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}=-\boldsymbol{\mu}_{i} \cdot \boldsymbol{B}=-\gamma_{i}\left(B_{x} \hat{I}_{i x}+B_{y} \hat{I}_{i y}+B_{z} \hat{I}_{i z}\right) \tag{2.10}
\end{equation*}
$$

where the magnetic field is defined as $\boldsymbol{B}=B_{x} \boldsymbol{e}_{x}+B_{y} \boldsymbol{e}_{y}+B_{z} \boldsymbol{e}_{z}$. The magnetic field $\boldsymbol{B}$ origins either from sources outside the sample or from internal sources. This leads to a separation of external magnetic interactions and internal magnetic interactions, respectively.

### 2.3.1 External Magnetic Interactions

External magnetic interactions include interactions with the static magnetic field $B_{0}$, the RF-field $B_{1}$ or the gradient field $B_{g r a d}$.

## Static Magnetic Field

Throughout this work the external static magnetic field $B_{0}$ is always assumed to point in z-direction such that $\boldsymbol{B}_{0}=B_{0} \boldsymbol{e}_{z}$, where $\boldsymbol{e}_{z}$ is the unit vector in z-direction. For a spatially and temporarily homogeneous magnetic field, using equation 2.10 results in the static or Zeeman Hamiltonian $\hat{\mathcal{H}}_{i}^{\text {stat }}$ for spin $I_{i}$ given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}^{s t a t}=-\gamma_{i} B_{0} \hat{I}_{i z} \tag{2.11}
\end{equation*}
$$

The static Hamiltonian for the whole sample is given as

$$
\begin{equation*}
\hat{\mathcal{H}}^{\text {stat }}=\sum_{i=1}^{N} \hat{\mathcal{H}}_{i}^{\text {stat }} \tag{2.12}
\end{equation*}
$$

where $N$ is the number of spins in the sample.

## Radio Frequency Field

The time-varying RF-field $B_{1}(t)$ is applied perpendicular to the static field $B_{0}$. It is assumed to have a rectangular envelope with an amplitude $B_{1}$. For the sake of simplicity, the linearly polarized field is separated in two counter-rotating components, one in resonance with the precessing spins and one rotating in the opposite sense. Only the resonant component influences the spins and is given as

$$
\begin{equation*}
\boldsymbol{B}_{1}(t)=\frac{1}{2} B_{1}\left(\cos \left(\omega_{R F} t+\Phi_{p}\right) \boldsymbol{e}_{x}+\sin \left(\omega_{R F} t+\Phi_{p}\right) \boldsymbol{e}_{y}\right) \tag{2.13}
\end{equation*}
$$

where $\omega_{R F}$ is the frequency of the RF-pulse and $\Phi_{p}$ the corresponding phase at $t=0$. Using equation 2.10, this results in an RF Hamiltonian $\hat{\mathcal{H}}_{i}^{R F}(t)$ for spin $I_{i}$ given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}^{R F}(t)=-\omega_{\text {nut }}^{i}\left(\cos \left(\omega_{R F} t+\Phi_{p}\right) \hat{I}_{i x}+\sin \left(\omega_{R F} t+\Phi_{p}\right) \hat{I}_{i y}\right) \tag{2.14}
\end{equation*}
$$

where the nutation frequency $\omega_{n u t}^{i}=\left|\frac{1}{2} \gamma_{i} B_{R F}\right|$. The RF Hamiltonian for the whole sample is given as

$$
\begin{equation*}
\hat{\mathcal{H}}^{R F}(t)=\sum_{i=1}^{N} \hat{\mathcal{H}}_{i}^{R F}(t) \tag{2.15}
\end{equation*}
$$
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## Gradient Field

In general, the magnetic field $\boldsymbol{B}_{\text {grad }}(\boldsymbol{s})$ of the gradient is assumed to be temporarily constant during the on- and the off-periods. Here, a rectangular, switchable gradient field is assumed. The resulting Hamiltonian is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}^{\text {grad }}\left(\boldsymbol{s}_{i}\right)=-\gamma_{i} \boldsymbol{B}_{\text {grad }}\left(\boldsymbol{s}_{i}\right) \hat{\boldsymbol{I}}_{i} \approx-\gamma_{i} B_{\text {grad, } z}\left(\boldsymbol{s}_{i}\right) \hat{I}_{i z} \tag{2.16}
\end{equation*}
$$

where the secular approximation is used for the second transformation. The magnetic flux density of a constant gradient $\boldsymbol{B}_{g r a d, z}^{\text {const }}(\boldsymbol{s})$ is given as

$$
\begin{equation*}
\boldsymbol{B}_{g r a d, z}^{\text {const }}(\boldsymbol{s})=G_{x} x \boldsymbol{e}_{z}+G_{y} y \boldsymbol{e}_{z}+G_{z} z \boldsymbol{e}_{z} \tag{2.17}
\end{equation*}
$$

where $s=\{x, y, z\}$ is the spatial position and $G_{x}, G_{y}$ and $G_{z}$ are the gradient strengths in the corresponding direction. Throughout this work, only z-gradients are used such that the constant gradient Hamiltonian $\hat{\mathcal{H}}_{\text {grad, } i z}^{\text {const }}\left(z_{i}\right)$ for spin $I_{i}$ is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{\text {grad }, i z}^{\text {const }}\left(z_{i}\right)=-\gamma_{i} G_{z} z_{i} \hat{I}_{i z} \tag{2.18}
\end{equation*}
$$

For the whole sample, the gradient Hamiltonian is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{g r a d, z}^{\text {const }}(z)=\sum_{i=1}^{N} \hat{\mathcal{H}}_{\text {grad, }, i z}^{\text {const }}\left(z_{i}\right) \tag{2.19}
\end{equation*}
$$

### 2.3.2 Internal Magnetic Interactions

Internal magnetic interactions describe the effects of magnetic fields internally generated in the sample. For spin- $\frac{1}{2}$ nuclei in isotropic liquids, this includes three types of interactions: chemical shift, direct dipole-dipole coupling and indirect dipole-dipole coupling (J-coupling). Since strong external interactions with $\boldsymbol{B}_{0}$ mask rather weak internal ones, a simplification of the internal Hamiltonians by motional averaging and secular approximation is valid in most cases.

## Chemical Shift

The external field $\boldsymbol{B}_{0}$ induces electrical currents in the electron clouds surrounding the spins. These electrical currents in turn lead to a local induced magnetic field $\boldsymbol{B}_{\text {ind }}\left(\boldsymbol{B}_{0}\right)$ depending on the electrical environment of the particular spin. Two spins in one molecule might thus experience slightly different magnetic fields $\boldsymbol{B}_{l o c}=\boldsymbol{B}_{0}+\boldsymbol{B}_{\text {ind }}\left(\boldsymbol{B}_{0}\right)$. The corresponding frequency shift is the chemical shift. Throughout this work, the chemical shift is assumed to be a strictly intramolecular phenomenon. For isotropic liquids, the local field $\boldsymbol{B}_{l o c}$ is given as

$$
\begin{equation*}
\boldsymbol{B}_{l o c}=\boldsymbol{B}_{0}+\delta_{i}^{i s o} \boldsymbol{B}_{0} \tag{2.20}
\end{equation*}
$$

where $\delta_{i}^{i s o}$ represents the isotropic chemical shift constant. The corresponding Hamiltonian $\hat{\mathcal{H}}_{i}^{C S}$ is a sum of the static Hamiltonian $\hat{\mathcal{H}}_{i}^{\text {stat }}$ and the chemical shift Hamiltonian.

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}^{C S}=-\gamma_{i} B_{0}\left(1+\delta_{i}^{i s o}\right) \hat{I}_{i z}=\omega_{i 0} \hat{I}_{i z} \tag{2.21}
\end{equation*}
$$

## Direct Dipole-Dipole Coupling

The interactions between the magnetic fields generated by each individual spin with all the other spins are called direct dipole-dipole couplings. Figure 2.1a illustrates how the magnetic dipole field $\boldsymbol{B}_{d i p}^{i}\left(\boldsymbol{r}_{i k}\right)$ generated by the magnetic moment $\boldsymbol{\mu}_{i}$ of spin $I_{i}$ interacts with the magnetic moment $\boldsymbol{\mu}_{k}$ of spin $I_{k}$. The interaction between spin $I_{i}$ and spin $I_{k}$ is mutual. Therefore, the field $\boldsymbol{B}_{d i p}^{k}\left(\boldsymbol{r}_{k i}\right)$ generated by the magnetic moment $\boldsymbol{\mu}_{k}$ of spin $I_{k}$ also affects spin $I_{i}$. This is illustrated in figure 2.1b.


Figure 2.1: Direct intermolecular dipole-dipole couplings between spin $I_{i}$ and spin $I_{k}$. a) The magnetic moment $\boldsymbol{\mu}_{i}$ of spin $I_{i}$ generates a dipole field $\boldsymbol{B}_{d i p}^{i}$ that interacts with spin $I_{k}$. b) The interaction between spin $I_{i}$ and spin $I_{k}$ is mutual. Therefore, the magnetic moment $\boldsymbol{\mu}_{k}$ of spin $I_{k}$ also generates a dipole field $\boldsymbol{B}_{d i p}^{k}$ that interacts with spin $I_{i}$.

The magnetic field $\boldsymbol{B}_{d i p}^{i}\left(\boldsymbol{r}_{i k}\right)$ originating from spin $I_{i}$, experienced by spin $I_{k}$ is given as

$$
\begin{equation*}
\boldsymbol{B}_{d i p}^{i}\left(\boldsymbol{r}_{i k}\right)=\frac{\mu_{0}}{4 \pi\left|\boldsymbol{r}_{i k}\right|^{3}}\left(3\left(\boldsymbol{\mu}_{i} \cdot \boldsymbol{e}_{i k}\right) \boldsymbol{e}_{i k}-\boldsymbol{\mu}_{i}\right) \tag{2.22}
\end{equation*}
$$

where $\boldsymbol{e}_{i k}=\frac{r_{i k}}{\left|r_{i k}\right|}$ and $\boldsymbol{r}_{i k}$ represents the vector connecting both spins. $\boldsymbol{B}_{d i p}^{i}\left(\boldsymbol{r}_{i k}\right)$ strongly depends on the orientation of the magnetic moment as well as the orientation of the spins to each other. Moreover, it strongly decays with the distance $\left|r_{i k}\right|$ between the involved spins. Using equation 2.10 , this results in the full direct dipole-dipole Hamiltonian $\hat{\mathcal{H}}_{i k}^{D D, f u l l}$ between spin $I_{i}$ and $I_{k}$ given as

$$
\begin{align*}
\hat{\mathcal{H}}_{i k}^{D D, f u l l} & =-\frac{\boldsymbol{\mu}_{k}}{\hbar} \frac{\mu_{0}}{4 \pi\left|\boldsymbol{r}_{i k}\right|^{3}}\left(3\left(\boldsymbol{\mu}_{i} \cdot \boldsymbol{e}_{i k}\right) \boldsymbol{e}_{i k}-\boldsymbol{\mu}_{i}\right) \\
& =-\frac{\mu_{0}}{4 \pi} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|\boldsymbol{r}_{i k}\right|^{3}}\left(3\left(\boldsymbol{I}_{i} \cdot \boldsymbol{e}_{i k}\right)\left(\boldsymbol{I}_{k} \cdot \boldsymbol{e}_{i k}\right)-\boldsymbol{I}_{i} \boldsymbol{I}_{k}\right) \tag{2.23}
\end{align*}
$$

Under the assumption of a concurrent Zeeman interaction in z-direction, the secular approximation allows for a truncation of the full direct dipole-dipole Hamiltonian. In general, each element, where $\hat{\mathcal{H}}_{i k, m n}^{D D, f u l l} \ll \Delta E=\left|\hat{\mathcal{H}}_{m m}^{\text {stat }}-\hat{\mathcal{H}}_{n n}^{\text {stat }}\right|$ holds true can be dropped. In case of a heteronuclear interaction, where $\Delta E$ is much higher than in case of homonuclear interactions, this simplifies to

$$
\begin{align*}
\hat{\mathcal{H}}_{i k, \text { hetero }}^{D D} & =-\frac{\mu_{0}}{4 \pi} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|\boldsymbol{r}_{i k}\right|^{3}} \frac{1}{2}\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right) 2 \hat{I}_{i z} \hat{I}_{k z}  \tag{2.24}\\
& =2 \pi D_{i k}^{\text {hetero }} \hat{I}_{i z} \hat{I}_{k z}
\end{align*}
$$

In case of a homonuclear interaction, where $\Delta E$ is much smaller, the secular approximation leads to

$$
\begin{align*}
\hat{\mathcal{H}}_{i k, h o m o}^{D D} & =-\frac{\mu_{0}}{4 \pi} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|r_{i k}\right|^{3}} \frac{1}{2}\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right)\left(3 \hat{I}_{i z} \hat{I}_{k z}-\boldsymbol{I}_{i} \boldsymbol{I}_{k}\right) \\
& =-\frac{\mu_{0}}{4 \pi} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|r_{i k}\right|^{3}} \frac{1}{2}\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right) 3 \hat{I}_{i z} \hat{I}_{k z}  \tag{2.25}\\
& =2 \pi D_{i k}^{h o m o} \hat{I}_{i z} \hat{l}_{k z}
\end{align*}
$$

The term $\boldsymbol{I}_{i} \boldsymbol{I}_{k}$ can be neglected as evolution due to these operators does not lead to an observable signal throughout the HOMOGENIZED sequence [61]. This sequence is applied for the detection of intermolecular couplings in section 6.2. The secular dipole-dipole coupling constants are given as

$$
\begin{equation*}
D_{i k}^{\text {hetero }}=-\frac{\mu_{0}}{8 \pi^{2}} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|\boldsymbol{r}_{i k}\right|^{3}}\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right) \quad D_{i k}^{\text {homo }}=-\frac{3 \mu_{0}}{16 \pi^{2}} \frac{\gamma_{i} \gamma_{k} \hbar}{\left|\boldsymbol{r}_{i}\right|^{3}}\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right), \tag{2.26}
\end{equation*}
$$

where $\Theta_{i k}=\arccos \left(\boldsymbol{e}_{i k} \cdot \boldsymbol{e}_{z}\right)$ is the solid angle between the vector connecting the two involved spins and the direction of the external field $\boldsymbol{B}_{0}$. The secular direct dipole-dipole Hamiltonians for the whole sample is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{\text {hetero }}^{D D}=\sum_{i, k}^{N, M} \hat{\mathcal{H}}_{i k, \text { hetero }}^{D D} \quad \hat{\mathcal{H}}_{\text {homo }}^{D D}=\sum_{i<k}^{N} \hat{\mathcal{H}}_{i k, \text { homo }}^{D D} \tag{2.27}
\end{equation*}
$$

Direct Dipole-Dipole Couplings in Isotropic Liquids The secular direct dipole-dipole constants $D_{i k}^{\text {hetero }}$ and $D_{i k}^{\text {homo }}$ strongly depend on the solid angle $\Theta_{i k}$, where the strength of the coupling is determined by the factor $\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right)$. This angular dependence is illustrated graphically in figure 2.2 , where spin $I_{i}$ is located in the center.


Figure 2.2: Angular dependence of the secular dipole-dipole constant $\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right)$. The spin $\hat{I}_{i}$ is located in the center of the sample. Spatial averaging is shown by integrating over the sphere $A$. a) A cut through the xz-plane of the sample at $y=0$. b) A cut through the yz-plane of the sample $x=0$.

Figure 2.2a shows a cut through the xz-plane at $y=0$ and figure 2.2 b shows a cut through the yz-plane at $x=0$. The factor $\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right)$ behaves equivalent in both planes as the solid angle $\Theta_{i k}$ covers the same values. $3 \cos ^{2}\left(\Theta_{i k}\right)-1$ has a maximum of two at $\Theta_{i k}=0$ or $\Theta_{i k}=\pi$ and a minimum of minus one at $\Theta_{i k}=\frac{\pi}{2}$ (xy-plane). At the so-called magic angle, $\Theta_{i k}=\arctan (2)$, the secular dipole-dipole constant becomes zero. The coupling strength is axially symmetric about the z -axis and plane-symmetric to the xy-plane. As all spins in the sample interact with spin $I_{i}$, these individual contributions need to be
summed up. In the following, all spins located on a spherical shell $A$ with a unity radius around $I_{i}$ are summed up. Assuming an infinite amount of spins on the shell, the sum can be expressed in integrative form such that

$$
\begin{equation*}
\int_{A}\left(3 \cos ^{2}(\Theta)-1\right) d A=\int_{0}^{\pi}\left(3 \cos ^{2}(\Theta)-1\right) \sin (\Theta) d \Theta=0 \tag{2.28}
\end{equation*}
$$

Hence, the net contribution to spin $I_{i}$ averages to zero in isotropic liquids. Furthermore, molecular translation needs to be taken into account. Here, only diffusion is considered. The intermolecular vector $\boldsymbol{r}_{i k}(t)$ and therefore the angle $\Theta_{i k}(t)$ become time-dependent. Depending on the diffusion constant $D$ and on the NMR time-scale denoted as $t_{N M R}$ for the specific measurement, a diffusion sphere with a radius $r_{0}=\sqrt{2 D t_{N M R}}(\approx 10 \mu \mathrm{~m}$ for small molecules [53]) is introduced. During an experiment spins are assumed to take every position inside this sphere. All couplings with a coupling distance $\left|\boldsymbol{r}_{i k}\right|<r_{0}$ are considered as short-range couplings. Couplings with a coupling distance $\left|\boldsymbol{r}_{i k}\right|>r_{0}$ are considered as long-range couplings.

Short-Range Couplings As the dipole field $\boldsymbol{B}_{d i p}\left(\boldsymbol{r}_{i k}\right)$ is proportional to $\left|\boldsymbol{r}_{i k}\right|^{-3}$, short-range couplings are very strong. However, as the spins $I_{i}$ and $I_{k}$ and thus the vector $\boldsymbol{r}_{i k}(t)$ take every possible orientation, the angle $\Theta_{i k}$ covers all values. Therefore, short range dipolar couplings always average to zero (see equation 2.28) even if the individual couplings are strong. This is called temporal averaging and can not be avoided. Hence, direct dipole-dipole coupling is considered to be a strictly intermolecular phenomenon.

Long-Range Couplings Individual long-range dipolar couplings are considered to be very weak due to the proportionality to $\left|\boldsymbol{r}_{i k}\right|^{-3}$. As the coupling distance $\left|\boldsymbol{r}_{i k}\right|>r_{0}$, there is no temporal averaging and therefore no inherent averaging to zero. Still, these couplings average to zero due to spatial averaging (see equation 2.28). However, spatial averaging can be canceled by breaking the magnetic isotropy, for instance by using pulsed field gradients. Furthermore, spatial averaging can be reduced by using non-spherical samples. Still, long-range dipolar couplings are often neglected as the individual dipolar couplings decrease with $\left|r_{i k}\right|^{-3}$ and are therefore very weak. On the other hand, the number of couplings at a certain coupling distance increases with $r^{2}$. Hence, the net coupling with spin $I_{i}$ decreases only proportional to $r$.

## J-Coupling

J-Coupling or indirect dipole-dipole coupling describes the effect of the dipolar magnetic field through a cloud of bonding electrons. Therefore, J-coupling is here considered to be a strictly intramolecular phenomenon. These electron clouds alter the orientation dependence of the direct dipole-dipole coupling described previously. This leads to an isotropic remainder that is not averaged to zero by motional averaging. After secular approximation, the direct dipole-dipole Hamiltonian is given as

$$
\begin{equation*}
\hat{\mathcal{H}}_{i k, \text { hetero }}^{J}=2 \pi J_{i k} \hat{I}_{i z} \hat{I}_{k z} \tag{2.29}
\end{equation*}
$$

for a heteronulear spin pair and

$$
\begin{equation*}
\hat{\mathcal{H}}_{i k, h o m o}^{J}=2 \pi J_{i k} \boldsymbol{I}_{i} \boldsymbol{I}_{j} \approx 2 \pi J_{i k} \hat{I}_{i z} \hat{I}_{k z} \tag{2.30}
\end{equation*}
$$
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for a homonuclear spin. The isotropic J-coupling constant $J_{i k}$ is independent of the molecular orientation and the static magnetic field $\boldsymbol{B}_{0}$. Simplification of equation 2.30 applies as long as weak coupling is assumed.

### 2.4 Zeeman Energy Levels

The spin interactions with the external static magnetic field $\boldsymbol{B}_{0}$ are described by the Zeeman Hamiltonian $\hat{\mathcal{H}}_{0}=\hat{\mathcal{H}}^{\text {stat }}$ (see equation 2.12). The eigenstates of $\hat{\mathcal{H}}_{0}$ and $\hat{I}_{z}$ are equal as $\hat{\mathcal{H}}_{0}$ is directly proportional to $\hat{I}_{z}$. The corresponding eigenequations (see equation 2.2) for an uncoupled spin- $\frac{1}{2}$ system are thus given as

$$
\begin{align*}
& \hat{\mathcal{H}}_{0}|\alpha\rangle=\omega_{\alpha}|\alpha\rangle \\
& \hat{\mathcal{H}}_{0}|\beta\rangle=\omega_{\beta}|\beta\rangle \tag{2.31}
\end{align*}
$$

where the eigenvalues $\omega_{\alpha}=+\frac{1}{2} \omega_{0}$ and $\omega_{\beta}=-\frac{1}{2} \omega_{0}$ correspond to the energy levels of the states $|\alpha\rangle$ and $|\beta\rangle$ in frequency units. The Zeeman splitting of this system is equal to the Larmor frequency $\omega_{0}$ given as

$$
\begin{equation*}
\omega_{0}=-\gamma B_{0} \tag{2.32}
\end{equation*}
$$

An illustration of the energy levels of the uncoupled spin- $\frac{1}{2}$ system is given by figure 2.3 a , where the eigenstates are connected by the corresponding coherences.


Figure 2.3: Energy levels of the spin systems. a) Energy levels of a single spin- $\frac{1}{2}$ system. b) Energy levels of coupled spin- $\frac{1}{2}$ pair. The single spin- $\frac{1}{2}$ system has two energy levels separated by the Larmor frequency $\omega_{0}$. The coupled spin- $\frac{1}{2}$ pair has four energy levels.

For a spin- $\frac{1}{2}$ pair, coupled by an arbitrary coupling mechanism $G_{i k}$ the Hamiltonian $\hat{\mathcal{H}}_{0}$ is given by the sum of the Zeeman Hamiltonian (equation 2.12) and the Hamiltonian resulting from the coupling mechanism. $\hat{\mathcal{H}}_{0}$ is given as $\hat{\mathcal{H}}_{0}=\omega_{i 0} \hat{I}_{i z}+\omega_{k 0} \hat{I}_{k z}+2 \pi G_{i k} \hat{I}_{i z} \hat{I}_{k z}$. The eigenstates of this Hamiltonian are the Zeeman product states, which obey the following eigenequations given as

$$
\begin{array}{ll}
\hat{\mathcal{H}}_{0}|\alpha \alpha\rangle=\omega_{\alpha \alpha}|\alpha \alpha\rangle & \hat{\mathcal{H}}_{0}|\alpha \beta\rangle=\omega_{\alpha \beta}|\alpha \beta\rangle \\
\hat{\mathcal{H}}_{0}|\beta \alpha\rangle=\omega_{\beta \alpha}|\beta \alpha\rangle & \hat{\mathcal{H}}_{0}|\beta \beta\rangle=\omega_{\beta \beta}|\beta \beta\rangle \tag{2.33}
\end{array}
$$

where the eigenvalues correspond to the energy levels of the eigenstates in frequency units such that

$$
\begin{array}{ll}
\omega_{\alpha \alpha}=+\frac{1}{2} \omega_{i 0}+\frac{1}{2} \omega_{k 0}+\frac{1}{2} \pi G_{i k} & \omega_{\alpha \beta}=+\frac{1}{2} \omega_{i 0}-\frac{1}{2} \omega_{k 0}-\frac{1}{2} \pi G_{i k} \\
\omega_{\beta \alpha}=-\frac{1}{2} \omega_{i 0}+\frac{1}{2} \omega_{k 0}-\frac{1}{2} \pi G_{i k} & \omega_{\beta \beta}=-\frac{1}{2} \omega_{i 0}-\frac{1}{2} \omega_{k 0}+\frac{1}{2} \pi G_{i k} \tag{2.34}
\end{array}
$$

Figure 2.3b illustrates the observable energy levels and the corresponding coherences.

### 2.5 Influence of RF-Pulses and the Rotating Frame

For the sake of computational simplicity in the presence of RF-pulses, a rotating frame with a reference frequency $\omega_{r e f}=\omega_{R F}$ is introduced. The frequency $\omega_{R F}$ is the frequency of the external RF-field $B_{1}$ (see equation 2.13). In the rotating frame, the spins precess with the offset frequency $\Omega$ given as

$$
\begin{equation*}
\Omega=\omega-\omega_{r e f} \tag{2.35}
\end{equation*}
$$

The rotating frame Zeeman Hamiltonian is then given as $\hat{\tilde{\mathcal{H}}}_{0}=\Omega_{0} \hat{I}_{z}$. Furthermore, the RF-Hamiltonian $\hat{\mathcal{H}}^{R F}(t)$ (equation 2.14) describing the interaction of spin $I_{i}$ with the external RF-field simplifies to

$$
\begin{equation*}
\hat{\mathcal{H}}_{i}^{R F}=-\omega_{n u t}^{i}\left(\cos \left(\phi_{p}\right) \hat{I}_{i x}+\sin \left(\phi_{p}\right) \hat{I}_{i y}\right) \tag{2.36}
\end{equation*}
$$

The Hamiltonian is no longer time-dependent. The pulse propagator $\hat{U}$ (see equation 2.7) used to solve the rotating-frame time-dependent Schrödinger equation (see equation 2.6) with $\hat{\mathcal{H}}=\hat{\tilde{\mathcal{H}}}_{R F}$ is given as

$$
\begin{equation*}
\hat{U}\left(\tau_{p}\right)=\exp \left(-j \beta_{p}\left(\cos \left(\phi_{p}\right) \hat{I}_{x}+\sin \left(\phi_{p}\right) \hat{I}_{y}\right)\right) \tag{2.37}
\end{equation*}
$$

where the Hamiltonian is applied for a duration $\tau_{p}$ and the flip angle $\beta_{p}=\omega_{n u t} \tau_{p}$.

### 2.6 Matrix Representation of the Angular Momentum Operators

The Zeeman eigenstates form the basis for the matrix representation of the spin angular operators. The dimension $M$ of the matrices is equal to the number of eigenstates required to represent the spin state. For a single spin- $\frac{1}{2}$ system, the matrix representation in the Zeeman basis $\{|\alpha\rangle,|\beta\rangle\}$ of the four operators $\frac{1}{2} \hat{1}, \hat{I}_{x}, \hat{I}_{y}$ and $\hat{I}_{z}$ in natural units (divided by $\hbar$ ) is given as

$$
\begin{align*}
\frac{1}{2} \hat{1}=\frac{1}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & 1
\end{array}\right) & \hat{I}_{x}=\frac{1}{2}\left(\begin{array}{cc}
0 & 1 \\
1 & 0
\end{array}\right)  \tag{2.38}\\
\hat{I}_{y}=\frac{1}{2 j}\left(\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right) & \hat{I}_{z}=\frac{1}{2}\left(\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right)
\end{align*}
$$

Furthermore, the shift operators $\hat{I}_{+}$and $\hat{I}_{-}$are given as

$$
\hat{I}_{+}=\left(\begin{array}{ll}
0 & 1  \tag{2.39}\\
0 & 0
\end{array}\right) \quad \hat{I}_{-}=\left(\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right)
$$

For the sake of consistency, the angular momentum operators are given in natural units throughout this work.

### 2.7 Ensemble of Identical Spin Systems and the Density Operator

In the theory of product operators, all information about the spin system is contained in the density operator. An ensemble of single spin- $\frac{1}{2}$ systems or coupled spin- $\frac{1}{2}$ pairs describes a large number of magnetically equivalent and independent particles. Each particle is described by its individual superposition state. To calculate macroscopic properties of the system, each particle needs to be treated individually. In general, this is not possible for real systems. To overcome this, the quantum state of the whole system can be conveniently described by the density operator $\hat{\rho}$. This method is based on the properties of the expectation value $\langle\hat{Q}\rangle$ of an observable $\hat{Q}$. Even though the result of a single observation is non-committal, the average over many observations can be expressed as

$$
\begin{equation*}
\langle\hat{Q}\rangle=\langle\psi| \hat{Q}|\psi\rangle=\operatorname{Tr}\{|\psi\rangle\langle\psi| \hat{Q}\} \tag{2.40}
\end{equation*}
$$

where $\operatorname{Tr}\{\cdot\}$ indicates the trace of the argument. The same is valid when an ensemble of $N$ spins is observed. Each single observation is still non-committal but the expectation value is given as the sum of all individual expectation values, such that

$$
\begin{equation*}
\langle\hat{Q}\rangle_{N}=\sum_{i=1}^{N}\left\langle\psi_{i}\right| \hat{Q}\left|\psi_{i}\right\rangle=\operatorname{Tr}\left\{\sum_{i=1}^{N}\left(\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|\right) \hat{Q}\right\}=N \operatorname{Tr}\{\hat{\rho} \hat{Q}\}, \tag{2.41}
\end{equation*}
$$

where the density operator $\hat{\rho}$ is given as

$$
\begin{equation*}
\hat{\rho}=N^{-1} \sum_{i=1}^{N}\left|\psi_{i}\right\rangle\left\langle\psi_{i}\right|=\overline{|\psi\rangle\langle\psi|} \tag{2.42}
\end{equation*}
$$

For the single spin- $\frac{1}{2}$ ensemble the matrix representation of the density operator is given as

$$
\hat{\rho}=\left(\begin{array}{ll}
\overline{c_{\alpha} c_{\alpha}^{*}} & \overline{c_{\alpha} c_{\beta}^{*}}  \tag{2.43}\\
\overline{c_{\beta} c_{\alpha}^{*}} & \frac{c_{\beta} c_{\beta}^{*}}{}
\end{array}\right)=\left(\begin{array}{ll}
\rho_{\alpha} & \rho_{+} \\
\rho_{-} & \rho_{\beta}
\end{array}\right)
$$

where $\rho_{\alpha}$ and $\rho_{\beta}$ are the populations of the $\alpha$ and the $\beta$ state. The difference between the populations indicates the longitudinal spin polarization. Off-diagonal elements ( $\rho_{+}$and $\rho_{-}$) are the $(+1)$ and $(-1)$ coherences, which always come in conjugate pairs. The density operator for the ensemble spin- $\frac{1}{2}$ pairs is given as

$$
\hat{\rho}=\left(\begin{array}{cccc}
\rho_{\alpha \alpha} & \rho_{\alpha+} & \rho_{+\alpha} & \rho_{++}  \tag{2.44}\\
\rho_{\alpha-} & \rho_{\alpha \beta} & \rho_{+-} & \rho_{+\beta} \\
\rho_{-\alpha} & \rho_{-+} & \rho_{\beta \alpha} & \rho_{\beta+} \\
\rho_{--} & \rho_{-\beta} & \rho_{\beta-} & \rho_{\beta \beta}
\end{array}\right)
$$

The diagonal elements are again the populations of the eigenstates, whereas the off-diagonal elements state the coherences. There are ten independent matrix entries, as upper and lower triangular matrices are conjungate complex to each other. The order of coherence depends on the difference in the $z$-angular momentum quantum number $\Delta M$ between the two states, connected by the corresponding coherence. As all information about the observables of a spin system is contained in the density operator, it is sufficient to know how the density operator evolves over time. The evolution of the density operator is given as

$$
\begin{equation*}
\hat{\rho}\left(t_{2}\right)=\hat{U}(\tau) \hat{\rho}\left(t_{1}\right) \hat{U}(-\tau) \tag{2.45}
\end{equation*}
$$

where $\hat{U}(\tau)$ is the linear operator given in equation 2.8 , using the Hamiltonian valid during the interval $\tau=t_{2}-t_{1}$. Furthermore, the density operator can be expressed as a linear combination of operators or product operators. For the single spin $-\frac{1}{2}$ ensemble, the three spin angular momentum operators and the unity operator are required. For more complex systems, product operators are introduced. In the case of the spin $-\frac{1}{2}$ pair, 16 product operators are required.

### 2.8 Equilibrium Density Operator

A spin system reaches a state of thermal equilibrium with the surrounding after not being disturbed for a certain period of time. In the state of thermal equilibrium all coherences are zero. Only populations are different from zero. The equilibrium density matrix $\hat{\rho}_{e q}$ is given as

$$
\begin{equation*}
\hat{\rho}_{e q}=\frac{\exp (-\hat{\mathcal{H}} / k T)}{\operatorname{Tr}\{\exp (-\hat{\mathcal{H}} / k T)\}}=\frac{\exp \left(-\sum_{i}^{N} \omega_{i 0} \hat{I}_{i z} / k T\right)}{\operatorname{Tr}\{\exp (-\hat{\mathcal{H}} / k T)\}}=\frac{\prod_{i}^{N} \exp \left(-\omega_{i 0} \hat{I}_{i z} / k T\right)}{\operatorname{Tr}\{\exp (-\hat{\mathcal{H}} / k T)\}}, \tag{2.46}
\end{equation*}
$$

where the Hamiltonian $\hat{\mathcal{H}}$ is the chemical shift Hamiltonian (see equation 2.21). Therefore, $\omega_{i 0}=$ $-\gamma_{i} B_{0}\left(1+\delta_{i}^{i s o}\right)$. Rewriting equation 2.46 leads to

$$
\begin{equation*}
\hat{\rho}_{e q}=2^{-N} \prod_{i=1}^{N}\left(\hat{1}-\zeta_{i} \hat{I}_{i z}\right) \tag{2.47}
\end{equation*}
$$

where $\zeta_{i}=2 \tanh \left(\frac{\hbar \omega_{i 0}}{2 k T}\right) \approx \frac{\hbar \omega_{i 0}}{k T}$ [61]. Terms that are proportional to $\zeta^{n}$ always correspond to an n -spin operator. Power series approximation of equation 2.47 leads to

$$
\begin{equation*}
\hat{\rho}_{e q}=2^{-N}\left(\hat{1}-\zeta \sum_{i=1}^{N} \hat{I}_{i z}+\frac{1}{2} \zeta^{2} \sum_{i, j=1}^{N} \hat{I}_{i z} \hat{I}_{j z}-\frac{1}{6} \zeta^{3} \sum_{i, j, k=1}^{N} \hat{I}_{i z} \hat{I}_{j z} \hat{I}_{k z}+\ldots\right), \tag{2.48}
\end{equation*}
$$

where the prime indicates that the sums do not include multiple indices that are equal. For most NMR experiments it is sufficient to use first order truncation. Considering that $k T \gg \hbar \omega_{i 0}$, terms containing $\zeta^{n}$, where $n>1$ can be neglected. The high temperature approximation, where only terms proportional to $\zeta^{1}$ are considered leads to a reduced equilibrium density operator

$$
\begin{equation*}
\hat{\rho}_{e q}^{H T}=2^{-N}\left(\hat{1}-\zeta \sum_{i=1}^{N} \hat{I}_{i z}\right) \tag{2.49}
\end{equation*}
$$

However, it is not as trivial to argue for the first order truncation, even if the prefactor $\zeta^{n}$ becomes very small. In fact, some experiments show that the two-spin operator terms $(n=2)$ can not be dropped in all cases. Even if the factor $\zeta^{2}$ is very small, there is an enormous amount of couplings $\hat{I}_{i z} \hat{I}_{k z}$ such that these terms can become comparable in size to $\hat{I}_{i z}$ [53]. On the other hand, higher order terms ( $n \geq 3$ ) are neglected for this discussion as $n$-spin operators, modulated by the very small factor $\zeta^{n}$, require to evolve under $n-1$ dipolar interactions in order to become observable again. As the dipolar coupling constant $D_{i k}^{n-1}$ also becomes very small, these terms can surely be neglected for the discussion of iZQC. The second order approximation $(n=2)$ of the equilibrium density matrix $\hat{\rho}_{e q}$ is given as

$$
\begin{equation*}
\hat{\rho}_{e q}=2^{-N}\left(\hat{1}-\zeta \sum_{i=1}^{N} \hat{I}_{i z}+\frac{1}{2} \zeta^{2} \sum_{i, k=1}^{N} \hat{I}_{i z} \hat{I}_{k z}\right) \tag{2.50}
\end{equation*}
$$

## Equilibrium Magnetization

The equilibrium magnetization $M_{0}$ can be extracted from the equilibrium density matrix $\hat{\rho}_{e q}$. In case of an $N$ spin- $\frac{1}{2}$ ensemble, $M_{0}$ in SI units can be calculated as

$$
\begin{align*}
M_{0} & =\operatorname{Tr}\left[\hat{\rho}_{e q} \gamma \hbar \sum_{i=1}^{N} \hat{I}_{i z} / V\right]=2^{-N} \frac{\gamma \hbar}{V} \operatorname{Tr}\left[\left(\hat{1}-\zeta \sum_{i=1}^{N} \hat{I}_{i z}+\frac{1}{2} \zeta^{2} \sum_{i, k=1}^{N} \hat{I}_{i z} \hat{I}_{k z}\right) \sum_{i=1}^{N} \hat{I}_{i z}\right] \\
& =2^{-N} \frac{\gamma \hbar}{V} \operatorname{Tr}\left[\sum_{i=1}^{N} \hat{I}_{i z}-\zeta \sum_{i=1}^{N} \hat{I}_{i z} \sum_{i=1}^{N} \hat{I}_{i z}+\frac{1}{2} \zeta^{2} \sum_{i, k=1}^{N} \hat{I}_{i z} \hat{I}_{k z} \sum_{i=1}^{N} \hat{I}_{i z}\right]  \tag{2.51}\\
& =2^{-N} \frac{\gamma \hbar}{V} \operatorname{Tr}\left[-\zeta \sum_{i, k=1}^{N} \hat{I}_{i z} \hat{I}_{k z}\right]=-2^{-N} \frac{\gamma \hbar}{V} \zeta \operatorname{Tr}\left[\sum_{i=1}^{N} \hat{I}_{i z} \hat{I}_{i z}\right] \\
& =-2^{-N} \frac{\gamma \hbar}{V} \zeta \frac{N 2^{N}}{4}=-\frac{N}{V} \frac{\gamma \hbar}{4} \zeta
\end{align*}
$$

where $\zeta=\frac{\gamma \hbar B_{0}}{k_{B} T}$ in case of high temperature approximation. Hence, $M_{0}$ depends linearly on $B_{0}$. $\hat{I}_{z}$ and $\hat{\rho}_{e q}$ are given in natural units and $V$ is the sample volume containing $N$ spins. The transformation from line two to line three is valid because the trace of the one- and the three-spin operators here is zero. The second transformation in line three is valid because only two-spin operators of the form $\hat{I}_{i z} \hat{I}_{i z}$ lead to a trace different from zero.

## Observable Magnetization

The observable magnetizations $M^{+}(t)$, corresponding to the +1 coherence and $M^{-}(t)$, corresponding to the -1 coherence can be extracted from the density operator matrix $\hat{\rho}(t)$ in a similar way as shown for the equilibrium magnetization.

$$
\begin{align*}
& M^{+}(t)=\operatorname{Tr}\left[\hat{\rho}(t) \gamma \hbar \sum_{i=1}^{N}\left(\hat{I}_{i x}+j \hat{I}_{i y}\right) / V\right] \\
& M^{-}(t)=\operatorname{Tr}\left[\hat{\rho}(t) \gamma \hbar \sum_{i=1}^{N}\left(\hat{I}_{i x}-j \hat{I}_{i y}\right) / V\right] \tag{2.52}
\end{align*}
$$

### 2.9 Coherence Order Classified by Rising and Lowering Operators

Product operators composed of $N$ spins can represent a number of coherences with a coherence order ranging from $p=-N$ to $p=+N$ in integer steps. The coherence order $p \in \mathbb{Z}$ of a particular operator or product operator is defined as how it is affected by a z-rotation of an angle $\Phi$. If an operator or product operator has the coherence order $p$, the following is valid:

$$
\begin{equation*}
\hat{\rho} \xrightarrow{\Phi \hat{I}_{z}} \hat{\rho} \exp (-j p \Phi), \tag{2.53}
\end{equation*}
$$

where $\hat{\rho}$ is the density operator representation of the corresponding operator or product operator. Operators with coherence order $p=0$ are defined to be either zero-quantum or populations. It is useful to represent operators or product operators by the lowering operator $\hat{I}_{i-}$ and the raising operator $\hat{I}_{i+}$ given as

$$
\begin{align*}
& \hat{I}_{i+}=\hat{I}_{i x}+j \hat{I}_{i y} \xrightarrow{\Omega_{I I} t \hat{I}_{i \longrightarrow}} \exp \left(-\Omega_{I i} t\right) \hat{I}_{i+}  \tag{2.54}\\
& \hat{I}_{i-}=\hat{I}_{i x}-j \hat{I}_{i y} \xrightarrow{\Omega_{i t} t \hat{I}_{i z}} \exp \left(+\Omega_{I i} t\right) \hat{I}_{i-},
\end{align*}
$$

where $\hat{I}_{i x}$ and $\hat{I}_{i y}$ are the in-phase single-quantum operators of spin $I_{i} . \hat{I}_{i-}$ has only coherence order $p=-1$ and $\hat{I}_{i+}$ has only coherence order $p=+1$. Rearranging equation 2.54 shows that the operators $\hat{I}_{i x}$ and $\hat{I}_{i y}$ consist of an equal mixture of coherence orders $p= \pm 1$. For this work two-spin operators of the form $2 \hat{I}_{i x} \hat{I}_{k x}, 2 \hat{I}_{i y} \hat{I}_{k y}, 2 \hat{I}_{i x} \hat{I}_{k y}$ and $2 \hat{I}_{i y} \hat{I}_{k x}$ are of high importance. They consist of both, zero- $(p= \pm 0)$ and double-quantum coherences ( $p= \pm 2$ ).

$$
\begin{align*}
& 2 \hat{I}_{i x} \hat{I}_{k x}=\frac{1}{2}(\underbrace{\hat{I}_{i+} \hat{I}_{k+}}_{p=+2}+\underbrace{\hat{I}_{i-1} \hat{I}_{k-}}_{p=-2}+\underbrace{\hat{I}_{i+} \hat{I}_{k-}}_{p=+0}+\underbrace{\hat{I}_{i-} \hat{I}_{k+}}_{p=-0})=\frac{1}{2}\left(\hat{\left.D Q_{x}^{\text {Iilk }}+\hat{Z Q} \hat{Q}_{x}^{\text {Iilk }}\right)}\right. \\
& 2 \hat{I}_{i y} \hat{I}_{k y}=\frac{1}{2}\left(-\hat{I}_{i+} \hat{I}_{k+}-\hat{I}_{i-} \hat{I}_{k-}+\hat{I}_{i+} \hat{I}_{k-}+\hat{I}_{i-} \hat{I}_{k+}\right)=\frac{1}{2}\left(-\hat{\left.D Q_{x}^{\text {Iilk }}+\hat{Z Q}{ }_{x}^{\text {Iilk }}\right)}\right.  \tag{2.55}\\
& 2 \hat{I}_{i x} \hat{I}_{k y}=\frac{1}{2 j}\left(\hat{I}_{i+} \hat{I}_{k+}-\hat{I}_{i-} \hat{I}_{k-}-\hat{I}_{i+} \hat{I}_{k-}+\hat{I}_{i-} \hat{I}_{k+}\right)=\frac{1}{2}\left(\hat{\left.D Q_{y}^{\text {Iilk }}-\hat{Z Q} \hat{Q}_{y}^{\text {Iilk }}\right)}\right. \\
& 2 \hat{I}_{i y} \hat{I}_{k x}=\frac{1}{2 j}\left(\hat{I}_{i+} \hat{I}_{k+}-\hat{I}_{i-} \hat{I}_{k-}+\hat{I}_{i+} \hat{I}_{k-}-\hat{I}_{i-} \hat{I}_{k+}\right)=\frac{1}{2}\left(\hat{\left.D Q_{y}^{\text {Iilk }}+\hat{Z Q}_{y}^{\text {Iilk }}\right)}\right.
\end{align*}
$$

The distinction between positive and negative coherence orders is important. If $p>0$, it is called a P-type coherence and if $p<0$ it is called an N -type coherence. Free evolution of the purely zero- and double-quantum operators under the Zeeman Hamiltonian $\hat{H}=\Omega_{I i} \hat{I}_{i z}+\Omega_{I k} \hat{I}_{k z}$ leads to

$$
\begin{align*}
& \hat{I}_{i+} \hat{I}_{k+} \xrightarrow{\Omega_{I I} \hat{I}_{i z}+\Omega_{I k} \hat{l}_{k z}} \exp \left(-j\left[+\Omega_{I i}+\Omega_{I k}\right] t\right) \hat{I}_{i+} \hat{I}_{k+}=\exp \left(-j \Omega_{I i l k}^{D Q, P} t\right) \hat{I}_{i+} \hat{I}_{k+} \\
& \hat{I}_{i-} \hat{I}_{k-} \xrightarrow{\Omega_{I I} \hat{I}_{i z}+\Omega_{I k} \hat{l}_{k z}} \exp \left(-j\left[-\Omega_{I i}-\Omega_{I k} t t\right) \hat{I}_{i-} \hat{I}_{k-}=\exp \left(-j \Omega_{I i l k}^{D Q, N} t\right) \hat{I}_{i-} \hat{I}_{k-}\right.  \tag{2.56}\\
& \hat{I}_{i+} \hat{I}_{k-} \xrightarrow{\Omega_{I I} \hat{I}_{i z}+\Omega_{I k} \hat{l}_{k z}} \exp \left(-j\left[+\Omega_{I i}-\Omega_{I k}\right] t\right) \hat{I}_{i+} \hat{I}_{k-}=\exp \left(-j \Omega_{I i I k}^{Z Q, P} t\right) \hat{I}_{i+} \hat{I}_{k-} \\
& \hat{I}_{i-} \hat{I}_{k+} \xrightarrow{\Omega_{I I} \hat{I}_{i_{i z}}+\Omega_{I k} \hat{t}_{k z}} \exp \left(-j\left[-\Omega_{I i}+\Omega_{I k}\right] t\right) \hat{I}_{i-} \hat{I}_{k+}=\exp \left(-j \Omega_{I i l k}^{Z Q, N} t\right) \hat{I}_{i-} \hat{I}_{k+},
\end{align*}
$$

where $\Omega_{I i l k}^{D Q, P}=\Omega_{I i}+\Omega_{I k}=-\Omega_{I i l k}^{D Q, N}$ and $\Omega_{I i l k}^{Z Q, P}=\Omega_{I i}-\Omega_{I k}=-\Omega_{\text {Iilk }}^{Z Q, N}$. Therefore, also the distinction between $p=+0$ and $p=-0$ is important when discussing systems where $\Omega_{I i} \neq \Omega_{I k}$. For instance, this has to be taken into account in case of heteronuclear spin systems ( $\Omega_{I i} \neq \Omega_{S k}$ ) or systems, where the external magnetic field $\boldsymbol{B}_{0}$ is spatially or temporarily not constant. In these cases, P-type and N-type zero-quantum precession frequencies are not equal such that $\Omega_{\text {Iilk }}^{Z Q, P} \neq \Omega_{\text {IIIk }}^{Z Q, N}$. The pure double$\left(\hat{D Q} Q_{x}, \hat{D Q_{y}}\right)$ and zero-quantum operators $\left(\hat{Z Q}, \hat{Z} Q_{y}\right)$ are defined as

$$
\begin{align*}
& \hat{D Q}_{x}^{\text {IIIk }}=2 \hat{I}_{i x} \hat{I}_{k x}-2 \hat{I}_{i y} \hat{I}_{k y}=\hat{I}_{i+} \hat{I}_{k+}+\hat{I}_{i-} \hat{I}_{k-} \\
& \hat{D Q_{y}^{I I I}}=2 \hat{I}_{i x} \hat{I}_{k y}+2 \hat{I}_{i y} \hat{I}_{k x}=-j\left(\hat{I}_{i+} \hat{I}_{k+}-\hat{I}_{i-} \hat{I}_{k-}\right)  \tag{2.57}\\
& \hat{Z Q_{x}^{\text {IIIk }}}=2 \hat{I}_{i x} \hat{I}_{k x}+2 \hat{I}_{i y} \hat{I}_{k y}=\hat{I}_{i+} \hat{I}_{k-}+\hat{I}_{i-} \hat{I}_{k+} \\
& \hat{Z Q_{y}^{\text {IIIk }}}=2 \hat{I}_{i y} \hat{I}_{k x}-2 \hat{I}_{i x} \hat{I}_{k y}=-j\left(\hat{I}_{i+} \hat{I}_{k-}-\hat{I}_{i-} \hat{I}_{k+}\right)
\end{align*}
$$

Evolution of these multiple-quantum operators under the Zeeman Hamiltonian always leads to precession with N -type and P -type precession frequencies in equal parts. Internal interaction Hamiltonians do never cause the coherence order to change. The coherence order can only be changed by applying external RF-pulses to the spin system. The resulting coherences depend on the current state of the spin system as well as the kind of applied RF-pulse. The only observables of spin $I_{i}$ are transverse magnetizations, represented by the operators $\hat{I}_{i x}$ and $\hat{I}_{i y}$. These operators contain the observable coherences $p= \pm 1$. Depending on how the complex baseband signal is reconstructed by the receiver, either the coherence order $p=-1$ or $p=+1$ is detected.

### 2.10 Reduction of Inhomogeneous Broadening in Zero-Quantum Spectra

Inhomogeneous broadening is one of the major limitations for NMR experiments. The spectral line shapes strongly depend on the spatial homogeneity of the external magnetic field $B_{0}$, given as

$$
\begin{equation*}
B_{0}(\boldsymbol{s})=B_{0}^{\text {hom }}+B_{0}^{\text {inhom }}(\boldsymbol{s}) \tag{2.58}
\end{equation*}
$$

where the homogeneous component $B_{0}^{h o m}$ is constant over the whole sample and the inhomogeneous component $B_{0}^{\text {inhom }}(\boldsymbol{s})$ depends on the spatial position $\boldsymbol{s}$. The corresponding offset frequency $\Omega_{x}(\boldsymbol{s})$ of spin x is given as

$$
\begin{align*}
\Omega_{x}(\boldsymbol{s}) & =\Omega_{x}^{\text {hom }}+\Omega_{x}^{\text {inhom }}\left(\boldsymbol{s}_{x}\right) \\
& =-\gamma_{x}\left[B_{0}^{\text {hom }}+B_{0}^{\text {inhom }}\left(\boldsymbol{s}_{x}\right)\right], \tag{2.59}
\end{align*}
$$

where the chemical shift is included in the gyromagnetic ratio $\gamma_{x}$. As the offset frequency is directly proportional to $B_{0}^{\text {inhom }}(\boldsymbol{s})$, the resulting spectral line broadens. The ZQ frequency $\Omega_{I_{i} S_{j}}^{Z Q}\left(s_{I I}, s_{S j}\right)$ between spin $I_{i}$ at position $\boldsymbol{s}_{I_{i}}$ and spin $S_{j}$ at position $s_{s_{j}}$ is given as

$$
\begin{align*}
\Omega_{I_{i} S_{j}}^{Z Q}\left(\boldsymbol{s}_{I_{i}}, \boldsymbol{s}_{S_{j}}\right) & =\Omega_{I}\left(\boldsymbol{s}_{I_{i}}\right)-\Omega_{S}\left(\boldsymbol{s}_{S_{j}}\right) \\
& =-\gamma_{I}\left[B_{0}^{\text {hom }}+B_{0}^{\text {inhom }}\left(\boldsymbol{s}_{I_{i}}\right)\right]+\gamma_{S}\left[B_{0}^{\text {hom }}+B_{0}^{\text {inhom }}\left(s_{S_{j}}\right)\right] \\
& =B_{0}^{\text {hom }}\left[\gamma_{S}-\gamma_{I}\right]+\gamma_{S} B_{0}^{\text {inhom }}\left(s_{S_{j}}\right)-\gamma_{I} B_{0}^{\text {inhom }}\left(s_{I_{i}}\right)  \tag{2.60}\\
& =\Omega_{I}^{\text {hom }}-\Omega_{S}^{\text {hom }}+\gamma_{S} B_{0}^{\text {inhom }}\left(s_{s_{j}}\right)-\gamma_{I} B_{0}^{\text {inhom }}\left(\boldsymbol{s}_{I_{i}}\right) \\
& =\Omega_{I S}^{Z Q, \text { hom }}+\Omega_{I_{i} S_{j}}^{Z Q \text { inhom }}\left(s_{I_{i}}, \boldsymbol{s}_{S_{j}}\right),
\end{align*}
$$

where $\Omega_{I_{i} S_{j}}^{\mathrm{ZQ} \text {,inhom }}\left(\boldsymbol{s}_{I_{i}}, \boldsymbol{s}_{S_{j}}\right)$ is the inhomogeneous component. It depends on the difference between the inhomogeneous field contributions at the positions $\boldsymbol{s}_{I_{i}}$ and $s_{s_{j}}$. The smaller the distance between two interacting spins, the smaller the inhomogeneous contribution. Hence, for indirect dipole-dipole couplings, considered a strictly intramolecular phenomenon (see section 2.3.2), the inhomogeneous components are
very small. The higher the distance between two coupled spins, the more likely a higher field deviation. Therefore, ZQCs caused by direct dipole-dipole interactions are expected to show larger inhomogeneous components. In theory interactions might occur between all spin pairs separated more than $r_{0}$ (temporal averaging, see section 2.3.2). However, as shown in section 6.2 intermolecular couplings are most efficient at certain distances, adjustable by the pulsed field gradient. Couplings between spins separated by more than the correlation distance $d_{c}$ do not contribute to the observable signal. Therefore, a strong reduction of the influence of inhomogeneous broadening on ZQCs is also expected for direct dipole-dipole interactions.

### 2.11 Relaxation

Relaxation is the process of driving the bulk magnetization and hence the individual spins back to equilibrium state. The transverse magnetization decays to zero, whereas the longitudinal magnetization relaxes to a steady state determined by the slight preference of the spins to align with the external field. The energy of interaction with the external field is very small compared to the thermal energy, such that this alignment is highly disrupted due to the thermal motion. As NMR relaxation is usually on a very low time scale, modulation of coherences as well as their detection becomes possible. However, this rather slow process also limits the repetition rate of NMR experiments. Within a natural sample there are various sources of local magnetic fields that add up with the static magnetic field during the period of free precession. These sources are called relaxation mechanisms. For spin $-\frac{1}{2}$ nuclei the dipolar and the chemical shift anisotropy mechanism are most dominant. Furthermore, relaxation due to paramagnetic species can be used for analysis of MNPs (see chapter 5). Dipolar interactions previously explained in section 2.3.2.
It is distinguished between a secular and a non-secular component of relaxation. The non-secular component describes the influence of the transverse component of the local fields, whereas the secular component describes the influence of the longitudinal component.
The non-secular component of the local fields is only effective for the relaxation process if in resonance with the larmor frequency $\omega_{0}$ of the spins. The required oscillation might be generated due to random thermal motion. As vibrational motions take place at a very fast time scale, only rotational motions need to be considered. In liquid environments, each collision of molecules changes their orientation only slightly. This is called rotational diffusion. The time dependence of this random process is described by the correlation function $G(\tau)$ given as

$$
\begin{equation*}
G(\tau)=\frac{1}{N} \sum_{i=i}^{N} B_{l o c, i}(t) B_{l o c, i}(t+\tau) \approx \overline{B_{l o c}^{2}} \exp \left(-|\tau| / \tau_{c}\right) \tag{2.61}
\end{equation*}
$$

where $\tau_{c}$, the time constant of this process is called the rotational correlation time. In average, the rotational orientation changes by 1 rad after the period $\tau_{c}$. The larger the molecules under consideration, the larger $\tau_{c}$. The corresponding correlation frequency is then given as $\omega_{c}=1 / \tau_{c}$. $B_{l o c, i}(t)$ is the local field experienced by spin $I_{i}$ at time $t$, depending on the correlation time $\tau_{c}$ and the number $N$ of spins in the sample. As $B_{l o c, i}(t)$ is a stationary random process, $G(\tau)$ does not depend on $t$. The exact form of $B_{l o c, i}(t)$ and hence $G(\tau)$ strongly depends on the way of interaction between the molecule and the lattice. For spherical molecules and a solvent simply described by a medium with a certain viscosity, $B_{l o c, i}(t)$ turns out to be exponential such that the approximation in equation 2.61 becomes valid. $\overline{B_{l o c}}$ is the ensemble average at $\tau=0$. As the absolute value is of no interest here the reduced correlation
function $g(\tau)=G(\tau) / \overline{B_{l o c}^{2}}$ is introduced. The effective amount of motion for relaxation is qualified by the reduced spectral density $j(\omega)$ given as

$$
g(\tau) \circ-j\left(\omega_{0}\right)=\frac{2 \tau_{c}}{1+\omega_{0}^{2} \tau_{c}^{2}} \approx \begin{cases}2 \tau_{c} & \omega_{0} \tau_{c} \ll 1  \tag{2.62}\\ \frac{2}{\omega_{0}^{2} \tau_{c}} & \omega_{0} \tau_{c} \gg 1\end{cases}
$$

Random motions, where $\omega_{c}=\omega_{0}$ show most spectral contribution at $\omega_{0}$ and are thus most efficient in terms of relaxation. For $\omega_{0} \tau_{c} \ll 1$, the fast motion regime applies, where as for $\omega_{0} \tau_{c} \gg 1$, the slow motion regime applies. Regarding transverse relaxation, also the secular contribution of the local fields need to be considered. These arise due to the z-components of the local fields that alter the local larmor frequency. Secular contributions do not depend on the larmor frequency $\omega_{0}$. In fact, the secular component linearly depends on the correlation time $\tau_{c}$. Consequently, the larger $\tau_{c}$, the more effective is the secular part of the transverse relaxation. The effect of longitudinal and transverse relaxation on the longitudinal and transverse magnetization is given as

$$
\begin{align*}
M_{z}(t) & =\left(M_{z}(0)-M_{z}^{0}\right) \exp \left(-R_{1} t\right)+M_{z}^{0}  \tag{2.63}\\
M_{x y}(t) & =M_{x y}(0) \exp \left(-R_{2} t\right)
\end{align*}
$$

where $R_{1}$ and $R_{2}$ are the longitudinal and transverse relaxation rates. If assumed that a local field, generated by an arbitrary source has equal mean square values in each direction, the relaxation rates are given as

$$
\begin{align*}
& R_{1}=\gamma^{2} \overline{B_{l o c}^{2}} j\left(\omega_{0}\right)= \begin{cases}2 \gamma^{2} \overline{B_{l o c}^{2}} \tau_{c} & \omega_{0} \tau_{c} \ll 1 \\
\frac{2 \gamma^{2} \overline{B_{l o c}^{2}}}{\omega_{0}^{2} \tau_{c}} & \omega_{0} \tau_{c} \gg 1\end{cases}  \tag{2.64}\\
& R_{2}=\gamma^{2} \overline{B_{l o c}^{2}} \tau_{c}+\frac{1}{2} R_{1}= \begin{cases}2 \gamma^{2} \overline{B_{l o c}^{2}} \tau_{c} & \omega_{0} \tau_{c} \ll 1 \\
\gamma^{2} \overline{B_{l o c}^{2}} \tau_{c} & \omega_{0} \tau_{c} \gg 1\end{cases}
\end{align*}
$$

Hence, in the fast motion regime (small particles) both relaxation processes behave equally. However, in the slow motion regime $R_{1}$ decays to zero, whereas $R_{2}$ increases. An easy way for a coarse estimation of $R_{1}$ and $R_{2}$ are the inversion recovery and the CPMG [66] sequence, respectively.

### 2.12 NMR Signal Shape

In generally, NMR signals are described as very narrow-banded time domain signals with a carrier frequency $\omega_{0}$. For the sake of simplicity, only external interactions with the field $B_{0}$ are considered for this discussion. Furthermore, the bandwidth is only considered phenomenologically by a finite decay rate $R$ in the time domain. The observable magnetization $M^{+}(t)$ (see equation 2.52) is then given as

$$
\begin{equation*}
M^{+}(t)=M_{0} A(t) \exp \left(j\left(\omega_{0} t+\phi_{0}\right)\right) \tag{2.65}
\end{equation*}
$$

where $M_{0}$ is the equilibrium magnetization (see equation 2.51 ), $A(t)$ the envelope and $\phi_{0}$ the phase. In general, the signal envelope $A(t)$ can either take the FID shape $A_{\text {FID }}(t)$ or the spin echo shape $A_{\text {ECHO }}(t)$. These are given as

$$
\begin{align*}
A_{F I D}(t) & =\exp (-R t) u(t) \quad-A_{F I D}(\omega)  \tag{2.66}\\
A_{E C H O}(t) & =\frac{R}{R^{2}+\omega^{2}}-j \frac{\omega}{R^{2}+\omega^{2}} \\
\text { - } \exp (-R|t|) \quad A_{E C H O}(\omega) & =\frac{2 R}{R^{2}+\omega^{2}}
\end{align*}
$$

where $u(t)$ is the unity step function. The given spectra $A_{F I D}(\omega)$ and $A_{E C H O}(\omega)$ are valid for $R>0$ [67]. The spectra of the overall observable magnetizations $M_{F I D}^{+}(t)$ and $M_{E C H O}^{+}(t)$ are given as

$$
\begin{align*}
M_{F I D}^{+}(\omega) & =M_{0} \exp \left(j \phi_{0}\right)\left[\frac{R}{R^{2}+\left(\omega-\omega_{0}\right)^{2}}+j \frac{-\left(\omega-\omega_{0}\right)}{R^{2}+\left(\omega-\omega_{0}\right)^{2}}\right]=\exp \left(j \phi_{0}\right)[\mathcal{A}+j \mathcal{D}]  \tag{2.67}\\
M_{E C H O}^{+}(\omega) & =M_{0} \exp \left(j \phi_{0}\right)\left[\frac{2 R}{R^{2}+\left(\omega-\omega_{0}\right)^{2}}\right]=2 \exp \left(j \phi_{0}\right) \mathcal{A}
\end{align*}
$$

The expression $\mathcal{L}\left(\omega, \omega_{0}, R\right)=\mathcal{A}+j \mathcal{D}$ is called the complex Lorentzian, where $\mathcal{A}$ is the absorption mode Lorentzian lineshape and $\mathcal{D}$ is the dispersion mode Lorentzian lineshape. The shape of the absorption mode peak is preferable in NMR spectroscopy as it is more narrow than the dispersion mode line. Hence, in most cases the receiver is adjusted to maximize the absorption mode line. The linewidth of the absorption mode peak is defined as $\omega_{L W}=\omega\left(\mathcal{A}^{-}=\frac{1}{2}\right)-\omega\left(\mathcal{A}^{+}=\frac{1}{2}\right)=2 R$.

## 3 NMR Devices

In this chapter, two low-cost NMR spectrometers are presented. The application focus of the devices varies strongly. On the one hand side, the MiCSMaP spectrometer, presented in section 3.1 is used for the determination of relaxation processes, especially under the influence of MNPs. Integration of the system in the particle synthesis reactor and the results are presented in chapter 5. On the other hand, the SoC-based spectrometer, presented in section 3.2 is a standalone spectrometer designed for more sophisticated and versatile NMR experiments, including two-dimensional zero-quantum measurements presented in chapter 6 . Moreover, the SoC-based system allows for the inclusion of the required pulsed field gradients. However, the general architecture of both devices is analog [64, 65, 68, 69]. The common block diagram is shown in figure 3.1.


Figure 3.1: General block diagram of an NMR spectrometer.
The NMR probe coil ( $R F$-coil), containing the sample is located in a static magnetic field $\boldsymbol{B}_{0}=B_{0} \boldsymbol{e}_{z}$, where $e_{z}$ is the unit vector in z -direction. Throughout this work $\boldsymbol{B}_{0}$ is always assumed to be aligned with the z -axis. The external field is generated by two kinds of permanent magnets (see section 4.1). A palm-size 0.5 T magnet an 1 T magnet, usually used for small-animal MRI. The influence of the external field $\boldsymbol{B}_{0}$ on the spins is described by the Zeeman Hamiltonian (see section 2.3.1 and section 2.4). The corresponding Zeeman splitting in frequency units for a single spin- $\frac{1}{2}$ is equal to the Larmor frequency $\omega_{0}$ (see equation 2.32). Macroscopically, this results in a net magnetization vector $M_{0}=M_{0} e_{z}$ caused by the sum of the individual nuclear spin moments. The spin system can be manipulated by the application of RF-pulses, transformed into an oscillating magnetic field $\boldsymbol{B}_{1}$ by the NMR probe head. The efficiency of the RF-pulses on the spin system is maximized if $\boldsymbol{B}_{1}$ is perpendicular to $\boldsymbol{B}_{0}$. Therefore, the solenoid probe coils used throughout this work (see chapter 4 ) are inserted such that the coils central axis ( x -axis) is perpendicular to the static field. The Hamiltonian describing the interaction of the square wave RFpulses and the spin system is given in section 2.3.1. The evolution of the corresponding spin system under the influence of this Hamiltonian is described in the rotating frame in section 2.5. Applying RF-pulses tilts the magnetization depending on the pulse duration as well as the amplitude of $\boldsymbol{B}_{1}$ (see section 2.5).
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As the amplitude of $\boldsymbol{B}_{1}$ is much smaller than $B_{0}$, RF-pulses are required to be in close resonance with the nuclear spin precession frequency $\omega_{0}$ in order to efficiently flip the magnetization. Here, a single $R F$-coil is used for both, the manipulation of the spin system and the signal acquisition. Therefore, a duplexer is required to interconnect either the transmitter $(T X)$ or the receiver $(R X)$ with the $R F$-coil.
The NMR transmitter generates RF-pulse sequences with a center frequency $\omega_{R F}$ close to $\omega_{0}$ and hence excites the spin system. After excitation, the duplexer interconnects the probe coil with the NMR receiver such that the resulting NMR signal is acquired. The general appearance of an NMR signal is described in section 2.12 as a very weak, narrow-banded, time-domain signal with a center frequency $\omega_{0}$. Inter-spin couplings as well as inhomogeneous broadening and chemical shifts are not relevant for this discussion. Only a single probe coil is used. Therefore, the received signal at the output of the probe coil is real. Besides a constant factor, which is neglected for the following discussion, the received signal $s(t)$ is given as

$$
\begin{equation*}
s(t)=\operatorname{Re}\left\{M^{+}(t)\right\} \approx A(t) \cos \left(\omega_{0} t+\phi_{0}\right) \tag{3.1}
\end{equation*}
$$

The amplitude $A(t)$ and the phase $\phi_{0}$ state important NMR parameters that allow for conclusions about molecular structures, dynamics and interactions in the sample. Both are required to be estimated by the receiver. Furthermore, the restoration of the complex component $\operatorname{Im}\left\{M^{+}(t)\right\}$, which is part of the observable magnetization $M^{+}(t)$ is required in order to allow for frequency discrimination in the direct dimension of the spectrum. This is achieved by synchronous demodulation (see section 3.2.2), where the local oscillator $(L O)$ used for frequency conversion in the receiver $R X$ is synchronous to the rotating frame (see section 2.5) and hence the transmitter frequency $\omega_{R F} . \omega_{R F}$ is set to the estimate of the Larmor frequency $\omega_{0}$ such that $\omega_{L O} \approx \omega_{0}$. Only a single frequency conversion about $\omega_{L O}$ is performed by multiplication of $s(t)$ by $\exp \left(-j\left(\omega_{L O} t+\phi_{L O}\right)\right)$. The phase $\phi_{L O}$ is adjusted as required (see section 2.12) for optimization of the absorptive spectral component. This results in a complex baseband signal $s_{B B}(t)$ given as

$$
\begin{equation*}
s_{B B}(t)=\frac{1}{2} A(t)\left(1+\exp \left(-j\left(2 \omega_{0} t+2 \phi_{0}\right)\right)\right) \approx \frac{1}{2} A(t), \tag{3.2}
\end{equation*}
$$

where the approximation of the mixing by-products at the frequency $\omega=2 \omega_{0}$ is valid due to the frequency response of the subsequent low-pass filter. As real NMR spectra show multiple peaks with multiple carrier frequencies $\omega_{0, i}$, a more accurate description of the baseband frequency is given by the offset frequency $\Omega_{i}=\omega_{0, i}-\omega_{L O}$.
Implementation of direct, synchronous demodulation can be either performed in the digital or in the analog domain. The SoC-based spectrometer presented in section 3.2 uses a direct sampling receiver architecture, where the complete synchronous demodulation is implemented digitally in the $P L$ of the SoC. In the analog domain the signal is only amplified and band-limited at the RF-band. On the other hand, the MiCSMaP spectrometer, presented in section 3.1 performs the direct conversion in the analog domain. Band-limitation as well as amplification are performed at RF and baseband. Little digital processing power is required such that a $\mu \mathrm{C}$, mostly used for controlling and data forwarding is sufficient.

### 3.1 MiCSMaP Spectrometer

The application focus of this spectrometer is the investigation of relaxation processes, especially under the influence of MNPs as well as the corresponding reagents during the particle synthesis process. This includes $T_{1^{-}}, T_{2^{-}}$and $T_{2}^{*}$-relaxation. As the spectrometer is integrated into the synthesis reactor (see
chapter 5), a small outline permanent magnet with a magnetic flux density of 0.5 T (see section 4.1) resulting in a Larmor frequency of about 21 MHz is used. The main focus of this design was to develop a small-outline, low-cost spectrometer, integrable into this synthesis reactor. Thereby, the ability of automated sample exchange, required for quasi on-line measurements as well as the automated determination of transversal ( $r_{2}$ ) and longitudinal relaxivities $\left(r_{1}\right)$ is particularly important. Furthermore, in-flow measurements were desired. The corresponding NMR probe head, fulfilling these requirements is presented in section 4.3. An overview of the system is given in figure 3.2, where figure 3.2a shows a block diagram of the system, figure 3.2 b a screenshot of the user interface, figure 3.2 c a picture of the device and figure 3.2d a 3D-model of the corresponding NMR probe head described in more detail in section 4.3.


Figure 3.2: Overview of the MiCSMaP spectrometer. a) Block diagram of the MiCSMaP spectrometer. b) The user interface for spectrometer controlling, data visualization and post-processing. c) A picture of the spectrometer. (1) Receiver board, (2) Digital signal processing board including the main $\mu \mathrm{C}$, (3) Transmitter board and (4) Power supply board. d) 3D-model of the corresponding flow-through probe head.

The basic functionality of the spectrometer is illustrated by the block diagram shown in figure 3.2a. The spectrometer is controlled from the user interface running on a workstation via TCP/IP. A screenshot of the corresponding graphical user interface is shown in figure 3.2b. Here, sequence data is generated and the results are visualized and post-processed if required. The spectrometer itself is further functionally divided in two parts - digital signal processing and analog frontend. Physically, these are separated on four printed circuit boards. A picture of the whole device is shown in figure 3.2c. The analog frontend including the NMR transceiver is again separated in a receiver board (1) and a transmitter board (3). Both are controlled from the digital signal processing board (2) and supplied by the power board (4). The digital signal processing board is further responsible for communication with the user application. Sequence specific user data is forwarded from the user application via the network to the main $\mu \mathrm{C}$ (STM32F429, STMicroelectronics) on the digital signal processing unit. The main $\mu \mathrm{C}$ configures the
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pulse generator module which in turn controls the transmitter as well as the receiver. Square wave pulse sequences are generated by the concatenation of multiple timer modules integrated in the $\mu \mathrm{C}$. Furthermore, a dual-channel DDS IC with quadrature outputs, placed on the transmitter board is adjusted by the pulse generator on the fly. This allows for arbitrary phase RF-pulse generation. Moreover, the pulse generator controls the acquisition window as well as the duplexer.
The synchronous direct-conversion transceiver architecture is realized mostly in the analog domain. Core of the analog transceiver circuit is a frequency synthesizer realized by the two-channel quadrature DDS (AD9959, Analog Devices), which is controlled by the pulse generator. Thereof, one channel $\left(D D S_{T X}\right)$ is connected with the pulse modulator, where amplitude modulation of a real sinusoid with a square wave pulse sequence forms the low-power RF-pulses. The second, complex channel $\left(D D S_{R X}\right)$ is connected with a quadrature demodulator (see figure 3.2a). Both synthesizer outputs ( $D D S_{T X}$ and $D D S_{R X}$ ) are synchronized and the phase offsets can be adjusted individually such that the absorptive spectral component is maximized if desired (see section 2.12). Amplitude and phase offset resolution are 14-bit and 10-bit, respectively, whereas the frequency tuning word has 32 bits. With a DDS core frequency of 500 MSPS this results in a frequency resolution of less than 120 mHz . A 5-tap elliptic, equiripple low-pass filter with a 3 dB cutoff frequency of 200 MHz at the outputs of the DDS smooths the signal. Furthermore, the DDS has an analog input for the amplitude modulation with the square wave signal generated by the timer modules of the main $\mu \mathrm{C}$. The timers are updated via DMA in order to allow for arbitrarily designed pulse sequences.
The resulting low level RF-pulses are amplified by a two-step amplification chain. The output power stage (ADA4870, Analog Devices) achieves about $30 \mathrm{dBm}(1 \mathrm{~W})$ at 21 MHz . A pin diode-based duplexer circuit [70] interconnects the transmitter output with the NMR probe head (see section 4.3). At 21 MHz the pin diodes provide an attenuation of 48 dB between the receiver and the transmitter. In transmit case, the attenuation between the transmitter and the NMR probe head is 0.6 dB . Same is valid for the acquisition period. The corresponding driver circuit floods and empties the intrinsic region of the pin diode with charge carriers, resulting in a switching time of about $40 \mu \mathrm{~s}$ [71].
During signal acquisition, the NMR probe head is interconnected with the receiver. The receiver has a preselector with a 3 dB -bandwidth of 4.6 MHz around the center frequency of 21 MHz . Due to the directconversion receiver principle, amplification takes place at RF and at baseband. At RF, a variable gain amplifier allows the amplification to range from 7.5 dB to 55 dB (AD8331, Analog Devices). The first amplifier is a low noise amplifier with a noise figure of 4.1 dB in case of actively matching the input to a source impedance of $50 \Omega$. The signal is then converted to baseband by means of a quadrature demodulator (AD8333, Analog Devices). The differential current outputs are transformed by transimpedance amplifiers with a feedback resistor of $39 \mathrm{k} \Omega$. Finally, a differential amplifier drives the sigma-delta data converter (PCM4202, Texas Instruments) with an oversampling ratio of 384. As the narrow-banded signal is sampled at baseband, an audio converter with sampling frequency of 96 kHz is sufficient. Two synchronous channels allow for quadrature sampling of frequencies ranging from -48 kHz to 48 kHz . Subsequently, the data is transfered, post-processed and visualized by the user application.

### 3.2 SoC-Based Spectrometer

The standalone, SoC-based spectrometer has a more versatile application focus in terms of pulse sequence design than the MiCSMaP relaxometer presented in section 3.1. Core of the system is the SoC that integrates an ARM-based processing system ( $P S$ ) with the versatility and parallelization of FPGAs. The system allows for arbitrary square wave pulse sequence design including the ability of switching
pulsed field gradients. It is designed for frequencies ranging from 20 MHz up to 50 MHz . Throughout this work, the spectrometer is used in combination with a 1 T permanent magnet (see section 4.1). This results in a Larmor frequency of about 45 MHz . An overview of the system is given in figure 3.3, where figure 3.3 a shows a block diagram of the system, figure 3.3 b a screenshot of the graphical user application, figure 3.3 c a picture of the device and figure 3.3 d a 3D-model of the corresponding, gradient-capable NMR probe head described in more detail in section 4.4.


Figure 3.3: Overview of the SoC-based spectrometer. a) Block diagram of the SoC-based spectrometer. b) The user application for spectrometer controlling, data visualization and post-processing. c) A picture of the spectrometer. (1) Analog NMR transceiver, (2) FMC carrier board connecting the MicroZed board and the FMC150, (3) MicroZed board including the SoC and (4) FMC150 data converter board. d) 3D-model of the corresponding gradient-capable probe head.

The basic functionality of the SoC-based NMR spectrometer is illustrated in figure 3.3a. It is controlled by the custom-designed user application (MathWorks, Matlab) running on a workstation via TCP/IP. A screenshot of the corresponding graphical user interface is shown in figure 3.3 b . After sequence data generation, the results are visualized and post-processed if required. The spectrometer itself is functionally divided in three parts - a digital signal processing unit, a data conversion (ADC/DAC) unit and an analog frontend. These functional groups are physically separated on three circuit boards, shown in figure 3.3c. The digital signal processing unit is based on the Zynq SoC (Xilinx, XC7Z010-1CLG400C) mounted on an embeddable system-on-module (Avnet, AES-Z7MB-7Z010-G) (3). The SoC itself comprises an ARM-based $P S$ integrated with $28 \mathrm{~nm} P L$. The $P L$ is equivalent to the Artix- 7 series. Physical connection of the $A D C / D A C$ board (Abaco Systems, FMC150 FPGA Mezzanine Card) (4) to the digital signal processing unit is established by the MicroZed FMC Carrier Card (Avnet, AES-MBCC-FMC-G) (2). The analog frontend (1), characterized in detail in section 3.2 .3 is directly connected to the $A D C / D A C$ board. Furthermore, the duplexer circuit on the analog frontend interconnects either the $R X$-path or the TX-path with the NMR probe head (see figure 3.3d). This is discussed in detail in section 4.4.
The $P S$ is mainly applied for communication with the workstation and data storage throughout this work, whereas digital signal processing and pulse sequence generation is performed on the $P L$ (see figure 3.3 a ).

The PL is separated in a pulse modulator (TX-path), a synchronous demodulator ( $R X$-path), and two synchronized direct digital synthesizers (DDS) [72], $D D S_{T X}$ for the $T X$-path and $D D S_{R X}$ for the $R X$-path. The synchronous demodulator is covered in detail in section 3.2.2. Core of the NMR transceiver is the pulse generator, which controls all components according to the desired NMR sequence (see section 3.2.1). Furthermore, a square wave signal depending on the desired pulse durations, delays and amplitudes is generated. The square wave signal modulates the amplitude of a carrier signal generated by $D D S_{T X}$. This results in a digital RF-pulse sequence at the output of the pulse modulator. Frequency and phase settings of $D D S_{T X}$ are updated by the pulse generator on the fly after each RF-pulse. Subsequently, the digital RF-pulse sequence is transfered to the analog domain ( $D A C$ sampling frequency 491.52 MHz ) on the $A D C / D A C$ board. The RF-pulses are amplified and interconnected with the NMR probe head on the analog frontend (see section 3.2.3). After sample excitation the probe head is interconnected with the RX-path of the analog frontend. In the analog domain, the NMR signal is only amplified and band-limited prior to high speed digitalization ( $A D C$ sampling frequency 245.76 MHz ). The complex sinusoid of $D D S_{R X}$ is required for frequency conversion performed in the synchronous demodulator (see section 3.2.2). The resulting baseband signal is transfered back to the user application.
Figure 3.4 illustrates the spectrometer system with special focus on the PS. Furthermore, the clock distribution network originating from the FMC150 board and the interfaces between the functional units are emphasized.


Figure 3.4: Detailed overview of the SoC-based spectrometer. The SoC-based spectrometer is composed of four circuit boards - the MicroZed board, the FMC carrier board, the FMC150 data conversion board and the analog frontend.

The PS includes ARMs Dual-Core Cortex A9 CPUs, clocked at 866 MHz [73]. L1 and L2 cache as well as a 256 kB On-Chip memory and a memory controller (Mem. Ctrl) accessing external DDR3 memory are integrated. Furthermore, the system supports external static memory like QSPI that allows automated system booting after start-up (not included in figure 3.4). Peripherals like SPI, I2C and $G P I O$ enable communication with external chips. Network access is given by an integrated ethernet mac
(EMAC) with built-in DMA allowing for TCP/IP networking by the LWIP stack. PS peripherals can be routed either to the Multiplexed I/Os (MIOs) for off-chip communication or to the Extended Multiplexed I/Os (EMIOs), which allow for communication with the PL. The system runs with the FreeRTOS real time operating system. Only 28k logic cells, 17.6k look-up tables (LUTs), 35.2k flip-flops (FFs) and a total of 2.1 MB of integrated block RAM are integrated in the rather small PL. Furthermore, 80 DSP slices, required by the digital NMR transceiver circuit are available. $P S$ and $P L$ are connected via the AXI high-performance $(H P)$ and the AXI general-purpose $(G P)$ ports. Both are memory mapped interfaces, where the $H P$ port is specifically designed for high data throughput.
The SoC is embedded on the MicroZed board. This board includes ICs like QSPI and DDR3 memory as well as connectors allowing for access to the pin banks of the SoC. Moreover, networking is supported by an ethernet physics ENET PHY and a RJ45 connector with integrated magnetics. Debugging is performed via an USB-UART bridge as well as a JTAG configuration port.
The FMC carrier provides a connection between the FMC150 and the MicroZed board via a low pin count (LPC) FMC interface. Besides the data converters, the FMC150 also contains a clock synchronizer (Clock Sync) (CDCE72010, Texas Instruments), providing the clock tree for the entire system. Synchronous clocks are supplied for the data converters as well as the Mixed-Mode Clock Manager $(M M C M)$ module in the $P L$. The $M M C M$ in turn generates a clock of 245.76 MHz driving the $I / O$ modules as well as the system clock of 122.88 MHz driving the entire $P L$.
The data converters are connected to the analog frontend that is characterized in more detail in section 3.2.3. The analog frontend realizes the analog NMR transceiver circuit, where amplification of the RF-pulses and the resulting NMR signals takes place. Furthermore, a duplexer circuit interconnects either the transmitter or the receiver with the NMR probe head. The gain of the receiver is digitally adjustable via $I 2 C$. For pulse sequences requiring field gradients, a switchable current source, connected to the center tap of the NMR probe head (see section 4.4) is included. All these modules are controlled by the pulse generator discussed in detail in section 3.2.1. The pulse generator also controls the $A C Q$ Unit, the frequency synthesizer and clock sync.
After start-up, the system is in waiting mode. The desired user sequence commands are transfered via TCP/IP to the PS. The PS distributes the data via AXI over a GP port to the pulse generator (see section 3.2.1) and the acquisition unit (ACQ Unit). The pulse generator triggers the $A C Q$ Unit such that only data acquired during the desired acquisitions periods is transfered. The ACQ Unit transfers the complex baseband output of the synchronous demodulator (see section 3.2.2) via AXI over the HP port to the PS. The data transfer is performed by an DMA core [74], realized in the PL. The PS contains a PL/memory interconnect (InterConn) such that the data can be routed directly to Mem. Ctrl and further to the DDR3 memory without interfering the $C P U$. When data is available in the $D D R 3$ memory, the $C P U$ is triggered by DMA interrupts to initiate data transfers to the $P C$. The data transfer from memory to the EMAC is performed by the built-in $D M A$. Furthermore, the pulse generator triggers interrupts if new commands are required. These interrupts are routed to the general interrupt controller (GIC) of the PS with highest priority (see section 3.2.1).

### 3.2.1 Digital Signal Processing - Pulse Generator

The pulse generator (see figure 3.3 and figure 3.4) is the core of the digital NMR transceiver. It is responsible for the generation of the desired RF-pulse sequences in terms of the number of pulses, pulse durations as well as the delays between the pulses. Furthermore, the individual phases, frequencies and amplitudes of each pulse are adjusted via $D D S_{T X} . D D S_{T X}$ is in turn controlled by the pulse generator on
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the fly. Frequency and phase of the LO-signal required for downconversion in the synchronous demodulator are controlled by the pulse generator via $D D S_{R X}$. Adjustments are individual for each acquisition period. Number and duration of acquisition periods as well as duplexer and gradient switching are also controlled by the pulse generator. The whole subsystem runs at the system frequency ( 122.88 MHz ). The corresponding block diagram of the custom-designed IP is shown in figure 3.5.


Figure 3.5: Block diagram of the pulse modulator
The pulse generator is configured prior to each pulse sequence. Configuration data (Seq. Data) is sent via a $G P$ port from the $P S$ to the integrated sequence buffer. Therefore, an AXI lite interface allowing for memory mapped data transfer is implemented. The buffer holds all twelve parameters required to fully describe a pulse sequence.
Timing of the square wave pulse sequence is described by the pulse durations (PulseDur) and the delays (PulseDly) between the individual pulses. After each pulse an acquisition period starting after an acquisition delay (ACQDly) for an acquisition duration (ACQDur) can be initialized. Furthermore, duplexer delay (DupDly) and duration (DupDur) need to be set. If required, gradients can be switched on during the sequence. Timing is adjusted by gradient delay (GradDly) and duration (GradDur). Pulse frequencies and phases can be set individually by the parameters pulse frequency (PulseFreq) and pulse phase (PulsePhase). In addition, the pulse amplitude (PulseAmp) can be set individually. The receiver parameters including the receiver frequency (RxFreq) and receiver phase (RxPhase) are valid throughout the whole sequence.
The sequence buffer is therefore divided into twelve individual parameter buffers (see figure 3.5). Each parameter buffer again contains eight 64 -bit registers, further divided in a 32 -bit control word and a 32 bit parameter word. The buffer depth of eight allows one parameter to change eight times during the sequence. If a parameter needs to be changed more than eight times during one pulse sequence, the IRQ logic triggers an interrupt such that new configuration data is requested from the PS. IRQ logic will be discussed later. Pulse sequences like the CPMG sequence that contain repeating patterns, can be configured by a repetition counter value in the control word of each register. The current parameter command is repeated until the repetition counter reaches zero. Therefore, only one command is required for a series of identical pulses. The receiver buffer containing RxFreq and RxPhase has only one register as these parameters are valid for the entire sequence.

Timing of the pulse generator is based on the counter logic. The counter logic consists of seven individual 32-bit counters, one for each of the following sequence timing parameters: PulseDur, PulseDly, ACQDly, DupDur, DupDly, GradDur and GradDly. Each counter contains three inputs, consisting of a CntrValue input (32-bit), a trigger input (either CntrDone or StartTrg) and a CntrCmd input as well as one output. The CntrCmd input contains information about the timers to be triggered after the corresponding timer expires. Pulse sequence timing is achieved by the way these timers trigger each other. After SeqStart rises, the start-up logic triggers the PulseDly-timer. The PulseDly-timer counts from its corresponding CntrValue (from the first PulseDly register) to zero. After expiration, the CntrDone flag triggers the PulseDur-timer. The PulseDur-timer counts from its corresponding CntrValue (from the first PulseDur register) to zero. After expiration, the CntrDone flag triggers the other timers depending on the CntrCmd bits of the first PulseDur register. The CntrDone flag of the PulseDur-timer can trigger the ACQDly-timer, the DupDly-timer and the GradDly-timer, which are all configured with their first register entries. Furthermore, it can retrigger the PulseDly-timer, which is configured with the second register value. If a delay counter expires, the corresponding duration timer is always triggered. The acquisition duration (ACQDur) is not directly controlled by the pulse generator. Instead, the desired acquisition duration is forwarded to the $A C Q$ unit (see figure 3.4) along with the corresponding trigger signal (CntrDone of the ACQDur-timer) to indicate the beginning of the acquisition period.
Furthermore, the CntrDone signals trigger the index logic. The index logic consists of eleven individual index modules corresponding to the sequence parameters with a buffer depth of eight. Each CntrDone flag triggers one or more index modules. For instance, after expiration of the PulseDly-timer the index module corresponding to the PulseDly parameter is triggered. Each time an index module is triggered the corresponding repetition value is lowered by one. If the repetition counter of the corresponding parameter reaches zero, the index logic increases the index of the corresponding parameter by one. The current command is considered to be done. The data distribution unit, in turn forwards the second register of this parameter to the corresponding modules.
Frequency and phase of the RF-pulses and the LO are also set by the pulse generator. Two AXI-stream master interfaces, $D D S-T X$ for $D D S_{T X}$ and $D D S-R X$ for $D D S_{R X}$ transfer a frequency word concatenated with a phase word to the corresponding DDS. These values are taken from the corresponding registers of the sequence buffer. The index module controls which register is chosen. As $D D S_{R X}$ is only configured once prior to the first pulse, no index module is required. The index values required for $D D S_{T X}$ are controlled by two index modules. These index modules are triggered by the CntrDone of the PulseDurtimer, because after one RF-pulse is done $D D S_{T X}$ can be configured for the next pulse. Same is valid for the RF-pulse amplitude. The PulseAmp index module is also triggered by the CntrDone flag of the PulseDur-timer.
Every time the index for a certain parameter increases, the IRQ logic is triggered by the CmdDone flag. Each index module triggers the corresponding IRQ module such that each IRQ module corresponds to exactly one parameter. The particular IRQ module decides depending on the overall number of commands (NofCmds, also in the command word of the corresponding register) whether a new command is required for that parameter. If a new command is required, an interrupt $(\operatorname{SetIRQ})$ is initiated. The $P S$ initiates a data transfer to sequence buffer and clears the interrupt (ClearIRQ), if successful.
Finally, the output stage states the interface from the pulse generator core to the PL. The PulseSeq signal is a binary square wave pulse train generated depending on the CntrDone signals of the PulseDur-timer and the PulseDly-timer. The amplitudes of each pulse are given by the corresponding PulseAmp value at the current index. Subsequently, this signal is modulated by the TX carrier signal, generated by $D D S_{T X}$ in the Pulse Modulator (see figure 3.4). The ACQ unit is triggered by the ACQTrg depending on the
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CntrDone of the ACQDly-timer. Furthermore, the current ACQDur is forwarded to the ACQ unit. The duplexer control signal DupCtrl and the gradient control signal GradCtrl are generated by the corresponding CntrDone flags of the duplexer and gradient timers.

### 3.2.2 Digital Signal Processing - Synchronous Demodulator

The synchronous demodulator transforms the narrow-band NMR signals described in section 2.12 to baseband and performs a reduction of the sampling frequency. The output data is transfered to the $P S$ by the ACQ unit (see figure 3.4). An overview of the direct-sampling synchronous demodulator, illustrating the decimation stages and the quadrature demodulator is shown in figure 3.6.


Figure 3.6: Overview of the synchronous demodulator.

The signal $s(t)$ given in equation 3.1 at the output of the $R X$-path of the analog receiver (see figure 3.3 a ) is sampled at a frequency $f_{s}$ of 245.76 MHz and a bit width of 14 . The resulting discrete signal $s[n]$ is the input signal of the synchronous demodulator. A desired downsampling ratio of 200 results in a sampling frequency of 1.2288 MHz at the output. The frequency responses of the filters are configured such that the 3 dB baseband bandwidth is about 400 kHz and the allowable input frequencies range up to 50 MHz .
Decimation is separated in three steps. At first, a decimation of two is performed. The required band limitation is achieved by the half-band filter $(H B F)$. The reduced sampling frequency of 122.88 MHz coincidences with the $P L$ system frequency, which greatly simplifies the system design. Frequency conversion by the LO-signal generated by $D D S_{R X}$ to the baseband is followed by another decimation of 100 (decimation stage). The Decimation Stage is separated in a decimation by 50 , band-limited by a cascaded-integrator-comb filter (CIC) and a subsequent decimation by two. The corresponding final filter stage (COMP) also compensates for the passband characteristics of the CIC filter.

## Half-Band Filter

The first decimation stage is required to lower the sampling frequency from the ADC sampling frequency $(254.76 \mathrm{MHz})$ to the $P L$ system frequency $(122.88 \mathrm{MHz})$. This greatly relaxes the FPGA timing requirements. The $(H B F)$ limits the bandwidth prior to downsampling by a factor of two. Passband frequency, normalized to the input sampling frequency $f_{s}$ is chosen to be 0.2 . This results in a frequency of approximately 49.2 MHz . The normalized Nyquist frequency corresponding to a decimation by two is 0.25 . This allows for a transition band ranging from 0.2 to 0.3 . The corresponding stopband ranges from 0.3 to 0.5 . Same considerations are valid for negative frequencies.
The filter taps are designed by use of the Remez-Algorithm [75], which minimizes the maximum error to
the target frequency response. This algorithm designs a linear phase ( $h_{H B F}$ is symmetric, see figure 3.7a), equiripple FIR filter. Figure 3.7a shows the impulse response $h_{H B F}$ with 47-taps.


Figure 3.7: Characteristics of the half-band filter (HBF). a) Impulse response of HBF. b) Frequency response of HBF.

The frequency response is shown in figure 3.7b. Due to the strictly real coefficients (see figure 3.7a), the frequency response of the low-pass filter is symmetric about zero. The passband is highlighted in green, the stopband in red and the transition band in black. Furthermore, the frequency is symmetric about the Nyquist frequency (0.25). Thus, passband and stopband frequencies are inherently equidistant. Moreover, passband $(0.0015 \mathrm{~dB})$ and stopband ripple are equal in amplitude. The minimum stopband attenuation is slightly greater than 80 dB . Furthermore, FPGA resources are reduced by using a half-band filter topology. This allows for the implementation in polyphase form, because almost every second coefficient is equal to zero. The number of output samples to be calculated is only half the number of input samples. For implementation on the FPGA, the coefficients are truncated to 18 bits. The FIR IP core [76] recognizes the half-band characteristics of the coefficient set and implements the FIR filter using the resource saving half-band filter structure. This way only eight DSP slices are required.

## Quadrature Demodulator

Frequency conversion to baseband is performed by a quadrature demodulator (see figure 3.6). The corresponding LO-signal $(L O)$ is generated by $D D S_{R X}$ (see figure 3.3). The spectrum of the RF-signal with a center frequency $\omega_{0}$ (see equation 3.1 ) is shifted to $\approx 0 \mathrm{~Hz}$ by use of a complex multiplication. $D D S_{R X}$ runs synchronous to $D D S_{T X}$ such that the demodulation of the NMR signals is synchronous to the RF-pulses. The phase of $D D S_{R X}$ is adjusted to maximize the absorptive component of the spectrum like shown in section 2.12. Using complex multiplication, the irretrievable overlapping of mirrors and noise with the user spectrum is avoided. The bit width of the complex exponential is 18 , whereas the input has a bit width of 16 . The complex output signal is truncated to a bit width of 16 . It shows frequency components at baseband and at $2 \omega_{0}$, whereas the frequency component at $2 \omega_{0}$ needs to be attenuated by the subsequent filter stages (see figure 3.6).
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## Decimation Stage

In general, high sampling rate changes require very narrow-band filters. These filters show long impulse responses and hence require many fast multipliers. A very resource efficient way to achieve high decimation ratios is to use CIC filters [77, 78]. This filter architecture comes with the drawback of a strong droop in the passband region as well as strong sideband lobes, which lead to insufficient stopband attenuation. Compensation of these drawbacks is achieved by the subsequent compensation stage (COMP). The main decimation stage is therefore split into two cascaded stages. The first with a decimation factor of 50, band-limited by a CIC filter and the second with a decimation factor of two, band-limited by the COMP filter. Hence, the overall decimation performed at baseband is 100 .

## CIC Filter

The CIC filter is designed for a decimation ratio of 50 . The corresponding Nyquist frequency, normalized to the system frequency $f_{\text {sys }}$ is 0.01 . The normalized passband frequency is desired to be 0.0016 , which corresponds to a frequency of 196.6 kHz . Critical frequency bands that fold back in the user spectrum after downsampling range from $0.02 k-0.0016$ to $0.02 k+0.0016$, where $k \in \mathbb{N}$.
The basic blocks of a CIC decimation filter are integrators and combs. N integrators are cascaded and run at $f_{\text {sys }}$, followed by N combs that run at $f_{\text {sys }} / 50$. In between both stages is a rate change of 50 . The system response $H(z)$ of the CIC low-pass filter is given as

$$
\begin{equation*}
H(z)=\frac{\left(1-z^{-50}\right)^{N}}{\left(1-z^{-1}\right)^{N}}=\left(\sum_{k=0}^{49} z^{-k}\right)^{N} \tag{3.3}
\end{equation*}
$$

where the numerator corresponds to the comb section and the denumerator to integrator section. Equation 3.3 shows that CIC filters behaves like N cascaded FIR filters, each with a rectangular impulse response of length 50 even though the integrator itself shows an instable IIR behavior. No multiplications and hence no DSP slices are required because the impulse response only consists of unit-amplitude coefficients. The symmetry of the impulse response leads to a linear-phase and hence a constant group delay. Evaluation of equation 3.3 at $z=\exp \left(j 2 \pi f / f_{\text {sys }}\right)$ results in the magnitude frequency response $|H(f)|$, where

$$
\begin{equation*}
\left|H_{\text {CIC }}(f)\right|=\left[\frac{\sin \left(50 \pi f / f_{\text {sys }}\right)}{\sin \left(\pi f / f_{\text {sys }}\right)}\right]^{N} \tag{3.4}
\end{equation*}
$$

Equation 3.4 has zeros at $0.02 k$, which coincidences with the center frequency of the critical frequency bands folding back to the user band after downsampling. The number N of cascaded CIC stages controls the order of the zeros and hence the attenuation of frequency bands in close proximity. Therefore, increasing N also increases the passband droop and is thus narrowing the bandwidth of the filter. The stronger the droop the tighter the requirements for the subsequent compensation filter to flatten the passband. A suitable trade-off for N was found to be 4 . The resulting magnitude frequency response is shown in figure 3.8a, whereas figure 3.8 b shows a zoom of the frequency band around the first zero. The passband is highlighted in green and the stopband in red.
The slope of the magnitude of the frequency response is very high. Still, as the passband is very narrow ( 0.0016 ) the aliasing bands around the zeros are narrow. Therefore, the attenuation of these bands is still strong. Due to the monotonic decay of the local maxima between the zeros, only the first zero ( $k=1$ ) ranging from 0.0184 to 0.0216 needs to be considered (see figure 3.8 b). The area is highlighted in red
and shows an attenuation of larger than 83 dB . At higher order zeros the attenuation is even stronger. Figure 3.8b also shows the droop in the passband, highlighted in green. This droop is to be compensated by the subsequent decimation filter (COMP).


Figure 3.8: Characteristics of the CIC filter. a) Frequency response of the CIC filter. b) Zoom of the frequency response of the CIC filter around the first zero. The passband is highlighted in green and the stopband in red.

## Compensation Filter

The passband droop of the $C I C$ filter (see figure 3.8) is compensated by the subsequent compensation filter COMP. Furthermore, aliasing due to the following rate change of two is prevented. Due to the previous rate change of $R=50$ the compensation stage runs at a sampling frequency $f_{\text {COMP }}=f_{\text {sys }} / 50$. The corresponding Nyquist frequency, normalized to the input frequency $f_{\text {COMP }}$ is 0.25 . A normalized passband corner frequency of 0.08 corresponds to a frequency of 196.6 kHz . Hence, the allowed transition band ranges from 0.08 to 0.42 .
The frequency response of the ideal compensation filter is desired to result in an ideal frequency response $H_{I D E A L}$ of the concatenated filters that is one in the passband and zero in the stopband (see figure 3.9 a , light blue line). The small angle approximation $(\sin (x) \approx x)$ simplifies the mathematical description of the passband droop of the CIC filter given in equation 3.4 to $\left[\operatorname{Rsinc}\left(f / f_{C O M P}\right)\right]^{N}$. Therefore, the desired amplitude response $A_{d}$ of the COMP filter is given as

$$
A_{d}(f)=\left\{\begin{array}{lr}
1 /\left|H_{\text {CIC }}(f)\right|=\left[R \operatorname{sinc}\left(f / f_{\text {COMP }}\right)\right]^{-N} & 0  \tag{3.5}\\
x & 0.08 \leq f<0.08 \\
0 & 0.42 \leq f<0.42
\end{array}\right.
$$

The FIR filter design is based on minimizing the non-weighted, least square error $\epsilon$, where

$$
\begin{equation*}
\epsilon=\int_{0}^{\pi}\left|A(\omega)-A_{d}(\omega)\right|^{2} d \omega \tag{3.6}
\end{equation*}
$$

between the amplitude responses $A(\omega)=|H(\omega)|$ and $A_{d}(\omega)[79,80]$. The results are shown in figure 3.9. Figure 3.9 a , figure 3.9 b and 3.9 c each show the amplitude responses $\left|H_{\text {CIC }}\right|,\left|H_{\text {COMP }}\right|$,
$\left|H_{A L L}\right|$ and $\left|H_{\text {IDEAL }}\right|$, where $\left|H_{A L L}\right|$ is the overall amplitude response given as $\left|H_{\text {CIC }}\right|\left|H_{\text {COMP }}\right|$ for different areas of focus. The amplitude of the CIC filter is equivalent to figure 3.8 but is normalized to $f_{\text {COMP }}$ for convenience reasons. The red crosses in figure 3.9 a show the smallest attenuation in the aliasing bands. The right one corresponds to the CIC decimation filter, where lowest attenuation is on the lower end of the band around the first zero. The left one corresponds to the response of the concatenated filter $\left|H_{A L L}\right|$ at the lower end of the stopband ( 0.42 ). The corresponding attenuation is about 87 dB and 83 dB , respectively.


Figure 3.9: Characteristics of the main decimation stage composed of a concatenation of the COMP filter and the CIC filter. $\mathrm{H}_{\text {ALL }}$ is the frequency response of the concatenated filters, whereas HIDEAL is the desired overall frequency response. a) Frequency response of the main decimation stage. The red crosses indicate the frequencies with lowest attenuation folded back to the user bands after decimation. b) Zoom of the frequency response with focus on the passband droop. c) Zoom of the frequency response with focus on the ripple residue in the passband. d) Impulse response of the COMP filter.

Besides stopband attenuation, this decimation stage also compensates for the passband droop introduced by the CIC filter. This is illustrated in figure 3.9 b, showing a zoom to the passband. The color coding is equivalent to figure 3.9a. The droop at the passband edge of $\left|H_{C I C}\right|$ is already about 0.35 dB . On the other hand, $\left|H_{\text {COMP }}\right|$ amplifies in the passband such that the amplitude response of $\left|H_{A L L}\right|$ of the concatenated filters is very close to 0 dB for frequencies smaller than 0.08 . Still, there is a small deviation from zero, illustrated by the zoom shown in figure 3.9 c . The residual ripple is less than 0.0015 dB in the
passband. The corresponding 65 -taps impulse response $h_{\text {COMP }}$ is shown in figure 3.9 d .

## Evaluation of the Synchronous Demodulator

The amplitude response of the synchronous demodulator is investigated in two steps. A signal generator is directly connected to the $A D C$ input (see figure 3.3a). In a first step, the LO frequency and the input frequency of the sinusoid, generated by the signal generator $\left(0.2 \mathrm{~V}_{\mathrm{RMS}}, 1 \mathrm{dBm}\right)$ are kept equal. This results in a baseband frequency of 0 Hz . The input frequency is swept from 1 MHz up to 80 MHz . This allows for the investigation of the amplitude response of the $H B F$ filter (see figure 3.6). Figure 3.10a shows the amplitude response for positive frequencies. The characteristics match well with the theoretical results shown in figure 3.7. The low-pass filter shows a 3 dB cutoff frequency of 58 MHz . In a second step, the input frequency, generated by the signal generator $\left(0.2 \mathrm{~V}_{\mathrm{RMS}}, 1 \mathrm{dBm}\right)$ is fixed to 30 MHz . The LO frequency is swept from -0.6 MHz to 0.6 MHz . Thus, the amplitude response of the main decimation stage, composed of the CIC and COMP filter can be investigated. The results shown in figure 3.10 b match well with the theoretical amplitude response shown in figure 3.9a. The concatenated decimation stages show bandpass characteristics with a lower 3 dB cutoff frequency of -260 kHz and an upper 3 dB cutoff frequency of 260 kHz . For both measurements, the noise floor is at about -60 dB .


Figure 3.10: Evaluation of the synchronous demodulator. a) Amplitude response of the HBF filter. b) Amplitude response of the main decimation stage composed of the CIC filter and the COMP filter

### 3.2.3 Analog Frontend

The analog frontend (see figure 3.1a) works as an NMR transceiver. Basically, the NMR transceiver consists of an $R X$-path, a $T X$-path and a duplexer. Figure 3.11a and figure 3.11b show the amplitude response of the $R X$-path and the $T X$-path, respectively.
The duplexer interconnects either the $R X$-path or the $T X$-path with the NMR probe head. It is composed of two concatenated single pole, double throw switches, each with an isolation of more than 40 dB between the opened ports. In the reception case, the $T X$-path is isolated from the $R X$-path by more than 80 dB . In the transmit case, the $R X$-path is isolated from the $T X$-path by more than 40 dB . The insertion loss is less than 0.2 dB in both cases.


Figure 3.11: Frequency responses of the transceiver board

The NMR receiver has an adjustable gain ranging from 47.5 dB up to 95 dB . For investigating the $R X$ path, the duplexer is held in reception mode. The transmit power of the sweep generator of the network analyzer is set to -30 dBm . Additionally, the transmitter is attenuated by 40 dB such that the receiver input power is -70 dBm . The receiver gain is set to about 60 dB . The results in terms of $S_{21}$ are presented in figure 3.11a. The frequency response shows bandpass characteristics with a lower and an upper 3 dB cutoff frequency of 21 MHz and 50 MHz , respectively. The input amplifier, dominant for the overall noise figure [81] has a noise figure of 2.6 dB (ADL5536, Analog Devices).
For investigating the $T X$-path, the duplexer is held in transmit mode. The transmit power of the sweep generator of the network analyzer is set to -15 dBm . The detector input of the network analyzer is protected by an additional attenuation of 40 dB . Figure 3.11 b shows the amplitude response of the transmitter. The total gain of the transmitter is highly frequency dependent. At the desired frequency of 45 MHz , the gain is about 42 dB resulting in a maximum output power of about 27 dBm . As there are no bandpass filter structures in the $T X$-path, the decay with the frequency is rather linear $(0.25 \mathrm{~dB} / \mathrm{MHz})$. This decay is mainly due to the RF characteristics of the power amplifier (ADA4870, Analog Devices) like the slew rate or the gain bandwidth product. The transmitter is suited for frequencies ranging from 3 MHz up to 50 MHz . Frequencies higher than 50 MHz lead to a decrease in maximum output power if total harmonic distortion is kept constant.

### 3.3 Spectrometer Discussion

Throughout this work, two NMR spectrometers were designed - the MiCSMaP spectrometer (see section 3.1) and the SoC-based spectrometer (see section 3.2). Due to their different field of focus, the designs differ greatly from each other. The application focus of the MiCSMaP device is on the determination of relaxation processes using a small outline permanent magnet with a magnetic flux density of $0.5 \mathrm{~T} . T_{1}-, T_{2}$ - and $T_{2}^{*}$-relaxation times require the spectrometer to perform inversion recovery, CPMG [66] and FID measurements, respectively. In comparison, the SoC-based spectrometer (see section 3.2) is more versatile in terms of pulse sequence design. The pulse generator (see section 3.2.1) allows for a completely versatile design of square wave pulse sequences with the option of pulsed field gradients. A graphical user interface (see figure 3.3b) running on top of the user application greatly sim-
plifies and accelerates the sequence design. Furthermore, the system is intended for frequencies ranging from 20 MHz up to 48 MHz , which allows for proton NMR at magnetic flux densities ranging from about 0.5 T to more than 1 T (see section 3.2.3).

Both spectrometers share the concept of a direct-conversion receiver structure. The RF-signal is transformed to baseband using only one frequency conversion. The LO frequency is synchronous with the rotating frame and hence the NMR transmitter frequency. A major advantage of this synchronous demodulation is inherent image rejection if well matched quadrature signals are used. In addition, the filter requirements of the subsequent low-pass, rejecting the spectral component at twice the center frequency are strongly relaxed compared to super heterodyne receivers. Removing the intermediate frequency also greatly reduces circuit complexity and hence hardware requirements.
The way these direct-conversion receivers are implemented greatly differs between the two devices. The SoC-based device uses the direct-sampling approach. Synchronous demodulation is realized digitally in the $P L$ of the SoC. On the other hand, the synchronous demodulator of the MiCSMaP device is realized in the analog domain. This has the advantage of strongly reduced requirements on the digital processing power. A cheap $\mu \mathrm{C}$-based digital control system (see figure 3.2a) is sufficient. Furthermore, digitalization of the baseband signal can be performed by simple audio ADCs. Realization via sigma-delta converters greatly relaxes the anti-aliasing filter requirements [82] due to an oversampling ratio of 384. A simple RC-structure is sufficient. Still, the drawbacks outweigh these advantages. The hardware requirements increase. Additional components like a quadrature demodulator and frequency synthesizers are needed. Furthermore, analog baseband processing requires quadrature amplifiers, filters and two synchronous data converters. The degree of image cancellation is proportional to the quality of quadrature path balancing. In the analog domain, quadrature balancing is rather difficult to realize. In the digital domain, perfect balancing is achieved without any effort. However, the major drawback are DC-offsets caused by analog components like the baseband amplifiers. These offsets overlap irreversibly with the NMR baseband spectrum. LO break through also results in observable DC-components, even though a divide-by-4 circuit generates the internal LO-signal of the quadrature modulator. These DC-components turned out to be dominant. The direct-conversion receiver structure was changed to a low-IF receiver structure, where IF is chosen to be at positive midband ( 24 kHz ). This allows for the attenuation of DC-components prior to a second frequency conversion to baseband, which is performed digitally on the workstation. Due to the finite duration of the corresponding transition band, the maximum achievable signal bandwidth is about 20 kHz . This is much less than the 400 kHz of the SoC-based device (see section 3.2.2). Even though NMR signals usually do not show such high bandwidths, the highly shifting center frequencies caused by temperature induced $B_{0}$ shifts of permanent magnets (see section 4.1) require fast frequency follow control.
The direct-sampling, direct-conversion receiver on the other hand requires high speed data converters. For Nyquist sampling, taking into account anti-aliasing transition bands, high sampling frequencies are required (ADC sampling frequency 245.76 MHz ). The corresponding anti-aliasing filter is complex. Consequently, high speed digital signal processing is required. This is provided by the PL of the SoC (based on Artix-7 FPGAs) such that the synchronous demodulator can be realized fully digital. As the sampling frequency is much higher than the desired baseband bandwidth, the NMR signal is decimated by a ratio of 200 (see section 3.2.2). This leads to an increase in the theoretical upper limit of the SNR due to a quantization noise reduction of 23 dB , which in turn leads to a bit gain of 3.8.
The transmitter of the SoC-based device generates low-power RF-pulses fully in the digital domain. Conversion to the analog domain also requires high speed data converters (DAC sampling frequency is 491.52 MHz ). This data converter is not required by the $\mu \mathrm{C}$-based system (see figure 3.2 a ) because the
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amplitude modulated carrier is generated by an external DDS IC (AD9959, Analog Devices) with an SFDR of 83 dBc and a frequency resolution of 120 mHz . For the SoC-based device the frequency synthesizer is realized by a DDS IP core [72] driven by the system clock. A phase accumulator bit width of 32 leads to a frequency resolution of 28.6 mHz . A table depth of 16 bits for $D D S_{R X}$ and 14 bits for $D D S_{T X}$ (see figure 3.3a) results in an SFDR of 108 dBc and 96 dBc , respectively. The bit widths of the outputs are set to 18 and 16 bits, respectively, where 18 bits for $D D S_{R X}$ are used to account for the decimation gain of the first decimation stage and the required coefficient bit width (see section 3.2.2).
Both spectrometers generate square wave pulse sequences to excite the nuclear spins. The spectral energy spreads according to a sinc-function about the carrier frequency. In order to avoid artifacts, hard pulses are required. Here, a pulse is considered hard if the magnitude spectrum is larger than $95 \%$ of its maximum for all frequencies contained in the sample. The longer the pulse duration the narrower the spectrum. If the NMR signal bandwidth is assumed to be 2 kHz due to massive inhomogeneous broadening, the pulse duration must not exceed $200 \mu \mathrm{~s}$. This results in certain power requirements for the RF-transmitter that depend on the probe coil architecture and hence need to be evaluated separately for each coil design. Both spectrometers use the same final power amplifier. The maximum, quasi harmonicfree output power achieved is $1 \mathrm{~W}(30 \mathrm{dBm})$ for the MiCSMaP device and only $0.5 \mathrm{~W}(27 \mathrm{dBm})$ for the SoC-based device. Due to higher frequencies, the maximal slope of the RF-pulses exceeds the slew rate of the power amplifier at lower power levels. Furthermore, the temporal resolution, important for precise flip angles of the RF-pulses is limited by the clock rate of the timer modules of the $\mu \mathrm{C}$ (see section 3.1) and the pulse generator (see section 3.2 .1 ). These are 168 MHz and 122.88 MHz , respectively, which results in a resolution of 6 ns and 8 ns . This, in turn, is approximately $0.2 \%$ regarding a typical pulse length of about $16 \mu \mathrm{~s}$ for an excitation pulse.
Both analog receivers have a preselector bandpass filter and a low-noise amplifier (not shown explicitly in figure 3.2 and figure 3.3) right after the duplexer circuit. The preselector limits the NMR frequencies for the overall systems. The MiCSMaP device allows for frequencies ranging from 19 MHz to 22 MHz , whereas the SoC-based device allows for frequencies ranging from 20 MHz to 48 MHz . The noise figures and gains of the low-noise amplifiers are 4.1 dB and 20 dB (AD8331, Analog Devices) and 2.6 dB and 20 dB (ADL5536, Analog Devices). According to Friis law [81], these values dominate the overall noise figures of the amplifier chains.
After digitization, the synchronous demodulator of the SoC-based devices allows for frequencies ranging from 0 Hz to 48 MHz (see figure 3.10a), limited by the $H B F$ (see figure 3.6). The equiripple filter design is chosen to minimize the transition band for a given ripple and filter order [83]. Passband ripple and minimum stopband attenuation are desired to be less than 0.0015 dB and 80 dB , respectively. The bandwidth of 400 kHz is limited by the concatenation of the CIC and the COMP filter. The minimum stopband attenuation of the CIC and the COMP filter is 87 dB and 83 dB , respectively. As both attenuations are in the same range, the use of four CIC stages and a 65 -taps compensation filter is a reasonable choice concerning resource utilization. The entire synchronous demodulator is designed using only 14 DSP slices. Furthermore, the duration of the impulse response is only $26 \mu \mathrm{~s}$. This highly advantages the detection of fast decaying FIDs in very inhomogeneous fields.

## 4 NMR Probe Heads

Throughout this work two kinds of NMR probe heads were designed for permanent magnets with a magnetic flux density $B_{0}$ of 0.5 T and 1 T (see section 4.1). Both probe heads generate an RF-field $\boldsymbol{B}_{1}$ perpendicular to the external field $\boldsymbol{B}_{0}$. The main design consideration for the flow-through probe head was to allow for automated sample exchange and even in-flow NMR measurements. The resulting probe head is presented in section 4.3. The gradient-capable NMR probe head includes the ability to generate a secular pulsed field gradient $\boldsymbol{B}_{\text {grad }}$ using only one center-tapped solenoid and thus avoiding additional and cumbersome hardware. This probe head is presented in section 4.4. Both are tuned and matched by a balanced capacitive matching network presented in section 4.2.

### 4.1 External Magnetic Field

The external static magnetic flux densities $B_{0}$ used throughout this work are generated by low-field permanent magnets. Figure 4.1 a shows a 0.5 T magnet used with the flow-through probe head (see section 4.3) and figure 4.1 b shows a 1 T magnet used with the gradient-capable probe head (see section 4.4).


Figure 4.1: NMR permanent magnets. a) 0.5 T permanent magnet. b) 1 T permanent magnet.
The magnetic flux density $B_{0}$ of the smaller permanent magnet (Metrolab, PM-1055-050N [84]) is $0.5 \mathrm{~T}( \pm 10 \%)$. According to equation 2.32 , this results in a Larmor frequency of $\approx 21.3 \mathrm{MHz}$ for protons. The magnet has very small outline dimensions, such that the diameter is only 80 mm and the height is only 55 mm . Overall the weight of the magnet is only about 1250 g . The core is made of a composition of neodymium, iron and boron $(N d F e B)$ which allows for such high field strengths while still maintaining small outline dimensions [21]. Unfortunately, the temperature dependence of the core material also leads to a significant temperature coefficient [85, 86] of $-1200 \mathrm{ppm} / \mathrm{K}$. This identifies to a field drift of $-60 \mathrm{mT} / \mathrm{K}$ or $25 \mathrm{kHz} / \mathrm{K}$ in frequency units. Especially for long term two-dimensional experiments (see chapter 6) with a duration of many hours this can cause problems that need to be considered. The field homogeneity is not stated in particular but will be examined later in terms of $T_{2}^{*}$ (see section 5) for the
flow-though probe coil architecture. Nevertheless, a quasi homogeneous zone or sweet spot, suitable for NMR experiments is given in the datasheet as $1 \mathrm{~cm}^{3}$ [84].
The magnetic flux density $B_{0}$ of the magnet (Aspect Imaging, M2) [87] used for the gradient-capable probe head is a little higher than 1 T . FID-measurements revealed that the corresponding Larmor frequency is $\approx 44.74 \mathrm{MHz}$ for protons. According to equation 2.32 , this results in a magnetic flux density of $\approx 1.05 \mathrm{~T}$. The footprint of the magnetic subsystem is about $1 \mathrm{~m}^{2}$. As a custom-designed probe head is used for the subsequent experiments, the RF-coils of the imaging system are removed from the magnetic subsystem. The custom-designed NMR probe head is fixed on the sample mounting unit which is then inserted in the magnet. As the magnet is built for small animal imaging, the homogeneous field area is much larger than the one of the 0.5 T magnet. Furthermore, the use of shimming coils allows for a more homogeneous field compared to the smaller magnet. An exact value for the field drift due to the temperature dependence of the core material is not stated in the datasheet but definitly needs to be considered for long term measurements as shown in chapter 6.

### 4.2 Balanced Series Capacitive Matching Network

Impedance matching is essential to maximize the power transfer between source and load. In case of perfect matching the efficiency rises up to $50 \%$. Furthermore, matching line and load impedance is important to avoid the wave being partially reflected. Otherwise, destructive addition of the incoming and the reflected wave leads to a loss of power [68]. The system impedance $Z_{0}$ is chosen to be equal to the purely resistive standard line impedance of $50 \Omega$.
The equivalent circuit diagram of the $N M R$ coil consists of a purely inductive component $L_{N M R}$ in series with a purely resistive component $r \propto r_{0} \sqrt{\omega}$, where $r_{0}$ is the DC resistance. The impedance of the NMR coil is given as

$$
\begin{equation*}
\mathrm{Z}_{N M R}=j X_{N M R}+r=j \omega L_{N M R}+r \tag{4.1}
\end{equation*}
$$

The quality factor $Q$ is given as

$$
\begin{equation*}
Q=\frac{X_{N M R}}{r}=\frac{\omega L_{N M R}}{r} \tag{4.2}
\end{equation*}
$$

where $X_{N M R}$ is the inductance. The quality factor describes the ratio of magnetic energy stored in the coil to the energy dissipated in $r$ per cycle. The impedance conversion from $Z_{N M R}$ to $Z_{0}$ at the spectrometer frequency $\omega_{0}$ is performed in terms of a reactive matching network. In case of perfect impedance matching all incident power is dissipated in $r$. Narrow band matching is achieved by connecting a tuning capacitor $C_{T}$ in parallel to the $N M R$ coil (see figure 4.2 ). At the resonance frequency $\omega_{\text {res }}$ the imaginary component of the impedance is zero, whereas the real one shows a maximum. For frequencies much higher and much lower than $\omega_{\text {res }}$ the real part converges to $r$, where the rate of change is proportional to $Q$. The real part of the parallel resonator is exactly $50 \Omega$ for two frequencies in between. Choosing $C_{T}$ and hence $\omega_{\text {res }}$ such that $\omega_{0}<\omega_{r e s}$, the residual reactive component is positive and can be compensated by a serial matching capacitor with an impedance $Z_{M}=-j\left(\omega C_{M}\right)^{-1}$. Capacitive matching is favorable due to difficulties with high quality, variable, non-magnetic inductors [68].
The transversal field $\boldsymbol{B}_{1}$ is inevitably coupled with an electric field. Electric fields lead to dielectric and radiating losses, where the latter can be neglected as the coil dimensions are much smaller than the wavelength at $\omega_{0}$. In conducting samples, also magnetic losses due to magnetically induced currents need to be considered. As these currents are proportional to $\boldsymbol{B}_{1}$ magnetic losses cannot be reduced. However,
the electric field and therefore dielectric loses can be reduced. The approach of using low-inductive coils is mostly limited by the required sample size and the available transmit power. Still, a reduction of the electrical field strength and the dielectric losses can be achieved by balancing the coil. Parasitic, imperfect (lossy dielectrics) capacitive coupling of the coil through the sample increases the resistance $r$ and therefore decreases $Q$. As the parasitic capacitances $C_{p}$ are in parallel to the tuning capacitor $C_{T}$ the resonance frequency $\omega_{\text {res }}$ decreases. Losses are minimized by minimizing the voltages across the parasitic capacitances. In the symmetrical capacitive matching network shown in figure 4.2 the effective parasitic capacitance is halved and so is the maximum voltage and the lossy current.


Figure 4.2: Schematic of a balanced capacitive matching network
The matching capacitor with a capacitance $C_{M}$ is split into two symmetric matching capacitors, each with a capacitance of $2 C_{M}$ [88]. This results in an overall matching capacity $C_{M}$. Thus, the network remains well matched. As current and impedance of both matching capacitors are equal, the voltages at the outer taps of the coil, referred to ground (see figure 4.2) are equal in magnitude and phase-shifted by $180^{\circ}$. Furthermore, due to the virtual ground in the center of the coil, the maximum voltage at the coil is halved compared to unbalanced networks. Symmetry and phase shifts are slightly distorted by the resistance $r$. The higher $Q$, the better is the symmetry.

### 4.3 Flow-Through Probe Head

A 3D-model of the flow-through probe head is shown in figure 4.3. The probe head is designed for an external magnetic flux density of 0.5 T (Metrolab, PM-1055-050N [84]).


Figure 4.3: 3D-model of the flow-through NMR probe head.
The focus of this NMR probe head design is on automated sample exchange and in-flow NMR measurements. A solenoid is wound around a 3D-printed coil holder. The PTFE sample tube is inserted in
the coil holder such that the sample can flow through the NMR coil. The NMR coil, made of enamelled copper wire with a diameter of 0.56 mm has eight windings over a length of 5 mm and a diameter of 4.3 mm . The effective sample volume is about $19 \mu \mathrm{l}$ depending on the required field homogeneities. The inductance $L$ and the resistance $r$ of the coil, measured with a vector network analyzer at 21 MHz are 187 nH and $715 \mathrm{~m} \Omega$, respectively. The custom-designed 3D-printed inset allows to center and fix the NMR coil in the area of highest $B_{0}$ homogeneity of the permanent magnet. Impedance matching to $50 \Omega$ is performed by a balanced series capacitive matching network (see section 4.2). The corresponding matching circuit is attached on the back of the probe head inset (see figure 4.3). The quality factor $Q$, determined by $S_{11}$ [89] is approximately 160.

### 4.4 Gradient-Capable Probe Head

Even though various NMR experiments rely on the application of pulsed field gradients, the majority of portable low-field NMR systems lacks the ability to generate these due to additional and cumbersome hardware requirements. The gradient-capable probe head allows to drive DC through the center tap of an RF coil to generate pulsed field gradients without disturbing the RF reception capabilities. The coil is designed for an external field strength of 1 T (Aspect Imaging, M2 [87]). A 3D-model of the NMR probe head is shown in figure 4.4a.


Figure 4.4: Gradient-capable NMR probe head. a) 3D model of the gradient-capable NMR probe head including the probe head circuit board and the center-tapped NMR coil. b) Schematic of the NMR probe head circuit.

There are two SMA-connectors (see figure 4.4a) on the printed circuit board - one for the RF-signal (to duplexer) and one for the DC-signal (to gradient current source). The NMR probe head circuit shown in figure 4.4 b interconnects both signals with the center-tapped NMR coil. The coil has a length of 18 mm , a diameter of 6 mm . It is wound around a PTFE coil holder with an inner diameter of 5 mm . Ten windings of enameled copper wire with a diameter of 0.5 mm are used. Glass tubes with PTFE caps (Wilmad-LabGlass) contain the sample inserted in the coil. The inner and outer diameter of the glass tubes is 4 mm and 5 mm , respectively. A schematic of the NMR probe head circuit is shown figure 4.4 b . The circuit can be divided into an $R F$ - and a $D C$-part, where the $R F$-part interconnects the duplexer via a capacitive matching network (see section 4.2) with the NMR coil. At the connection to the duplexer, the NMR coil exhibits a purely resistive impedance of $50 \Omega$ at spectrometer frequency. The gradient current source is interconnected via the $D C$-part with the outer taps of the NMR coil. The RF-signal experiences a very high impedance at the tank circuits $L_{1} C_{1}$ and $L_{2} C_{2}$ which are tuned to the spectrometer frequency. Additionally, the serially connected inductors $L_{4}$ and $L_{5}$ further increase the
impedances such that path I and path II are no longer observable by the RF-signal. The center tap is DC-coupled to ground with the inductor $L_{3}$. No signal loss was detected at spectrometer frequency such that a sufficiently high impedance for RF-signals is assumed. The current $I_{G}$ on the other hand is driven by the current source from the outer taps through the center tap, to ground. The reactive networks show a neglectable impedance for DC . The duplexer inputs are protected of the gradient current $I_{G}$ due to the serial capacitive coupling of the matching network.

### 4.4.1 Field Calculation

For a better understanding the transversal field $\boldsymbol{B}_{1}$ and the gradient field $\boldsymbol{B}_{\text {grad }}$ of the center-tapped coil were simulated (Comsol Inc., Comsol Multiphysics 5.2). The results are shown in figure 4.5 and figure 4.6, respectively. The RF-field $\boldsymbol{B}_{1}$ is generated by driving a current $I_{R F}$ through the coil like shown in the inset of figure 4.5a. The gradient field $\boldsymbol{B}_{\text {grad }}$ is generated by driving a gradient current $I_{G}$ through the coil like shown in the inset of figure 4.6a. For simulation purposes the current $I_{R F}$ was set to a constant value of 10 mA and $I_{G}$ was set to 100 mA . The coil dimensions are as described in section 4.4. White arrows in figure 4.5 a and figure 4.6 a indicate the field direction, whereas the length of the arrows and the color coding indicate the magnitude.


Figure 4.5: Simulation results of the vector field $\boldsymbol{B}_{1}$ in the xz-plane (a). The field direction is indicated by the white arrows, whereas arrow size and color coding indicate the field magnitude $\left|\boldsymbol{B}_{1}\right|$. The inset indicates the simulation setting. $\boldsymbol{B}_{1}$ is generated by an RF-current $I_{R F}$ of $10 \mathrm{~mA} . \mathrm{b}$ ), c) Cut through the vector field $\boldsymbol{B}_{1}$ along the x-axis at $z=0 \mathrm{~mm}$ and along the z -axis at $x=8.5 \mathrm{~mm}$, respectively (see dotted lines).

The simulation result of the magnetic flux density $\boldsymbol{B}_{1}$ is shown in figure 4.5 a. The RF-current $I_{R F}$ is set constant in order to evaluate the maximum field magnitude $\left|\boldsymbol{B}_{1}\right|$ as well as the homogeneity of the RF-field. The RF-characteristics are evaluated in more detail in section 4.4.5. Inside the coil the transversal field is well aligned with the central axis ( x -axis) of the NMR coil and hence perpendicular to the external magnetic field $\boldsymbol{B}_{0}$. The closer to the coil windings, the stronger the field perturbations. The maximum magnitude (neglecting the field close to the coil windings because it is not included in the sample volume) is about $5.91 \mu \mathrm{~T}$ in the center of the coil. The $\boldsymbol{B}_{1}$ field homogeneity is best observable from the cuts through the center of the coil shown in figure 4.5 b in x -direction at $z=0 \mathrm{~mm}$ and fig-
ure 4.5 c in z -direction at $x=8.5 \mathrm{~mm}$ (see dotted lines). The maximum deviation on the z -axis along the x -direction is $0.029 \mu \mathrm{~T}$ considering a sample length of 4 mm in this direction. The maximum deviation on the x -axis along the z -direction is $0.2 \mu \mathrm{~T}$ considering a sample length of 4 mm in this direction. The resulting field homogeneity is about 16000 ppm . Weighting the field deviations by the number of spins actually experiencing them would result in a higher homogeneity.


Figure 4.6: Simulation results of the vector field $\boldsymbol{B}_{\text {grad }}$ (a) and the secular component $B_{g r a d, z}$ (d) in the xz-plane. The field is generated by a gradient current $I_{G}$ of 100 mA . The inset in a) indicates the simulation setting. The sample volume is indicated by the black rectangle in the center. b), c) and e), f) Cuts through $\boldsymbol{B}_{\text {grad }}$ and $B_{g r a d, z}$, respectively. b) and e) show a cut along the x -axis at $z=0 \mathrm{~mm}$ and c ) and f) show a cut along the z -axis at $x=8.5 \mathrm{~mm}$ (see dotted lines).

Figure 4.6a shows the simulation result of the magnetic flux density $\boldsymbol{B}_{\text {grad }}$ generated by the current $I_{G}$ through the center tap of the coil. The superposition of the vector field generated by the current $I_{G} / 2$ in the upper half running in -x-direction and the vector field generated by the current $I_{G} / 2$ in the lower half running in x-direction results in $\boldsymbol{B}_{\text {grad }}$ (see inset figure 4.6a). On the central axis at $x \approx 4 \mathrm{~mm}$ and $x \approx 14 \mathrm{~mm}$ the two vector fields point in exactly the opposite direction because the currents run in opposite directions. At these positions there is almost no interaction between the two individual fields.

The magnitude $\left|\boldsymbol{B}_{\text {grad }}\right|$ shows a maximum. The closer to the center of the coil the more the interactions increase. The field vectors deviate from the central axis of the coil as field perturbations increase. The field magnitude $\left|\boldsymbol{B}_{\text {grad }}\right|$ decreases until it reaches a minimum at $x=0 \mathrm{~mm}$. However, closer to the center, the orthogonal y - and z -components (secular components) increase in magnitude. Cuts through the center of the coil in x -direction at $z=0 \mathrm{~mm}$ and in z -direction at $x=8.5 \mathrm{~mm}$ are shown figure 4.6 b and figure 4.6 c , respectively (see dotted lines). The magnitude $\left|\boldsymbol{B}_{\text {grad }}\right|$ shows two maxima of about $28 \mu \mathrm{~T}$ on the central axis of the coil. The magnitude is lowest right in the center of the coil.
The secular component $B_{\text {grad }, z}=\boldsymbol{B}_{\text {grad }} \boldsymbol{e}_{z}$ is shown in figure 4.6 d , where $\boldsymbol{e}_{z}$ is the unit vector in $z$ direction. The sample location is indicated by the black rectangle in the center of the coil. The sample location exhibits the highest $B_{1}$ homogeneity as well as the strongest gradient over an area of $\Delta x \times \Delta z=$ $4 \mathrm{~mm} \times 4 \mathrm{~mm}$. An enhanced observability of the field gradients is achieved by limiting the color coding to $\pm 15 \mu \mathrm{~T}$ which coincidences with the absolute maxima inside the sample volume. It is obvious that the gradient is neither unidirectional nor constant inside the sample volume. This is illustrated by the exemplary cuts through $B_{g r a d, z}$ in x-direction at $z=0 \mathrm{~mm}$ and in $z$-direction at $x=0 \mathrm{~mm}$ shown in figure 4.6 e and figure. 4.6 f , respectively (see dotted lines). The outlines of the sample volume are indicated by the vertical black lines, labeled $\Delta x$ and $\Delta z$. Obviously, the secular component of the magnetic flux densities shown in the cut plots are not linear. Still, the slope inside the sample area is almost constant and hence allows for an approximation of a quasi constant gradient strength $G_{x}(y=0, z=0)=\Delta B_{\text {grad, }} / \Delta x$ in $x$-direction of about - $1.2 \mathrm{mT} / \mathrm{m}$ and $G_{z}(x=0, y=0)=\Delta B_{g r a d}, z / \Delta z$ in $z$-direction of about $6.5 \mathrm{mT} / \mathrm{m}$. The $y$-component is not further discussed as the gradient-capable coil is rotationally symmetric about the central axis and hence y - and the z -direction behave almost identical.

### 4.4.2 Investigation of the Spatial Gradient Shape

The pulse sequence shown in figure 4.7a allows for the investigation of the spatial shape of the secular field gradient $B_{g r a d, z}(s)$, where $s$ is the spatial position. The corresponding coherence transfer pathway is shown below. In the following the sequence is analyzed using the quantum mechanical approach.


Figure 4.7: Spin echo spectrum modulated by the gradient. a) shows the employed NMR sequence with the corresponding coherence transfer pathway. b) shows the spectra depending on the gradient current $I_{G}$ for deionized water.

## 4 NMR Probe Heads

The density operator $\hat{\rho}$ after the first $\pi / 2_{y}$-pulse is given as

$$
\begin{equation*}
\hat{\rho}(t=0)=\sum_{i=1}^{N_{I}} \hat{I}_{i x} \tag{4.3}
\end{equation*}
$$

for a homogeneous spin system containing $N_{I}$ spins $I_{i}$ with an offset frequency $\Omega_{i}$. Constants are neglected for the sake of simplicity. The excited SQCs dephase in the following period of free precession due to internal spin interactions as well as external interactions like field inhomogeneities and the field gradient $\boldsymbol{B}_{\text {grad }}$. The gradient is applied for a duration $t_{g}$ such that the density operator after the refocusing pulse $\pi_{y}$ at $t=\tau$ is given as

$$
\begin{align*}
\hat{\rho}(t=\tau) & =\sum_{i=1}^{N_{I}}\left(-\cos \left(\Omega_{i} \tau+\gamma \boldsymbol{B}_{g r a d}\left(\boldsymbol{s}_{i}\right) t_{g}\right) \hat{I}_{i x}+\sin \left(\Omega_{i} \tau+\gamma \boldsymbol{B}_{g r a d}\left(\boldsymbol{s}_{i}\right) t_{g}\right) \hat{I}_{i y}\right)  \tag{4.4}\\
& \approx \sum_{i=1}^{N_{L}}\left(-\cos \left(\Omega_{i} \tau+\gamma B_{g r a d, z}\left(\boldsymbol{s}_{i}\right) t_{g}\right) \hat{I}_{i x}+\sin \left(\Omega_{i} \tau+\gamma B_{g r a d, z}\left(\boldsymbol{s}_{i}\right) t_{g}\right) \hat{I}_{i y}\right),
\end{align*}
$$

where the secular approximation $\boldsymbol{B}_{\text {grad }}\left(\boldsymbol{s}_{\boldsymbol{i}}\right) \approx B_{\text {grad, }}\left(\boldsymbol{s}_{\boldsymbol{i}}\right)$ is valid as $\left|\boldsymbol{B}_{\text {grad }}\left(\boldsymbol{s}_{\boldsymbol{i}}\right)\right| \ll B_{0}$ for all $\boldsymbol{s}_{\boldsymbol{i}}$. The offsets due to external field inhomogeneities are refocused at $t=2 \tau$. Offsets due to the gradient field are only refocused at $t=2 \tau$ by applying an equivalent gradient in the second period of free precession at $t=2 \tau-t_{g}$. For simplicity it is assumed that the acquisition period and the gradient start simultaneously at $t_{2}=0$. This way, the gradient can be assumed as constant during the first period of free precession $\left(B_{\text {grad }, z}=0\right)$ and during the acquisition period where the gradient is switched on. The density operator during the acquisition period ( $t_{2}<2 t_{g}$ ) is given as

$$
\begin{equation*}
\hat{\rho}\left(t_{2}\right)=\sum_{i=1}^{N_{I}}\left(-\cos \left(\left(\Omega_{i}+\gamma B_{g r a d, z}\left(s_{i}\right)\right)\left(t_{g}-t_{2}\right)\right) \hat{I}_{i x}+\sin \left(\left(\Omega_{i}+\gamma B_{g r a d, z}\left(s_{i}\right)\right)\left(t_{g}-t_{2}\right)\right) \hat{I}_{i y}\right) . \tag{4.5}
\end{equation*}
$$

Dephasing caused by the first gradient is reversed for $t<2 \tau$. For $t>2 \tau$ the magnetization dephases again due to internal spin interactions as well as external interactions like field inhomogeneities and again the pulsed gradient field $B_{g r a d, z}$. According to equation 2.52 the observable signal $s\left(t_{2}\right)$ (observing the coherence $p=-1$ ) is given as

$$
\begin{align*}
s\left(t_{2}\right) & =-\sum_{i=1}^{N_{I}} \exp \left(-j\left(\Omega_{i}\left(t_{g}-t_{2}\right)+\gamma B_{g r a d, z}\left(s_{i}\right)\left(t_{g}-t_{2}\right)\right)\right) \\
& =-\sum_{i=1}^{N_{I}} \exp \left(-j \Omega_{i}\left(t_{g}-t_{2}\right)\right) \exp \left(-j \gamma B_{g r a d, z}\left(s_{i}\right)\left(t_{g}-t_{2}\right)\right)=\sum_{i=1}^{N_{I}} s_{n o G r a d, i}\left(t_{2}\right) s_{G r a d, i}\left(t_{2}\right) \tag{4.6}
\end{align*}
$$

where $s_{n o G r a d, i}\left(t_{2}\right)=-\exp \left(-j \Omega_{i}\left(t_{g}-t_{2}\right)\right)$ is the regular spin echo signal originating from spin $I_{i}$ if $\boldsymbol{B}_{\text {grad }}\left(\boldsymbol{s}_{i}\right)=0$. If $\boldsymbol{B}_{\text {grad }}\left(s_{i}\right) \neq 0$ the spin echo is amplitude modulated by the gradient induced signal $s_{\text {Grad, } i}\left(t_{2}\right)=\exp \left(-j \gamma B_{g r a d, z}\left(s_{i}\right)\left(t_{g}-t_{2}\right)\right)$. A multiplication in the time domain leads to convolution in the frequency domain such that $S(\omega)$ is given as

$$
\begin{align*}
S(\omega) & =\frac{1}{2 \pi} \sum_{i=1}^{N_{I}} S_{n o G r a d, i}(\omega) * S_{G r a d, i}(\omega)=\frac{1}{2 \pi} \sum_{i=1}^{N_{I}} S_{n o G r a d, i}(\omega) * c_{i} \delta\left(\omega-\gamma B_{\text {grad }, z}\left(\boldsymbol{s}_{i}\right)\right) \\
& =\frac{1}{2 \pi} \sum_{i=1}^{N_{I}} c_{i} S_{n o G r a d, i}\left(\omega-\gamma B_{\text {grad }, z}\left(\boldsymbol{s}_{i}\right)\right) \tag{4.7}
\end{align*}
$$

where $c_{i}=\exp \left(-j \gamma B_{g r a d, z}\left(s_{i}\right) t_{g}\right)$. The spatial shape of the gradient influences the spectral shape of the resulting signal in terms of a frequency shift $B_{g r a d, z}\left(s_{i}\right) \gamma$ and an amplitude modulation of $c_{i}$. In theory, the gradient caused modulation signal and hence the spatial shape can be expressed analytically by a time domain division. Due to finite noise the time domain deconvolution is not valid.
Figure 4.7 b shows the resulting spectra of deionized water. The spectra $S(\omega)$ of are shown for different gradient currents $I_{G}$, including $I_{G}=0$. The spectrum is narrowest for $I_{G}=0$. The stronger the current $I_{G}$, the stronger the gradient. This results in a well observable broadening of the spectrum. Results were obtained by the setting $\tau$ to 20 ms and the gradient duration $t_{g}$ to 10 ms . The acquisition time $t_{2}$ was set to 39 ms . To reduce FFT windowing artifacts a Dolph-Chebyshev window [90] with a sideband attenuation of 100 dB was applied. For better comparability the spectra are normalized to one.

### 4.4.3 Dephasing Capabilities of the Gradient

For many applications the dephasing capabilities of the gradient on coherences with coherence order $p$ greater than zero is crucial. The pulse sequence shown in figure 4.8a allows the investigation of the dephasing of SQCs.


Figure 4.8: Dephasing capabilities of the gradient. a) shows the employed NMR sequence with the corresponding coherence transfer pathway. b) shows the signal intensity of the acquired spin echo depending on the gradient duration $t_{g}$ for various gradient currents $I_{G}$ of deionized water.

The $\pi / 2$-pulse at $t=\tau$ excites SQCs that dephase during the subsequent period of free precession due to internal spin interactions as well as external interactions like field inhomogeneities and the pulsed field gradient $\boldsymbol{B}_{\text {grad }}$. The $\pi$-pulse refocuses the offsets caused by inhomogeneous broadening at $t=$ $2 \tau$. Offsets due to the gradient are not refocused. Therefore, the intensity of the acquired spin echo decreases depending on gradient strength and duration. Figure 4.8 b shows the signal intensity depending
on the gradient duration $t_{g}$ for various values of $I_{G}$. For a given gradient strength the signal intensity strongly decreases with the gradient duration. Lowering the gradient current leads to a slower signal decay because the smaller the gradient, the slower the gradient-induced dephasing of the magnetization. All graphs are normalized to one for better comparability. The noise floor is different from zero as the absolute part of the spectrum is analyzed. Data was acquired using an acquisition time $t_{2}$ of 39 ms and setting $\tau$ to 20 ms .

### 4.4.4 Quality Factor and Scatter Parameters

Figure 4.9 shows the scatter parameters $S_{11}$ and $S_{21}$ measured with a vector network analyzer (Agilent Technologies, E5061A). Results are plotted for an unloaded and a loaded coil (HPLC-grade 1-butanol by Sigma-Aldrich, 34867-1L). Furthermore, the influence of attaching the gradient current source (see figure 4.4b) on $S_{11}$ and $S_{21}$ is shown for both loading conditions.


Figure 4.9: Scatter parameters of the gradient-capable probe head. Results are plotted for unloaded and loaded coil (1-butanol) as well as the gradient current source attached or not. a) The scatter parameter $S_{21}$ measured using two pick-up coils. b) The scatter parameter $S_{21}$ using one pick-up coil. c) The scatter parameter $S_{11}$ measured inside the permanent magnet and d) outside the permanent magnet. The insets show a zoom close to the spectrometer frequency.

The scatter parameter $S_{21}$ can be measured either by the use of two pick-up coils (figure 4.9a) or one pick-up coil (figure 4.9 b ). The diameter of the pick-up coils is about 2 cm . For the tuning procedure using two pick-up coils, a sweep generator excites the tuned circuit via one coil. The excited circuit oscillates such that the resulting emission can be detected by the other pick-up coil. Figure 4.9 b shows $S_{21}$ measured using only one pick-up coil to detect the radiation of the NMR coil. The sweep generator is directly connected to the input of the matching network. Figure 4.9 c and figure 4.9 d show the scatter parameter $S_{11}$. Sweep generator and detector are multiplexed over one connection. $S_{11}$ is plotted once for the probe head inside the magnet (figure 4.9c) and once for the probe head outside the magnet (figure 4.9 d ). The insets show zooms close to the spectrometer frequency for better visibility. Frequency shifts due to coil loading or gradient source attachment are best analyzed using $S_{11}$ because the peaks show much narrower characteristics than the peaks of $S_{21}$. It can be seen from figure 4.9c and figure 4.9d that loading the coil with 1-butanol leads to a slight peak frequency decrease of about 4 kHz , inside and outside the magnet. In case the gradient source is attached, loading the coil inside the magnet also leads to a shift of 4 kHz but the shift outside the magnet is about twice as high ( 8 kHz ). Attaching the gradient current source inside the magnet leads to an increase of the peak frequency of about 15 kHz and 13 kHz for the loaded and the unloaded case, respectively. Outside the magnet there is almost no decrease for the unloaded case. For the loaded case however there is a decrease of about 8 kHz .
Finally, the quality factor $Q$ of the matched probe head is determined (see equation 4.2). The results are shown in table 4.1. At first, $Q$ is determined by the measurement of $S_{21}$ (see figure 4.9 a) obtained by loosely coupling the NMR probe coil with two pick-up coils [91]. The quality factor is then calculated as

$$
\begin{equation*}
Q=\frac{\omega_{0}}{\Delta \omega}, \tag{4.8}
\end{equation*}
$$

where $\omega_{0}$ is the resonance frequency of the circuit and $\Delta \omega$ is the 3 dB -bandwidth. Using this method, the matching network is in open circuit state. Using only one pick-up coil to determine $S_{21}$, connecting the detector an input of the matching network like shown in figure 4.9 b leads to a loading of the matching network by $50 \Omega$ (network analyzer output impedance). The resonator circuit is damped and therefore the determination of the quality factor by equation 4.8 requires a factor of two to compensate for half of the energy dissipated in the load impedance. Furthermore, $Q$ can be obtained by $S_{11}$ [89]. As this connection also adds a load to the network, a factor of two needs to be added to equation 4.8. All methods were evaluated for four cases: unloaded coil with no gradient attached, unloaded coil with gradient attached, loaded coil with pure water sample and no gradient attached and loaded coil with attached gradient. The corresponding $Q$ factors are given in table 4.1.

| $Q$ | $S_{21}$ - two pick up coils | $S_{21}$ - one pick up coil | $S_{11}$ | $S_{11}$ in magnet |
| ---: | :---: | :---: | :---: | :---: |
| unloaded - no grad | 114.9 | 121.3 | 110.7 | 109.5 |
| unloaded - grad | 113.9 | 122.3 | 111.0 | 110.0 |
| loaded - no grad | 111.3 | 123.9 | 110.7 | 110.0 |
| loaded - grad | 114.0 | 124.1 | 111.2 | 110.4 |

Table 4.1: Quality factor of the gradient-capable probe head obtained by the scatter parameters $S_{21}$ and $S_{11} . S_{21}$ was measured either by one or by two pick-up coils. The quality factor is shown for loaded and unloaded settings as well as for the gradient current source attached or not.

The quality factor obtained from $S_{21}(\approx 112$ using two-pick coils and $\approx 122$ using one pick-up coil)
are slightly higher than the results obtained from $S_{11}$ which are about 110 . Loading the coil as well as attaching the gradient does not change the quality factor significantly. Furthermore, the quality factor remains constant if the probe head is inserted in the magnet or not.

### 4.4.5 Switching Characteristics

The switching characteristics of the gradient are determined by measuring the voltage $\left(V_{L 3}\right)$ at the center tap of the NMR coil with respect to ground (see figure 4.4 b ). Figure 4.10 shows $V_{L 3}$, triggered by the gradient current source control signal Grad. Ctrl (see figure 4.4 b ). The purely resistive part of the impedance of $L_{3}$ is about $3.1 \Omega$ and allows for direct determination of the temporal behavior of the gradient current measuring the corresponding voltage. About 4 ms after the trigger rises, $V_{L 3}$ rises to about 1.3 V. The rise time $t_{10 \%-90 \%}$ is about $17 \mu \mathrm{~s}$. With a delay of about 4 ms after Grad. Ctrl drops, $V_{L 3}$ drops as well with a fall time $t_{90 \%-10 \%}$ of about $40 \mu \mathrm{~s}$.


Figure 4.10: Switching characteristics of the gradient. The voltage $v_{L_{3}}$ at $L_{3}$ is triggered by gradient control signal (Grad. Ctrl) to get the rise time $t_{10 \%-90 \%}$ and the fall time $t_{90 \%-10 \%}$ of the gradient.

### 4.5 Probe Head Discussion

Throughout this work two NMR probe heads with a very different application focus were developed. The first step of designing NMR probe heads is to find a suitable NMR coil design. The volume of the coil is defined by the required sample size. If the setup allows for a sample orientation perpendicular to $B_{0}$, solenoid NMR coil architectures are often preferable due to their simplicity as well as their ability to generate highly homogeneous $B_{1}$-fields. Furthermore, the magnitude $\left|\boldsymbol{B}_{1}\right|$ can be adjusted by the number of windings for a given transmit power. Simulation data (see figure $4.5 \mathrm{a}, \mathrm{b}$ and c ) shows that the center-tapped coil described in section 4.4 generates a maximum field magnitude of $5.9 \mu \mathrm{~T}$ inside the sample volume for an RF-current of 10 mA . The maximum deviation from the mean value in the sample volume is $\approx 0.1 \mu \mathrm{~T}$, which results in a $B_{1}$-homogeneity of about 16000 ppm . Actually, the deviation is much smaller as the sample does not fill the whole coil and maximum field deviations are located close to
the coil windings. Furthermore, the majority of spins is located in the highly homogeneous center of the sample such that the effective deviation is much less than $0.1 \mu \mathrm{~T}$. Still, $B_{1}$-homogeneity can be further improved by reducing the sample size. This is a trade-off between $B_{1}$-homogeneity and the sensitivity of coil, dictated by the filling factor. No field calculation was performed for the flow-through coil but similar results are expected due to the similar coil architectures. Still, if the coil is perfectly matched and hence the entire transmit power is dissipated in the coil resistance $(r=114 \mathrm{~m} \Omega)$, the effective transversal field can be calculated. A transmit power of 0.49 W (see section 3.1) results in an effective current of 2.08 A , which is much higher than the gradient current used for the simulation of the center-tapped coil. This results in a linear polarized magnetic field amplitude $\left|B_{1}\right|$ of 3.16 mT in the center of the solenoid. The amplitude of the effective field $B_{1}^{+}$is only half of the amplitude of the linear polarized field and equals to 1.58 mT . This result coincides with the value determined by pulse width calibration (see flip angle in section 2.5). The sensitivity of the coil is found to be $2.26 \mathrm{mT} / \sqrt{W}$ [92].
Dimensioning of a matching network requires knowledge about the impedance of the NMR coil. Even though the inductance and the resistance of the NMR coils were determined by the use of a vector network analyzer, the values calculated for the matching network deviated rather strong. For instance, the flow-through coil showed an reactance $X_{L}$ of about $25 \Omega$ and a quality factor $Q_{L}$ of about 35 at 21 MHz . These values are much lower than expected due to insufficient measurement conditions like a bridged matching network. Furthermore, network analyzers are only accurate tools as long the target impedance is close to their characteristic impedance. Same concepts apply for the gradient-capable coil.
The gradient-capable probe head circuit allows to drive DC without disturbing the RF-reception capabilities of the coil. Little additional hardware resources are required for the pulsed field gradient system. The separation of the DC- and the RF-system is demonstrated by the scatter parameters $S_{11}$ and $S_{21}$. Even though $S_{21}$ is more accurate in many terms, $S_{11}$ has the advantage to be measurable without the use of additional pick-up coils. This allows to measure the influence of small bore hole permanent magnets even though the probe head is inserted and not accessible. The accurate determination of the quality factor however requires a perfectly matched purely capacitive network [89]. Furthermore, narrower peak widths of $S_{11}$ compared to $S_{21}$ allow to observe the differences much easier. Loading the coil with 1-butanol or a saline solution ( NaCl , molar concentration: 100 mM ) leads to parasitic capacitance that corresponds to a frequency shift of $\approx 7 \mathrm{kHz}$. This demonstrates good coil balancing. Furthermore, the gradient current (DC) barely affects the RF-characteristics of the coil. The tank circuits $L_{1} C_{1}$ and $L_{2} C_{2}$ (see figure 4.4 b ) strongly reduce the influence of the gradient current source when attached to the outer taps of the coil. Inside the magnet the observed frequency shift is less than 12 kHz for a loaded (1-butanol) and an unloaded coil (see figure 4.9c). This is neglectable as the 20 dB -bandwidth of $S_{11}$ exceeds 12 kHz by far. Pre-measurement adjustments can be used to compensate for the shift as well.
The quality factor obtained from $S_{21}$ is higher $(\approx 113$ for two pick-up coils and $\approx 122$ for one pick-up coil) than the quality factor obtained by $S_{11}(\approx 110)$. Even though the amplitudes of $S_{21}$ strongly depends on the coupling factor of the pick-up coils, shape and position of the peaks are not influenced. However, determination of $Q$ by $S_{11}$ depends on the degree of matching accuracy. Mismatched impedances lead to a decrease [89]. Loading the probe and the attachment of the gradient current source does not alter the quality factor. Furthermore, measurements inside and outside the magnet show equivalent results. This allows for the conclusion that losses due to eddy currents in the magnet are neglectable.
Simulation results of gradient field generated by gradient-capable coil, shown in figure 4.6 demonstrate that the gradient inside the sample area of the coil is neither constant nor independent of the position or the direction. A gradient current of 100 mA leads to a gradient $G_{x}$ of $-1.2 \mathrm{mT} / \mathrm{m}$ whereas the gradient $G_{z}$ is $6.5 \mathrm{mT} / \mathrm{m}$ in the center of the sample. Due to the neglectable magnetic susceptibility of biological
samples, the gradient strength can be adjusted linearly with $I_{G}$ [32]. This is further confirmed by figure 4.8 b where the signal decay fits well to the applied current.
The gradient strength is comparable to the spoiling pulse strength used in [51] for HZQC measurements $(1 \mathrm{mT} / \mathrm{m})$. Correlation pulses used in iZQC measurements are stronger $(60 \mathrm{mT} / \mathrm{m}, 120 \mathrm{mT} / \mathrm{m}, 300 \mathrm{mT} / \mathrm{m}$ and $200 \mathrm{mT} / \mathrm{m}$ ) [53-55]. However, as shown in section 4.4 .2 and section 4.4.3 the gradient strength can be adjusted by the gradient current. Furthermore, applications relying on correlation pulse depend on the product of gradient strength times gradient duration [55]. The decay rate (see figure 4.8 b ) is determined by the gradient strength, whereas the overall dephasing depends on the gradient duration.
Usually field gradients strongly prefer one direction [58]. However, the field calculations revealed that the gradient generated by the center-tapped coil is highly direction-dependent. Spoiling (figure 4.8) or correlation pulses for iZQC measurements (see section 6.2) do not rely on unidirectional gradients. However, MRI applications usually rely on three gradients that are independently controllable per direction. Information about the spatial shape of the gradient is revealed by the results shown in figure 4.7 b . The degree of modulation of the spin echo depends on the spatial distribution of the magnetic flux density according to the theoretical results in equation 4.7. The stronger the gradient, the stronger the broadening of the spectrum. A satisfying analytical solution could not be found as the deconvolution is under the presence of noise.
The temporal shape of the gradient is investigated by the switching characteristics of the current $I_{3}$ (see schematic in figure 4.4b) through the center tap shown in figure 4.10. The switching characteristics of $I_{3}$ are highly proportional to the magnetic flux density that evolves in the center of the coil due to the low magnetic susceptibility of biological samples [32]. Rise and fall time is about $17 \mu \mathrm{~s}$ and $40 \mu \mathrm{~s}$, respectively. Compared to the typical gradient duration of many ms this is neglectable. Still, rise and fall time needs to be considered during pulse sequence design. Furthermore, there is a fixed delay of 4 ms between the rising and the falling edge of Grad. Ctrl and the gradient current which needs to be compensated by the FPGA logic. The current $I_{G}$ causes a voltage drop of about 1.3 V at the inductor $L_{3}$ (see figure 4.4 b ) which fits well to the set gradient current of 480 mA .
Finally, the temperature evolution of the center-tapped coil and the corresponding DC-path of the gradient current was investigated. The gradient current was set to 480 mA . Gradients were applied for a duration of 200 ms separated by 1 s for 30 minutes. No heating of the corresponding parts above room temperature could be observed by a thermal imaging camera (InfraSight, Optris).

## 5 MiCSMaP Device and Measurements

The MiCSMaP device integrates the continuous synthesis of MNPs by coprecipitation and subsequent surface functionalization with online MNP characterization in terms of NMR relaxation properties. Incorporation of a miniaturized NMR relaxometer (see section 3.1) with a flow-through NMR probe head (see section 4.3) and a flow-based microreactor allows for particle characterization during and right after the synthesis process in an automated manner. This work focuses on system design, development as well as controlling of the device. Microreactor design and evaluation, as well as the synthesis protocols are exclusively designed by Jonas Bemetz within the IGSSE cooperation 9.06 [11, 93].
Figure 5.1a shows the front view of the MiCSMaP system, whereas the top view (cover opened) is shown in figure 5.1b.


Figure 5.1: MiCSMaP device. a) Front view of the MiCSMaP device. b) Top view of the MiCSMaP device. The reagents are provided by three syringe pumps (1), driven by stepper motors in the back end of the device (6). Reagents are collected from the supply flasks (3) and distributed by four 6-port valves (2) to the microreactor (4). The output of the microreactor is either routed to the NMR magnet (5) and the corresponding NMR spectrometer (7) or is collected directly. c) 3D model of the microreactor. d) 3D model of the NMR probe head located inside the magnet (5). A tube (red) is holding the sample. e) Picture of the NMR spectrometer.

The case is made of aluminum profiles and stainless steel plates. An overall mass of about 30 kg and the small outline dimensions of $50 \mathrm{~cm} \times 30 \mathrm{~cm} \times 30 \mathrm{~cm}$ result in convenient portability of the system due to a handle on each side (see figure 5.1a). The reagents are provided by three syringe pumps (1).

A distribution of these reagents from the supply flasks (3) to the microreactor (4) and further from the microrector to the NMR magnet (5) or the collector flask is ensured by four 6-port valves (2). Stepper motors for pumps and valves (6) as well as the NMR spectrometer (7), including the control unit of the overall system and the power supply are located in the back of the device. A 3D model of the flow-based microreactor is shown in figure 5.1c. Furthermore, a 3D model of the flow-through NMR probe head (see section 4.3) and a picture of the NMR spectrometer are shown in figure 5.1 d and 5.1 e , respectively. The spectrometer works with an external static field generated by a 0.5 T permanent magnet (see section 4.1). Relaxation properties are quantified in terms of transverse $\left(T_{2}\right)$ and longitudinal $\left(T_{1}\right)$ relaxation times. A schematic overview (see figure 5.2) as well as a detailed description of the device are given in section 5.1. Furthermore, the microreactor, including tape-based design, 3D hydrodynamic flow focusing, as well as the synthesis process is presented in section 5.1.1. The influence of several synthesis parameters on the NMR relaxation process is discussed in section 5.2. Moreover, the effects of alendronate coatings on particles optimized for high transverse relaxivity on the transverse ( $r_{2}$ ) and the longitudinal relaxivity $\left(r_{1}\right)$ are investigated in section 5.2.2. Finally, a detailed discussion of the results follows in section 5.3.

### 5.1 Device Development

A schematic overview of the MiCSMaP device is shown in figure 5.2. Six flasks are in the inlet of the front panel (see figure 5.1a). The supply flasks ( 1 to 3 ) contain the reagents, whereas a cleaning solution is provided by the cleaning flask (4). Waste is collected in the waste flask (5) and the synthesized particles are collected in the collector flask (6).


Figure 5.2: Schematic overview of MiCSMaP device.

Reagents are provided to the microreactor by three syringe pumps, where syringe 1 and 2 hold a volume of 5 ml and syringe 3 holds 1 ml . Each syringe pump is directly connected to a 6 -port valve. Moreover, each of these three 6 -port valves is further connected with one of the supply flasks, the cleaning flask, the waste flask, and the microreactor. Two additional flasks (not shown here), containing MNPs and water can be connected to allow for the automated determination of transverse and longitudinal relaxivities (see section 5.2.2). To do so, the concentration of the MNPs is reduced by dilution with water. Both are mixed and routed to the NMR probe head via valve 4 . During the synthesis, valve 4 routes the output of the microreactor either to the NMR probe head or the collector flask. Thereby, the influence of motion during the determination of the relaxation parameters can be avoided. Only a small portion of the sample ( $19 \mu \mathrm{l})$, respecting the limits of $B_{1}$-homogeneity is investigated. The remaining stream is directly routed to the collector flask. All in all, this tubing allows for a completely automated synthesis process, including cleaning routines and the online determination of NMR relaxation parameters. Furthermore, time consuming determination of relaxivites can be performed in a fully automated manner. Details concerning synthesis, cleaning and relaxivity determination protocols are presented in [93]. Moreover, sequence protocols include the calibration of the NMR spectrometer prior to the synthesis process. After calibration, an automated temperature compensation system tracks the current NMR frequency and updates it in a continuous manner to avoid off-resonance effects caused by $B_{0}$ temperature drifts.
The main control unit of the system is the NMR spectrometer presented in section 3.1. In addition to the conduction of NMR sequences, the NMR spectrometer controls the valves and sets the flow sequence controller (ATMEGA2560-15AU, Microchip Technology). The valves (Carvo Smart Valve, Tecan) are adjusted via RS232, whereas communication with the flow sequence controller is established via UART. The flow sequence controller sets the pump sequences in terms of speed, direction, and position. Upon reaching the desired positions, feedback is given to the NMR spectrometer. Depending on the synthesis sequence, valves are adjusted or NMR experiments are conducted. The syringe pumps are driven by bipolar stepper motors ( $1.4 \mathrm{~A}, 1.8^{\circ}$ step angle). The gear ratio is set such that the 5 ml pumps require 5,689 steps per ml and the 1 ml pump requires 5,000 steps per ml. Each pump has a thread pitch of 1.25 mm . Resolution enhancement can be activated by the microstep mode ( $1 / 16$ ). The stepper motors in turn are driven by the pump driver, which consists of three microstepping motor drivers (A4988SETTRT, Allegro Microsystems). A built-in translator as well as five selectable step resolutions, ranging from full- to $1 / 16$-step allow for convenient operation. Switching the step mode is important as cleaning mode and synthesis mode exhibit individual requirements on the plunger speed. In cleaning mode, fast plunger speeds are required, whereas very slow and steady flows are desired in synthesis mode (see section 5.1.1). The drivers are mounted on a breakout board (1182, Pololu). Connectivity between the flow sequence controller and the individual motor drivers is established by the carrier card (RAMPS 1.4). To reduce the loss of steps, the plungers are accelerated and decelerated slowly in case of desired speed changes. This is supported by the AccelStepper library.
User data, including the desired sequence parameters are transfered from the user application, running on an external workstation via an ethernet interface (TCP/IP). The device is supplied by mains voltage ( 230 VAC ). 24 VDC and 12 VDC are generated by the power supply unit, where the NMR spectrometer and the pumps run at 24 V and the valves are supplied with 12 V .

### 5.1.1 Microreactor and Particle Synthesis

The iron oxide MNPs are synthesized in a tape-based microreactor (see figure 5.2) by coprecipitation of ferric- $\left(\mathrm{FeCl}_{3}\right)$ and ferrous chloride ( $\mathrm{FeCl}_{2}$ ), and sodium hydroxide ( NaOH ). Furthermore, the iron
precursor solution is acidified by hydrochloric acid $(\mathrm{HCl})$ to reduce the formation of iron hydroxides [94] as well as the oxidation of ferrous ions. The corresponding chemical equation is given as

$$
\begin{equation*}
2 \mathrm{Fe}^{3+}+\mathrm{Fe}^{2+}+8 \mathrm{OH}^{-} \rightarrow 2 \mathrm{Fe}_{3} \mathrm{O}_{4}+4 \mathrm{H}_{2} \mathrm{O} \tag{5.1}
\end{equation*}
$$

The microfluidic reactor and details concerning 3D flow focusing are shown in figure 5.3.


Figure 5.3: Tape-based microreactor and 3D flow focusing. a) The microreactor is designed by the stacking of double-sided pressure sensitive tape and polymer slides. b) Central chamber for 3D flow focusing. c) Characterization of the focused flow profile by confocal microscopy. d) Fluorescence intensity profile of the central reaction channel depending on the flow-rate-ratio between the basic sheath streams and the iron salt precursor.

The microreactor is designed by the stacking of double-sided pressure sensitive tape and polymer slides (Xurography [95]). Formation of the particles takes place in the central reaction channel (see figure 5.3 a ). This channel is cut into the pressure sensitive tape by a digital cutting plotter. Subsequently, the channel is covered by PMMA slides, applied on both sides of the adhesive tape. The through-hole for 3D focusing (see figure 5.3b) is precisely cut by a laser-cutter. Support channels for the basic sheath streams are applied to both sides of the central reaction channel. The microreactor is then covered by two PMMA slides. A thick sheet equipped with four threaded holes is applied to the bottom. Out of this, three holes are for the reagents (two for the basic sheath streams and one for the iron salt precursor). The fourth one is the outlet for the synthesized particles.
The fast formation of particles synthesized by coprecipitation usually results in depositions inside the microchannels [47, 48, 96]. 3D flow focusing reduces this decomposition as the interface between the basic sheath streams and the iron salt precursor, where nucleation and growth take place is spatially separated from the channel walls by the basic sheath stream. A cross-section view of the central channel is shown in figure 5.3 c . The central stream was replaced by fluorescein to display flow focusing via confocal microscopy (LSM 510 Meta, Zeiss). Images were acquired with a 10x/0.3 objective (Plan Neofluor) and a 505 nm to 530 nm bandpass. The pixel exposure time was set to $12.8 \mu \mathrm{~s}$ and the line depth to $1 \mu \mathrm{~m}$. A separation of the central stream and thus the interface with the base stream from the channel walls is well observable. Figure 5.3d illustrates the influence of the flow-rate-ratio between the outer and the inner stream on the width and the hight of the focused stream. Data was acquired using fluorescence microscopy on a focused stream of a sodium-fluorescein solution. The fluorescence intensity corresponds to the height of the focused stream, which is adjustable by the flow-rate-ratio. Conversely, the width of
the stream is barely affected. Precise control over the interface between the two streams is crucial as this is where particle formation takes place.

### 5.1.2 Particle Formation and Characterization

Diffusion of the base from the outer sheath in the central sheath leads to the formation of aggregated black precipitates. These are collected at the outlet of the microreactor. The primary particle size is characterized by field emission scanning electron microscopy (FESEM) (see figure 5.4a and figure 5.4b) and dynamic light scattering (DLS) (see figure 5.4c). Furthermore, the composition of the precipitates is characterized by Raman spectroscopy (see figure 5.4 d ).


Figure 5.4: Characteristics of peptized particles. a) A FESEM image of peptized particles. b) Evaluation of the FESEM image in terms of primary particle size. Data is fitted with log-normal distribution. c) Peptized particle size distribution determined by DLS. Number weighted intensity as a function of the hydrodynamic diameter depending on the iron precursor concentration. d) Raman spectra of the synthesized particles, maghemite, and magnetite.

The primary particles on the FESEM image (see figure 5.4a) generally show a spherical shape. Particle size is evaluated for 228 particles using ImageJ. The resulting size distribution for an iron precursor
concentration of 60 mM , a sodium hydroxide concentration of 9.8 mM , and a flow-rate-ratio of 20 is shown in figure 5.4 b . A log-normal fit reveals an average particle size of 24.6 nm with a relative standard deviation of $29 \%$. Figure 5.4 c shows the number weighted hydrodynamic diameter of peptized particles measured by DLS for various iron precursor concentrations. The results are consistent with the ones obtained by analyzing the FESEM image. Furthermore, synthesizing particles at an increasing sodium hydroxide concentration, corresponding to pH values ranging from 10 to 12 decreases the primary particle size from 24.6 nm to 12.3 nm . The corresponding relative standard deviation $\sigma_{d} / d_{p}$ decreases from $29 \%$ to $23 \%$ for a base concentration increasing from 9.8 mM to 20 mM . For a base concentration of 40 mM , the relative standard deviation is $26 \%$.
Moreover, the influence of the total iron concentration in the precursor solution on the primary particle size is investigated. An increase of the concentration from 30 mM to 45 mM to 60 mM while keeping the sodium hydroxide concentration at a constant level led to an increase from 15.1 nm to 21.9 nm to 24.6 nm , respectively. For lower precursor concentrations, the relative standard deviation increases to $32 \%$.
The composition of the synthesized particles is investigated by Raman spectroscopy. Figure 5.4 d shows the Raman spectrum of the synthesized MNPs as well as the spectra of magnetite and maghemite as a reference. Typical for magnetite is a strong peak at $664 \mathrm{~cm}^{-1}$ and a rather weak one at $532 \mathrm{~cm}^{-1}$ [97]. Maghemite exhibits a broad, flat band from $660 \mathrm{~cm}^{-1}$ to $710 \mathrm{~cm}^{-1}$ and two weaker peaks at $300 \mathrm{~cm}^{-1}$ and $530 \mathrm{~cm}^{-1}[44,98]$. The spectrum of the synthesized MNPs corresponds to a superposition of spectra corresponding to maghemite and magnetite. A strong peak at $664 \mathrm{~cm}^{-1}$ indicates the presence of magnetite, whereas the slow decay to $710 \mathrm{~cm}^{-1}$ as well as the weak peaks at $300 \mathrm{~cm}^{-1}$ and $530 \mathrm{~cm}^{-1}$ indicate the presence of maghemite.

### 5.2 Particle Characterization by NMR Relaxation Properties

In the following, the particle suspension is investigated in terms of transverse $\left(R_{2}\right)$ and longitudinal relaxation rate $\left(R_{1}\right)$ in order to monitor the microfluidic synthesis process. Determination of the relaxation parameters $R_{2}$ and $R_{1}$ is performed by the CPMG and the inversion recovery sequence, respectively. As both sequences are very sensitive to movements inside the sample, the sample is required to be at rest. To achieve this during a continuous synthesis process, the outlet stream of the microreactor is split into two fluidic lines. An automated valve (valve 4, see figure 5.2) redirects the stream during the measurement directly into the collector flask (see figure 5.2). After the measurement, the investigated sample is directed into the collector flask as well.

### 5.2.1 Particle Synthesis

Figure 5.5 shows the results of online measurements of the transverse relaxation rate $R_{2}$ for iron precursor concentrations of $60 \mathrm{mM}, 45 \mathrm{mM}$, and 30 mM .
The transverse relaxation rate for an iron precursor concentration of 60 mM ranges from $0.8 \mathrm{~s}^{-1}$ to about $1.1 \mathrm{~s}^{-1}$. A concentration of 45 mM results in a rise to about $1.4 \mathrm{~s}^{-1}$, whereas for the lowest iron precursor concentration ( 30 mM ), $R_{2}$ exhibits a value of about $1.2 \mathrm{~s}^{-1}$. Conversely, variations of the base concentration do not statistically influence the transverse relaxation rate. Values always ranged between averages of $1.34 \mathrm{~s}^{-1}$ and $1.55 \mathrm{~s}^{-1}$, regardless of the base concentrations.
In the following, the synthesized MNPs are analyzed concerning their NMR relaxation properties after peptization and colloidal stabilization by directly adding diluted hydrochloric acid. Figure 5.6d shows
the strong dependence of the iron precursor concentration on the transverse relaxation rate. The higher the concentration, the higher is $R_{2}$. The iron concentration was kept constant by dilution after the synthesis in order to enhance the comparability of the results. For lower iron concentrations like 30 mM or 45 mM , the microreactor formed a brown supernatant instead of the black precipitate, found when using an iron precursor concentration of 60 mM . The Raman spectrum of the supernatant exhibits an increasing amount of goethite and hematite with a decreasing iron precursor concentration. For a precursor concentration of 30 mM , goethite and hematite were the main components, whereas at a concentration of 60 mM , no signs of goethite and hematite were present. This is well in line with the results shown in figure 5.6d.


Figure 5.5: Online determination of the transverse relaxation rate during the synthesis process depending on the iron precursor concentration.

Peptization is performed by a hydrochloric acid dispersion with a dispersion pH ranging from 1 to 4 . The MNP cluster size can be adjusted by this pH value and thus by the concentration of the hydrochloric acid. This is shown in figure 5.6a, where the intensity averaged hydrodynamic diameter (z-average), measured by DLS right after peptization is given as a function of the peptization pH . The hydrodynamic diameter of the clusters ranges from 38 nm at a pH of 1.08 up to 344 nm at a pH of 3.45 . Results do not depend on the pH after synthesis and thus on the sodium hydroxide concentration of the basic sheath stream. For very low pH values $(<1.5)$, the number weighted size distribution is equal to the size distribution of the primary particles obtained by FESEM (see figure 5.4a and 5.4b). This indicates that clustering is completely avoided by the use of such low peptization pH values.
Right after peptization, the NMR relaxation properties of the sample are investigated in terms of transverse $\left(R_{2}\right)$ and longitudinal $\left(R_{1}\right)$ relaxation rate. For enhanced comparability between different iron precursor concentrations, the sample is diluted such that the total $F e$ concentration is equal. Figures 5.6b to 5.6 d illustrate the dependence of the hydrodynamic cluster diameter on the relaxation rate $R_{1}$ and $R_{2}$. The transverse relaxation rate $R_{2}$ as a function of the z-average is shown in figure 5.6 c for various base stream concentrations, whereas figure 5.6 d shows $R_{2}$ for various iron precursor concentrations. For low diameters, the relaxation rate increases with the hydrodynamic diameter of the particle clusters up to a value of $120 \mathrm{~s}^{-1}$. A maximum is reached at a cluster size of approximately 120 nm . Highest relaxation rates are found for a base concentration resulting in a pH of 10.14 (see figure 5.6 c ). For even larger particle clusters, the relaxation rate decreases again. Conversely, the longitudinal relaxation rate $R_{1}$, shown


Figure 5.6: Influence of particle synthesis conditions on NMR relaxation parameters. a) Hydrodynamic diameter as a function of the peptization pH value. b) $R_{1}$ depending on the base concentration. c) $R_{2}$ depending on the base concentration. d) $R_{2}$ depending on the iron precursor concentration. e) and f) Relaxivity ratio $r_{2} / r_{1}$ depending on base and iron precursor concentration, respectively.
in figure 5.6 b decays continuously with the hydrodynamic diameter.
Figure 5.6 e and figure 5.6 f show the ratio between the transverse ( $r_{2}$ ) and longitudinal relaxivity ( $r_{1}$ ) as a function of the hydrodynamic diameter for various base and iron precursor concentrations, respectively. This ratio (see equation 5.2) is a common dimensionless parameter used to classify contrast agents [34, 35]. Small or positive ratios correspond to large longitudinal relaxivities whereas the transverse relaxivity is dominant for large or negative ratios. The determination of relaxivities is a cumbersome and time-consuming process. However, the ratio between transverse and longitudinal relaxivity can be determined by the corresponding relaxation rates without any knowledge about the dispersion concentration $c$. Assuming that the relaxation rate $R_{i}$ of the particle dispersion is much higher than the relaxation rate $R_{i, s o l}$ of the solvent, the ratio of relaxivities can be expressed by

$$
\begin{equation*}
\frac{r_{2}}{r_{1}}=\frac{\left(R_{2}-R_{2, \text { sol }}\right) / c}{\left(R_{1}-R_{1, \text { sol }}\right) / c}=\frac{\left(R_{2}-R_{2, \text { sol }}\right)}{\left(R_{1}-R_{1, \text { sol }}\right)} \approx \frac{R_{2}}{R_{1}} \tag{5.2}
\end{equation*}
$$

The ratio $r_{2} / r_{1}$ shows a maximum of 9 for a cluster size of about 180 nm (see figure 5.6 f ). Equivalent values are obtained for an iron precursor concentration of 45 mM and 60 mM . However, for 30 mM , values are much lower. According to figure 5.6e, the base concentration does not statistically influence the relaxivity ratio.

### 5.2.2 Particle Coating

In order to avoid particle aggregation and provide surface functionality in terms of bioconjugation, the synthesized particles are further coated and treated. An efficient way to stabilize MNPs is the application of biocompatible polymers. Since polymer layers lead to a significant increase of the hydrodynamic diameter, NMR relaxation properties are strongly influenced as well [40]. A promising alternative to biocompatible polymers are bifunctional molecules [99] that exhibit a strong affinity to the surface of iron oxides via carboxylate, sulfonate or phosphonate groups [100]. Enhanced hydrophilicity as well as bioconjugation can be achieved by a second amine or carboxylate group. Bisphosphonates like alendronate (bisphosphonate with amine functionality) stand out due to their strong binding capabilities concerning iron oxides [101]. MNPs coated with alendronate find application in various research areas like targeted drug delivery [29, 45] and theranostics [102].
Transverse ( $r_{2}$ ) and longitudinal relaxivities ( $r_{1}$ ) are investigated by the determination of the corresponding relaxation rates for various iron concentrations. After determination of the relaxation rates, the iron concentration is measured by inductively coupled plasma mass spectrometry (ICP-MS). The relaxivity is defined as the slope of the linear regression over the corresponding relaxation rates. Particle concentrations are set fully automatically by dilution of the synthesized particle dispersion with water. The pump/valve sequence further forwards the sample in the NMR probe head (see figure 5.2).
Prior to the determination of the relaxivity, bare MNPs are stabilized in an acidic medium (see figure 5.7a), whereas the MNPs to be coated are incubated with alendronate. Successful coating is shown by the determination of the isoelectric point [45] that shifts from 7.5 to 3.7. This is consistent with [45, 102]. Due to the reduced isoelectric point of alendronate coated MNPs, the particles tend to flocculate at the applied pH value of 2.5 . This allows for magnetic particle separation. Furthermore, coated particle are washed and redispersed prior to the measurements. The influence of alendronate coating on the transverse and the longitudinal relaxivities of particle clusters, optimized in terms of transverse relaxivity are shown in figure 5.7.


Figure 5.7: Influence of alendronate coating on the transverse and the longitudinal relaxivities of MNPs. Measurement data is obtained by an automated pump sequence. a) Relaxation rates of bare MNPs as a function of the Fe concentration. b) Relaxation rates of alendronate coated MNPs as a function of the $F e$ concentration.

Figure 5.7a shows the transverse and the longitudinal relaxation rate as a function of the Fe concentration for bare MNPs, whereas figure 5.7 b shows the results for alendronate coated MNPs. The transverse relaxivity decreases from $115.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ to $89.9 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ and the longitudinal relaxivity from $10.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ to $6.77 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$.

### 5.3 Discussion

The MiCSMaP reactor presented throughout this chapter integrates the flow-based synthesis and the subsequent functionalization of MNPs with characterization in terms of NMR relaxation parameters in one device. The construction method of the microreactor is called Xurography. Double-sided pressure sensitive tape is stacked with polymer foils [95]. Even though the minimum achievable channel width of about $200 \mu \mathrm{~m}$ is rather large compared to lithographic methods (ranging from tens to several hundreds of microns [103]), Xurography can be favourable due to practicality. The assembly is fast and no clean room facilities are required compared to lithography. New designs can be evaluated by simply modifying the cutting pattern of the cutting plotter. This flexibility states one of the most outstanding advantages. Furthermore, the construction process is simplified by the use of pressure sensitive tape, which avoids cumbersome bonding processes. Channel clogging caused by the fast formation of particles using coprecipitation [47, 48, 96] could be strongly reduced by the application of 3D hydrodynamic flow focusing. Limiting the number of sheath streams to two is important in order to keep the number of pumps and thus the complexity of the system at a minimum (see figure 5.2 and 5.1).
The FESEM image shown in figure 5.4a reveals a generally spherical appearance of the primary particles. Numerical size analysis via ImageJ indicates an average particle size of $24.6 \pm 7.1 \mathrm{~nm}$. This is consistent with the size distribution obtained by DLS. Moreover, both methods exhibit a log-normal behavior. However, the hydrodynamic diameter obtained from DLS measurements is slightly larger because of solvation layers around the particles.
The primary particle size strongly depends on the sodium hydroxide concentration. Increasing the pH
value from 10 to 12 led to a decrease of the primary particle size from 24.6 nm to 12.3 nm . Especially for lower pH values, the primary particle size was larger than the most common value of 15 nm reported for bulk syntheses [104-106]. As low pH values after the addition of the iron salt precursor can lead to the formation of non-magnetic materials, bulk syntheses are usually performed at a high pH value. Yet, the pH value is a crucial parameter in terms of primary particle size determination during coprecipitation. Increasing the pH value usually leads to a decrease of the primary particle size [107]. In general, larger primary particles are preferable due to a higher saturation magnetization. This, in turn results in a higher transverse relaxivity. Precise control of these low alcalic pH values throughout the synthesis is realizable using microreactors. The relative standard deviation $\sigma_{d} / d_{p}$ of the primary particle size decreases from $29 \%$ to $23 \%$ when increasing the base concentration from 9.8 mM to 20 mM . Still, the relative standard deviation is small compared to most benchtop batch syntheses of MNPs by coprecipitation [106, 108]. These range between $30 \%$ [105, 109] and $35 \%$ [48]. Furthermore, it was shown that the primary particle size decreases with a decreasing iron precursor concentration. While keeping the sodium hydroxide concentration at a constant level, a decrease from 24.6 nm to 15.1 nm for concentrations from 60 mM to 30 mM was observed.
The Raman spectra shown in figure 5.4 d confirm the presence of both, magnetite and traces of maghemite. As Raman spectroscopy has a very limited penetration depth, the spectra mostly represent the surface composition, where the sample tends to be highly oxidized [98].
Furthermore, the influence of the synthesis conditions on the NMR relaxation properties of the sample was investigated. Redirection of the sample flow allows for measurements at rest without interrupting the synthesis process. For iron precursor concentrations ranging from 30 mM to 60 mM , the transverse relaxation rate is between $0.8 \mathrm{~s}^{-1}$ and $1.6 \mathrm{~s}^{-1}$ (see figure 5.5). The consumption of ferric precursors is indicated as each of these values is lower than the relaxation rate expected for the pure iron precursor. No statistical effect on $R_{2}$ was observed by variations of the base concentration. Most likely, this is a result of highly aggregated particles during the synthesis process. The size of the clusters was determined to be several hundred nanometers at the outlet of the reactor. This dominates the effects caused by primary particle size variations such that for large clusters, the influence of size variations on $T_{2}$ can be neglected [39, 108].
Cluster sizes strongly depend on the peptization pH value. In contrast, the pH value of the base streams did not alter the results (see figure 5.6a). For very low pH values $(<1.5)$, the size distribution is equal to the size distribution obtained by FESEM measurements. Therefore, it is assumed that the particles are not clustered anymore.
Figure 5.6d shows a strong decay of the transverse relaxation rate with the iron precursor concentration. This decay is due to an increasing amount of non-magnetic goethite and hematite, indicated by Raman spectroscopy for lower concentrations. A fast condensation process, supported by a high iron precursor concentration, turned out the be important for the formation of magnetite. Fast condensation reduces the oxidation of ferrous species at alkaline pH as well as the formation of non-magnetic iron oxides and iron hydroxides [94].
Figure 5.6 c and 5.6 d show the transverse relaxation rate $R_{2}$ as a function of the z-average. The rate distribution matches the three predicted regimes of relaxation rates [39, 108, 110]. In the motional averaging regime, $R_{2}$ increases with the hydrodynamic diameter up to values of $120 \mathrm{~s}^{-1}$. The dephasing of proton spins is accelerated by stronger local field inhomogeneities generated by larger particles. Therefore, the refocusing effectiveness of the spin echos decreases [39]. A maximum is reached at a cluster size of approximately 120 nm . The plateau of the static dephasing regime, mostly determined by the saturation magnetization of the particles does not depend on the cluster size anymore. The increasing local field
inhomogeneities are in balance with the reduced mobility due to increased diffusion constants of larger particle clusters (see section 2.11). According to figure 5.6c, a maximum of $R_{2}$ is obtained for a pH vlaue of 10.14 , resulting from the lowest base concentration. According to several reaction optimization studies on magnetite coprecipitation [111, 112], higher magnetite contents are expected for lower synthesis pH values. This in turn leads to higher saturation magnetizations. Furthermore, the primary particle size and thus the saturation magnetization at a given cluster size was observed to increase with a decreasing synthesis pH value. The subsequent decrease of the relaxation rate for very large particle clusters (see figure 5.6 c and 5.6 d ) is caused by decreasing average field gradients of large clusters. Furthermore, the field inhomogeneities tend to be spatially more constant (see section 2.11). These effects increase the efficiency of spin echos and thus decrease the relaxation rate. The results show a strong dependence of the transverse relaxation rate on the hydrodynamic diameter. This highlights the importance of tuning the cluster size throughout the synthesis process in order to optimize relaxivities.
The relaxivity ratio $r_{2} / r_{1}$ is a dimensionless parameter, independent of the $F e$ concentration (see equation 5.2). By comparing the transverse relaxation rates shown in figure 5.6 d to the relaxivity ratio shown in figure 5.6 f , it is observable that $R_{2}$ is much higher for iron precursor concentrations of 60 mM compared to precursor concentrations of 45 mM , whereas $r_{2} / r_{1}$ is equivalent for both precursor concentrations. This indicates that the maximum transverse relaxivities of particles synthesized under both syntheses conditions can be considered equal. Variations in figure 5.6 d result from particle concentration deviations. This dependence is avoided by the relaxivity ratio due to the independence on the concentration. Furthermore, this is in line with the similar primary particle sizes obtained by a synthesis with iron precursor concentration of 45 mM and 60 mM . Thus, a significant analytical value for the optimization of relaxivities is in the determination of relaxation rates.
Transverse ( $r_{2}$ ) and longitudinal relaxivities $\left(r_{1}\right)$ were investigated by the determination of the corresponding relaxation rates for various $F e$ concentrations. The actually time-consuming and cumbersome determination of relaxivities is facilitated to a fully automatic process by the MiCSMaP device. This leads to tremendous time savings as no user interventions are required. The decrease of the transverse relaxivity from $115.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ to $89.9 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ and of the longitudinal relaxivity from $10.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ to $6.77 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ for uncoated and alendronate coated particles can be explained by variations in the hydrodynamic diameters [39]. Particle cluster sizes increased from $230 \pm 9 \mathrm{~nm}$ to $267 \pm 4 \mathrm{~nm}$ by the coating procedure, according to DLS. Yet, alendronate coating increased the relaxivity ratio $r_{2} / r_{1}$ from 11.0 to 13.27 as the longitudinal relaxivity decreased. These results were benchmarked with [35], a summarization of relaxivities and relaxivity ratios collected from several publications. Depending on the coating of iron oxide MNPs, transverse relaxivities range between $17.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ and $92.0 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$, whereas longitudinal relaxivities range between $2.4 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ and $9.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$. The corresponding relaxivity ratios $r_{2} / r_{1}$ range between 2.97 and 24.5. Concerning the optimization towards high transverse relaxivity, the synthesized particles are on the upper end.
The maximal production throughput of magnetite is calculated as $40 \mu \mathrm{~mol} \mathrm{~h}^{-1}$ under the given synthesis conditions ( 60 mM iron precursor, 9.8 mM sodium hydroxide, flow rate ratio 20). As an injection of iron oxide based contrast agents for MRI typically requires about $15 \mu \mathrm{~mol} \mathrm{Fe}$ per kg of bodyweight [113] a throughout of $40 \mu \mathrm{~mol} \mathrm{~h}^{-1}$ seems very little on the first sight. However, due to the low production costs, the throughput can be increased by the parallelization of multiple microreactors. Besides product development, the reactor can be applied for the synthesis of individual point-of-use applications.

## 6 Detection of Direct and Indirect Dipole-Dipole Couplings via Zero-Quantum Coherences

Individual nuclear spins are coupled with each other by various magnetic coupling mechanisms (see section 2.3.2). These include direct and indirect dipole-dipole couplings. While indirect dipolar couplings are observable in the one-dimensional SQ spectra, intermolecular direct dipolar couplings are exclusively observable by multi-dimensional spectroscopy. The coupling of spins results in the formation of MQCs. A subgroup of these are ZQCs, which show outstanding advantages like a reduction of inhomogeneous line broadening (see section 2.10) and thus an enhanced resolution in the indirect dimension. Spins in close proximity to each other show the lowest dependence on field inhomogeneities [114]. Furthermore, the spectral window in the indirect dimension is consistent [115]. MQCs cannot be observed directly. Indirect detection by two- or multi-dimensional experiments is required. The detection of ZQCs allows for the determination of J-coupling networks to investigate intramolecular structures [12], even in very inhomogeneous fields [51]. Moreover, the detection of iZQCs even allows for resolving subvoxel intermolecular structures [13, 14].
In this chapter, the SoC-based NMR spectrometer (see section 3.2) and the gradient-capable NMR probe head (see section 4.4) are applied for the detection of intra- (see section 6.1) and intermolecular (see section 6.2) dipolar couplings. ZQCs caused by intramolecular couplings are detected by the HZQC sequence (see figure 6.1), whereas iZQCs caused by intermolecular couplings are detected by the HOMOGeneity ENhancement by Intermolecular ZEro-quantum Detection (HOMOGENIZED) sequence (see figure 6.7). Both sequences require the application of pulsed field gradients. A single spoiling pulse is sufficient to isolate ZQCs in HZQC experiments [12,51,52]. Furthermore, for iZQC experiments, pulsed field gradients are used as correlation pulses. Breaking the magnetic isotropy of a spin system can lead to strong signal enhancements [53-55]. The applicability of the gradient-capable probe head for these applications is determined.

### 6.1 Detection of Indirect Dipole-Dipole Coupling Networks via ZQCs

In the following, the SoC-based NMR spectrometer (see section 3.2) and the gradient-capable NMR probe head (see section 4.4) are applied on the mapping of J-couplings in 1-butanol via the detection of ZQCs. At first, the pulse sequence for $\operatorname{HZQC}$ measurements $[12,51,52]$ is presented. A detailed analysis using the quantum mechanical approach is given in section 6.1.1 for an AX-spin system. The spectral analysis of the theoretically observable magnetization and the expected spectral pattern for an AX-spin system follow in section 6.1.2. To ensure that only the desired ZQCs contribute to the final spectrum, a 4 -step phase cycling scheme [12,52], presented in section 6.1 .3 is applied. NMR specific characteristics of 1-butanol like coupling constants and chemical shift values [116-118] as well as their influence on the two-dimensional HZQC spectrum are given in section 6.1.4. Limitations due to relaxation processes, FFT window consideration and temperature induced frequency shifts are discussed thereafter. Finally, the resulting measurement data is presented depending on shimming conditions and sequence parameters.

### 6.1.1 HZQC Pulse Sequence and the Quantum Mechanical Treatment of an AX-Spin System

As ZQCs are not directly detectable via single-excitation experiments, indirect detection in terms of a two-dimensional experiment is required [114]. An NMR pulse sequence, suitable for HZQC measurements is illustrated in figure $6.1[12,51,52]$. The corresponding coherence transfer pathway (CTP) is shown below.

## Preparation Evolution Mixing Detection



Figure 6.1: HZQC pulse sequence and the corresponding coherence transfer pathway.

In the following, this sequence is analyzed theoretically for an AX-spin ensemble (weak coupling assumed) consisting of $N_{I} I$-spins and $N_{S} S$-spins, coupled with the constant $J_{I S}$. The corresponding offset frequencies are denoted as $\Omega_{I}$ and $\Omega_{S}$, respectively. Typically for two-dimensional multiple-quantum experiments, the sequence is functionally separated in four periods [64, 65]. During the perparation period ZQCs are excited. These coherences evolve throughout the evolution period prior to the mixing period, where ZQCs are transfered back into observable SQCs. These are acquired during the detection period. The following calculations are performed for the first phase cycle (see table 6.1b).

## Equilibrium Density Operator

The equilibrium density operator (see section 2.8 ) for this spin system (only first-order terms of equation 2.48) is given as

$$
\begin{align*}
\hat{\rho}_{e q} & =2^{-N_{I}}\left(\hat{1}-\zeta \sum_{i=1}^{N_{I}} \hat{I}_{i z}\right) 2^{-N_{S}}\left(\hat{1}-\zeta \sum_{k=1}^{N_{S}} \hat{S}_{k z}\right) \\
& \approx 2^{-\left(N_{I}+N_{S}\right)}\left(\hat{1}-\zeta\left(\sum_{i=1}^{N_{I}} \hat{I}_{z z}+\sum_{k=1}^{N_{S}} \hat{S}_{k z}\right)\right)  \tag{6.1}\\
& \approx-N \zeta\left(\hat{I}_{z}+\hat{S}_{z}\right),
\end{align*}
$$

where the temperature approximation is applied. The first transformation is valid as two-term product operators of the form $\hat{I}_{i} \hat{S}_{k}$ are neglectable due to the prefactor $\zeta^{2}$, where $\zeta \ll 1$. All spins $I_{i}$ and all spins $S_{k}$ behave equivalent as an ensemble of individual AX-spin systems is assumed. This leads to the second transformation. The result is equivalent to the equilibrium density operator of a single AX-spin system, multiplied by the number of spins $N=N_{I}+N_{S}$ in the ensemble. The dimension of the density operator is reduced from $2^{\left(N_{I}+N_{S}\right)} \times 2^{\left(N_{I}+N_{S}\right)}$ to $4 \times 4$.

## Preparation Period

During the preparation period, ZQCs are excited [119]. The first RF-pulse transforms longitudinal magnetization into in-phase SQCs. Throughout the subsequent period of free precession, the in-phase SQCs $\hat{I}_{y}$ and $\hat{S}_{y}$ evolve under the influence of J-coupling (see section 2.3.2) into anti-phase SQCs of the form $\hat{I}_{x} \hat{S}_{z}$ and $\hat{S}_{x} \hat{I}_{z}$. These anti-phase SQCs are subsequently transformed into the desired ZQCs as well as undesired double-quantum coherences by a third RF-pulse. The coupling rate $J_{I S}$ is rather small (approximately 7 Hz for aliphatic compounds like 1-butanol [117]) compared to the transversal relaxation rate $R_{2}^{*}$. To avoid a signal reduction due to inhomogeneous line broadening (ranging from 22 Hz to 300 Hz depending on shim settings) during the build-up time, a refocusing pulse is inserted [120]. Thereby, anti-phase SQCs as well as the corresponding ZQCs exclusively depend on the echo time $\tau$. The density operator $\hat{\rho}(2 \tau)$ is given as

$$
\begin{align*}
\hat{\rho}(2 \tau) & =N \zeta\left(\cos \left(2 \pi J_{I S} \tau\right) \hat{I}_{y}-\sin \left(2 \pi J_{I S} \tau\right) 2 \hat{I}_{x} \hat{S}_{z}+\cos \left(2 \pi J_{I S} \tau\right) \hat{S}_{y}-\sin \left(2 \pi J_{I S} \tau\right) 2 \hat{S}_{x} \hat{I}_{z}\right) \\
& \approx-N \zeta \sin \left(2 \pi J_{I S} \tau\right)\left(2 \hat{I}_{x} \hat{S}_{z}+2 \hat{S}_{x} \hat{I}_{z}\right) \tag{6.2}
\end{align*}
$$

where the approximation to line two is valid because in-phase SQCs of the form $\hat{I}_{y}$ and $\hat{S}_{y}$ are not affected by the subsequent RF-pulse in y-direction. Therefore, these operators are dephased by the spoiling pulse during the evolution period and thus do not contribute to the observable signal. Anti-phase SQCs are transfered to ZQCs by the final preparation pulse with a flip angle $\alpha_{\Phi_{3}}$. The density operator $\hat{\rho}\left(t_{g}=0\right)$ at the end of the preparation period is given as

$$
\begin{align*}
\hat{\rho}\left(t_{g}=0\right)=-N \zeta \sin \left(2 \pi J_{I S} \tau\right) & \left(\cos ^{2}(\alpha) 2 \hat{I}_{x} \hat{S}_{z}-\sin ^{2}(\alpha) 2 \hat{I}_{z} \hat{S}_{x}+\sin (\alpha) \cos (\alpha)\left(2 \hat{I}_{x} \hat{S}_{x}-2 \hat{I}_{z} \hat{S}_{z}\right)\right. \\
+ & \left.\cos ^{2}(\alpha) 2 \hat{I}_{z} \hat{S}_{x}-\sin ^{2}(\alpha) 2 \hat{I}_{x} \hat{S}_{z}+\sin (\alpha) \cos (\alpha)\left(2 \hat{I}_{x} \hat{S}_{x}-2 \hat{I}_{z} \hat{S}_{z}\right)\right) \\
& \approx-2 N \zeta \sin \left(2 \pi J_{I S} \tau\right) \sin (\alpha) \cos (\alpha) 2 \hat{I}_{x} \hat{S}_{x} \\
& \approx-N \zeta \sin \left(2 \pi J_{I S} \tau\right) \sin (\alpha) \cos (\alpha) \hat{Z}_{x}^{I S} \\
& =-\frac{N}{2} \zeta \sin \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{+} \hat{S}_{-}+\hat{I}_{-} \hat{S}_{+}\right) \\
& =A\left(\hat{I}_{+} \hat{S}_{-}+\hat{I}_{-} \hat{S}_{+}\right), \tag{6.3}
\end{align*}
$$

where $A=-\frac{N}{2} \zeta \sin \left(2 \pi J_{I S} \tau\right)$. All coherences with a coherence order greater than zero are dropped due to dephasing of the subsequent spoiling pulse. The polarization operators $2 \hat{I}_{z} \hat{S}_{z}$ can be dropped as well as they do not lead to observable magnetization during the detection period. ZQCs are exclusively contained in the operator $\hat{I}_{x} \hat{S}_{x}$ (see section 2.9) that depends on the factor $\sin (\alpha) \cos (\alpha)$. This term is maximized for $\alpha=\pi / 4$ to 0.5 . The ZQ operator $\hat{Z Q} \hat{Q}_{x}^{I S}$ is further expressed by the product operators $\hat{I}_{+} \hat{S}_{-}$and $\hat{I}_{-} \hat{S}_{+}$(see section 2.9 ), where $\hat{I}_{+} \hat{S}_{-}$corresponds to the p-type ZQC and $\hat{I}_{-} \hat{S}_{+}$to the n-type ZQC with respect to spin $I$. Conversely, the same with respect to $S$, as the coherences are conjugate complex to each other.

## Evolution Period

During the evolution period, the excited ZQCs evolve for a duration $t_{1}$ with the corresponding ZQ frequency $\pm \Omega_{Z Q}^{I S}= \pm\left(\Omega_{I}-\Omega_{S}\right)$, where p-type coherences (with respect to $I$ ) evolve with $+\Omega_{Z Q}^{I S}=$ $\Omega_{I}-\Omega_{S}$ and n-type coherences evolve with $-\Omega_{Z Q}^{I S}=\Omega_{S}-\Omega_{I}$. ZQCs are only affected by Zeeman interactions. In contrast, interactions due to indirect dipole-dipole couplings do not affect ZQCs [64, 65]. As $\hat{I}_{+} \hat{S}_{-}$and $\hat{I}_{-} \hat{S}_{+}$precess in opposite directions, both need to be considered separately. P- and n-type ZQCs are expressed by cartesian operators as

$$
\begin{align*}
& \hat{I}_{+} \hat{S}_{-}=\frac{1}{2}\left(\hat{Z Q} Q_{x}+j \hat{Z Q} Q_{y}\right)=\hat{I}_{x} \hat{S}_{x}+\hat{I}_{y} \hat{S}_{y}+j \hat{I}_{y} \hat{S}_{x}-j \hat{I}_{x} \hat{S}_{y}  \tag{6.4}\\
& \hat{I}_{-} \hat{S}_{+}=\frac{1}{2}\left(\hat{Z Q} \hat{Q}_{x}-j \hat{Z Q} \hat{Q}_{y}\right)=\hat{I}_{x} \hat{S}_{x}+\hat{I}_{y} \hat{S}_{y}-j \hat{I}_{y} \hat{S}_{x}+j \hat{I}_{x} \hat{S}_{y}
\end{align*}
$$

For the following discussion, the density operator $\hat{\rho}$ is split such that $\hat{\rho}=\hat{\rho}^{(+)}+\hat{\rho}^{(-)}$, where $\hat{\rho}^{(+)}$ corresponds to $\hat{I}_{+} \hat{S}_{-}$and $\rho^{(-)}$corresponds to $\hat{I}_{-} \hat{S}_{+}$. At $t_{1}=0$, the spoiling pulse (see section 4.4) is applied for a duration $t_{g}$. Coherences with a coherence order greater than zero dephase (see figure 4.8), which leads to a simplification of the phase cycling scheme shown in table 6.1 b by a factor of four [12, 52]. ZQCs evolve in a sinusoidal way such that the density operators at the end of the evolution period are given as

$$
\begin{align*}
\hat{\rho}^{(+)}\left(t_{1}\right) & =A \frac{1}{2}\left(\left(\cos \left(\Omega_{Z Q} t_{1}\right)-j \sin \left(\Omega_{Z Q} t_{1}\right)\right) \hat{Z Q_{x}}+j\left(\cos \left(\Omega_{Z Q} t_{1}\right)-j \sin \left(\Omega_{Z Q} t_{1}\right)\right) \hat{Z Q_{y}}\right) \\
& =A \frac{1}{2}\left(\left(\cos \left(\Omega_{Z Q} t_{1}\right)-j \sin \left(\Omega_{Z Q} t_{1}\right)\right)\left(\hat{Z Q_{x}}+j \hat{Z Q_{y}}\right)\right) \\
& =A \exp \left(-j \Omega_{Z Q} t_{1}\right) \hat{I}_{+} \hat{S}_{-} \tag{6.5}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\rho}^{(-)}\left(t_{1}\right) & =A \frac{1}{2}\left(\left(\cos \left(\Omega_{Z Q} t_{1}\right)+j \sin \left(\Omega_{Z Q} t_{1}\right)\right) \hat{Z Q_{x}}-j\left(\cos \left(\Omega_{Z Q} t_{1}\right)+j \sin \left(\Omega_{Z Q} t_{1}\right)\right) \hat{Z Q_{y}}\right) \\
& =A \frac{1}{2}\left(\left(\cos \left(\Omega_{Z Q} t_{1}\right)+j \sin \left(\Omega_{Z Q} t_{1}\right)\right)\left(\hat{Z Q_{x}}-j \hat{Z Q_{y}}\right)\right) \\
& =A \exp \left(+j \Omega_{Z Q} t_{1}\right) \hat{I}-\hat{S}_{+} \tag{6.6}
\end{align*}
$$

## Mixing Period

During the mixing period, unobservable ZQCs are transformed back to observable in-phase SQCs by the mixing pulse $\beta_{y}$. The resulting density operators are given as

$$
\begin{equation*}
\hat{\rho}^{(+)}\left(t_{2}=0\right)=A \exp \left(-j \Omega_{Z Q} t_{1}\right)\left(-\frac{\sin (2 \beta)}{2}\left(\hat{I}_{x} \hat{S}_{z}+\hat{I}_{z} \hat{S}_{x}\right)+j \sin (\beta)\left(\hat{I}_{z} \hat{S}_{y}-\hat{I}_{y} \hat{S}_{z}\right)\right) \tag{6.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\rho}^{(-)}\left(t_{2}=0\right)=A \exp \left(+j \Omega_{Z Q} t_{1}\right)\left(-\frac{\sin (2 \beta)}{2}\left(\hat{I}_{x} \hat{S}_{z}+\hat{I}_{z} \hat{S}_{x}\right)-j \sin (\beta)\left(\hat{I}_{z} \hat{S}_{y}-\hat{I}_{y} \hat{S}_{z}\right)\right) \tag{6.8}
\end{equation*}
$$

The effect of the flip angle $\beta$ on the two-dimensional spectral pattern is discussed in detail in section 6.1.2. The unobservable anti-phase SQCs evolve to observable in-phase SQCs throughout the subsequent period of free precession. This process is equivalent to the preparation period. A spin echo is included to reduce losses caused by field inhomogeneities during the build-up time. The resulting density operators $\hat{\rho}^{(+)}$and $\hat{\rho}^{(-)}$at $t_{2}=2 \tau$ are given as

$$
\begin{align*}
\hat{\rho}^{(+)}\left(t_{2}=2 \tau\right) & =A \exp \left(-j \Omega_{Z Q} t_{1}\right)\left(-\frac{\sin (2 \beta)}{2}\left(\cos \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{x} \hat{S}_{z}+\hat{I}_{z} \hat{S}_{x}\right)+\frac{1}{2} \sin \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{y}+\hat{S}_{y}\right)\right)\right. \\
& \left.+j \sin (2 \beta)\left(\cos \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{y} \hat{S}_{z}-\hat{I}_{z} \hat{S}_{y}\right)+\frac{1}{2} \sin \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{x}-\hat{S}_{x}\right)\right)\right) \\
& =C^{+}\left(\frac{\sin (2 \beta)}{2}\left(\hat{I}_{y}+\hat{S}_{y}\right)-j \sin (2 \beta)\left(\hat{I}_{x}-\hat{S}_{x}\right)\right) \tag{6.9}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\rho}^{(-)}\left(t_{2}=2 \tau\right) & =A \exp \left(+j \Omega_{Z Q} t_{1}\right)\left(-\frac{\sin (2 \beta)}{2}\left(\cos \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{x} \hat{S}_{z}+\hat{I}_{z} \hat{S}_{x}\right)+\frac{1}{2} \sin \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{y}+\hat{S}_{y}\right)\right)\right. \\
& \left.-j \sin (2 \beta)\left(\cos \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{y} \hat{S}_{z}-\hat{I}_{z} \hat{S}_{y}\right)+\frac{1}{2} \sin \left(2 \pi J_{I S} \tau\right)\left(\hat{I}_{x}-\hat{S}_{x}\right)\right)\right) \\
& =C^{-}\left(\frac{\sin (2 \beta)}{2}\left(\hat{I}_{y}+\hat{S}_{y}\right)+j \sin (2 \beta)\left(\hat{I}_{x}-\hat{S}_{x}\right)\right), \tag{6.10}
\end{align*}
$$

where $C^{+}=\frac{N}{4} \zeta \sin \left(2 \pi J_{I S} \tau\right)^{2} \exp \left(-j \Omega_{Z Q} t_{1}\right)$ and $C^{-}=\frac{N}{4} \zeta \sin \left(2 \pi J_{I S} \tau\right)^{2} \exp \left(+j \Omega_{Z Q} t_{1}\right)$. The build-up time manifests in the term $\sin \left(\pi J_{I S} t_{2}\right)$ in $C^{+}$and $C^{-}$. The anti-phase operators are not observable. Therefore, only the in-phase operators need to be considered in the detection period.

## Detection Period

During the detection period, the NMR signal is acquired. Under the influence of the J-coupling and the Zeeman Hamiltonian, the density operators $\hat{\rho}^{(+)}$and $\hat{\rho}^{(-)}$evolve during the acquisition time $t_{2}$ as

$$
\begin{align*}
\hat{\rho}\left(t_{2}\right)^{(+)} & =C^{+} \cos \left(\pi J_{I S} t_{2}\right)\left(\frac{\sin (2 \beta)}{2}\left(\cos \left(\Omega_{I} t_{2}\right) \hat{I}_{y}-\sin \left(\Omega_{I} t_{2}\right) \hat{I}_{x}+\cos \left(\Omega_{S} t_{2}\right) \hat{S}_{y}-\sin \left(\Omega_{S} t_{2}\right) \hat{S}_{x}\right)\right. \\
& \left.-j \sin (2 \beta)\left(\cos \left(\Omega_{I} t_{2}\right) \hat{I}_{x}+\sin \left(\Omega_{I} t_{2}\right) \hat{I}_{y}-\cos \left(\Omega_{S} t_{2}\right) \hat{S}_{x}-\sin \left(\Omega_{S} t_{2}\right) \hat{S}_{y}\right)\right) \tag{6.11}
\end{align*}
$$

and

$$
\begin{align*}
\hat{\rho}\left(t_{2}\right)^{(-)} & =C^{-} \cos \left(\pi J_{I S} t_{2}\right)\left(\frac{\sin (2 \beta)}{2}\left(\cos \left(\Omega_{I} t_{2}\right) \hat{I}_{y}-\sin \left(\Omega_{I} t_{2}\right) \hat{I}_{x}+\cos \left(\Omega_{S} t_{2}\right) \hat{S}_{y}-\sin \left(\Omega_{S} t_{2}\right) \hat{S}_{x}\right)\right. \\
& \left.+j \sin (2 \beta)\left(\cos \left(\Omega_{I} t_{2}\right) \hat{I}_{x}+\sin \left(\Omega_{I} t_{2}\right) \hat{I}_{y}-\cos \left(\Omega_{S} t_{2}\right) \hat{S}_{x}-\sin \left(\Omega_{S} t_{2}\right) \hat{S}_{y}\right)\right), \tag{6.12}
\end{align*}
$$

These operators are valid for $t_{2}$ greater than $\tau$. Unobservable anti-phase operators are omitted for the sake of clarity.

### 6.1.2 Spectral Analysis and Expected Pattern for an AX-Spin System

The density operators $\hat{\rho}\left(t_{2}\right)^{(+)}$and $\hat{\rho}\left(t_{2}\right)^{(-)}$, given in equation 6.11 and equation 6.12 reveal that peaks in the indirect dimension can be expected at $\omega_{1}= \pm \Omega_{\mathrm{ZQ}}^{I S}= \pm\left(\Omega_{I}-\Omega_{S}\right)$ as well as $\omega_{2}=\Omega_{I}$ and $\omega_{2}=\Omega_{S}$. Hence, four peaks are expected. Peaks that origin from the density operator $\hat{\rho}^{(+)}$are modulated by a negative exponential and arise at $\omega_{1}=-\Omega_{\mathrm{ZQ}}$, whereas peaks which origin from the density operator $\hat{\rho}^{(-)}$are modulated by a positive exponential and arise at $\omega_{1}=+\Omega_{Z Q}$. Hence, the ptype ZQCs relative to spin $I$ origin from $\hat{\rho}^{(+)}\left(-\Omega_{Z Q}\right)$, whereas the p-type ZQCs relative to spin $S$ origin from $\hat{\rho}^{(-)}\left(+\Omega_{Z Q}\right)$. On the other hand, the $n-$ type $Z Q C s$ relative to spin I origin from $\hat{\rho}^{(-)}\left(+\Omega_{Z Q}\right)$, whereas the n-type ZQCs relative to spin $S$ origin from $\hat{\rho}^{(+)}\left(-\Omega_{Z Q}\right)$.
In the following, the observable magnetization $M_{+}$is calculated according to equation 2.52. $M_{+}$is separated in four observable peaks such that $M_{+}=M_{+}^{P I}+M_{+}^{N I}+M_{+}^{P S}+M_{+}^{N S}$. These are given as

$$
\begin{align*}
& M_{+}^{P I}\left(t_{2}\right)=C^{+}\left(\frac{\sin (2 \beta)}{2}-\sin (\beta)\right) \exp \left(+j \Omega_{I} t_{2}\right) \cos \left(\pi J_{I S} t_{2}\right) \\
& M_{+}^{N I}\left(t_{2}\right)=C^{-}\left(\frac{\sin (2 \beta)}{2}+\sin (\beta)\right) \exp \left(+j \Omega_{I} t_{2}\right) \cos \left(\pi J_{I S} t_{2}\right) \\
& M_{+}^{P S}\left(t_{2}\right)=C^{-}\left(\frac{\sin (2 \beta)}{2}-\sin (\beta)\right) \exp \left(+j \Omega_{S} t_{2}\right) \cos \left(\pi J_{I S} t_{2}\right)  \tag{6.13}\\
& M_{+}^{N S}\left(t_{2}\right)=C^{+}\left(\frac{\sin (2 \beta)}{2}+\sin (\beta)\right) \exp \left(+j \Omega_{S} t_{2}\right) \cos \left(\pi J_{I S} t_{2}\right),
\end{align*}
$$

where $M_{+}^{P I}$, arising from the p-type coherence on spin $I\left(\hat{\rho}^{(+)}\right)$leads to a peak at $\left(\omega_{1}, \omega_{2}\right)=$ $\left(-\Omega_{Z Q}, \Omega_{I}\right), M_{+}^{N I}$, arising from the n -type coherence on spin $I\left(\hat{\rho}^{(-)}\right)$leads to a peak at $\left(+\Omega_{Z Q}, \Omega_{I}\right)$, $M_{+}^{P S}$, arising from the p-type coherence on spin $S\left(\hat{\rho}^{(-)}\right)$leads to a peak at $\left(+\Omega_{Z Q}, \Omega_{S}\right)$, and $M_{+}^{N S}$, arising from the n -type coherence on spin $S\left(\hat{\rho}^{(+)}\right)$leads to a peak at $\left(-\Omega_{Z Q}, \Omega_{S}\right)$. For the sake of simplicity, shared constants are neglected. The factors $C^{+}$and $C^{-}$are maximized by adjusting the echo time such that $\tau \approx \frac{1}{4 J_{I S}}$. Deviations from this value lead to a steep decrease in signal intensity due to the quadratic dependence $\left(\sin ^{2}\left(2 \pi J_{I S} \tau\right)\right.$ ). Furthermore, the flip angle $\beta$ of the first mixing pulse needs to be evaluated. Therefore, the spectral pattern, illustrated in figure 6.2 show the observable magnetization $M_{+}$for a flip angle of $\beta=\pi / 2$ (figure 6.2 a and figure 6.2 c ) and a flip angle of $\beta=\pi / 4$ (figure 6.2 b and figure 6.2 d ). Moreover, the effect of strong inhomogeneous broadening on these spectra is illustrated in figure 6.2 c and figure 6.2 d . For the graphical representations, $\Omega_{S}>\Omega_{I}$ is assumed. The spectra are shown in absolute values, normalized to one.

Figure 6.2a illustrates the results for a flip angle $\beta=\pi / 2$. The intensity of all four peaks is equal. Moreover, the signals $M_{+}^{P I}$ and $M_{+}^{P S}$ are phase-shifted to $M_{+}^{N I}$ and $M_{+}^{N S}$ by $\pi$ (see equation 6.13). The


Figure 6.2: Spectral pattern of the HZQC-sequence for an AX-spin system. Absolute data is plotted. Prior to frequency transformation and normalization to one, a sine apodization is applied. a) The flip angle $\beta$ of the first mixing pulse is set to $\beta=\pi / 2$. b) The flip angle $\beta$ of the first mixing pulse is set to $\beta=\pi / 4$.
c) The flip angle $\beta$ of the first mixing pulse is set to $\beta=\pi / 2$. The $B_{0}$ field homogeneity is reduced.
d) The flip angle $\beta$ of the first mixing pulse is set to $\beta=\pi / 4$. The $B_{0}$ field homogeneity is reduced.
spectral pattern shown in figure 6.2 b is obtained by a mixing pulse with a flip angle $\beta=\pi / 4$. As the p-type coherences (see equation 6.13) depend on the difference $\frac{\sin (2 \beta)}{2}-\sin (\beta) \approx-0.2$, they are strongly attenuated. For flip angles in between these extrema, the peak magnitude ratio between $p$ - and n -type coherences is given as $\tan ^{2}(\beta / 2)$. On the other hand, the $n$-type coherences depend on the prefactor $\frac{\sin (2 \beta)}{2}+\sin (\beta) \approx 1.2$, which leads to an amplification compared to the $\pi$-pulse. As half of the spectral components are strongly attenuated, a simplification without a loss of information is achieved. The residual peaks $N S$ and $N I$ appear at $\left(\omega_{1}, \omega_{2}\right)=\left(-\Omega_{Z Q}, \Omega_{S}\right)$ and $\left(\omega_{1}, \omega_{2}\right)=\left(\Omega_{Z Q}, \Omega_{I}\right)$, respectively. Crosspeaks from coupled spins always appear on diagonals with a slope of $\omega_{1}=2 \omega_{2}$. Using a flip angle of $\beta=\pi / 4$, the individual peaks, corresponding to one spin are preferably in one quadrant of the spectrum. This allows for quasi quadrature detection and thus for frequency discrimination in the indirect dimension [121, 122]. Moreover, the transfer from ZQCs to passive spins, proportional to $\sin ^{3}(\beta)$ is strongly attenuated [121, 122]. The influence of inhomogeneous broadening is illustrated in
figure 6.2 c and figure 6.2 d , where figure 6.2 c corresponds to $\beta=\pi / 2$ and figure 6.2 d to $\beta=\pi / 4$. Peaks originating from $S$ spins overlap with these originating from $I$ spins destructively due to the phase shift of $\pi$. This leads to a decrease in signal amplitude. The peak intensity ratio between figure 6.2 c and figure 6.2 d is about 0.4 . Inhomogeneous broadening is introduced by decreasing the transversal relaxation time $T_{2}^{*}$ from 0.2 s to 0.001 s . The spectrum broadens and individual peaks can not be distinguished anymore in the direct dimension $\omega_{2}$. However, the frequency resolution in the indirect dimension is not affected (see section 2.10).
Prior to the frequency transformation in the indirect dimension, the raw data was multiplied by a sine apodization function [51] in order to reduce spectral leakage (see section 6.1.4). The sampling frequency in the indirect dimension was set to $2 \mathrm{kHz}\left(\Delta t_{1}=500 \mu \mathrm{~s}\right)$, which allows for an aliasing free detection of frequencies up to $1 \mathrm{kHz}(22 \mathrm{ppm})$. 256 samples were acquired in the indirect dimension. This leads to a frequency resolution $1 /\left(N \Delta t_{1}\right)$ of about $7.8 \mathrm{~Hz}(0.173 \mathrm{ppm})$. The offset frequency $\Omega_{I}$ of the $I$-spins was set to $27 \mathrm{~Hz}(0.6 \mathrm{ppm})$ and the offset frequency $\Omega_{S}$ of the $S$-spins was set to $117 \mathrm{~Hz}(2.6 \mathrm{ppm})$. This results in the ZQ frequencies $\pm 90 \mathrm{~Hz}$ ( $\pm 2 \mathrm{ppm}$ ), which appear in the indirect dimension (see figure 6.2). The chosen values coincide with the coupling between group three and group four of 1-butanol (see inset figure 6.6a). Thus, the theoretical results can be compared to the measurements presented in section 6.1.4.

### 6.1.3 Phase Cycling

The desired CTP (see figure 6.1) is achieved by the combination of a pulsed field gradient and the 4 -step phase cycling scheme shown in table 6.1. The applied phase cycling scheme is required to cancel undesired coherences occurring due to experimental restrictions like relaxation and RF-pulse imperfections.

|  | $\phi_{1}$ | $\phi_{R x}$ | $\phi_{2}$ | $\phi_{R x}$ | $\phi_{3}$ | $\phi_{R x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0^{\circ}(+x)$ | $0^{\circ}(x)$ | $+90^{\circ}(+y)$ | $180^{\circ}(-x)$ | $+90^{\circ}(+y)$ | $180^{\circ}(-x)$ |
| 2 | $180^{\circ}(-x)$ | $180^{\circ}(-x)$ | $-90^{\circ}(-y)$ | $180^{\circ}(-x)$ | $-90^{\circ}(-y)$ | $0^{\circ}(+x)$ |

(a) Individual HZQC phase cycling scheme for pulse one, pulse two and pulse three.

|  | $\phi_{1}$ | $\phi_{2}$ | $\phi_{3}$ | $\phi_{4}$ | $\phi_{5}$ | $\phi_{R x}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $0^{\circ}(+x)$ | $+90^{\circ}(+y)$ | $+90^{\circ}(+y)$ | $+90^{\circ}(+y)$ | $0^{\circ}(+x)$ | $0^{\circ}(+x)$ |
| 2 | $0^{\circ}(+x)$ | $-90^{\circ}(-y)$ | $+90^{\circ}(+y)$ | $+90^{\circ}(+y)$ | $0^{\circ}(+x)$ | $0^{\circ}(+x)$ |
| 3 | $0^{\circ}(+x)$ | $+90^{\circ}(+y)$ | $-90^{\circ}(-y)$ | $+90^{\circ}(+y)$ | $0^{\circ}(+x)$ | $180^{\circ}(-x)$ |
| 4 | $0^{\circ}(+x)$ | $-90^{\circ}(-y)$ | $-90^{\circ}(-y)$ | $+90^{\circ}(+y)$ | $0^{\circ}(+x)$ | $180^{\circ}(-x)$ |

(b) Overall HZQC phase cycling scheme regarding pulse two and pulse three.

Table 6.1: HZQC phase cycling scheme. a) shows the individual phase cycling schemes for pulse two and pulse three and b) shows the overall phase cycling scheme for the HZQC sequence. Axial peak suppression and hence the phase cycling due to pulse one is not considered in this phase cycling scheme.

Table 6.1a illustrates the required phase cycles for the individual RF-pulses. Focus is on pulse one, pulse two and pulse three with the corresponding phases $\Phi_{1}, \Phi_{2}$ and $\Phi_{3}$ (see figure 6.1). Ideally, the first RF-pulse generates only SQCs $(p= \pm 1)$. Due to pulse imperfections, also a residual z-magnetization is
generated. This remainder is not modulated during the evolution period and thus results in an undesired DC component. Cancellation of the residual z-magnetization can be performed in terms of a two-step axial peak suppression [65]. This method is not applied for the measurements presented in section 6.1.4 for the sake of a measurement time reduction. Both SQCs, generated by the first RF-pulse are desired. The second RF-pulse, a refocusing pulse ideally transforms the SQCs from $p= \pm 1$ to $p=\mp 1$. The desired coherence order change $\Delta p$ is thus $\pm 2$. This is inherently given for ideal spin echos. However, the behavior of non-ideal spin echos deviates. A two-step phase cycle $\left(N_{\phi_{2}}=2\right)$ for $\phi_{2}$ is introduced (see table 6.1a) to select the coherence change $\Delta p= \pm 2$. As only coherence order changes obeying $+2+n N_{\phi_{2}}$, where $n \in \mathbb{Z}$ are allowed, no double-quantum coherence is expected after the pulse. The coherence orders $p= \pm 3$ might occur but their formation is highly unlikely. Moreover, as the first pulse is expected to generate only SQCs as well as z-magnetization, no coherences other than $p= \pm 1$ are expected to be transfered to $\mp 1$ by the second pulse. The final pulse of the preparation period transfers anti-phase SQCs to ZQCs. Hence, a change in coherence order of $\Delta p= \pm 1$ is desired. As only coherence changes which obey $\Delta p=+1+n N_{\phi_{3}}$, where $N_{\phi_{3}}=2$ are allowed (see table 6.1a), no double-quantum coherences are transformed to ZQCs. Transformation from coherences with coherence order $p= \pm 3$ are allowed. However, these transfers are again very unlikely. Many coherences with an order different from zero are generated by this pulse. However, these coherences are dephased by the pulsed field gradient [123] (see figure 6.1) such that only ZQCs are assumed to be present at the end of the evolution period. The mixing pulse transforms ZQCs back into observable SQCs. Throughout the detection period, exclusively $p=+1$ is observed by the receiver. No more phase cycles are applied for the remaining pulses.
The phase cycling scheme does not account for $T_{1}$-relaxation. Increasing z-magnetization, mostly during the evolution period is transformed to an undesired signal component by the subsequent RF-pulses.

### 6.1.4 NMR Measurements on 1-Butanol

The butanol $\left(\mathrm{C}_{4} \mathrm{H}_{9} \mathrm{OH}\right)$ isomer 1-butanol (n-butanol) is used in the following to prove the suitability of the SoC-based spectrometer (see section 3.2) and the gradient-capable probe head (see section 4.4) to determine intramolecular coupling networks via ZQCs in very inhomogeneous fields. 1-butanol is a 4-carbon structure, where the hydroxide group is connected to the first carbon atom [117, 118]. The skeletal formula as well as the direct SQ spectrum of 1-butanol are shown in figure 6.3.
The SQ spectrum was acquired with a 1 T small-animal magnet (see section 4.1 ) shimmed such that the linewidth of deionized water was about 0.6 ppm . Therefore, not all peaks could be resolved properly. The molecule is divided in five groups, each consisting of one, two or three magnetically equivalent hydrogen atoms. These groups are labeled in the structural formula illustrated in figure 6.3 (inset). The corresponding chemical shifts are given as follows [117, 118]: peak 1 is located at $\omega_{1} \approx 0.9 \mathrm{ppm}$, peak 2 at $\omega_{2} \approx 1.33 \mathrm{ppm}$, peak 3 at $\omega_{3} \approx 1.51 \mathrm{ppm}$ and peak 4 at $\omega_{4} \approx 3.59 \mathrm{ppm}$. The chemical shift of the hydroxide group is not mentioned in $[117,118]$ as it strongly depends on sample conditions like the solvent type, the concentration and the purity of the sample, especially whether it is dry or not [124]. Furthermore, strong broadening due to a proton exchange with the solvent is reported [124].
The values from $[117,118]$ fit well to the acquired spectrum shown in figure 6.3. Due to field inhomogeneities, resulting in a linewidth of 0.6 ppm (for deionized water), peak 2 and 3 are not distinguishable anymore. Furthermore, there is a strong overlapping with group one. Indirect dipole-dipole couplings are reported between group 1 and 2, group 2 and 3 , and group 3 and 4 [117, 118]. As 1 -butanol belongs to the class of aliphatic compounds, the coupling constants $J_{12}, J_{23}$ and $J_{34}$ between the corresponding
groups are all expected to be approximately 7 Hz [117]. Hydrocarbon 4 couples with hydrocarbon 3 such that peak 4 forms a triplet. The corresponding coupling constant $J_{34}$ is about 6.6 Hz [117]. Furthermore, hydrocarbon 2 couples with hydrocarbon 1 such that peak 1 forms a tripled due to the two hydrogens of hydrocarbon 2. The corresponding coupling constant $J_{12}$ is about 7.2 Hz . Hydrocarbon 2 and hydrocarbon 3 are both coupled with two neighbors. This results in the formation of sextets. The corresponding coupling constant $J_{23}$ is approximately 7.8 Hz . Couplings with the hydroxide group are neglected due to fast proton exchange with the solvent as long as the sample is not absolutely dry. Hence, peak 1 is not split [124]. Due to the low resolution, these multiplets are not observable in figure 6.3 .


Figure 6.3: One-dimensional single-quantum spectrum of 1-butanol. The inset shows the structural formula. The groups of the molecule are labeled by the numbers 1 to 5 , which correspond to the peaks in the spectrum.

The effectiveness of the transformation from in-phase to anti-phase SQCs (see equation 6.2) and vice versa (see equation 6.9 and 6.10 ) is dominated by the corresponding coupling constants as well as the echo time. As the coupling constants range from 6.6 Hz to 7.8 Hz , the corresponding optimal echo time $\tau$ (optimizing $\sin (2 \pi J \tau)$ ) ranges from 32 ms and 37.9 ms . Hence, the transformation is not equal in effectiveness for all couplings and a trade-off needs to be found.
In the indirect dimension of the two-dimensional HZQC spectrum, six peaks are expected at the ZQ frequencies $\omega_{34}^{Z Q}= \pm\left(\omega_{4}-\omega_{3}\right)= \pm 2.08 \mathrm{ppm}, \omega_{23}^{Z Q}= \pm\left(\omega_{3}-\omega_{2}\right)= \pm 0.18 \mathrm{ppm}$ and $\omega_{12}^{Z Q}=$ $\pm\left(\omega_{2}-\omega_{1}\right)= \pm 0.43 \mathrm{ppm}$. Nyquist sampling in the indirect dimension requires the sampling intervals $\Delta t_{1}$ to be smaller than $\pi /\left(\omega_{34}^{Z Q}\right)=5.5 \mathrm{~ms}$. This corresponds to a sampling frequency of 181 Hz . Furthermore, the frequency resolution, is required to be better than the lowest ZQ frequency ( $\omega_{23}^{\mathrm{ZQ}}=$ $0.18 \mathrm{ppm})$. It is adjusted by the maximum duration of the evolution period $\left(t_{1, \text { max }}\right)$ and the spectral shape of the window function applied prior to frequency conversion in the indirect dimension. Due to strong relaxation processes, the duration $t_{1, \max }$ of the evolution period (see figure 6.1) is limited. A trade-off between signal intensity and resolution needs to be found.

## Relaxation

The major limitation of the frequency resolution origins from the relaxation processes. Coherences relax towards zero according to the time constants $T_{1}$ and $T_{2}$, corresponding to longitudinal and transversal
relaxation (see section 2.11). The relaxation constants strongly depend on external parameters like temperature as well as setup parameters like the magnetic flux density of the permanent magnet. Therefore, a comparison with values obtained from different setups is difficult. An estimate of $T_{1}$ and $T_{2}$ of 1-butanol for the given settings is obtained by the inversion recovery and the CPMG sequence [66], respectively. The results are shown in figure 6.4.


Figure 6.4: Measurement of the relaxation times of 1-butanol with and without an activated current shim. a) Determination of the longitudinal relaxation time $T_{1}$ by the inversion recovery sequence (see inset). b) Determination of the transversal relaxation time $T_{2}$ by the CPMG sequence (see inset).

Figure 6.4a shows the results of the inversion recovery sequence, where the sequence is illustrated in the inset. The inversion time (TI) was increased 17 times according to $30 \mathrm{~ms} * 1.4^{x}$. Therefore, 17 data samples were gathered, each with an acquisition period of 5 ms . The repetition time was set to $6 T_{1}$ with an initial value of 15 s for the first sequence. Ten repetitions were performed and the corresponding error bars are plotted for each sample. Raw data is normalized to one prior to taking the natural logarithm. The signal intensity plotted in figure 6.4 a is expected to be $-R_{1} t$, where the longitudinal relaxation rate $R_{1}=T_{1}^{-1}$ is to be estimated. A linear regression leads to a longitudinal relaxation time of 1.08 s ( $r^{2}=0.99996$ ) and $1.11 \mathrm{~s}\left(r^{2}=0.99991\right)$ with the current shim deactivated and activated, respectively. Figure 6.4 b shows the results of the CPMG sequence, where the sequence is illustrated in the inset. 3000 spin echos with an echo time $2 \tau$ of $300 \mu \mathrm{~s}$ were recorded with an acquisition time of $300 \mu \mathrm{~s}$. Ten repetitions were performed. Raw data is normalized to one prior to taking the natural logarithm. The signal intensity plotted in figure 6.4 b is expected to be $-R_{2} t$, where the transversal relaxation rate $R_{2}=T_{2}^{-1}$ is to be estimated. A linear regression leads to a transversal relaxation time of $0.99 \mathrm{~s}\left(r^{2} \approx 1\right)$ and 1.05 s ( $r^{2}=0.99997$ ) with the current shim deactivated and activated, respectively.
Furthermore, throughout studies on the Debye process in monohydroxy alcohols, the longitudinal relaxation time $T_{1}$ of 1-butanol was measured over a wide range of temperatures [125]. For low temperatures $(150 \mathrm{~K}$ to 280 K ) the time constant is highly temperature dependent and ranges from 0.1 s to 1 s . For higher temperatures ( 298 K ), the time constant $T_{1}$ increases to 2 s , whereas the dependence on the frequency decreases. Data was gathered at 46 MHz and 55.6 MHz . Moreover, in [126] the relaxation time $T_{1}$ of 1-butanol was determined at 304 K and 100 MHz for each group of the molecule. The hydrocarbon groups and the hydroxide group (see figure 6.3) show longitudinal relaxation times ranging from 5.6 s to 2.8 s. Similar experiments were conducted by [127] at 298 K and 300 MHz , resulting in $T_{1}$ ranging from
3.06 s to 2.4 s depending on the group under consideration. At 310 K and 20 MHz , [128] determined the overall longitudinal $\left(T_{1}\right)$ and transversal relaxation time $T_{2}$ to 1.29 s and 1.08 s , respectively.

## Window Considerations

Nyquist sampling in the indirect dimension requires the sampling interval $\Delta t_{1}$ to be smaller than 5.5 ms . Furthermore, a frequency resolution better than $0.18 \mathrm{ppm}(8.1 \mathrm{~Hz})$ is required to resolve the ZQ transition at $\Omega_{23}^{Z Q}$. In theory, $t_{1, \max }$ must be larger than 120 ms , which is much smaller than the estimated relaxation time constants $T_{1}$ and $T_{2}$. However, spectral leakage due to windowing highly reduces the effective frequency resolution. This effect increases with the dynamic range of the acquired measurement data. Due to experimental imperfections like $B_{0}$ and $B_{1}$ inhomogeneities or field drifts, the spectra shown in figure 6.6 exhibit a strong DC-component (at $\omega_{1}=0$ ) and therefore a high dynamic range. Hence, a window with high sidelobe attenuation in close proximity to the axial peaks is required. A strong sidelobe attenuation and therefore a high dynamic range of a window is always linked to reduced resolution.
Mathematically, the finite sampling duration in the indirect dimension is expressed by multiplying the time domain data by a square window. In the frequency domain, this results in a convolution with the spectrum. Consequently, the spectral quality is decreased by spectral leakage and a reduction of the frequency resolution, caused by the sidelobes and the non-zero mainlobe width, respectively. Figure 6.5 shows four window functions (see figure 6.5a) and the corresponding spectral shapes (see figure 6.5 b ).


Figure 6.5: Window functions for HZQC measurements with a length of 256 ms ( 256 samples with a sampling interval of 1 ms ). a) A square window, a sine window, a gaussian window $(\alpha=3.5)$ and a DolphChebyshev window (attenuation 100 dB ). b) Spectral shape of the corresponding window functions. The inset shows a zoom to the mainlobe.

The sampling duration of the windows shown in figure 6.5 is 256 ms . This is smaller than the estimated relaxation times and corresponds to 256 signals, acquired in the indirect dimension with a sampling interval of 1 ms . The sampling frequency of 1 kHz allows for Nyquist sampling of frequencies up to $500 \mathrm{~Hz}(11 \mathrm{ppm})$. Four different window shapes are presented: a square window, a sine window, a gaussian window with a standard deviation of $36 \mathrm{~Hz}(\alpha=3.5)$, and a Dolph-Chebyshev window with a sidelobe attenuation of 100 dB [90, 129]. The square window shows the highest selectivity (equivalent noise bandwidth of one). However, the dynamic range of this window is very low. Sidepeaks drop
by approximately $1 / f$, such that the first sidelobe is attenuated by only 13 dB . Due to the extensive axial peaks in the HZQC spectra (see figure 6.6) the dynamic range of this window is not sufficient. Sidelobe leakage masks the desired ZQ spectrum. The dynamic range is increased by a sine window. The attenuation of the first peak is already about 23 dB (see inset figure 6.5 b ). With an equivalent noise bandwidth of 1.2386 the sensitivity of this window is still very high. The gaussian and the DolphChebyshev window posses a very high dynamic range. However, the width of the mainlobe increases (see inset figure 6.6b). The attenuation of the first sidelobe is 71 dB and 100 dB , respectively, where the attenuation of the Dolph-Chebyshev window is a design parameter. However, first sidelobes are at $\pm 0.49 \mathrm{ppm}$ and $\pm 0.35 \mathrm{ppm}$, respectively. This is larger than the smallest expected ZQ frequency of 0.18 ppm . At 0.18 ppm , the attenuation of both windows is only about 17 dB . The sensitivity of both windows is with an equivalent noise bandwidth about 1.9 lower compared to the square and the sine window. For larger frequencies, the first three windows decay to zero, whereas the Dolph-Chebyshev window converges to a constant value corresponding to the allowed minimal attenuation (here: 100 dB ). This attenuation can be parametrized at the cost of sensitivity.
Higher dynamic ranges at a given sensitivity can only be achieved by increasing the maximum duration of the evolution period - a parameter that is limited by relaxation processes.

## Real Measurements

The HZQC sequence (see figure 6.1) is applied to 1-butanol (sample size: $50 \mu \mathrm{l}$, HPLC-grade). The results are shown in figure 6.6 , where figure $6.6 \mathrm{a}-\mathrm{c}$ show spectra acquired from 1-butanol for various sequence settings and figure 6.6 d shows a spectrum acquired from purified water, used as a reference. On the right side of each spectra, a one-dimensional spectrum shows the corresponding data accumulated in the direct dimension.
The four spectra were acquired using $256 t_{1}$ increments with a step size $\Delta t_{1}$ of 1 ms . Each $t_{1}$ interval was accumulated four times. The delay between the scans or intervals was 8 s . Data was acquired for 15 ms in the direct dimension $\left(t_{2}\right)$ and the echo time $2 \tau$ was set to 50 ms . Gradient strength in terms of the gradient current $I_{G}$ (see section 4.4) and gradient duration $t_{g}$ were set to 140 mA and 15 ms , respectively. The accumulated data was multiplied by a Dolph-Chebyshev window with a sidelobe attenuation of 100 dB (see figure 6.5), prior to Fourier transformation in the indirect dimension $\left(t_{1}\right)$.
Figure 6.6a shows the acquired HZQC spectrum of 1-butanol. Current shims were adjusted such that the linewidth of deionized water was about 0.6 ppm . The insets illustrate the one-dimensional SQ spectrum of 1-butanol according to figure 6.3 and the structural formula. Hydrocarbons as well as the hydroxide group are labeled by numbers, which are associated to the corresponding SQ transitions. Due to inhomogeneous line broadening, the individual SQ transitions are barely distinguishable. Moreover, the detection of multiplets caused by indirect dipole-dipole coupling between these groups is impossible. The $B_{0}$ field homogeneity is not sufficient to resolve these multiplets, separated by about 7 Hz . However, these J-couplings are clearly resolved in the two-dimensional spectrum. As predicted in section 6.1.2, the spectrum exhibits six peaks, two corresponding to each of the three coupled groups (4-3, 2-1 and 32). These six peaks appear at the corresponding $Z Q$ frequencies in the indirect dimension of the HZQC spectrum as well as in the accumulated spectrum on the right. To highlight the independence of these measurements from field homogeneities, the same experiment was repeated with deactivated current shims (linewidth of deionized water was about 11 ppm ). The results are shown in figure 6.6 b . In the direct dimension, peaks resulting from SQ transitions broaden strongly. However, peaks resulting from the ZQ transition in the indirect dimension are not affected by the inhomogeneous broadening. The res-

## 6 Detection of Direct and Indirect Dipole-Dipole Couplings via Zero-Quantum Coherences

olution of the accumulated spectra is equivalent.


Figure 6.6: HZQC spectra of 1-butanol and water. Projections to the indirect dimension are shown for each spectrum on the right. a) HZQC spectrum of 1-butanol with a shimmed magnet (linewidth of deionized water was about 0.6 ppm ). The flip angle of the first mixing is set to $\beta=\pi / 4$. The insets show the one-dimensional SQ spectrum of 1-butanol and the corresponding structural formula. b) HZQC spectrum of 1-butanol with a unshimmed magnet (linewidth of deionized water was about 11 ppm ). The flip angle of the first mixing is set to $\beta=\pi / 4$. c) HZQC spectrum of 1-butanol with a shimmed magnet. The flip angle of the first mixing is set to $\beta=\pi / 2$. d) HZQC spectrum of water with a shimmed magnet.

The influence of the flip angle $\beta$ of the first mixing pulse (see figure 6.1) on the HZQC spectrum, discussed in theory in section 6.1.2 is shown in figure 6.6 c . For $\beta=\pi / 2$, each J -coupling results in four peaks. Peaks caused by p-type ZQCs are no longer suppressed. The accumulated spectrum still clearly resolves each transition. Finally, the HZQC sequence is applied to pure water. As there are no coupled groups in water, no peaks are expected in the indirect dimension. This is shown in figure 6.6d. Only the axial peak at $\omega_{1}=0$, common to all four spectra is observable. Furthermore, the spectra of 1-butanol exhibit an artifact at $\omega_{1} \approx 0.3 \mathrm{ppm}$.

### 6.2 Detection of Direct Dipole-Dipole Coupling Networks via ZQCs

One of the major advantages of NMR is the extensive theoretical framework that allows for extremely detailed predictions concerning the NMR signal formation of most pulse sequences [130, 131]. In general, measurement results deviating from theoretical predictions require adjustments of the NMR spectrometer or of the experiment [61]. An exception were unexpected cross-peaks, appearing apparently from iMQCs [53, 61, 132-134]. These intermolecular cross-peaks were first discovered using the CRAZED (COSY Revamped with Asymmetric Z-gradient Echo Detection) sequence. Two pulsed field gradients with a ratio of $1: n$ are applied before and after the second RF-pulse of a regular COSY sequence [133]. The resulting two-dimensional spectrum showed cross-peaks between the corresponding molecules with the characteristics of intermolecular $n$-quantum coherences. These origin from distant direct dipoledipole interactions (see section 2.3.2). Primarily, low-order iMQCs, including iZQCs, iSQCs and iDQCs find application as they form the strongest observable signal. Especially, iZQCs $(n=0)$ are useful due to outstanding features like the ability to produce high resolution spectra in inhomogeneous fields [54] (see section 2.10). To account for the phenomenon of iMQCs, the existing NMR theories were extended. For the classical approach, a distant dipolar field is added to the Bloch equations [135]. The quantum mechanical approach is extended by direct dipole-dipole interactions (see section 2.3.2). Moreover, the high temperature approximation (see section 2.8) needs to be removed. Predictions of both approaches were shown to be equivalent if diffusion and relaxation are neglected [133, 135]. Even though the classical approach is more suitable for the intuitive inclusion of relaxation or diffusion effects, the quantum mechanical theory shows advantages in sequence design and prediction. Therefore, the quantum mechanical approach is used in the following. In some cases even a combination of both approaches can lead to enhanced results in terms of predictive power and computational convenience [136].
In the following, a detailed analysis of the HOMOGENIZED pulse sequence for an I-S spin system is presented in section 6.2.1 using the quantum mechanical approach. This includes the derivation of the full equilibrium density operator of this spin system without thermal approximation (see section 2.8). Subsequently, spatial and temporal averaging of intermolecular direct dipole-dipole couplings as well as the effects of pulsed field gradients and non-spherical sample shapes are discussed qualitatively (see section 6.2.2) and quantitatively (see section 6.2.3). The quantitative analysis is presented for both, an ideal constant coherence selection gradient in z-direction as well as the gradient generated by the gradient-capable NMR coil (see section 4.4). Finally, the expected spectral pattern of an I-S spin system is derived on the example of a homogeneous mixture of acetone and water in section 6.2.4.

### 6.2.1 HOMOGENIZED Pulse Sequence and the Quantum Mechanical Treatment of an I-S Spin System

The HOMOGENIZED sequence is a detection method for iMQCs [54, 137], where the mixing period of the CRAZED sequence is extended by a spin echo. As the rephasing due to distant dipolar fields is a rather slow process, it is important to remove the influence of field inhomogeneities while retaining chemical shift and J-coupling information. Moreover, by applying an appropriate quantum filter $(n=0)$, iZQCs are extracted. This pulse sequence is illustrated in figure 6.7. The corresponding CTP is shown in the lower part.
In the following, this sequence is analyzed theoretically for an I-S $\frac{1}{2}$-spin system (weak coupling assumed) consisting of $N_{I} I$-spins and $N_{S} S$-spins. Furthermore, an isotropic liquid is assumed. Direct dipole-dipole couplings between spin $I_{i}$ and spin $I_{k}$ and spin $S_{i}$ and spin $S_{k}$ are described by the homonuclear direct dipole-dipole Hamiltonian $\hat{\mathcal{H}}_{i k, \text { homo }}^{D D}$ (see equation 2.25 ) with the corresponding homonuclear
secular dipole-dipole coupling constant $D_{i k}^{\text {homo }}$ (see equation 2.26). Direct dipole-dipole couplings between spin $I_{i}$ and spin $S_{k}$ are described by the heteronuclear direct dipole-dipole Hamiltonian $\hat{\mathcal{H}}_{i k, h e t e r o}^{D D}$ (see equation 2.24) with the corresponding heteronuclear secular dipole-dipole coupling constant $D_{i k}^{\text {hetero }}$ (see equation 2.26). The offset frequencies corresponding to spin $I_{i}$ and $S_{i}$ are denoted as $\Omega_{I_{i}}$ and $\Omega_{S_{i}}$, respectively. Equivalent to the HZQC sequence (see section 6.1), the two-dimensional HOMGENIZED sequence is functionally separated in four periods $[64,65]$. ZQCs are excited during the preparation period by only one RF-pulse (see figure 6.7). Throughout the evolution period, these coherences evolve by Zeeman interactions. ZQCs are transfered back into observable in-phase SQCs during the mixing period by distant dipolar fields. Subsequently, the observable magnetization is acquired during the detection period. Relaxation and diffusion are only included phenomenologically.


Figure 6.7: HOMOGENIZED pulse sequence and the corresponding coherence transfer pathway.

## Equilibrium Density Operator

To account for intermolecular cross-peaks, it transpired that the thermal approximation as given in section 2.8 is not valid anymore. Still, a second order Taylor series truncation of equation 2.47 is performed. Even though higher order spin operators can lead to observable signals, it is very unlikely for two reasons. On the one hand, the term $\zeta^{n}$ of n -spin operators becomes very small as $\zeta \ll 1$. On the other hand, product operators with an order different from two (this includes one-spin operators) require multiple distant dipolar interactions during the mixing period to transform multi-spin anti-phase SQCs to observable in-phase SQCs. Hence, these terms are much smaller compared to observable magnetization originating from two-spin operators. The equilibrium density operator for the I-S spin system is given as

$$
\begin{align*}
\hat{\rho}_{e q} & =2^{-N_{I}}\left(\hat{1}-\zeta \sum_{i=1}^{N_{I}} \hat{I}_{i z}+\frac{1}{2} \zeta^{2} \sum_{i, j=1}^{N_{I}} \hat{I}_{i z} \hat{I}_{j z}\right) 2^{-N_{S}}\left(\hat{1}-\zeta \sum_{k=1}^{N_{S}} \hat{S}_{k z}+\frac{1}{2} \zeta^{2} \sum_{k, l=1}^{N_{S}} \hat{S}_{k z} \hat{S}_{l z}\right) \\
& \approx 2^{-N_{I}-N_{S}}\left(\hat{1}-\zeta\left(\sum_{i=1}^{N_{l}} \hat{I}_{i z}+\sum_{k=1}^{N_{S}} \hat{S}_{k z}\right)+\frac{1}{2} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}} \hat{I}_{i z} \hat{I}_{j z}+\sum_{k, l=1}^{N_{S}} \hat{S}_{k z} \hat{S}_{l z}+\sum_{i, k=1}^{N_{l} N_{S}} 2 \hat{I}_{i z} \hat{S}_{k z}\right)\right) \\
& \approx 2^{-\left(N_{l}+N_{S}+1\right)} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}} \hat{I}_{i z} \hat{I}_{j z}+\sum_{k, l=1}^{N_{S}} \hat{S}_{k z} \hat{S}_{l z}+\sum_{i, k=1}^{N_{l}, N_{S}} 2 \hat{I}_{i z} \hat{S}_{k z}\right), \tag{6.14}
\end{align*}
$$

where the approximation to line two is valid as three-spin operators are neglected. Furthermore, the
approximation to line three is valid as the signal contribution of one-spin operators is much smaller than the one from two-spin operators. Only the longitudinal two-spin operators $\hat{I}_{i z} \hat{I}_{j z}, \hat{S}_{k z} \hat{S}_{l z}$ and $\hat{I}_{i z} \hat{S}_{k z}$ are considered.

## Preparation Period

During the preparation period, longitudinal two-spin operators are transformed to ZQCs by a single RF-pulse (hard $\frac{\pi}{2}{ }_{y}$-pulse). The resulting density operator $\hat{\rho}\left(t_{1}=0\right)$ is given as

$$
\begin{align*}
& \hat{\rho}\left(t_{1}=0\right)= \\
& 2^{-N-1} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}} \hat{I}_{i x} \hat{I}_{j x}+\sum_{k, l=1}^{N_{S}} \hat{S}_{k x} \hat{S}_{l x}+\sum_{i, k=1}^{N_{l,} N_{S}} 2 \hat{I}_{i x} \hat{S}_{k x}\right) \\
& =2^{-N-3} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}}\left(\hat{Z Q} \hat{Q}_{x}^{I_{i} I_{j}}+\hat{D Q_{x}}{ }_{x}^{I_{i} I_{j}}\right)+\sum_{k, l=1}^{N_{S}}\left(\hat{Z Q} \hat{Q}_{x}^{S_{k} S_{l}}+\hat{D Q} \hat{Q}_{x}^{S_{k} S_{l}}\right)+2 \sum_{i, k=1}^{N_{l}, N_{S}}\left(\hat{Z} \hat{Q}_{x}^{I_{i} S_{k}}+\hat{D} \hat{Q}_{x}^{I_{i} S_{k}}\right)\right) \\
& \approx 2^{-N-3} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}} \hat{Z} Q_{x}^{I_{I} I_{j}}+\sum_{k, l=1}^{N_{S}} \hat{Z} Q_{x}^{S_{k} S_{l}}+2 \sum_{i, k=1}^{N_{L}, N_{S}} \hat{Z} Q_{x}^{I_{i} S_{k}}\right) \\
& =2^{-N-2} \zeta^{2}\left(\sum_{i, j=1}^{N_{I}}\left(\hat{I}_{i x} \hat{I}_{j x}+\hat{I}_{i y} \hat{I}_{j y}\right)+\sum_{k, l=1}^{N_{S}}\left(\hat{S}_{k x} \hat{S}_{l x}+\hat{S}_{k y} \hat{S}_{l y}\right)+2 \sum_{i, k=1}^{N_{l}, N_{S}}\left(\hat{I}_{i x} \hat{S}_{k x}+\hat{I}_{i y} \hat{S}_{k y}\right)\right), \tag{6.15}
\end{align*}
$$

where $N=N_{I}+N_{S}$ is the overall number of spins in the system. The product operators $\hat{I}_{i x} \hat{I}_{j x}$, $\hat{S}_{k x} \hat{S}_{l x}$ and $\hat{I}_{i x} \hat{S}_{k x}$ are composed of both, ZQCs and DQCs (see section 2.9). As DQCs are dephased by the pulsed gradient field applied during the subsequent evolution period, the approximation to line three is valid. Each coherence is weighted by the factor $\zeta^{2}$. Even though the individual contributions of these operators is small, the huge number of involved spin couplings results in the formation of observable signals under the influence of long-range dipolar couplings. For the sake of simplicity, in the following, the observable signal is only derived from homonuclear ZQCs between the $I$-spins $\left(\hat{Z Q} \hat{Q}_{x}^{I_{i} I_{j}}\right)$. In section 6.2.4 the results are transfered to the homonuclear ZQCs between the $S$-spins as well as the heteronuclear coherences between $I$ - and $S$-spins.

## Evolution Period

During the evolution period, the operator $\hat{Z} Q_{x}^{I_{i} I_{j}}$ evolves for a time $t_{1}$ exclusively under the Zeeman Hamiltonian (see equation 2.11). Evolution due to spin couplings like indirect or direct dipole-dipole interactions do not influence ZQCs. Subsequently, the correlation gradient is applied for a period $t_{g}$. The secular approximation is assumed to be valid, such that only the secular component of the magnetic field $B_{g, z}$ is considered (see equation 2.16). Therefore, during the period $t_{g}$, evolution is described by a superposition of the Zeeman and the gradient Hamiltonian. Interactions during $t_{1}$ might also lead to three-spin operators of the form $\hat{I}_{i x} \hat{S}_{j x} \hat{I}_{k z}$. However, in this case two interactions are required during $t_{2}$ to transform these operators back to observable in-phase SQCs. As operators requiring only one interaction during $t_{2}$ are much stronger, three-spin operators do not need to be considered throughout the evolution
period. At the end of the evolution period, the density operator $\hat{\rho}_{I I}^{Z Q}\left(t_{1}+t_{g}\right)$ is given as

$$
\begin{align*}
& \hat{\rho}_{I I}^{Z Q}\left(t_{1}+t_{g}\right)= \\
& 2^{-N-2} \zeta^{2} \sum_{i, j=1}^{N_{I}}\left(\cos \left(\Omega_{I_{i} I_{j}}^{Z Q} \cdot\left(t_{1}+t_{g}\right)+\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \hat{Z Q_{x}^{I_{i} I_{j}}}\right. \\
& \left.+\sin \left(\Omega_{I_{i} I_{j}}^{Z Q} \cdot\left(t_{1}+t_{g}\right)+\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \hat{Z Q_{i} i_{i} I_{j}}\right)  \tag{6.16}\\
& \approx 2^{-N-2} \zeta^{2} \sum_{i, j=1}^{N_{I}}\left(\cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \hat{Z Q} \hat{Q}_{x}^{I_{i} I_{j}}+\sin \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \hat{\left.Z Q_{y}^{I_{i} I_{j}}\right)}\right. \\
& \approx 2^{-N-2} \zeta^{2} \sum_{i, j=1}^{N_{I}}\left(\cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \hat{Z Q} \hat{Q}_{x}^{I_{I_{j}}}\right),
\end{align*}
$$

where the zero-quantum frequency $\Omega_{I_{i} I_{j}}^{Z Q}=\Omega_{I_{i} I_{j}}^{Z Q, P}=\Omega_{I_{i} I_{j}}^{Z Q, N} \approx 0$. This leads to the approximation in line two. No distinction is required between $p$ - and $n$-type coherence as both follow the same CTP. This is discussed in more detail in section 6.2.4. As the sine function is odd and all interactions between two spins are mutual, the term $\hat{Z} Q_{y}^{I_{j} I_{j}}$ averages to zero.

## Mixing Period

During the mixing period, unobservable ZQCs are transfered to anti-phase SQCs of the form $\hat{I}_{i x} \hat{I}_{j z}$ and $\hat{I}_{i z} \hat{I}_{j x}$ by a second RF-pulse (hard $\alpha_{y}$-pulse). The density operator $\hat{\rho}_{I I}^{Z Q}\left(t_{2}=0\right)$ after this pulse is given as

$$
\begin{align*}
\hat{\rho}_{I I}^{Z Q}\left(t_{2}=0\right)= & 2^{-N-2} \zeta^{2} \sum_{i, j=1}^{N_{I}} \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \\
& \left(\cos ^{2}(\alpha) 2 \hat{I}_{i x} \hat{I}_{j x}+\sin ^{2}(\alpha) 2 \hat{I}_{i z} \hat{I}_{j z}-\sin (\alpha) \cos (\alpha)\left[2 \hat{I}_{i x} \hat{I}_{j z}+2 \hat{I}_{i z} \hat{I}_{j x}\right]+2 \hat{I}_{i y} \hat{I}_{j y}\right) \\
\approx & -\sin (2 \alpha) 2^{-N-3} \zeta^{2} \sum_{i, j=1}^{N_{I}}{ }^{\prime} \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right)\left[2 \hat{I}_{i x} \hat{I}_{j z}+2 \hat{I}_{i z} \hat{I}_{j x}\right], \tag{6.17}
\end{align*}
$$

where the approximation to line two is valid as neither ZQCs and DQCs, nor the polarization operators lead to an observable signal. Only the anti-phase SQCs $\hat{I}_{i x} \hat{I}_{j z}$ and $\hat{I}_{i z} \hat{I}_{j x}$ need to be considered. Furthermore, the trigonometric identity $\sin (2 \alpha)=2 \cos (\alpha) \sin (\alpha)$ is applied. The signal intensity caused by the homonuclear ZQCs is maximized for $\alpha=\pi / 4$. A flip angle of $\alpha=\pi / 2$ does not lead to any observable signal caused by homonuclear ZQCs. The influence of the flip angle $\alpha$, especially on heteronuclear ZQCs is analyzed is more detail in section 6.2.4.

## Detection Period

During the detection period, the density operator evolves due to Zeeman (see equation 2.11) and distant dipolar interactions (see equation 2.25 ) simultaneously. The transformation from unobservable antiphase SQCs to observable in-phase SQCs is caused by direct dipole-dipole couplings, characterized by the secular dipole-dipole coupling constant $D^{I I}$ (see equation 2.26). The density operator $\hat{\rho}_{I I}^{Z Q}\left(t_{2}\right)$ during the detection period is given as

$$
\begin{align*}
\hat{\rho}_{I I}^{\mathrm{ZQ}}\left(t_{2}\right) & =-\sin (2 \alpha) 2^{-N-3} \zeta^{2} \sum_{i, j=1}^{N_{I}} \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \\
& \left(\cos \left(\pi D_{i j}^{I I} t_{2}\right)\left[\cos \left(\Omega_{I_{i}} t_{2}\right) 2 \hat{I}_{i x} \hat{I}_{j z}+\sin \left(\Omega_{I_{i}} t_{2}\right) 2 \hat{I}_{i y} \hat{I}_{j z}+\cos \left(\Omega_{I_{j}} t_{2}\right) 2 \hat{I}_{j x} \hat{I}_{i z}+\sin \left(\Omega_{I_{j}} t_{2}\right) 2 \hat{I}_{j y} \hat{I}_{i z}\right]\right. \\
& \left.+\sin \left(\pi D_{i j}^{I I} t_{2}\right)\left[\cos \left(\Omega_{I_{i}} t_{2}\right) \hat{I}_{i y}-\sin \left(\Omega_{I_{i}} t_{2}\right) \hat{I}_{i x}+\cos \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j y}-\sin \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j x}\right]\right) \\
& \approx-\sin (2 \alpha) 2^{-N-3} \zeta^{2} \sum_{i, j=1}^{N_{I}} \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \pi D_{i j}^{I I} t_{2} \\
& {\left[\cos \left(\Omega_{I_{i} t_{2}}\right) \hat{I}_{i y}-\sin \left(\Omega_{I_{i}} t_{2}\right) \hat{I}_{i x}+\cos \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j y}-\sin \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j x}\right] } \\
& =\sum_{i, j=1}^{N_{I}} a_{i j}^{I I}\left(t_{2}\right)\left[\cos \left(\Omega_{I_{i}} t_{2}\right) \hat{I}_{i y}-\sin \left(\Omega_{I_{i}} t_{2}\right) \hat{I}_{i x}+\cos \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j y}-\sin \left(\Omega_{I_{j}} t_{2}\right) \hat{I}_{j x}\right] \tag{6.18}
\end{align*}
$$

where the approximation to line two comes from the small angle approximation $\sin \left(\pi D_{i j}^{I I} t_{2}\right) \approx$ $\pi D_{i j}^{I I} t_{2}$. This approximation is valid as the individual distant dipolar interactions, characterized by $D_{i j}^{I I}$ are very small (see section 2.3.2). Furthermore, the unobservable anti-phase operators are dropped. For every spin pair $I_{i}-I_{j}$, there are two peaks $\Omega_{I_{i}}$ and $\Omega_{I_{j}}$ in the direct dimension and at the ZQ frequency $\Omega_{I_{i} I_{j}}^{Z Q} \approx 0$ in the indirect dimension. These peaks are weighted by the factor $a_{i j}^{I I}\left(t_{2}\right)$ given as

$$
\begin{align*}
a_{i j}^{I I}\left(t_{2}\right) & =-\sin (2 \alpha) 2^{-N-3} \zeta^{2} \pi \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) D_{i j}^{I I} t_{2} \\
& =\sin (2 \alpha) 2^{-N-3} \zeta^{2} \pi \gamma_{I}^{2} \hbar \frac{3 \mu_{0}}{16 \pi^{2}} \cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \frac{3 \cos ^{2}\left(\Theta_{i j}\right)-1}{\left|\boldsymbol{r}_{i j}\right|^{3}} t_{2}  \tag{6.19}\\
& =c_{I I} b_{i j}^{I I} t_{2}
\end{align*}
$$

where the weighting factor $b_{i j}^{I I}$, given as

$$
\begin{equation*}
b_{i j}^{I I}=\cos \left(\gamma B_{g, z}\left(s_{I_{i}}-s_{I_{j}}\right) t_{g}\right) \frac{3 \cos ^{2}\left(\Theta_{i j}\right)-1}{\left|\boldsymbol{r}_{i j}\right|^{3}} \tag{6.20}
\end{equation*}
$$

only depends on the relative position $s_{I_{i}}-s_{I_{j}}$ between the corresponding spins as well as on the gradient field $B_{g, z}$ and the gradient duration $t_{g}$. It is analyzed qualitatively (see section 6.2.2) and quantitatively for various sample shapes and field gradients (see section 6.2.3). The factor $a_{i j}^{I I}\left(t_{2}\right)$ actually
depends on $t_{2}$ by $\sin \left(\pi D_{i j}^{I I} t_{2}\right)$. A linear dependence on $t_{2}$ is only valid for small arguments. As $D_{i j}^{I I}$ is proportional to $\left|r_{i j}\right|^{3}$ (see section 2.3.2), the observable signal shows a rather long build-up time, especially for long distance couplings. To reduce signal losses due to field inhomogeneities during this build-up time, a spin echo is included in the detection period (see figure 6.7). Due to the very individual properties of $D_{i j}^{I I}$ for each spin pair, no universal optimization approach in terms of the echo time can be given. In the following, the spin echo is only considered qualitatively.

### 6.2.2 Breaking Magnetic Isotropy

Short-range $\left(\left|\boldsymbol{r}_{i j}\right|<r_{0}\right)$ intermolecular direct dipole-dipole couplings in isotropic liquid are subject to temporal averaging caused by diffusion (see section 2.3.2). Only long-range ( $\left|\boldsymbol{r}_{i j}\right|>r_{0}$ ) intermolecular direct dipole-dipole couplings are considered unaffected by temporal averaging. However, these couplings underlie spatial averaging (see section 2.3.2), which results in cancellation of the individual couplings. Spatial averaging can be reduced by breaking the magnetic isotropy of the sample such that the spins experience a non-spherical environment. This is either possible by pulsed field gradients or non-spherical sample geometries. For the following discussion the factor $b_{i j}^{I I}$ (see equation 6.20), which depends solely on the gradient specific parameters $B_{g, z}$ and $t_{g}$ as well as on the spatial positions $s_{i}$ and $s_{j}$ of the involved spins is analyzed. Figure 6.8a illustrates the exclusively spatial component $\left(3 \cos ^{2}\left(\Theta_{i j}\right)-1\right)$ (xz-plane) of $b_{i j}^{I I}$, where the term $\left|r_{i j}\right|^{-3}$ is not considered here for better visibility. Spin $I_{i}$ is at the spatial location $\boldsymbol{s}_{i}=\mathbf{0}$. As shown in section 2.3.2, integrating over the sphere $A$ and thus considering all spin couplings with spin $I_{i}$ is equal to zero (spatial averaging), independent of the inter spin distance $\left|r_{i j}\right|$. This assumes magnetic isotropy. However, the application of a field gradient $B_{g, z}$ for a duration $t_{g}$ can break this isotropy. Figure 6.8 b illustrates $b_{i j}^{I I}$ in case a constant z-gradient $\left(B_{g, z}\left(s_{I_{j}}\right)=G_{z} z_{I_{j}}\right.$, where $z_{I_{j}}$ is the z-location of spin $I_{j}$ and $G_{z}$ the gradient in z-direction) was applied for a duration $t_{g}$. This results in a spatial modulation of $b_{i j}^{I I}$ in the direction of the gradient (here z direction), according to $\cos \left(\gamma G_{z} z_{j} t_{g}\right)$. For a given inter spin distance $\left|r_{i j}\right|$ the integral over the sphere $A$ does not average to zero anymore. Integration over the sphere illustrated in figure 6.8 b results in a positive value. However, if the radius is increased (observing couplings at different inter spin distances), integration over the sphere may lead to negative values. The difference between a radius resulting in positive to a radius resulting in negative values is defined by the gradient parameters $G_{z}$ and $t_{g}$ according to

$$
\begin{equation*}
d_{c}=\frac{\pi}{\gamma G_{z} t_{g}}, \tag{6.21}
\end{equation*}
$$

where $d_{c}$ is the correlation distance. Usually $d_{c}$ is much smaller than the sample dimensions. The transversal anti-phase SQCs that are modulated by $b_{i j}^{I I}$ (see equation 6.18) and thus transformed to observable in-phase SQCs are dephased by the gradient. They form a helix pointing in the direction of the applied gradient with a half-pitch according to the correlation distance $d_{c}$. As intermolecular couplings depend on the individual orientations of the coupled spins, this preference leads to a non-zero remainder. Referring to [53], the effectiveness of constant gradients depending on the gradient direction is given as $\Delta=\left[3\left(\boldsymbol{e}_{g} \boldsymbol{e}_{z}\right)^{2}-1\right] / 2$. Hence, gradient induced dephasing is most effectively reversed by dipolar couplings if the dephasing helix points in $z$-direction. If the gradient direction is towards the magic angle ( $\Delta=0$ ), the effectiveness is equal to zero.
As not only spins $I_{k}$ on a sphere $A$ with a certain radius do interact with spin $I_{i}$ but all spins on shells with the whole range of radii, the individual spherical integrations need to be integrated over the whole range
of radii. This includes inter spin distances that lead to positive values, whereas others lead to negative values. However, the results do not average out due to the strong dependence on the inter spin distance $\left|\boldsymbol{r}_{i j}\right|^{-3}$. Therefore, the bulk of the signal comes from spins in the first spatial period greater than the diffusion radius $r_{0}$. This is discussed in detail in section 6.2.3.
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Figure 6.8: Breaking magnetic isotropy. a) Angular dependence of the secular dipole-dipole constant $\left(3 \cos ^{2}\left(\Theta_{i k}\right)-1\right)$ illustrated on a cut through the xz-plane of the sample at $y=0$. The spin $\hat{I}_{i}$ is located in the center of the sample. Spatial averaging is shown by integrating over sphere $A$. b) Breaking magnetic isotropy by the application of pulsed field gradients, modulating the SQCs. c) Rim effects. Not the entire sphere $A$ contributes to the overall dipolar interactions experienced by spin $I_{i}$.

Besides breaking the magnetic isotropy by the application of pulsed field gradients, spatial averaging of distant dipolar couplings can also be reduced by using non-spherical sample geometries. Observing all spins on a shell $A$ with a radius $\left|\boldsymbol{r}_{i j}\right|$ such that $A$ is partly out of the sample leads to a residual intermolecular coupling on spin $I_{i}$. This is illustrated in figure 6.8c. As intermolecular couplings strongly decrease with the distance, only spins close to the rim of the sample are affected. Spins far away from the rim always experience spherical environments. Therefore, the larger a samples surface, the stronger are the net couplings - even without correlation pulses.

### 6.2.3 Evaluation of the Signal Magnitude

The signal contribution $S$ of spin $I_{1}$, originating from homonuclear $Z Q C s$ of the form $\hat{Z Q}{ }_{x}^{I_{1} I_{j}}$ is proportional to the sum over the contribution of each individual long-range dipole-dipole coupling such that

$$
S \propto \begin{cases}\sum_{j=2}^{N_{I}} b_{1 j}^{I I}=\sum_{j=2}^{N_{I}} \cos \left(\gamma B_{g, z}\left(\boldsymbol{s}_{I_{j}}\right) t_{g}\right) \frac{3 \cos ^{2}\left(\Theta_{1 j}\right)-1}{\left|s_{I_{j}}\right|^{3}} & \text { for } r_{0}<\left|\boldsymbol{r}_{1 j}\right|<r_{\text {sample }}  \tag{6.22}\\ 0 & \text { else }\end{cases}
$$

where $r_{0}$ is the diffusion radius (see section 2.3.2) and $r_{\text {sample }}$ is the radius of the spherical sample. For the sake of simplicity, $I_{1}$ is assumed to be located at $\boldsymbol{s}_{I_{1}}=\mathbf{0}$ such that $\left|\boldsymbol{r}_{1 j}\right|=\left|\boldsymbol{s}_{I_{j}}\right|$. Constants are neglected. The results from section 6.2 .2 are presented in a quantitative manner. Spatial averaging is reduced either by non-spherical sample geometries or by applying a pulsed field gradient. Both result in the spins experiencing a less spherical environment, in average. Mathematically, this is also implied by equation 6.22 as the signal contribution $S$ firstly depends on the sample geometry in terms of the spatial position $\boldsymbol{s}_{I_{j}}$ of spin $I_{j}$ and thus the solid angle $\Theta_{1 j}$ and secondly on the gradient field $B_{g, z}\left(\boldsymbol{s}_{I_{j}}\right)$ as well as the gradient duration $t_{g}$.
At first, the influence of a constant gradient on spherical samples is investigated. The overall signal magnitude $S$ is analyzed in dependence of $r_{0}$ as well as on gradient strength and duration. Subsequently, a numerical three-dimensional analysis is performed in order to compare the effects of the gradient generated by the gradient-capable probe head (see section 4.4) with an ideal constant gradient in zdirection. Furthermore, the influence of sample geometries, including spherical and cylindrical shapes is investigated.

## Evaluation of the Signal Magnitude for Spherical Samples with Constant Field Gradients

In this section, the effect of a constant gradient with a strength $G_{z}$ in z-direction on the signal intensity $S$ is investigated. $S$ (see equation 6.22) can then be rewritten to

$$
\begin{equation*}
S\left(k_{G}, r_{1 j}, \Theta_{1 j}\right) \propto \sum_{j=2}^{N_{I}} \cos \left(k_{G} z_{j}\right) \frac{3 \cos ^{2}\left(\Theta_{1 j}\right)-1}{r_{1 j}^{3}}=\sum_{j=2}^{N_{I}} \cos \left(k_{G} \cos \left(\Theta_{1 j}\right) r_{1 j}\right) \frac{3 \cos ^{2}\left(\Theta_{1 j}\right)-1}{r_{1 j}^{3}}, \tag{6.23}
\end{equation*}
$$

where $k_{G}=\gamma G_{z} t_{g}\left(\right.$ in $\left.m^{-1}\right)$ is the spatial frequency of the dephasing helix in z -direction and $z_{j}$ the z-position of spin $I_{j}$. The inter spin distance $\left|r_{1 j}\right|$ is assumed to be greater than $r_{0}$. Thus, the signal contribution $S$ solely depends on the spatial position $s_{I_{j}}$ of spin $I_{j}$ and the gradient parameter $k_{\mathrm{G}}$.
Due to the huge amount of spins that couple with spin $I_{1}$, a uniform spin distribution is assumed. Therefore, equation 6.23 can be rewritten in integrative form [53] as

$$
\begin{align*}
S\left(k_{G}\right) & \propto \int_{V_{0}<V<V_{\text {sample }}} \cos \left(k_{G} \cos (\Theta) r\right) \frac{3 \cos ^{2}(\Theta)-1}{r^{3}} d V \\
& =\int_{r_{0}}^{r_{\text {sanple }}} \int_{0}^{\pi} \int_{0}^{2 \pi} \cos \left(k_{G} \cos (\Theta) r\right) \frac{3 \cos ^{2}(\Theta)-1}{r} \sin (\Theta) d \Phi d \Theta d r  \tag{6.24}\\
& =\int_{r_{0}}^{r_{\text {sample }}} S_{\text {shell }}\left(k_{G}, r\right) d r,
\end{align*}
$$

where $d V=r^{2} \sin (\theta) d r d \Theta d \Phi$ is the volume element, $r, \Phi$ and $\Theta$ are the spherical coordinates and $S_{\text {shell }}\left(k_{G}, r\right)$ is the contribution of spins located on a spherical shell with a radius $r$ given as

$$
\begin{equation*}
S_{\text {shell }}\left(k_{G}, r\right)=\int_{0}^{\pi} 2 \pi \cos \left(k_{G} \cos (\Theta) r\right) \frac{3 \cos ^{2}(\Theta)-1}{r} \sin (\Theta) d \Theta \tag{6.25}
\end{equation*}
$$

A numerical solution for the normalized signal intensity $S_{\text {shell }}\left(k_{G}, r\right)$ is illustrated in figure 6.9 a and figure 6.9b.


Figure 6.9: Influence of constant field gradients on distant dipolar couplings. a) Signal intensity of spin $I_{1}$ depending on the inter spin distance for different values of $k_{G}$. b) Overall signal intensity of spin $I_{1}$ in a spherical sample depending on $k_{G}$ for different values of $r_{0}$.

Figure 6.9a illustrates the relative signal contribution of spins located on a shell with a radius $r$ around spin $I_{1}$. The inter spin distance is plotted on the abscissa. Values are shown for $k_{G}$ equal to $0 \mathrm{~mm}^{-1}, 67 \mathrm{~mm}^{-1}$ and $134 \mathrm{~mm}^{-1}$. The ordinate is normalized by the maximum value of the magnitude of $S_{\text {shell }}\left(k_{g}=134 \mathrm{~mm}^{-1}\right)$. In the quantum picture, the signal intensity shown in figure 6.9 a is a measure of the efficiency of intermolecular direct dipole-dipole couplings to transform two-spin anti-phase SQ operators to one-spin in-phase SQ operators. If no gradient is applied ( $k_{G}=0 \mathrm{~mm}^{-1}$ ), the signal intensity is zero, independent of the radius of the shell. This case corresponds to the spatial averaging presented in section 2.3.2. The individual interactions average to zero. Furthermore, signal contributions from spins located on a shell with a radius smaller than the diffusion radius $r_{0}$ (diffusion sphere) average to zero due to temporal averaging (see section 2.3.2). This is independent of the applied pulsed field gradient $\left(k_{G}\right)$ and indicated by the black dashed vertical line marked with $r_{0}$. In this example, the diffusion length $r_{0}$ is set to $r_{0}=10 \mu \mathrm{~m}$, which corresponds to estimations given in [61]. For $k_{G}$ greater than zero, the magnitude is non-zero for distances greater than $r_{0}$. The magnitude rises with the distance up to a maximum, where distant dipolar interactions become most effective. The distance of most effective interactions as well as the maximum value highly depend on $k_{G}$. The higher $k_{G}$, the smaller the maximum value and the higher the distance of most effective coupling. Further increasing the radius of the shell leads to a decay of the magnitude to a value of zero interaction, prior to a second local maximum with opposite sign. This second maximum is smaller than the first one due to the indirect dependence of individual couplings on the inter spin distance. For even higher distances, the subsequent extrema further decay and alter their sign. The sinusoidal behavior is proportional to the spatial modulation frequency of the gradient illustrated in figure 6.8 b . A majority of the signal contributions origin from spins with an inter spin distance ranging from $k_{G}^{-1}$ to $5 k_{G}^{-1}$. In case of $r_{0}>k_{G}^{-1}$, the majority origins from spins at a distance ranging from $r_{0}$ to $5 k_{G}^{-1}$. Shells with $r>5 k_{G}^{-1}$ contribute little to the overall signal as the integral over
the first halfwave is much bigger than over higher order halfwaves. Still, spins located on the second halfwave slightly decrease the overall signal. As $5 / k_{G} \ll r_{\text {sample }}$, intermolecular direct dipole-dipole couplings are considered a strongly localized effect. Hence, the current discussion is valid for all spins distant more than $5 / k_{G}$ from the sample rim. Due to the strong localization of this effect, inhomogeneous broadening in the indirect dimension can be greatly reduced (see section 2.10). Furthermore, the sensitivity of distant dipolar coupling to the coupling distance can be adjusted by $k_{G}$. This allows for a structural analysis of the sample. In case of a homogeneous mixture of interacting spins, $k_{G}$ needs to be adjusted such that $r_{0}<k_{G}^{-1}$. Otherwise, the most effective coupling distance falls into the regime of temporal averaging caused by diffusion. However, in case of an inhomogeneous spin distribution, where spins are arranged in certain patterns, these spatial patterns can be explored by altering $k_{G}$ and observing the resultant peak intensities. For instance, this concept is applied for the differentiation of brown and white adipose tissue [13, 14].
The overall relative signal intensity $\boldsymbol{S}\left(k_{G}\right)$ (see equation 6.24 ) of spin $I_{1}$ depending on $k_{G}$ is illustrated in figure 6.9 b for various diffusion radii $r_{0}$ (including $0 \mu \mathrm{~m}, 10 \mu \mathrm{~m}$ and $50 \mu \mathrm{~m}$ ). $S\left(k_{G}\right)$ includes couplings with all spins, where the inter spin distance is smaller than $300 \mu \mathrm{~m}$. For $k_{G}=0 \mathrm{~mm}^{-1}$, the overall signal is zero due to spatial averaging. This is independent of diffusion effects. For $k_{G}$ greater than zero, the signal magnitude increases up to a maximum. As $k_{G}^{-1} \gg r_{0}$, the behavior is independent of the diffusion radius $r_{0}$. However, the maximum slightly decreases with the diffusion radius, as parts of the signal are canceled by temporal averaging. Further increasing $k_{G}$ leads to a slight ringing effect because higher order halfwaves (see figure 6.9a) appear in the sample. As the magnitude of the subsequent extrema decays with their order, the ringing converges to zero with increasing values of $k_{G}$. For $r_{0}>0$, the ringing effect is dominated by an increasing number of effective couplings falling in the region on temporal averaging (see dashed line figure 6.9a). The larger $r_{0}$ the faster the signal decay. In the theoretical case of $r_{0}=0 \mu \mathrm{~m}$, the signal magnitude stays constant and is not affected by temporal averaging, independent of the $k_{G}$.

## Evaluation of the Signal Magnitude for Arbitrary Sample Shapes and Field Gradients

In this section, the signal intensity (see equation 6.22) is further analyzed for cylindrical sample geometries as well as the non-ideal gradient generated by the gradient-capable probe head (see section 4.4). Results from the cylindrical sample geometry are compared to the spherical shape. The spherical sample volume is defined by a radius of $300 \mu \mathrm{~m}$. For enhanced comparability, the sample volumes of the sphere and the cylinder are identical such that both contain the same number of spins. The cylindrical sample is thus parametrized by a radius of $208 \mu \mathrm{~m}$ and a hight of $832 \mu \mathrm{~m}$. A grid resolution of $2 \mu \mathrm{~m}$, resulting in approximately $14 \cdot 10^{6}$ spins allows for aliasing free calculations using spatial frequencies $k_{G}$ of up to $1570 \mathrm{~mm}^{-1}$. Such high resolutions are required due to the high slopes of the non-ideal gradient in close proximity to the rim areas (see figure 4.6).
Figure 6.10 shows the simulation results for a constant gradient, where results of the spherical sample are shown in figure 6.10a and results of the cylindrical sample are shown in figure 6.10c. Furthermore, the simulation results for the non-ideal gradient presented in section 4.4 , are shown in figure 6.10 b for the spherical sample and in figure 6.10 d for the cylindrical sample. Even though the non-ideal gradient is not constant over the whole sample, the behavior in the very center is quasi-constant in the z -direction (see figure 4.6). The corresponding gradient $G_{z}^{\text {nonIdeal }}$ is defined as $G_{z}^{\text {nonIdeal }}=\frac{d B_{8, z}^{\text {nonldeal }}}{d z}$. The resulting definition of $k_{G-\text { nonIdeal }}=\gamma G_{z}^{\text {nonIdeal }} t_{g}$ allows for a comparison with the ideal constant gradient.

Furthermore, all results are normalized to the maximum of figure 6.10 d because it shows the highest intensities of all four simulations.


Figure 6.10: Influence of non-ideal field gradients on distant dipolar couplings for various diffusion radii. a) The influence of a constant gradient on a spherical sample. b) The influence of a non-ideal gradient on a spherical sample. c) The influence of a constant gradient on a cylindrical sample. d) The influence of a non-ideal gradient on a cylindrical sample.

Figure 6.10a shows the influence of a constant gradient on a spherical sample. Results are equivalent to the results presented in figure 6.9b. The influence of the non-ideal gradient on the spherical sample is shown in figure 6.10 b . As the observed sample volume has only a radius of $300 \mu \mathrm{~m}$, the non-ideal gradient behaves almost ideal (see figure 4.6). Thus, the influence of the ideal and the non-ideal gradient is almost equivalent. Expanding the simulation volume definitely results in larger deviations. A similar behavior is observed for the influence of the ideal and the non-ideal gradient on the cylindrical sample (see figure 6.10c and figure 6.10d).
Due to spatial averaging, the signal intensity for spherical samples is zero if no gradient is applied ( $k_{G}=0$ in figure 6.10a and $k_{G \text {-nonIdeal }}=0$ in figure 6.10 b ). However, cylindrical samples show a significant magnitude of approximately 0.2 at $k_{G}=0$ (figure 6.10 c and figure 6.10 d ). Spatial averaging is reduced as the spins do not experience a strictly spherical environment anymore. For stronger gradients,
signal formation is dominated by the gradient. Breaking magnetic isotropy in terms of a pulsed field gradient can lead to signal intensities about six times stronger. For $k_{G}$ or $k_{G-n o n I d e a l}$ greater than zero, the signal magnitude follows a similar pattern as described in figure 6.9 b for both sample and gradient types.

### 6.2.4 Spectral Analysis and Expected Pattern for an I-S Spin System

The density operator $\hat{\rho}_{I I}^{Z Q}\left(t_{2}\right)$ (see equation 6.18) reveals that peaks resulting from homonuclear ZQCs of the form $Z \hat{Q}_{x}^{I_{i} I_{j}}$ appear in the indirect dimension at $\Omega_{I_{i} I_{j}}^{Z Q}=0$. In the direct dimension, the peaks appear at the offset frequency $\Omega_{I}$, where n - and p -type coherences overlap. Therefore, no distinction between n - and p -type ZQCs is necessary and only one peak arises. In the following, also observable coherences resulting from homonuclear ZQCs of the form $\hat{Z Q^{\prime}}{ }_{x}^{S_{k} S_{l}}$ of $S$-spins and from heteronuclear ZQCs of the form $\hat{Z Q}_{x}^{I_{i} S_{k}}$ are investigated. For the sake of simplicity, constants are neglected if these are common to all coherences. Moreover, the influence of the flip angle $\alpha$ of the mixing RF-pulse (see figure 6.7) on the spectral pattern is investigated. To distinguish between $n$ - and $p$-type coherences, the ZQ operator is separated in terms of lowering and rising operators (see section 2.9). Operators that do not result in observable magnetization throughout the detection period are neglected. Thereby, the homonuclear ZQC $\hat{Z} Q_{x}^{I_{i} I_{j}}$ at the end of the evolution period is given as

$$
\begin{align*}
& \quad \hat{Z Q}_{x}^{I_{i} I_{j}}=\hat{I}_{i+} \hat{I}_{j-}+\hat{I}_{i-} \hat{I}_{j+}=2\left(\hat{I}_{i x} \hat{I}_{j x}+\hat{I}_{i y} \hat{I}_{j y}\right) \\
& \xrightarrow{\alpha \hat{I}_{i y}+\alpha \hat{I}_{j y}}  \tag{6.26}\\
& \xrightarrow{2 \pi D_{i j}^{I I} t_{2} \hat{I}_{i z} \hat{I}_{j z}}-\frac{\sin 2 \alpha}{2}\left[2\left(\hat{I}_{i x} \hat{I}_{z z}+\hat{I}_{i z} \hat{I}_{j x}\right)\right] \\
& -\frac{\sin 2 \alpha}{2} \sin \left(\pi D_{i j}^{I I} t_{2}\right)\left[\hat{I}_{i y}+\hat{I}_{j y}\right]
\end{align*}
$$

As both operators, $\hat{I}_{i+} \hat{I}_{j-}$ and $\hat{I}_{i-} \hat{I}_{j+}$ evolve with the ZQ frequency $\Omega_{I_{i} I_{j}}^{Z Q}=\Omega_{I_{i}}-\Omega_{I_{j}}=\Omega_{I_{j}}-\Omega_{I_{i}}=$ 0 , only a single peak is expected at $\left(\omega_{1}, \omega_{2}\right)=\left(0, \Omega_{I}\right)$. This peak is denoted as I (see figure 6.11a). Equivalent considerations are valid for the homonuclear $\mathrm{ZQCs} \hat{Z Q}_{x}^{S_{k} S_{l}}$ resulting from S-spins. The resultant peak is located at $\left(\omega_{1}, \omega_{2}\right)=\left(0, \Omega_{S}\right)$ and is denoted as II (see figure 6.11a). Observable signals originating from homonuclear ZQCs are maximized for $\alpha=\pi / 4$. A total cancellation is expected for $\alpha=\pi / 2$. Heteronuclear n - and p -type ZQCs do not evolve at the same frequency. Therefore, n - and p-type coherences need to be evaluated separately. In terms of lowering and raising operators, heteronuclear ZQCs of the form $\hat{Z Q}_{x}^{I_{i} S_{k}}$ are expressed as

$$
\begin{equation*}
\hat{Z Q_{x}^{I_{i} S_{k}}}=\hat{I}_{i+} \hat{S}_{k-}+\hat{I}_{i-} \hat{S}_{k+}, \tag{6.27}
\end{equation*}
$$

where the operator $\hat{I}_{i+} \hat{S}_{k-}$ evolves with the ZQ frequency $\Omega_{I}-\Omega_{S}$ and $\hat{I}_{i-} \hat{S}_{k+}$ with $\Omega_{S}-\Omega_{I}$. The operator $\hat{I}_{i+} \hat{S}_{k-}$ results in an observable signal on the $I$-spins (p-type ZQC with respect to $I$ ) and on the $S$ spins (n-type ZQC with respect to $S$ ). The operator $\hat{I}_{i} \hat{S}_{k+}$ results in an observable signal on the $S$-spins (p-type ZQC with respect to $S$ ) and on the $I$-spins (n-type ZQC with respect to $I$ ). Therefore, four peaks are expected from the heteronuclear distant dipolar coupling between $I$ - and $S$-spins (see figure 6.11a). p-type coherences are located at $\left(\omega_{1}, \omega_{2}\right)=\left(\Omega_{I}-\Omega_{S}, \Omega_{I}\right)$, denoted as III and $\left(\omega_{1}, \omega_{2}\right)=\left(\Omega_{S}-\right.$ $\left.\Omega_{I}, \Omega_{S}\right)$, denoted as IV. n-type coherence are located at $\left(\omega_{1}, \omega_{2}\right)=\left(\Omega_{S}-\Omega_{I}, \Omega_{I}\right)$, denoted as V and $\left(\omega_{1}, \omega_{2}\right)=\left(\Omega_{I}-\Omega_{S}, \Omega_{S}\right)$, denoted as VI. In the quantum mechanical picture, the evolution of heteronuclear ZQCs is expressed as

$$
\begin{array}{r}
\hat{I}_{i+} \hat{S}_{k-}=\frac{1}{2}\left(\hat{Z Q}_{x}^{I_{i} S_{k}}+j \hat{Z Q}_{y}^{I_{i} S_{k}}\right)=\hat{I}_{i x} \hat{S}_{k x}+\hat{I}_{i y} \hat{S}_{k y}+j \hat{I}_{i y} \hat{S}_{k x}-j \hat{I}_{i x} \hat{S}_{k y} \\
\xrightarrow{\alpha \hat{I}_{i y}+\alpha \hat{S}_{k y}}-\frac{\sin 2 \alpha}{2}\left[\left(\hat{I}_{i x} \hat{S}_{k z}+\hat{I}_{i z} \hat{S}_{k x}\right)\right]-j \sin (\alpha)\left[\hat{I}_{i y} \hat{S}_{k z}\right]+j \sin (\alpha)\left[\hat{I}_{i z} \hat{S}_{k y}\right]  \tag{6.28}\\
\xrightarrow{2 \pi D_{i k}^{I S} t_{2} \hat{I}_{i z} \hat{S}_{k z}}-\frac{\sin 2 \alpha}{4} \sin \left(\pi D_{i k}^{I S_{2}} t_{2}\right)\left[\hat{I}_{i y}+\hat{S}_{k y}\right]+j \frac{\sin (\alpha)}{2} \sin \pi D_{i j}^{I I} t_{2}\left[\hat{I}_{i x}-\hat{S}_{k x}\right]
\end{array}
$$

and

$$
\begin{gather*}
\hat{I}_{i-} \hat{S}_{k+}=\frac{1}{2}\left(\hat{Z Q_{x}^{I} S_{k}}-j \hat{Z Q}_{y}^{I_{i} S_{k}}\right)=\hat{I}_{i x} \hat{S}_{k x}+\hat{I}_{i y} \hat{S}_{k y}-j \hat{I}_{i y} \hat{S}_{k x}+j \hat{I}_{i x} \hat{S}_{k y} \\
\xrightarrow{\alpha \hat{I}_{i y}+\alpha \hat{S}_{k y}}-\frac{\sin 2 \alpha}{2}\left[\left(\hat{I}_{i x} \hat{S}_{k z}+\hat{I}_{i z} \hat{S}_{k x}\right)\right]+j \sin (\alpha)\left[\hat{I}_{i y} \hat{S}_{k z}\right]-j \sin (\alpha)\left[\hat{I}_{i z} \hat{S}_{k y}\right]  \tag{6.29}\\
\xrightarrow[2 \pi D_{i k}^{I S} t_{2} \hat{I}_{i z} \hat{S}_{k z}]{ }-\frac{\sin 2 \alpha}{4} \sin \left(\pi D_{i k}^{I S} t_{2}\right)\left[\hat{I}_{i y}+\hat{S}_{k y}\right]-j \frac{\sin (\alpha)}{2} \sin \pi D_{i j}^{I I} t_{2}\left[\hat{I}_{i x}-\hat{S}_{k x}\right]
\end{gather*}
$$

The expected spectral pattern is illustrated schematically in figure 6.11a.


Figure 6.11: Spectral pattern of the HOMOGENIZED-sequence for an I-S spin system. a) Six peaks are expected. In the direct dimension peaks are expected at $\omega_{2}=\Omega_{I}$ and $\omega_{2}=\Omega_{S}$. In the indirect dimension, the peaks due to homonuclear ZQCs are expected at $\omega_{1}=0$. Peaks originating from heteronuclear ZQCs are expected at $\Omega_{I}-\Omega_{S}$ and $\Omega_{S}-\Omega_{I}$ in the indirect dimension. b) One-dimensional SQ spectrum of an acetone-water mixture.

The homonuclear peaks (I and II) vanish for $\alpha=\pi / 2$ and are maximized for $\alpha=\pi / 4$. Heteronuclear peaks depend in a more complex way on the flip angle. The observable in-phase SQ operators in equation 6.28 and equation 6.29 show an equivalent dependence to the flip angle as expected from the density operators $\hat{\rho}\left(t_{2}\right)^{(+)}$and $\hat{\rho}\left(t_{2}\right)^{(-)}$(see equation 6.11 and equation 6.12 ) during the detection period of the HZQC-sequence. Therefore, the observable magnetization is not derived explicitly. Detailed derivations of the observable magnetizations are given in [55, $60,61,138]$. The magnitude ratio of peaks originating from n -type coherences to peaks originating from p-type coherences is given as

$$
\begin{equation*}
\left|\frac{M_{N, I}^{+}}{M_{P, I}^{+}}\right|=\left|\frac{M_{P, S}^{+}}{M_{N, S}^{+}}\right|=\left|\frac{\left(M_{i x}+j M_{i y}\right)_{N, I}}{\left(M_{i x}+j M_{i y}\right)_{P, I}}\right|=\left|\frac{-2 \sin (\alpha)+\sin (2 \alpha)}{+2 \sin (\alpha)+\sin (2 \alpha)}\right|=\tan ^{2}\left(\frac{\alpha}{2}\right) \tag{6.30}
\end{equation*}
$$

For $\alpha=\pi / 2$, p - and n-type coherences are equal in magnitude. For $\alpha=\pi / 4$, the magnitude ratio turns out to be approximately 5.8. A more detailed description is given in [138]. A good example for an I-S spin system is the homogeneous mixture of acetone and water. Figure 6.11 b shows the corresponding in-phase $S Q$ spectrum for a volume ratio of $1 / 1$. The chemical shift of the protons bound in acetone (located in the two methyl groups $\mathrm{CH}_{3}$ ) is shifted about 2.5 ppm compared to the protons bound in water. The spectrum was acquired by a single $\frac{\pi}{2} y$-pulse followed by an acquisition period $t_{a c q}$ of 35 ms . Attributing the offset frequency $\Omega_{I}$ to the water protons and $\Omega_{S}$ to the acetone protons, the two-dimensional HOMOGENIZED spectrum of acetone and water corresponds the one illustrated in figure 6.11a.

### 6.3 Discussion

ZQCs Caused by Indirect Dipole-Dipole Couplings The SoC-based NMR spectrometer (see section 3.2) and the gradient-capable NMR probe head (see section 4.4) were applied to the HZQC measurements of 1-butanol. The spectra shown in figure 6.6 exhibit spectral patterns equivalent to the predictions in section 6.1.2. Peaks appear at the ZQ frequencies corresponding to the indirect dipole-dipole couplings between the adjacent groups 4-3, 3-2, and 2-1 (see inset figure 6.6a). The hydroxyl group is not involved in ZQ transitions, as the fast proton exchange with the solution averages J-couplings [124]. Depending on the flip angle $\beta$ of the first mixing pulse, either six or twelve peaks are observable. Six corresponds to a flip angle of $\pi / 4$ (see figure 6.6 b ) and twelve to a flip angle of $\pi / 2$ (see figure 6.6 a ). As predicted in section 6.1.2, a flip angle of $\pi / 4$ leads to an attenuation of the p-type coherences. The observable peaks, located on a diagonal with a slope $\omega_{2}=2 \omega_{1}$ originate exclusively from n-type coherences. The effect of inhomogeneous broadening on ZQCs is illustrated in figure 6.6 c . The linewidth of purified water was increased from 0.6 ppm to 11 ppm by deactivating the current shims. As expected (see section 2.10), the resolution in the indirect dimension does not decrease.
Slight frequency shifts of the SQ transitions (see figure 6.3) are observed compared to [116-118]. Exact values cannot be determined due to the low resolution in inhomogeneous fields ( 0.6 ppm ). These slight deviations arise from highly deviant experimental setups ( 1 T compared to 15 T ) and measurement conditions including the employed solvents $[117,118]$. As ZQ frequencies appear at the difference between the corresponding offset frequencies, these deviations also reveal in the peak locations in the indirect dimension. Besides the peaks referable to ZQ transitions, all spectra (see figure 6.6) exhibit a strong axial component. The major causes for these peaks are RF-pulse imperfections as well as relaxation processes. Not every RF-pulse, nor the relaxation processes are addressed by phase cycling (see section 6.1.3). Furthermore, the spoiling pulse does not affect residual Zeeman polarizations and bilinear terms. A two step phase cycle on peak one (see table 6.1a) leads to advanced axial peak suppression. This in turn leads to a reduction of the dynamic range of the data, which results in an increased resolution (see section 6.1.4). However, due to the exponential increase in measurement time with the number of phase cycles, this is not performed yet.
ZQCs caused by indirect dipole-dipole couplings are barely affected by inhomogeneous line broadening (see section 2.10). However, the resolution is limited by windowing the data in the indirect dimension (see section 6.1.4). The width of the window depends on a reasonable measurement time as well as
the time constants of the relaxation processes. Due to the high dynamic range of the HZQC spectra, caused by dominant axial peaks, windows with a strong sidelobe attenuation are required. As the lowest expected ZQ frequency origins from group two and group three, the spectral leakage of the window needs to be evaluated at 0.18 ppm . In general, increasing the dynamic range of a window reduces the frequency resolution by an increase of the main lobe width. A suitable trade-off is given by the DolphChebyshev window. With a sidelobe attenuation of 100 dB , the window accounts for very high dynamic ranges. However, the sensitivity decreases compared to the square window (equivalent noise bandwidth increases to 1.9). The main lobe width, defined as the frequency, where the main lobe attenuation is equal to the attenuation of the side lobe is 0.2 ppm . This is higher than the desired resolution of 0.18 ppm . However, a meaningful definition of the main lobe width depends on the dynamic range of the spectra under consideration.
Without decreasing the dynamic range, the frequency resolution can only be increased by increasing the maximal duration of the evolution period to values larger than 256 ms . This is done either by increasing the number of $t_{1}$ increments, which maintains the spectral window at the drawback of increased measurement time, or by increasing the step size $\Delta t_{1}$. Increasing $\Delta t_{1}$ lowers the Nyquist frequency. However, increasing the duration of the evolution period is limited by $T_{1}$ and $T_{2}$ relaxation. A determination of these relaxation constants was performed by the inversion recovery and the CMPG sequence [66], respectively. The longitudinal relaxation time $T_{1}=1.11 \mathrm{~s}$ and the transversal relaxation time $T_{2}=1.05 \mathrm{~s}$. Activation of current shims did not affect the results appreciably (see figure 6.4). The CPMG sequence states a lower limit for the actual transversal relaxation time $T_{2}$ as perfect refocusing is only theoretical for infinitely short echo times. Comparable results at similar external field strengths were obtained by [128]. Other research groups, using setups with much higher external fields mostly described slower relaxation processes for 1-butanol [125-127]. Moreover, each group in the molecule shows a different relaxation behavior. Therefore, some ZQCs disappear faster than others. Besides the influence on ZQCs during the evolution period, relaxation processes also influence SQCs during the preparation and the mixing period. According to equation 6.2 as well as equation 6.9 and 6.10 , the optimal value for $\tau_{o p t} \approx \frac{1}{4 J}$ for the spin echo is 25 ms (assuming an average coupling constant of 7 Hz ). However, best results are achieved using approximately 17 ms due to the fast inhomogeneous dephasing of SQCs during these periods.
Equivalent to the frequencies corresponding to SQCs, ZQ frequencies depend on the external field strength. Therefore, low-field NMR requires a higher resolution in the indirect dimension, realizable only by increasing the duration of the evolution period. Especially for magnetic flux densities as low as 1 T , this results in limitations. The resolution in the indirect dimension is further reduced by the strong temperature dependence of permanent magnets. Throughout one HZQC measurement, the center frequency varies from 15 kHz to 80 kHz . To compensate for this, an FID is acquired after the first preparation pulse (see figure 6.1). The estimated frequency is used for the rotating frame of the next $t_{1}$ increment. However, the matching network with a 20 dB bandwidth of about 80 kHz (see section 4.4) cannot be adjusted on the fly. This might lead to signal distortions for instance by RF-pulse calibration errors.
Furthermore, artifacts in the direct dimension arise from spectral leakage of the square window (see figure 6.6). These could be suppressed by applying a suitable window in the direct dimension. However, the indirect dimension is not disturbed. The artifact at $\omega_{1} \approx 0.3 \mathrm{ppm}$ is caused by gradient induced effects. A complete dephasing of SQCs (see figure 4.8) and higher order coherences is ensured by a gradient duration of 15 ms and a gradient current of 140 mA (see figure 4.8). The application of this spoiling pulse leads to a reduction of the phase cycling scheme by a factor of four. Accounting for the

HZQC measurement duration of about ten hours, this provides a huge time saving. For the sake of saving time, $[50,51,139]$ even suggested to use the sequence without any time consuming phase cycling as they consider the influence of higher order coherences to be small.

ZQCs Caused by Intermolecular Direct Dipole-Dipole Couplings The observable magnetization $M^{+}$(see equation 2.52) resulting from the HOMOGENEIZED sequence applied on an I-S spin system is given in $[55,60,61,138]$. Solutions are presented for each of the six individual peaks (see figure 6.11a) either from the quantum mechanical approach or the classical approach. The observable magnetization $M_{I I}^{+}\left(t_{2}\right)$ arising due to homonuclear ZQCs of the form $\hat{Z Q}{ }_{x}^{I I}$ is given as

$$
\begin{equation*}
M_{I I}^{+}\left(t_{2}\right) \approx-j M_{0}^{I} \frac{\sin (2 \alpha)}{4} \frac{t_{2}}{\tau_{d I}} \exp \left(j \Omega_{I} t_{2}\right) \tag{6.31}
\end{equation*}
$$

where $\tau_{d I}$ is the corresponding time constant given as

$$
\begin{equation*}
\tau_{d}=\frac{1}{\gamma \mu_{0} M_{0}^{I}} \tag{6.32}
\end{equation*}
$$

Solutions for the magnetization corresponding to the remaining homonuclear ZQCs and for the cross peaks are derived in $[55,60,61,138]$. The observable magnetization $M_{I I}^{+}$depends on the square of the equilibrium magnetization $M_{0}^{I}$ (see equation 2.51). The maximum value as well as the rise time $\tau_{d I}$ are proportional to $M_{0}^{I}$. As the equilibrium magnetization is directly proportional to the external magnetic flux density $B_{0}$ (see equation 2.51 ), the peak intensity as well as the rise time are directly proportional to $B_{0}$. Throughout this work, only low-field permanent magnets with a magnetic flux density of 1 T are used (see section 4.1). The expected magnitude of the observable magnetization is thus very weak. Furthermore, the theoretical upper limit for $M_{I I}^{+}$is only $0.4 M_{0}^{I}$ [55]. However, the most critical limitation is the build-up time of the observable magnetization described by the time constant $\tau_{d I}$. Due to the linear dependence of $\tau_{d I}$ to $B_{0}$, the required echo time (see figure 6.7) to transform anti-phase to in-phase operators rises linearly as well. With an external magnetic flux density $B_{0}$ of $17.6 \mathrm{~T}(750 \mathrm{MHz})$, [55] estimated a signal maximum for an acetone-water mixture after a transformation period of 150 ms . Experimental results lead to an optimal echo time of 270 ms . Due to the linear dependence of the time constant on $B_{0}$, this results in an optimal echo time ranging between 2.6 s and 4.5 s for a permanent magnet with 1 T . This is much higher than the time constants expected for the longitudinal and the transversal relaxation processes (see section 2.11). Hence, prior to completing the transformation from unobservable anti-phase SQCs to observable in-phase SQCs by distant dipolar couplings, the SQCs vanish due to relaxation. The detection of intermolecular direct dipole-dipole couplings via ZQCs is thus barely possible using low field NMR systems with a magnetic flux density of only 1 T .
Moreover, the observable magnetization $M_{I I}^{+}$given above shows a dependence on the flip angle $\alpha$ that is equivalent to the results presented in section 6.2.4. Diagonal peaks, originating from the homonuclear $Z Q C s \hat{Z Q}_{x}^{I I}$ and $\hat{Z Q} Q_{x}^{S S}$ completely disappear for a flip angle $\alpha=\pi / 2$, whereas a maximum is reached for $\alpha=\pi / 4$. However, cross peaks follow a more complex relationship (see section 6.2.4). This relationship is equivalent to the HZQC sequence (see section 6.1.2). The ratio between p- and ntype coherences is given as $\tan ^{2}\left(\frac{\alpha}{2}\right)$. For $\alpha=\pi / 2$, p- and n-type coherences are equal in magnitude, whereas a flip angle of $\pi / 4$ results in a magnitude ratio of approximately 5.8 . This is favorable due to frequency discrimination in the indirect dimension as well as a loss-free simplification of the twodimensional spectrum. Furthermore, peaks caused by heteronuclear coherences are amplified by a factor of about 1.2 compared to a flip angle of $\pi / 2$. For many applications of intermolecular ZQCs like the
distinction of brown and white adipose tissue, the evaluation of cross peaks is required [13, 14]. Thus, mostly a flip angle of $\alpha / 4$ is preferable.
The non-ideal gradient (see section 4.4) is suitable for the dephasing of coherences different from zero (see figure 4.8). However, correlation capabilities behave more complex. The simulation results shown in figure 6.10 b and 6.10 d , for spherical and cylindrical samples, respectively, suggest a correlation effect as efficient as with the ideal constant gradient. Yet, simulation data is only given for a small sample in the center of the coil. Here, the gradient is quasi constant in the z-direction (see figure 4.6). Expanding the sample dimensions certainly leads to deviations. Gradients cannot be considered constant anymore. Moreover, the direction is no longer limited to the z-direction. Still, the z-component is stronger (by a factor of about 6 compared to the $x$ - and $y$-components, see figure 4.6) and more effective than components in any other direction [54].
The introduction of the factor $k_{G-n o n I d e a l}$ for non-ideal gradients allows for a comparison with the constant gradient. However, this is only an approximation, not valid for the entire sample. Correlation pulses used in iZQC measurements have gradients of $60 \mathrm{mT} / \mathrm{m}, 120 \mathrm{mT} / \mathrm{m}, 300 \mathrm{mT} / \mathrm{m}$ and $200 \mathrm{mT} / \mathrm{m}$ [53-55] and are therefore much stronger than the gradient strength of $6.5 \mathrm{mT} / \mathrm{m}$ generated by a gradient current of 100 mA . With a gradient duration of about 1 ms this results in a maximal value for $k_{G}$ of about $0.3 \mathrm{mTs} / \mathrm{m}$ and a correlation distance of about $50 \mu \mathrm{~m}$. Equivalent values are achieved with the gradientcapable probe head by increasing the gradient duration by a factor between 10 and 30 or by the use of higher gradient currents. As distant dipolar couplings with an inter spin distance ranging from $k_{G}^{-1}$ to $5 k_{G}^{-1}$ are most efficient (see figure 6.9a), the exact choice strongly depends on the application. For the simple evidence of these couplings in a homogeneous acetone-water mixture, the choice is not critical as long as $k_{G}^{-1}$ is greater than the diffusion sphere and $5 k_{G}^{-1}$ is smaller than the sample dimensions. If applying intermolecular ZQCs for the structural analysis of the sample [13, 14], $k_{G}$ needs to be adjusted to the geometrical patterns of the sample. Moreover, shortening the correlation distance by the pulsed field gradient leads to a reduction of inhomogeneous broadening as intermolecular couplings become more localized. However, an increase in line broadening is caused by temperature dependent field drifts of the permanent magnets, equivalent to the HZQC sequence.
Sampling considerations in the indirect dimension are equivalent to the HZQC sequence (see section 6.1). The step size $\Delta t_{1}$ determines the Nyquist frequency, whereas the maximum duration of the evolution period (see figure 6.7) determines the spectral resolution.
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#### Abstract

In this thesis, low-field NMR spectroscopy was applied for the characterization of MNPs as well as for reaction monitoring and quality control throughout the synthesis process. As part of the IGSSE cooperation 9.06, a $\mu \mathrm{C}$-based NMR spectrometer was developed and integrated in a fully automated particle reactor. Furthermore, an advanced SoC-based NMR spectrometer, accompanied by a gradientcapable NMR probe head was developed.


## Microreactor with Integrated Characterization for the Synthesis of Magnetic Nanoparticles

The MiCSMaP device integrates the flow-based synthesis of MNPs and subsequent particle functionalization with a low-field NMR relaxometer. By integrating programmable pumps and valves, a fully automated synthesis and characterization flow was ensured. The synthesis of MNPs by coprecipitation of iron salt precursors and a base, in a foil-based microreactor was supported by 3D hydrodynamic flow focusing. This successfully prevented the reactor from fouling and clogging. In addition, precise diffusion-based mixing in the microchannels resulted in defined primary particle sizes as well as narrow size distributions in terms of standard deviation. For base concentrations increasing from 10 mM to 40 mM NaOH , the primary particle size could be adjusted from 24.8 nm to 12.3 nm . The corresponding relative standard deviations ranged from $29 \%$ to $23 \%$. Moreover, varying the iron salt precursor concentration from 30 mM to 60 mM led to an increase of the primary particle size from 15.1 nm to 24.8 nm , while the standard deviation ranged from $32 \%$ to $29 \%$, respectively.
The relaxometer allowed for the characterization of relaxation processes in terms of transverse and longitudinal relaxation rates. This was achieved during a continuous synthesis process by splitting the stream and providing only small samples to the NMR probe head. For a more precise process monitoring, the sampling frequency could be increased by expansion to a multi-channel NMR system like proposed in [19]. The acquired relaxation rates allowed for conclusions concerning the MNP characteristics and the synthesis process. Furthermore, the data can be used for optimizations on the peptization process and thus on the cluster size. Finally, the influence of particle coatings on transverse and longitudinal relaxivities could be investigated right after the coating procedure. It was shown that the integrated low-field NMR spectrometer presents a reliable and fast alternative to the rather expensive and time consuming determination using clinical MRIs, spatially separated from the microfluidic reactor. The potential use of the system was demonstrated on the synthesis and optimization of MNPs regarding their transverse relaxivity. Values of $115.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ for a cluster size of 122 nm were achieved for uncoated particles. Alendronate coating led to a reduction to $89.9 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$. The obtained relaxivities are comparable to published alternatives [35]. Moreover, the longitudinal relaxivity was determined to $10.5 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ for uncoated and $6.8 \mathrm{mM}^{-1} \mathrm{~s}^{-1}$ for alendronate-coated particles. The corresponding relaxivity ratio resulted in 11.0 and 13.3 , respectively. Colloidal stability, evidenced by a negative zeta potential at neutral pH as well as free amino groups of alendronate allow for further functionalization of the particle clusters with biomolecules and thus the application, for instance in analytical bioassays.
Synthesis systems, incorporating analytical tools like the NMR spectrometer presented in this work can
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support the fast development of novel synthesis concepts. Furthermore, insights on effects of surface coating and optimization processes of functional MNPs can be gathered. Continuous inline monitoring and thus controlled and defined synthesis processes of MNPs by microfludic reactors may further accelerate applications like NMR-based biosensors [140] or the use of MNPs as contrast agents in clinical MRI applications [34]. The automated synthesis and the immediate determination of the output characteristics can thus reduce the time-to-market. Further expansions of the analytical capabilities, for instance by size or zeta potential determination methods may not only improve the synthsis process of iron oxid particles as shown here but may also lead to improvements of various production processes. Eventually, even decentralized and on-demand production of various nanomaterials might be achieved.

## SoC-Based NMR Spectrometer and Gradient-Capable Probe Head

The use of pulsed field gradients is required for a large number of NMR applications. However, most portable low-cost NMR systems lack this feature due to the increased complexity of gradient systems. A solution for this is provided by the SoC-based NMR spectrometer accompanied by the gradient-capable NMR probe head. The spectrometer incorporates a custom designed pulse generator allowing for very versatile square wave pulse sequences in terms of the number of RF-pulses as well as pulse frequencies, phases, durations, and delays. Furthermore, the system allows for an arbitrary number of acquisition intervals with individual receiver settings. The corresponding analog transceiver board was designed for NMR frequencies ranging from 20 MHz to 48 MHz , which thus allows for proton NMR with $B_{0}$ ranging from 0.5 T to more than 1 T . The adjustable receiver gain ranges from 47.5 dB up to 95.0 dB with an LNA noise figure of 2.6 dB and an LNA gain of 20 dB . The NMR transmitter achieves an output power of $1 \mathrm{~W}(30 \mathrm{dBm})$ at 20 MHz and $0.5 \mathrm{~W}(27 \mathrm{dBm})$ at 45 MHz .
Besides the SoC-based spectrometer, a novel gradient-capable NMR probe head design was presented. The probe head incorporates RF-capabilities with the ability of pulsed field gradient generation. Simulation data showed that the gradient is neither constant nor exclusive to one field direction. However, NMR results proved that a gradient with a duration of 10 ms and a gradient current of 140 mA is sufficient to fully dephase the magnetization. The gradient strength is adjustable by the gradient current. Simulation data revealed field gradients of about $6.5 \mathrm{mT} / \mathrm{m}$ in the center of the coil for a gradient current of 100 mA . Moreover, the independence of the RF-characteristics of the NMR coil as well as its sensitivity from the field gradient was determined in terms of scatter parameters and NMR acquisition results. Conclusions on the spatial shape of the field gradient were drawn regarding spectral line broadening of the spin echos. The potential use of the system was demonstrated by successfully mapping J-coupling networks at the example of 1-butanol via the investigation of ZQCs. Furthermore, resolution enhancement of ZQCs was proven by the successful application of the HZQC sequence, even in the highly inhomogeneous field of a low-field permanent magnet (linewidth water 11 ppm ). Hence, the employment of the gradient-capable NMR probe head extended the spectrum of the SoC-based spectrometer to highly sophisticated multiplequantum experiments even in very inhomogeneous fields. A graphical user interface running on top of the user application greatly simplifies and accelerates the sequence design. This leads to a fast prototyping and evaluation process of NMR experiments.
Nevertheless, several technical aspects allow for system improvement. The allowable NMR frequency range is currently limited by the data converters, which allow for frequencies of up to 120 MHz . However, the analog transceiver electronics are limited to 48 MHz by now. Even higher frequencies could be achieved by an additional frequency conversion in the analog domain prior to digitization. Furthermore, the system allows for arbitrary sequence design using hard pulses. Arbitrary pulse shapes, including
selective pulses could be achieved by streaming pulse amplitude modulation data from the processing system to the pulse modulator. Similarly, the range of potential applications could be further increased by temporal amplitude modulation of the gradient current. For instance, the formation of gradient echos requires rephasing gradients that rely on reversing the gradient current after the initial dephasing gradient. By integrating multi-channel NMR systems like proposed by [19] and using equivalent samples, the measurement time of two-dimensional NMR experiments could be greatly reduced, depending on the number of applied coils. All these improvements could even further increase the range of potential applications for low-cost low-field NMR measurement systems.
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