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Abstract

This doctoral thesis is written in a large extent within the framework of the Kopernikus
research project P2X and can be thematically classified in the field of energy systems
modeling. In the scope of this research, hydrogen is utilized as the central sector-
coupling element, which is produced by using surplus electricity from renewable energy
sources. At first, the ecological footprint of hydrogen production from PEM water
electrolyzer is evaluated through a life-cycle assessment (LCA). A surprising result of
this analysis is that, across all modeling scenarios, over 90% of the global warming
potential results from only the electricity demand of the electrolyzer. A comparison
of the two different modeling approaches - LCA and energy system modeling - reveals
that the respective results are not equivalent. This is caused by the different implemen-
tation method of CO2 emissions for renewable energy technologies. It is shown that a
dynamic consideration of these emissions throughout the lifetime of the technology is
essential for a realistic assessment of PtX technologies in future energy systems. By
using the multicrystalline silicon solar cell as an example, it is shown that a static
modeling of emissions produce wrong results with respect to CO2 balance. The novel
approach presented in this work, depicts the dynamics of energy and material flows
endogenously. Therefore the accuracy of energy system modeling is significantly in-
creased. The model results also show, that from 2050 onwards, hydrogen could not
only contribute substantially as a storable energy carrier, but also as a reducing agent
in PV production for achieving the energy transition goals.
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Zusammenfassung

Die vorliegende Doktorarbeit entstand größtenteils im Rahmen des Kopernikus For-
schungsprojektes P2X und ordnet sich thematisch in den Bereich der Modellierung
von Energiesystemen ein. Dabei dient Wasserstoff als zentrales Element für die Sektor-
kopplung unter der Ausnutzung des Dargebotes von Strom aus erneuerbaren Energie-
quellen. Zunächst wird der ökologische Fußabdruck von Wasserstoff aus der PEM-
Wasserelektrolyse mithilfe einer Lebenszyklusanalyse (LCA) bewertet. Ein überra-
schendes Ergebnis ist, dass der für die Wasserspaltung benötige elektrische Strom,
über alle Szenarien hinweg, über 90% des Treibhauspotentials verursacht. Bei einem
Vergleich der unterschiedlichen Modellierungsansätze - LCA und Energiesystemmodel-
lierung - fällt auf, dass die jeweiligen Ergebnisse nicht vergleichbar sind. Als Grund ist
die methodisch unterschiedliche Implementierung von CO2 Emissionen für erneuerbare
Stromerzeuger zu nennen. Es wird gezeigt, dass eine dynamische Betrachtung dieser
Emissionsquellen essentiell für eine realistische Bewertung von PtX Technologien in
zukünftigen Stromsystemen ist. Am Beispiel der multicrystallinen Silizium Solarzelle
wird gezeigt, dass eine statische Modellierung von Emission jedoch zu falschen Er-
gebnissen bezüglich der CO2 Bilanz führt. Der vorgestellte neuartige Ansatz bildet
die Dynamik von Energie- sowie Materialflüssen endogen ab, wodurch die Aussage-
kraft der Energiesystemmodellierung signifikant gesteigert wird. Die Modellergebnisse
zeigen, dass Wasserstoff ab dem Jahr 2050 nicht nur als speicherbarer Energieträger
sondern auch als Reduktionsmittel einen wichtigen Beitrag für die Energiewende leisten
wird.
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1 Introduction

1.1 Motivation

Icebergs melt, polar caps break apart and the habitat of living creatures disappears.
Industrialization has not only heralded a new way of life, but has also initiated a pro-
found change in our environment. Due to the increased use of fossil energy sources in
heat engines, the amount of emitted CO2 is increasing rapidly from combustion. Since
1800, the concentration of carbon dioxide in the atmosphere has risen by 45% percent
[1]. It is estimated that beyond a concentration of 450 ppm CO2, serious changes take
place on our planet. Various climate models show possible future scenarios charac-
terized by their different extremes [2]. However, they agree on the result of a rising
temperature on earth due to the anthropogen greenhouse effect. This is associated with
a rise in the sea level leading to further consequences, such as a slow down of the Gulf
Stream [3]. In summary, humanity is expected to experience a drastic loss of habitat,
an abundance of weather extremes and thus an increase in famines [4] in the decades
to come. Politicians have already recognized these problems and are trying to counter
them in international collaborations.
The United Nations Framework Convention on Climate Change (UNFCCC) which
took place in the year 1992 already had on their agenda, the consequences of the
antrophogenic climate change [5]. With the ”Kyoto Protocol” signed in 1997 an ad-
ditional module is added to the climate protection by defining the green house gases
such as CO2, CH4 and N2O [6]. The following international summits set more specific
requirements to the models and made them more complex. In the agreement of Paris
(2015), 195 states agreed to the objective of limiting the global warming to 2 °C over
the pre-industrial time and striving to keep temperature increase within 1.5 °C [7].
The dramatic situation is strengthened by a publication where the globally available
CO2 budget was calculated [8]. In 2016, EU defined their goals of a 55% reduction for
CO2 emissions in 2030 and 80%-95% until 2050 based on 1990 [9] (also the reference
year for the Kyoto protocol) which was then adopted by Germany [10]. Germany in
particular, currently counts as a pioneer in climate protection with plans for a radical
transformation from a fossil based electricity generation towards one using renewable
energy. Currently, Germany contributes as the 31th largest CO2 emitter per capita,
with roughly nine tonnes of global emissions, every year [11]. However, Germany is
still on the sixth rank among the world’s largest CO2 polluters and thus contributes
with 730 Mt per year to two percent of worldwide emissions [12].
Due to the current EU goals, years of interest are often set to 2030 (Paris agreement)
and 2050 [13]. For the year 2050, CO2 scenarios are mostly defined with a 80 or 95%
reduction with respect to 1990 which leads to promoting renewable technologies by
reducing the use of fossil fuels. Besides, Germany also has individual goals as stated
in the ”Erneuerbare-Energien-Gesetz-EEG 2014” [14] which claims an increase of the
renewable energy share in the gross electricity demand at least up to 80% until 2050.
Thus Germany initiated a change in energy supply, the ”Energiewende” and started a
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1 Introduction

variety of research projects to implement this intention. Several CO2 reduction goals
were defined along the path for the years 2020, 2030 and 2040 until the years 2050.
However, despite the efforts and promises made by the German government, the cli-
mate protection goals for the year 2020 will not be kept. But more ambitious targets for
2030 have already been set. This failure, as well as the thematization of climate change
on media, led to numerous demonstrations. Particularly noteworthy is the ”Fridays for
Future” movement, in which thousands of school children and students demand radical
climate protection actions from politics.
In order to meet the 2030 targets, many measures are currently being implemented
in the course of climate protection by the German government. Low-emission elec-
tricity generation plays the central role in achieving sustainable and far-reaching de-
carbonization by linking with other sectors. For this reason, in addition to pricing
climate-damaging technologies, efficient technologies are also being subsidized by pol-
itics. Monetary bonuses for battery-electric-vehicles or feed-in tariffs for electricity
generation from photovoltaics are few among them on a citizen level.
On the research level, long term solutions, beyond 2050, such as the nuclear fusion are
still on today’s research agenda. Thus, having in mind that climate protection and
the accompanying measures have on the one hand a long time perspective but are also
very urgent as time is running out, a variety of research projects were initiated by the
German government.
One among them is the Kopernikus research initiative to tackle the urgent climate
protection goals until 2050. It consists out of four Kopernikus projects and is equipped
with a total budget of 400 million euros for the duration of 10 years. Among them,
the hydrogen-based future-oriented paths are being researched within Kopernikus -
P2X to offer new technologies to prevent climate change. If produced in a largely
climate-neutral way, hydrogen theoretically offers the potential to decarbonize several
sectors such as industry, heat, agriculture and transportation to a large extent. In
contrast to power-to-heat, power-to-gas and other techniques of sector coupling, PtX
preserves the unique selling point of a far-reaching penetration of various sectors ”X”,
via the key element, hydrogen.
Hydrogen from proton exchange water electrolysis is used in this thesis as a represen-
tative for P2X concepts and implemented in sector-coupled energy scenarios, until an
80 to 95% CO2 reduction target in the year 2050. It is noteworthy, that in this work a
distinction is made between the project P2X and the method of using PtX, denoted
by the different way of spelling.

1.2 Kopernikus project

The federal government of Germany started the Kopernikus initiative to explore the
central questions of the ”Energiewende” by means of 4 research projects. One among
these is the P2X project funded for a time frame of 10 years and separated into 3 phases.
The first phase, spanning 3 years, is equipped with a budget of 38.3 million euro. The
consortium consists out of 50 organizations from different fields, including 20 research
institutes, 26 partners from industry and 2 civil society organizations. The relevance
of this topic for industry is indicated by the sector’s contribution of 8.3 million euro
towards the budget of the project. The project coordination is led by DECHEMA e.V.,

2



1.2 Kopernikus project

as a representative of the chemical industry. The following three different application
cases were defined during the project work [15]:

• The use of PtX technologies for sectors which cannot competitively or technically
be substituted in big scale such as industrial heat, fuel for aviation or ships,
chemicals, electricity supply, just to mention few. Some industries need fossil
feed for their process, for example, carbon is needed to harden steel. Another
example is the porcelain manufacturing, where reductive or oxidant atmosphere
is necessary during the burning process to ensure quality.

• Sectors which stand in direct competition with direct electrification, such as heavy
duty vehicle freight transportation on roads, or supplying process heat for indus-
try.

• Increasing the flexibility in the electricity grid by adding an additional load us-
ing the PtX technologies could help in the transformation process of the energy
system. Using synthetic fuel or hydrogen for private transportation delivers an
opportunity to reduce emissions in these sectors. Especially in these sectors, so-
cial aspects are another important factor, as e.g. increasing prices for fuel will
have a direct impact on civilians. However, this wide field does not lie in the
scope of that work and thus will not be covered.

The primary target of the project was to take advantage of available surplus power
potential from renewable energy sources (RES) during hours of an overproduction of
electricity. Thus, different PtX technologies can use this energy to produce during that
time. The products of these technologies then are stored and can be used either for
reconversion or further applications. When used for reconversion, e.g. hydrogen, they
can be burned in a fuel-cell, thus electricity will be supplied during time of shortage.
PtX products can also be used as an energy carrier and transported to locations where
it is needed. A short video from the kick off seminar of that project shows a concept for
that target [16]. It sketches the principle of using electricity, which is defined with as
over production from RES, and converting it into a PtX product and e.g. reconverting
it in time of lacking electricity or using it as a fuel. Following Figure 1.1 shows the this
principle, where surplus power is used to produce a PtX product for later reconversion
when electricity is needed. the electricity production from renewable energy sources is
represented by the gray area. The blue area needs to be covered, as it represents the
electricity demand. Surplus power (green area) can be shifted as a PtX product to fill
gaps (yellow shape) which satisfies energy demand.

Preferably, the products resulting from PtX should be storable and easily trans-
portable for later use, regardless of where they were produced. The stored energy,
converted by PtX should also be quickly made available in time of supply deficit in
the electricity grid (e.g. via reconversion of hydrogen). Such occurrences are more
likely to happen in presence of an increased share of RES in the electricity sector, as
opposed to conventional power production. In this project, hydrogen is used as the
central element to store surplus power, and shift the usage in place and time. For
this purpose, a holistic approach is pursued by using hydrogen as an energy carrier as
well as a primer for the chemical industry.

In the first phase of the P2X project, three hydrogen paths were defined, each with an
upstream process, which supplies a following downstream process with pure hydrogen

3
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Figure 1.1: Sketch of an energy system in which surplus power is used from renewable energy
sources for later use when energy is needed, as presented in the P2X kick-off clip
[16].

or hydrocarbon (CxHy) compound. Whereas the upstream process delivers a product
which is of use in versatile applications, the downstream process addresses specific
fields to be substituted. Each process is performed by an individual technology. The
upstream process provides the reactant that a downstream process uses to produce the
end product. Following three paths can be distinguished:

1. PEM Water Electrolyzer + LOHC

2. LT electrolysis + Butanol / Fischer-Tropsch / Fermentation / hydrocarbons

3. HT electrolysis + OME

Figure 1.2 sketches the path of resources needed for a process. This way of depiction is
called reference energy system and is read from left to right. On the left side, a range
of resources are available which are consumed during a specific process (rectangles)
to create a product (right side). The different electricity generating technologies such
as power plants, PV or windturbines provide a power mix which is used by the PtX
technology. The PtX technologies are highlighted in green and the respective reference
processes for the upstream processes are shown in blue. For example, the upstream
process proton-exchange-membrane water-electrolyzer (PEMWE) uses water as well
as electricity as elementary input variables to produce hydrogen (H2). This H2 can
already be used in this pure form for some applications. A possible reference process is
steam methane reforming (SMR), which is based on the use of natural gas. A possible
downstream process for pure hydrogen is the hydrogenation of hydrogen via creating
of liquid organic hydrogen carriers (LOHC). As indicated before in the enumeration,
LOHC was chosen as the fitting downstream process for the production of pure H2 via
PEMWE. This downstream process offers a new transportation technology. Usually
hydrogen is compressed or liquefied by heavy cooling to increase energy density and
make transportation of hydrogen more efficient. In the case of LOHC, hydrogen is
linked to an carrier molecule in the hydration process for easy transportation similar
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Figure 1.2: Overview of the PtX process chains and products that have undergone an evalu-
ation within the Roadmapping.

to other liquid energy carriers such as petrol. At its destination, by applying heat, hy-
drogen can be extracted from the carrier. The respective product is then available for
a variety of applications. In the case of hydrogen, it can be used in the transportation
sector for hydrogen-powered fuel cell vehicles. On the other hand, already a hydrogen
demand exists nowadays in industry. This dissertation deals explicitly with the first
path, i.e. the PEM electrolyzer with a strong focus on hydrogen application. The
PEM electrolyzer is described in detail in the Chapter 2.3.4 and its significance in a
future power system is evaluated. The other PtX processes are briefly presented in the
following for completeness.

The low-temperature (LT) electrolysis uses electricity to reduce carbon dioxide to
carbon monoxide on the cathode side. On the anode side, water is oxidized to oxygen,
producing small amounts of hydrogen as a by-product. In a further process (cold box),
the main product (CO) can be broken down into its components by the different boiling
temperatures. With the addition of H2, a specific synthesis gas mixture of CO + H2

is produced depending on the requirements. Here, biogas is used as a environment
friendly CO2 source in the P2X project. One possible application is the production
of long-chain alcohols such as butanol. Conventionally, butanol is currently produced
on a petrochemical basis or using vegetable oils. The synthesis gas mixture is fed to
microorganisms, which can then produce butanol or hexanol by fermentation. The
advantage of this technology is the flexibility of the products which can be adjusted by
the plant design and the gas admixture. The current research focus within the P2X
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1 Introduction

project is currently on the development of novel electrodes and cell designs for the
production of synthesis gas. In addition, the second step, the production of butanol by
fermentation, is to be carried out in three process steps (eq. 1.1-1.3), which in principle
have already been proven [17].

In the first step of the fermentation process, the bacteria Clostridium autoethanogenum
ferment a mixture of CO and H2 to acetate and ethanol:

CO + H2 + bact. Clostridium autoethanogenum acetate + C2H5OH (1.1)

In the second step the bacteria Clostridium kluyveri is producing butyrate and hex-
anoate:

acetate + ethanol + bact. Clostridium kluyveri butyrate + C6H12O2 (1.2)

In the last step butyrate + hexanoate are fermented by bacteria Clostridium au-
toethanogenum to produce butanol and hexanol:

butyrate + C6H12O2 + bact. Clostridium autoethanogenum C4H10O + C6H14O
(1.3)

The high-temperature (HT) electrolysis or solid oxid electrolyzer cell (SOEC)
is the upstream process of the third path, which produces synthesis gas or hydrogen
at high-temperature co-electrolysis. Especially in P2X, a container solution is being
researched which can be designed as a stand-alone plant but also used in large-scale
industrial plants. In the Co-electrolysis, two reactions take place simultaneously in a
reverse water-gas shift reaction. The advantage of this system is that it requires less
equipment compared to the separate production of H2 and CO. By varying operating
parameters such as temperature and pressure, different synthesis gases can be produced
which differ in their composition. Electricity, preferably from renewable energy sources,
is used as input to guarantee the pressure and temperature level. A CO2 source is used
to provide the carbon for the synfuel. Good sources are steel production, ammonia
synthesis or direct-air capture (DAC) plants. In steel production, CO2 is produced pri-
marily due to the use of coal in the blast furnaces. In ammonia synthesis (Haber-Bosch
process), CO2 is not emitted directly during the reaction of nitrogen and hydrogen to
the product ammonia. However, the hydrogen is first extracted from natural gas, which
produces the greenhouse gas.

In the DAC plant, air from the environment is enclosed in a chamber via several
turbines. A sorbent is enriched with CO2 and CO2-free air is separated as a product.
After the sorbent has been enriched with CO2, the sorbent is reactivated at around
100°C for the next cycle. Future energy consumption is given as 500 kWh electricity
and 1500 kWh heat consumption per ton of CO2 captured [18]. If a synthesis gas
ratio (H2/CO) of 2:1 is used for the HT-Co elektrolyzer production, methanization is
a possible following downstream process. This allows synthetic natural gas (SNG) to
be produced for e.g. the transportation sector. SNG can either be fed into the gas
network, transported via pieplines or liquefied to LNG in a further downstream pro-
cess. Another possible downstream process is the production of oxymethylene ethers
(OME) which is nowadays produced via the Methanol and Formaldehyde path [19],
[20]. In principle, these can be used as substitute fuel for diesel. Typically, however,
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the OME are used as blends and added to the fuel. Using a blend of 22% of OME,
soot emissions can be reduced by up to 75% and NOx emissions by about 43% [21].
With this single technology, the diversity of technologies and reduction potentials of
different pollutants within the P2X project is already noticeable. In addition to using a
syngas, pure hydrogen can also be used from PEM electrolysers, for example, and CO2

from DAC plants can be synthesized in a methanol synthesis to SNG and later to OME.

The question of a sustainable source of electricity and energy arises for all PtX technolo-
gies. Since these processes are based on electricity and replace existing petrochemical
plants, they must of course create sustainable added value. Fossil power generation is
out of the question, as no emissions would be saved due to higher conversion losses. The
electricity requirement must therefore be covered by renewable energy sources. Since
the focus of the P2X project is primarily on the use of surplus power from fluctuating
renewable generation, wind and PV are the suitable power generators. This fluctuating
electricity production leads to fluctuations in production of PtX technologies, which is
unfavorable for some processes. Especially high temperature processes, such as HT-Co
electrolysis are only of limited use for dynamic operation, that follows the supply of
electricity, due to the heating losses. For this reason, there is also the question of
the environmental friendly provision of electricity through a constant plant operation.
These questions will be answered in the following chapter by using an energy system
model. In addition to the German electricity consumption, a PEM electrolyser will
also be implemented as an exemplary PtX technology for hydrogen production.

In addition, however, it must also be discussed to what extent emitting additional
fossil carbon is avoided in the production of syngas. There are two different points
of view here. On the one hand, carbon can be obtained from DAC plants or from
the sustainable cultivation of biomass. According to this, the CO2 concentration in
the air does not increase further due to PtX plants. Another position is the use of
already existing CO2 point sources from industry. These are primarily steel or cement
plants, glass production or power plants. The advantage is obvious here, since the
concentration of CO2 in a point sources is considerably higher (20% CO2 in a cement
plant) [22], less air mass has to be moved than with a DAC process (400 ppm CO2 in
air) to extract carbon from air. Although carbon dioxide is finally emitted into the
environment, an additional second cycle takes place. A reduction of CO2 emissions
is thus possible if, for example, the rate of consumption of fossil diesel can be reduced.
Nevertheless, both with the sustainable thought and with the second life approach, the
power source is again an important factor, since the purification of CO2 is associated
with an energy expenditure. An overview of some different technology paths of the
project is presented in Table 1.1

Although the products of the individual PtX technologies are different, they have in
common that they are all energy carrier. Since the added value of a fuel is high due
to the current willingness to pay for fuel, an evaluation in the project P2X is made
between the individual products in the transportation sector. Hydrogen from PEMWE
can be used in many ways and is a basic prerequisite for a variety of further processes.
Moreover, in the transportation sector, hydrogen can be used directly from the up-
stream process without any further downstream process. The use of hydrogen in fuel
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Table 1.1: PtX systems from project work and their parameters [23].

Technology reactant product demand 1 power η startup
kWh/kg rating time

PEMWE H2O H2 55 1 MW 0.6 sec
NTEL CO,H2O CO 6 1 MW 0.6 n/a
HTEL2 CO2,H2O H2:CO 9 150 kW 0.75 min
LOHC3 H2 C21H20 0.65 1 MW 0.7 sec-min
FT4 H2,CO Diesel 26 1 MW 0.6 min
OME5 CH3OH OME 8 0.8 n/a
Methanation H2,CO CH4 63-70 1.25 MW 0.7-0.8 n/a
Fermentation H2,CO C4H10O n/a 1 MW n/a n/a
1 Energy demand per 1 kg of product
2 A syngas ratio between H2:C of 2:1 is chosen
3 assumption that 1 kg H2 can be stored/extracted in/from 16 kg LOHC (C21H20) using 1.4

kWhel, 9.1 kWhth.
4 efficiency goal, when using waste heat from HTEL, FT LHV = 12.2 kWh/kg, HTEL η= 0.75,

methanation η= 0.8
5 OME1 LHV=6.3 kWh/kg [24, 20]

cell vehicles with an efficiency of about 50% is predestined for this. However, since
hydrogen has a very low volumetric energy density of about 3 kWh/m³, it is usually
liquefied or compressed [25]. LOHC is another possibility of liquefaction, which can
bind 620 m³ H2 per m³ LOHC and thus increases the volumetric storage density of
hydrogen to about 2 MWh/m³ LOHC [26].

In the case of Fischer-Tropsch, for example, diesel is produced via HTEL as the up-
stream process and a FT synthesis in the donwstream. The advantage of this product
in contrast to hydrogen is that existing combustion engines can still be used. How-
ever, by combustion, CO2 is emitted, which was previously bound in the FT Diesel.
Production costs of various synthetic fuels have recently been reported in a literature
review with a wide cost range between 45e to 3500e per MWh fuel [27]. In this review
paper also additional scenarios of the corresponding author were developed, where the
production costs vary between 130e to 770e per MWh fuel, depending on assumed
electricity prices, carbon capture costs and plant utilization.

Fermentation, in this project, aims at a product with a high energy density, which
conventional combustion engines can use without modification. Butanol with a LHV
of 8 kWh/l is produced with bacteria [28] and is next to the FT Diesel another type
of synfuel.

As already mentioned, carbon has to come from either renewable sources or point
sources of anyway emitted CO2 from fossil fuel, to be sustainable. However, this might
start a controversial discussion about the accounting of the emissions. Either emissions
can be allocated to the source as they would have emitted anyway and carbon is just
used for a second cycle. Another view is that emissions are allocated to the emitter
who burnt the initial fuel. This however starts a next debate as car manufactures
have to achieve certain fleet goals regarding their CO2 emissions [29]. For estimating
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the environmental impact occurring from the different technologies in the project, life-
cycle assessment (LCA) were conducted, each presented in the latest roadmap of the
Kopernikus P2X project [30]. Currently, research efforts in the reduction of catalyst
loading of PEMWE is performed at the TUM. As PEMWE catalyst made out of mate-
rial from platinum group, which is rare and defined by the EU as critical material. The
list of critical materials is updated periodically and depends on several parameters.
The most important are the security of supply, considering their governance perfor-
mance and trade aspects of the EU and the economic importance in means of the cost
of material substitution (SIEI Index) [31], [32].
The LCA of the PEMWE was performed by the author and presented in this disser-
tation. As PEMWE mainly runs on electricity and water, a energy system model was
developed to estimate the amount of surplus power in future. This model was adopted
by all LCA partner of the project which ensures a harmonized electricity mix which
is the first step for a comparable assessment of the different PtX technologies. At
this point it should already be mentioned that LCA as it is currently used has led to
effects worthy of discussion in this project. These effects will be discussed in detail in
this thesis and a new methodological approach will be developed as a proposed solution.

Currently, due to the high diversity of products, a large number of applications are
possible for PtX technologies. On the one hand, this is a positive phenomenon, but this
makes it difficult to compare them with each other among the project, since there is
not one specific reference product all technologies can be compared with. In summary,
the first project phase has succeeded in creating a good uniform basis for comparing
the individual PtX technologies. A cornerstone is the energy system model, which
was developed in the context of the dissertation and was used for the entire project.
Details of this model are presented in the following of this work for different scenar-
ios. Another finding from this modeling was that PtX technologies are perceived as
additional consumers in the electricity system. In order to achieve an impact, sizes of
the plants must also be correspondingly large. In the energy system model, a scenario
was developed in which about 1/3 of the vehicles of the individual transport are sup-
plied with PtX technology. It reveals, that for this amount of energy (ca. 50 TWh
end energy of fuel-cell vehicles) the currently curtailed electricity can only account for
about 10%. Thus, the primary target of using unused energy from renewable electricity
producing technologies (surplus power) to decarbonize different sectors is not possible.
Furthermore, did project results showed, that surplus power can not be seen as a ”free”
available resource. Moreover, with the new consumers, this surplus power will gain a
value through the market mechanism of supply and demand. This electricity is there-
fore a scarce commodity that is not available to such an extent that it can supply all
potential sectors identified by DECHEMA. In the 1st project phase a total of about
2 PWh of electricity was determined for PtX technologies in the transportation sector.
This electricity demand already includes conversion losses to substitute fuels for car
fuel, rail transportation, kerosene and fuel for shipping. However, this potential is not
to be understood as a goal to be redirected, since it is also possible to switch to more
efficient technologies such as fuel cells or battery electric vehicles. Further possible ar-
eas of application are low-temperature heat (1.5 PWh electricity demand) and industry
with about 1 PWh. In the latter case, a high potential is seen for process heat [33].
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Electricity used for PtX technologies is therefore the key input parameter for the
subsequent LCA regarding the greenhouse gas emissions. This method serves as eval-
uation for the individual PtX technologies on a standardized basis. Following impact
categories where selected to be examined: Global warming potential (GWP), metal de-
pletion (MDP), photochemical ozone creation potential (POCP) and water depletion
(on an inventory level). In addition to the impact categories, the cumulative energy de-
mand by renewable and non-renewable sources was reported. The following Figure 1.3
shows a snapshot of the corresponding technology paths based on the GWP evaluation
criterion in the current electricity grid. The interpretation of these LCA results are
explained in depth for the PEMWE technology in later chapters. At this point it serves
as an overview of all technologies and is listed for completeness.
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Figure 1.3: Global warming (GWP) impact category for all P2X paths of the different tech-
nologies in the project for the year 2018. The negative bars represent a credit as
fossil carbon is stored from a source in the product. This carbon is released during
use phase in a middle class car per driving distance of 1 km and represented by
the blue bars. the reference products are shaded in gray (data from [30]).

In this case, a functional unit of 1 km distance with a medium-sized car is selected
for the impact category GWP. The impact of the product when converted into kinetic
energy with a vehicle is thus shown in the corresponding graph. The utilization phase,
the manufacturing impact of all components as well as the value chain are summed up
in the blue bars [30]. These values are valid under the assumption of the corresponding
PtX technologies in the electricity system as simulated for the year 2018. It is therefore
clear that none of these technologies are environmental friendlier than their correspond-
ing reference product (gray bars), from today’s point of view, as the current electricity
mix emits approximately 500 g of CO2 per kWh of electricity. For the production of
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electricity-based fuels, further technology specific conversion losses are added, which
leads increase the specific emissions. In case of the produced hydrogen via PEMWE,
an additional transportation to a hydrogen filling station is modeled via trucks over
250 km distance in hydrogenated. This LOHC will be dehydrated at its destination
and is assumed to be distributed via the existing petrol station infrastructure. For this
reason, it was decided within the project to compare the hydrogen demand in a fuel
cell vehicle with that of a combustion engine (gasoline).

1.3 Outline

As this dissertation is conducted during the P2X project, its structure follows the
same chronological order, as the research questions was strongly connected to the P2X
Roadmap process. A flowchart provided at the end of this chapter, outlines in Fig-
ure 1.4 the different stages of this dissertation, as they appear in the corresponding
chapters stated on the vertical and the modeling horizon on the horizontal. This work
starts with the introduction of the sector coupling methodology overview, especially
power-to-heat and power-to-hydrogen. For the latter, an energy system for Germany
is modeled to calculate the potential of energy used for hydrogen production and to ex-
amine the system behaviour. To investigate the global warming effect of sector coupled
produced hydrogen by using electricity, a life-cycle-assessment is conducted. Research
questions are describes, which occur during project work and solutions are provided.
The content exclusively focuses on the first phase of the P2X project, and covers espe-
cially the impact of PEMWE as a new technology in the future energy system.

During the project work in P2X, the following research questions were addressed by
the author:

• Development of sector-coupled energy systems under a constant reduction of
CO2 emissions, until 2050, referring to the German climate protection goals; in
particular using hydrogen.

• The life-cycle assessment of electrolytically produced hydrogen via PEMWE.

• The implementation of a dynamical approach of introducing the ecological foot-
print of renewable energy technologies in energy systems models.

The current chapter (Chapter 1) describes the P2X project in which this work was
conducted and also classifies it in the current situation regarding climate change.

The second chapter, Power-to-X describes some methods for utilizing surplus power
from renewable energy-sources to supply further sectors. First of all, terms such as
surplus power, or the different PtX methods are clarified. In contrast to PtH, Power-
to-Hydrogen is presented as another method which is very flexible and can address
further sectors. In addition, several technologies are introduced for hydrogen produc-
tion.

Chapter 3 describes the different premises set for modeling an energy system in which
PtX technologies play a significant role. A model generator is used and described for
building a linear optimization problem which is solved by its cost optimal solution.

11



1 Introduction

The optimal solution of the energy system is given by minimizing the overall system
costs for the different scenarios developed. Two case studies are conducted:

• PtH is chosen to show an efficient way of strongly reducing carbon emissions in
the heating sector of the municipality of Greifswald by using high share of wind
energy.

• An electricity-mix was provided for the P2X project to decarbonize the individual
transportation sector. This is model is further used within the P2X project to
provide the energy-mix and utilization period of PtX technologies in an energy
system of the future [15, 30].

The evaluation of the ecological impact for all PtX technologies in the P2X project
is carried out by conducting a LCA for each scenario. Since no literature is available,
providing insight to the materials used for a PEMWE, an inventory list is developed in
Chapter 4 in coordination with ZAE Bayern. This inventory list is used to conduct a
LCA on PEMWE which is the first published [34] and compared with the conventional
hydrogen production. To track a development of the different impact categories of
assessing hydrogen from PEM, the electricity mix from Chapter 3 is introduced as an
variable in the LCA according to ISO 14040 and 14044 standards.

By comparing the results from Chapters 3 and Chapter 4, a discrepancy of the CO2

footprint of both presented methods is revealed and discussed. The fifth chapter offers
a solution to eliminate this discrepancy by merging the methodology of energy system
modeling with the concept of conducting a LCA. First, the difference between the two
methodologies of integrating direct and indirect emissions of electricity producing tech-
nologies is explained. Second, the developed method is used in a future energy system
by modeling a dynamic manufacturing process of multi-crystalline silicon-based photo-
voltaic cells. Hydrogen, as an innovative reduction agent for SiO2, is used to show the
full potential for a profound sector-coupling which satisfies the needs of a PtX concept.

Chapter 6 addresses the influence of a chosen time horizon regarding the modeling re-
sults, when indirect emissions are considered. This is done by broadening the view from
optimizing several single snapshots over the time horizon, implemented as an annual
modeling approach towards considering the whole time horizon as one intertemporal
optimization problem. In the latter, a CO2 budget for the whole modeling period is
defined from 2030 towards 2050, and later expanded to 2100. Results show significant
differences regarding CO2 abatement costs, and thus the time when technologies are
installed by the energy system model.

Finally, in the last chapter (Chapter 7) the several results of each part of this work are
summarized, and a conclusion is provided on the importance of using the PtX method
in a decarbonized future energy system. In addition the improvement of integrating
indirect emissions dynamically into existing energy system models is emphasized. In
an outlook, further research aspects are sketched to show the full potential of hydrogen
in combination with the PtX method in future energy systems.
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Figure 1.4: The structure of the dissertation sketched as a flowchart. On the vertical different
chapters are listed which are including the corresponding items next to them.
The green circle represents the different methodologies which are used by the two
different models used. On the horizontal the years represent the time horizon,
model results are valid for.
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2 Power-to-X

There is no general definition of the term Power-to-X [35]. However, in the context of
climate change mitigation, this is usually understood as the conversion of electricity
from renewable sources into other applications or products such as gases, liquids or
heat [36]. Sternberg answers the question of the ”X” in the context of surplus power.
In his work different storage technologies are presented. He distinguishes between the
direct storage of electric current and the transfer of energy to another medium. Using
an assumed annual electricity surplus of 1 MWh from renewable electricity sources, he
evaluates different technologies [37]. Following definitions are given by Sternberg:

• Power-to-Power describes storage systems which convert electricity to chem-
ical or mechanical energy. The most familiar example, used today, is pumped
hydro storage with efficiencies up to 80% [38] but which are limited to geograph-
ical constraints [37]. Another technology of storing large amount of energy is
the compression of air. Efficiencies of these adiabatic Compressed Air Energy
Storage (CAES) vary between 55% and 75% [39]. Batteries, as representatives of
electrochemical storage, are typically used for smaller applications, ranging from
a few ampere hours (Ah) in a smartphone to several kWh in battery electric
vehicles or stationary storage. The lifetime of the battery cells depend on various
factors such as temperature, depth of discharge and material. In addition to the
lead-acid battery, which also is used as a starter battery in vehicles, lithium-ion
batteries are a well-known representative. The efficiency of lithium-ion batteries
is around 95%, based on the amount of energy stored (Wh) [40].

• Power-to-Mobility temporarily stores electricity in lithium-ion batteries, for
example, and converts this later into kinetic energy via the electric engine of a
vehicle. A further term for this is grid-to-vehicle, if the vehicle is connected to the
power grid. Another possibility is vehicle-to-grid, which means that electricity
that has previously been temporarily stored in a vehicle is fed into the grid. The
electricity consumption per km of driving distance of a medium class vehicle is
given between 0.12-0.2 kWh/km [41], [42], [38].

• Similar to Power-to-Mobility, Power-to-Fuel (PtF) is another option for reduc-
ing the amount of fossil fuels in the transportation sector. In this case, electricity
is used to create an energy carrier suitable for the refuel vehicles. E-fuels (or
syn-fuels) are one possibility to supply existing internal combustion engine (ICE)
with diesel and benzene [43]. This is done by using a carbon source to produce
a CHx compound similar to the fossil fuel. Another opportunity is the conver-
sion water into hydrogen and oxygen by using electrolyzer. In this case, fuel
cell vehicle (FCV) are the preferable solution due to the high efficiency of fuel
cells compare with ICE. Beside the mobility sector, hydrogen can also be used as
chemical feedstock. To increase the low energy density, hydrogen is converted to
hydrocarbons by different processes [44].
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• Power-to-Heat technologies convert electrical power directly into heat. A dis-
tinction is made between the two types i) electric heaters, whose theoretical
maximum Coefficient of performance (COP) is limited to 1, and ii) heat pumps,
whose COPs are typically between 2.1 and 4.9. The COP is the ratio between
the heat flow (Q̇) that can be extracted from the heat pump and the electrical
power Pel needed calculated as [45]:

COP =
Q̇

Pel
(2.1)

In this thesis the term Power-to-X, also called PtX, is understood as transforming elec-
tricity directly into another form of energy or converting it (under the use of further
resources) into a new product. It aligns with Power-to-Heat (PtH) and power-to-gas
(PtG) but is meant in a more general context. Thus, PtX enables coupling different
energy sectors which is already done every day in small scale for example by using
electric water jugs in households to heat up water. Power-to-fuel (PtF) is another
application which stays in contrast to the direct use of electricity for the purpose of
transportation (Power-to-mobility). Today, this is the source of intense media discus-
sion which focuses on evaluating two technologies, namely BEVs and FCV.
BEVs, more commonly on streets today, herald a new age of private transportation
converting electricity into mileage. However this is not an innovative technology as
BEVs experience a relaunch after almost 100 years when the city of Berlin ordered 57
electric three-wheelers for the Post office [46]. Beside, electricity is also used already
for some high temperature processes e.g. to power arc furnaces in aluminum produc-
tion or for welding in construction. Using PtF, as a further option, comes along with
significant losses due to individual process efficiencies of the value chain from energy
to the product.

Electricity is versatile in its use and thus rightfully considered as the most valuable
form of energy as the generation mainly relies on finite fossil fuels. This will however
change in a carbon-neutral world which would be based solely on emissions-free re-
newable energy. Renewable energy is provided by the sun as solar irradiation, wind
in exposed locations and in some regions by water bodies. The theoretically potential
exceeds global energy demand. A small examples shows, that covering 1% of the Sa-
hara with PV panels would be, theoretically sufficient to cover the world’s electricity
demand [47]. The implementation however comes along with problems, which are ver-
satile and caused by the energy harvesting itself, distribution and social or economic
aspects. The availability of renewable energy sources fluctuates and is not constant
but is highly depending on the weather. Consequently, the discrepancy between en-
ergy demand and renewable energy supply is the main problem as society is used to
daily rhythm. In Germany, this results in high peak electricity demand during noon
in private households or higher traffic density in early and evening hours. Actually,
electricity from renewable energy sources is limited especially when used to decarbonize
energy demanding sectors.
Germany’s total final energy consumption in 2017 was about 3,700 TWh, of which half
was used to supply heat demand. Only about 14% of final energy consumption was cov-
ered by renewable sources [48]. In order to cover this final energy demand sustainably, a
very ambitious expansion of wind and solar power plants would first have to take place.
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However, the government of Bavaria, for example, recently announced that it will pass
a new regulation regarding the distances between wind turbines and settlements. This
”10H” rule limits the construction of new wind turbines to a minimum distance of 10
times the height of the wind turbine to the nearest village. As a result, the addition
of wind turbines is strongly reduced and came to a virtual standstill in 2018 with only
50 MW of additional wind turbine capacity compared to 2014 (600 MW) [49]. Solar
power plants, on the other hand, have no such distance regulation and can also be more
easy integrated e.g. as photovoltaic roofs. However, due to the day/night cycle, solar
irradiation, produces power peaks which adds up to a small number annually and are
seasonally distributed over the year. Due to this fact, it is difficult to use the surplus
power that is generated during these peak times. On the one hand the storage system
must be designed for the maximum power value, and on the other hand the storage size
must be dimensioned accordingly to store the energy temporarily. PtX systems such as
hydrogen-generating electrolysers are currently still very cost-intensive and must have
high capacity utilization to ensure cost-effective production. Thus, the substitution of
entire sectors with surplus power from renewable electricity is limited, due to the low
technical potential.
The current final energy demand in the overall German transportation sector, for ex-
ample, amounted to about 750 TWh in 2017 [15], which would have to be generated by
PtX technologies with corresponding conversion losses. With an optimistic assumption
of an efficiency of 75%, this corresponds to a power demand of 1,000 TWh, which then
would have to be provided by power generating technologies from renewable sources. If
this electricity were to be covered by offshore windparks, a capacity of 250 GW would
be needed (4,000 full load hours assumed). In 2018, the EU had 18 GW of offshore
wind capacity installed, with an assumed quadrupled by 2030 [50].

2.1 Surplus power

Surplus power is the electricity from intermittent renewable energy sources which can
not be integrated in the energy system. That is mainly caused by transmission grid
limitations or an unbalance between energy supply and demand [51], [52]. The main
idea behind today’s PtX technologies is the efficient utilization of this surplus power
from renewable like PV or windturbines which is otherwise curtailed and lost [37]. Such
energy curtailments occur in Germany especially during summer in the south of Ger-
many or at the North- and the Baltic-Sea during periods with strong wind. 5.5 TWh
electricity from these sources were curtailed in one year, with the main proportion
coming from offshore-wind (Table 2.1) [53]. On the first view this number seems to
be big. However even with a 100% efficiency of a given PtX technology for producing
synthetic fuel, it will only cover 1% of the energy demand coming from private trans-
portation sector. This already shows that focusing solely on curtailed energy will not
have a sufficient impact in the clean energy context. The energy system is facing a new
demand which needs to be covered by additional renewable capacities. Also besides
the technical solutions, citizen acceptance is needed for a transformation of the energy
infrastructure.
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Table 2.1: Curtailed energy in Germany in 2017

Technology Curtailed energy (GWh)

Windenergy (offshore) 4,461
Windenergy (onshore) 826
Solarenergy 163

Total 5,450

The main four primary energy consuming states of Germany are Bavaria (1.9 EJ),
Baden-Wuerttemberg (1.4 EJ), North Rhine-Westphalia (4.2 EJ) and lower-saxony
(1.3 EJ) [54]. Two of the four states with the highest energy demand are located
in the southern part of Germany (Bavaria, Baden-Wuertemberg). Since 80 % of the
electricity was curtailed in the northern part from offshore wind farms in the North-
sea and the Baltic region, it already shows the imbalance between renewable energy
supply and demand. Latest discussions in the years 2014 till 2018 showed the difficulty
of constructing high-voltage direct current (HVDC) transmissions lines from the north
of Germany to the south with a capacity of 4 GW [55].

2.2 Power-to-Heat

Power-to-Heat (PtH) is the cheapest solution among the PtX technologies which uses
electric energy and converts it to heat [56]. Either electric heaters are used to for
the conversion process. Those combine the advantage of low investment costs and
high efficiencies. A more expensive solution are heat pumps which uses heat from an
ambiance medium to increase their COP above 1. The estimated potential for PtH in
Germany is high between 23 TWh [41] and 561 TWh [57] for low temperature heat
which can be used for domestic heating. Heat is a regional good as it can not be
transported easily over longer distances. Thus, to prevent building infrastructure, PtH
needs to be used at the location where surplus power as well as the heat demand is
located.
A unique case where both requirements are fulfilled is the municipality of Greifswald
which is located on the Baltic-Sea. Greifswald has a lot of domestic heat demand and
some of these buildings have a moderate to poor insulation. It has a large potential
for reducing heat by insolation but the low rent makes costly renovation a social issue.
Greifswald is close to Lubmin which had a 2.2 GW nuclear power plant in the past
and is equipped with robust transmission grid infrastructure. The offshore wind farms
Baltic 1 and Baltic 2 are also connected to the Lubmin hub in the 50Hertz transmission
grid. Thus, using PtH is a potential alternative which was investigated during a case-
study for Greifswald.

2.2.1 Electric heaters

Electric heaters are already used in combination with heat storage for district heating
e.g. in Nuremberg [58]. The principal is common in private households for heating up
water. Electric heaters combined with heat storage are controlled bivalent (on/off) or
step-wise [59].
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2.2.2 Heat pump

Two different types of heat pumps are used today to cover heat in private households.
Air heat pumps, are more easy to be integrated due to their simple and compact
installation. However, their annual COP is quite low, given with 2.1 - 3.4 [60] due
to cold air temperatures during heating periods. Groundwater heat pumps, on the
other hand, do not use the air as a source of heat, but the groundwater from which
they extract heat. The groundwater temperature is much more constant than that of
air and even higher during heating periods, so that more heat can be extracted [61],
[62]. The COP of groundwater heat pumps varies between 2.4 and 4.9. Due to the low
temperature level, the energy is used for heating rooms and is also expanded with heat
storage tanks.

2.3 Power-to-Hydrogen

Hydrogen is a chemical element with the symbol H which originates for the Latin word
hydrogenium. With an ordinal number of 1, it is located in first period and first group
of the periodic table. With a density of 0.0899 kg/Nm³ hydrogen is the lightest known
chemical element. It has a lower heating value (LHV) of 33.33 kWh/kg (120 MJ/kg)
and a boiling temperature of 20.39 K (Table 2.2) [25]. Hydrogen is also one of the most
common element found in the universe. 73% of the sun consists out of hydrogen which
burns via fusion reaction to helium. On earth, molecular hydrogen is rarely found but
is present in a compound form in water (H2O).

Table 2.2: Properties of hydrogen (at 1 bar)

property value unit

lower heating value (LHV) 3.00 kWh/Nm³
higher heating value (HHV) 3.54 kWh/Nm³
density 0.089 kg/Nm³
boiling temperature 20.39 K

Hydrogen is produced via three different methods: electrolysis, bio-chemical con-
version or thermal conversion [63]. The latter is used today for supplying industrial
hydrogen demand. As is is based on fossil fuels, the use is automatically connected
to additional CO2 emissions as shown in the next chapter. To overcome this problem,
hydrogen can be produced in electrolyzers via splitting water (by applying a voltage).
However, the energy source used, determines the level of environmental friendliness of
the product. Using hydrogen from these innovative technologies poses the questions
for the profitability and efficiencies [64]. As surplus power is a limited energy source,
conversion losses through different process steps should be kept to a minimum [65].

2.3.1 Conventional hydrogen production

Worldwide around 65 million tonnes of hydrogen (∼2200 TWh) are produced commer-
cially in one year [66]. With efficiencies between 66 % and 73 % [67, 25], steam methane
reformers (SMR) are the standard technology in today’s hydrogen manufacturing in-
dustry. By source, 68 % of hydrogen is produced from natural gas, 16 % from oil and

19



2 Power-to-X

11 % from coal [63]. The main conventional hydrogen production methods prevalent
in current industry are:

• hydrocarbon pyrolysis

• hydrocarbon reforming

• biomass processing

Pyrolysis is defined by a reaction in an inert environment at high-temperature. It
was already used in ancient time to convert wood into charcoal under an anaerobic
environment. There are versatile designs of reactor types and difference in quality
requirements of the feed which can range from biomass to methane to crude oil. In
pyrolysis, the feed is heated up to its decomposition temperature which then breaks
chemical bonds. In contrast to the reformation, this process does not need catalysts.
However for hydrogen production, hydrocarbon pyrolysis is mostly used for smaller
applications such as in laboratories. For industrial sized production of hydrogen SMR
are still the first choice [68]. Pyrolysis is mainly used for the petrochemical production
of ethylene (C2H4) a precursor of polythene but also for creating aroma [69] which then
lends the process the name ”cracking”. The physical design of the coil where the crack-
ing of the feed (mostly naphtha) occurs is complicated, as for example a non-optimal
dimension of the coils could lead to coking in the coils that needs to be burned out for
further operation [70].

SMR is the most common representatives among the hydrogen hydrocarbon reform-
ing technologies. The endothermic reaction (∆ G0

298 = +165 kJ/mol) process takes
place under high temperature and pressure (3.5 MPa) and is described by following
equations:

CH4 + H2O CO + 3 H2 (∆H0
298 = +206 kJ/mol) (2.2)

Eq. 2.2 is the basic reaction by using methane as feed. Hydrogen output is enhanced
by a second process the water-gas-shift reaction (2.3):

CO + H2O CO2 + H2 (∆H0
298 = −41 kJ/mol) (2.3)

The net reaction of the SMR process is the sum of equation 2.2 and 2.3:

CH4 + 2 H2O CO2 + 4 H2 (∆H0
298 = +165 kJ/mol) (2.4)

As a fuel, natural gas is used for heating as well as a feed for the process. Energy
losses occur mainly from the surplus steam production [71]. The efficiency η of a SMR
can be defined by eq. 2.5 where the power-flux p is described by the mass flow ṁ times
the LHV of the feed versus the product.

ηSMR =
pH2

pfuel
=

ṁH2
· LHVH2

ṁCH4
· LHVCH4

(2.5)

As conventional hydrogen production is linked to fossil fuels, a certain amount of
green-house gases are emitted by this process. In total between 8.8 kg and 9.8 kg
CO2 are emitted per 1 kg H2 depending on the efficiency (eq. 2.2 - 2.4). Facing the
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threat of global warming, the goal is set to reduce CO2 emissions which can be done
by alternative and more efficient technologies such as electrolyzers or by using biomass.

Biomass can be mentioned as an environment friendly source to produce hydrogen in
a sustainable way. Processes used are either thermochemical or biochemical. Latter is
done under the an isolated environment with microorganisms with the added advantage
that most of the processes needed for hydrogen production can operate using sunlight
(photofermentation, biophototlytical spliting). However efficiency and throughput of
these processes are not competitive and are only used on a laboratory scale. The ther-
mochemical process is based mainly on wood, as straw or stems engender undesirable
ash formation. Beside using wood from forest, scrap can be used with the risk that con-
tamination of the material (stones, nails) can lead to damaging the pressurized tanks.
Thus, unpressurized designs are common leading to a reduced efficiency [72]. Müller
[73] presents a dual fluidized steam gasification system using wood chips as feedstock
which is gasified and further distributed to a steam reformer at temperatures between
580 °C and 750 °C. After the hot gas stream passes several system components such
as cooler, filter and CO-shift reactor the concentration of hydrogen in the gas stream
increases continuously. System efficiency is stated to be 60% for hydrogen production
from biomass including a 5% energy loss due to electrical demand for passing a gas per-
meation membrane in simulation. Coupling the system to a heat demand could make
use of 17.5 MWh waste-heat coming from the process which further increases the over-
all efficiency. Beside gasification hydrogen can also be gathered from fast-pyrolyzing
biomass which will lead to hydrogen as well as byproducts such as CO and CH4 [74].

Biomass+ Energy H2 + CO + CH4 + Byproducts (2.6)

Another possibility to produce clean hydrogen, so to say with electricity from renewable
energy sources are the water splitting technologies. Three different types of electrolyz-
ers are used commonly:

• alkaline

• solid oxide

• proton-exchange-membrane

2.3.2 Alkaline electrolyzer

Alkaline electrolyzers are the oldest and most mature type of electrolyzer [75]. They
are already used in industry scale with up to 3 tonnes of hydrogen production per hour
[76]. This type of electrolyzer has a diaphragm between anode and cathode in a liquid
electrolyte of 20-40% potassium hydroxide (KOH) at a temperature of 70-90°C. Water
is split at the cathode into hydrogen and OH– when a voltage above decomposition
potential is applied. The hydrogen gas bubbles created from this process, rise up from
the bottom to the top of the cell on the cathode side (eq. 2.7). The diaphragm allows
an exchange of OH– ions from the cathode to the anode. On the anode side, ions form
to water and oxygen which then gets collected similar to the hydrogen extraction. In
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total, twice the amount of hydrogen is produced than oxygen (eq. 2.8). Nickel, cobalt
and iron are used as catalysts in these processes.

Cathode : 2 H2O + 2 e– H2 + 2 OH– (2.7)

Anode : 2 OH– 0.5 O2 + H2O + 2 e– (2.8)

With an energy demand of 4.3 kWh per 1 m³ H2 (at 273 K, 0.1 MPa) the overall
efficiency of such a system is 70% of the lower heating value of hydrogen. The elec-
trolyzer can operate in part-load operation until 10-40% of its nominal load and can do
a cold start in 60 seconds. These conditions are limited by danger of hydrogen diffusion
from cathode to the oxygen side (anode) when the voltage is decreased which could
result in a highly explosive mixture. Lifetime of alkaline electrolyzer can reach around
90.000 hours [77], however the replacement of degrading electrolyte is much simpler as
compared to e.g. PEM electrolyzer. System prices are stated around 2000e per kWh,
with the goal of a reduction to 500e per kWh in future by increasing power density
and reducing material costs. These systems are used when industry grade hydrogen
5.0 (99.999%) is needed in a medium amount, which would be too small to justify a
SMR [78].

2.3.3 Solid oxide electrolyzer cell

SOECs (solid oxide electrolyzer cell) is the least developed electrolysis technology and
works with a high temperature between 700 and 1000 °C. The benefit of this system
is that the free enthalpy (∆G), also known as the Gibbs free energy, for this reaction
is reduced with higher temperatures as the difference in reaction enthalpy is delivered
by the heat [79]. Thus, the production of 1m³ (3 kWh) of hydrogen only needs 2.6
kWh electricity at this temperature level. It has the advantage of a high electrical
performance while having low material costs and the option of a reverse operation
mode. Due to the high temperatures, stack lifetime is limited currently to around
10,000 hours. Research is working on operation at a lower temperature to prevent fast
material degradation. Prices are still around 2000e/kW with a cost reduction potential
of 30% only by scaling up the process [78]. Due to the high operating temperature
SOEC is not the first choice for a flexible operation schedule. Similar to the alkaline
electrolyzer start-up time are in the range of minutes, with the minimum part-load
hydrogen production of 30% compared to nominal capacity. In contrast to the alkaline
electrolyzer where the alkaline solutions enables the OH– exchange, here the oxygen
ions are created (eq. 2.9 - eq. 2.10) and travels through the ceramic membrane.

Anode : O2– 0.5 O2 + 2 e– (2.9)

Cathode : H2O + 2 e– H2 + O2– (2.10)

2.3.4 Proton exchange membrane water electrolyzer

Proton exchange membrane water electrolyzer work at temperatures comparable to al-
kaline electrolyzer but instead of using a liquid electrolyte they use a thin solid polymer
electrolyte membrane (PEM). This membrane is typically 60 to 200 micrometer thick
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and made out of Nafion. It is embedded in between two electrodes with a thickness of
10 micrometer. Platinium is used as catalyst on the cathode and iridium on the anode.
Using the PEMWE offers many advantages versus existing electrolyzer systems such
as:

• high efficiency

• fast and dynamic load changes

• compressed hydrogen at high purity.

A summarized overview of the different hydrogen producing technologies is given in
Table 2.3.

Table 2.3: Overview of the different typical types of hydrogen production

SMR ALEL SOEC PEMWE

system efficiency 66 - 73 70 high1 50 - 70
response time n/a sec - min min sec
load range (%) n/a 20 - 150 [80] 30 - 100 0 - 2002[80]
Investment costs (e/kWH2) 200 - 400 [81] 1000 2000 2000
operation temperature [78] 600 - 900 [82] 60 - 80 650 - 1000 50 - 80
1 Voltage efficiency is given in literature with <110% [78], however beside electricity, energy is taken

from heat and thus not comparable with the efficiencies of the other technologies.
2 PEMWE can be operated for a short time above nominal load.

De-ionized water is used in these systems and it enters from the anode side of the
cell. The assembly of membrane and electrode (MEA) is inserted in between two
porous transport layers and the bipolar plates. The bipolar plates, usually titanium,
are structured in a way that a constant water flow is enabled towards and the gas
flows away from the MEA. Usually, carbon paper is used as porous transport layer on
the cathode side and sintered titanium foam on the anode side with thickness of 280
micrometer each [34].

Applying a voltage of ≤ 1.23 V to the cell will start the water splitting by supplying
the Gibbs free energy ∆ G0

298 = 237 kJ/mol. Considering the whole reaction enthalpy
however a minimum voltage of 1.48 V is needed to provide the energy of ∆ H0

298 = 286
kJ/mol is needed according to:

Anode : H2O
1

2
O2 + 2 e– + 2 H+ (2.11)

Cathode : 2 H+ + 2 e– H2 (2.12)

Sum : H2O
1

2
O2 + H2 (∆H0

298 = +286 kJ/mol) (2.13)

Typical cell efficiencies lie between 62 % and 82 % based on the LHV of Hydrogen
which is 242 kJ/mol. This corresponds to applied cell voltages between 1.5 V and 2 V
[67] calculated from the cell voltage Ecell with following equation:

ηcell,LHV =
1.23V

Ecell
(2.14)
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Figure 2.1: Hydrogen demand in Germany for the year 2015 and prognosticated for 2050

Due to several auxiliary and safety systems such as electronics, pumps and infras-
tructure as well as faradaic losses, system efficiency is lower than the cell itself and
usually lies between 50 % and 70 % of the LHV. This corresponds to an hydrogen
production rate between 170 and 230 m³/h per installed MW of PEMWE. Hydrogen is
delivered from the PEMWE at 30 bar pressure with at industry grade 5.0 (99.999%).
As water is the only fuel beside electricity to provide energy, no direct emissions are
created by this process.

2.4 Applications of hydrogen

Hydrogen is used nowadays mainly in refineries for the production of syn-fuel, oils, or
lubricants. In the chemical sector, hydrogen is mainly used for the ammonia production,
followed by the methanol synthesis. 80% of the ammonia production in Germany is
used for the fertilizer industry. In the year 2015, a hydrogen demand of 57.1 TWh is
stated in Germany. It is assumed, that hydrogen demand will stay constant for the
production of ammonia and methanol production. Due to an assumed lower demand in
mineral oils, a strong decrease of 83% is claimed for the hydrogen demand in refineries
until the year 2050 [83]. These assumptions are plotted in Figure 2.1.

Besides using hydrogen in agriculture or in the petrol industry, further sectors can
be addressed for future applications:

• Steel industry (reduction agent)

• Energy sector especially as a long-term energy storage

• As fuel in the transportation sector
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Figure 2.2: Share of worldwide hydrogen demand

2.4.1 Hydrogen in agriculture

Industrial produced fertilizers are essential to secure survival of world’s population. In
1996 almost half of world’s nourishment based on the use of fertilizers which led to a
demand of 25 million tonnes (Mt) of nitrogen [84] (or 30 Mt NH3).
Nitrogen, phosphorus and potassium are the three most important plant nutrients. Ni-
trogen is an essential constituent of amino acids found in vegetable, animal and human
proteins. Especially high-energy crops such as peas, beans and soy are cultivated as an
protein source for humans and animals but require a lot of nitrogen. Apart from amino
acids, nitrogen is an important component of chlorophyll needed for photosynthesis of
plants.

Due to the strong binding forces of the N2 molecule, nitrogen, which is found in the
atmosphere at a concentration of 78%-vol., can not be used directly by plants. There
are two processes of how inert nitrogen is transferred from the atmosphere to biosphere.

• Spontaneous lightning strikes or photochemical reactions (about 10% of the nitrogen
for plants).

• Microorganisms or bacteria in a symbiosis with roots of the plants.[85]

The price that had to be paid feeding a constant growing population results in en-
vironmental impact, such as the acidification of groundwater from over-fertilization.
Today, 2-3% of global energy demand is accounted for fertilizer production [86]. About
97% of the nitrogen fertilizers are made from ammonia [87]. In contrast to the Ger-
man hydrogen demand, the ammonia synthesis causes the highest hydrogen demand
worldwide. Ammonia industry accounts for 55% of industrial hydrogen processes [88]
as shown in Figure 2.2.
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Figure 2.3: Gross electricity production of Bavaria in the year 2018. In total 73.9 TWh have
been produced by renewable and conventional power plants

Currently, the Haber-Bosch process is used for the industrial production of ammonia.
At temperatures between 350 and 500 °C, nitrogen and hydrogen reaction takes place:

N2 + 3 H2 2 NH3 (2.15)

In the industrial world, nitrogen can be extracted from air via air-separation units
(ASU). In rectification columns, electric current is used to strongly cool the air and
separate it into the components based on their different boiling temperatures. Most
of the hydrogen needed comes from steam reforming, where natural gas and water are
converted under high temperature and pressure into carbon dioxide and hydrogen. The
production costs of 1 kg H2 is stated in the range of 1e to 3e for central plants but
is heavily dependent on the gas price [89]. To avoid direct CO2 emissions, hydrogen
extracted from water electrolysis can be used, which is powered by renewable electricity.
When using wind power for hydrogen production, the costs according to recent studies
are at 5e to 11e/kg H2 [90]. In 2013, about 3 Mt of ammonia was produced in
Germany [91], of which 83% was processed further in the fertilizer industry [92]. From
the stoichiometry of eq. 2.15 it follows that about 500 kt H2 are needed to fulfill this
demand. Using hydrogen from renewable energy sources with electrolyzer will prevent
the usage of SMR (∼8.8 kg CO2/kg H2) and thus result in a CO2 avoidance potential
of direct CO2 emissions of 4.4 MtCO2

(eq. 2.16). To put this in context, in Germany
alone 66 MtCO2-eq. are emitted yearly in the agricultural sector.

0.5MtH2
·

8.8tCO2

1 tH2

= 4.4MtCO2
(2.16)

The amount of electricity needed to produce the hydrogen via PEMWE sums up to
30 TWh which roughly corresponds to the electricity produced by renewable sources
in Bavaria during one year [93]. The production of electricity for the year of 2018 is
depicted in Figure 2.3.

The additional costs for food due to switching from conventionally produced hydro-
gen to renewables would be negligible. Assuming 1 kg of bread requires 850 g of flour
and the yield of a wheat field is 800 g/m², it will results in a acreage occupation of
1 m² [94]. Around 170 kg Nitrogen per hectare per year is recommended for fertilizing
winter-wheat [95, 96] which results to 17 g nitrogen per m². From eq. 2.15 follows that
about 4 g hydrogen are needed for the production of 17 g Nitrogen.
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2.4.2 Hydrogen in steel industry

In the year 2007 about 67 Mt of CO2 were emitted in the steel sector in Germany. Crude
steel and pig iron production account for two-thirds of these emissions. The latter is
manufactured in a blast furnace with high temperatures up to 2000 °C. Traditional
coke (pyrolyzed coal) is used for the exothermic reaction with injected air leading to
heat and CO2. Beside using coke as a fuel it is also needed as a reducing agent. Coke
and carbon-monoxide react in a weak exothermic reaction to form pig iron eq. 2.17.

2 Fe2O3 + 3 C 4 Fe + 3 CO2 (∆H0
298 = −22 kJ/mol) (2.17)

After the reduction process iron still contains 10% of other components such as phos-
phorous, sulphur, silicon and still 4% of carbon is present which leads to undesirable
material property like brittleness and reduced hardness. Further process steps lead to
different types of steel which fulfill individual use cases. Since 2007 steel production in
Germany reduced by 13% from 48.5 to 42.1 MtSteel [97] and carbon dioxide emissions
by 16% to 56 MtCO2

but still accounts for 6% of Germany’s greenhouse gas emissions
(GHG) [98] (95% of GHG are CO2 [99]). Thus, 1.3 kg CO2 are emitted per 1 kg of
steel, which is twice the value resulting from the reaction (eq. 2.17). The substitution
in the reduction process, with hydrogen from renewable sources, will therefore lead to
a potential of 28 Mt of saved emissions (assumed 0.6 kg CO2 per 1 kg Fe from eq. 2.17).
As it holds true for most chemical processes a constant procedure is vital for efficiency
and product quality. Disturbances or even interruption in the supply with reduction
agents or energy will lead to product loss or time-intensive repairs in the facility (e.g.
glass production).

2.4.3 Hydrogen as one element in security of energy supply

With the phase out of coal and nuclear power-plants, Germany risks giving up her
independence in its energy supply. The new direct gas pipeline from Russia (Nord-
stream II) enables a natural gas supply without passing through other countries before
it reaches Germany. For the transition phase from coal to natural gas this project is
a feasible solution. Today underground gas storage with a capacity of 85 TWh [100]
exists in Germany which are available to ensure energy supply.

With the decision of a fossilized energy supply and the plan of an expansion of re-
newable energy technology capacities, the question of energy storage arises. For daily
shifts battery storages are a possible solution. Li-Ion batteries with prices between
200e to 400e per kW and kWh [101] and about 20.000 cycles in lifetime are expen-
sive but feasible for small scale applications. Due to the fast response time of battery
storage they can contribute to grid stability as the future energy system lacks inertia
from rotating masses of conventional power-plants. This can lead to imbalances in grid
frequency which is not compensated sufficiently anymore [102]. Existing battery stor-
age range from capacities of some hundred kWh (EEBatt) [103] for frequency stability
[104] and up to 50 MWh (Jardelund) [105] for a long-term storage.
The plan of increasing installation of renewable energy capacities is a right step to an
independent. However, the electricity output is depending on the fluctuation of wind
and the day-night shift of solar irradiation. This is different to the existing demand
orientated energy supply where industry produces in base-load and electricity tariff-
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structure are usually too flat for being incentive enough to change citizen’s behavior.
Smart-meter, smart-buildings and further smart implementations can help to overcome
some of these problems in small scale time shifts.
Hydrogen as energy carrier for storing and later reconversion into electricity is a pos-
sibility especially for long-term energy storing. The cost intensive components are the
electrolyzer for splitting water with energy into hydrogen and oxygen as described in
detail in Chapter 2.3.4. This hydrogen can be burned similar to natural gas to meet
heat demand. Existing gas-pipelines offer the possibility of holding up to roughly 10%
concentration of hydrogen and further keep the function of distributing the energy. In
case of covering electricity demand, a fuel-cell is needed to reverse the water-splitting
process. As energy surplus from renewables will occur randomly, a flexible system is
needed which sets PEMWE and PEMFC from the technical parameters as a first choice.
With prices around 2000e/kW they lie in and order of 10 compared to Li-Ion batteries.
System costs are strongly defined by charging and discharging power. In contrast to
Li-Ion batteries, energy content is relatively cheap, as this is defined by the hydrogen
storage. Large amounts of energy can be stored in form of hydrogen in caverns which
are available in the north of Germany [106] with a price around 200e/MWh [107]. A
recent study calculated the technical potential of Europe’s hydrogen storage capacity
in salt caverns to 84.8 PWhH2

. Regarding this study, Germany has the highest poten-
tial with 9.4 PWhH2

which corresponds to 70 defined standard caverns (500,000 m³)
each with a storage capacity of 133 GWhH2

(onshore) [107]. Thus, Germany has an
excellent access to long-term energy storage in form of hydrogen. Compared to this,
existing pump storage in Germany reaches a capacity of about 40 GWhel with a power
of 7 GW [108].

2.4.4 Hydrogen in the transportation sector

Worldwide energy demand in transportation sector is stated with 33 PWh and pre-
dicted to exceed 44 PWh until 2040 [109]. In Germany as well as in the USA 30% of
the total energy demand accounts for the transportation sector. The most popular al-
ternative versus internal combustion engines (ICEs) are battery electric vehicle (BEV)
as they are currently discussed in all public media [110], [111], [112]. BEV have the
advantage of a very high overall efficiency including low losses in charging, discharging
(including self-discharge rate) and excellent kwh per km ratio. Energy for propulsion is
stored in batteries which are significantly determine the purchasing cost of BEVs [113].
The C-rate of batteries is limiting the charging progress of these vehicles and can make
refueling a time-consuming process. Tesla is leading with the highest recharging rate
of 120 kW from their supercharger stations [114], [115]. Charging 1/3 of the total range
of Tesla’s Model S (610 km) is taking only 15 min. Tesla already announced an update
for some vehicles to further increase charging rate to 250 kW [116].
Besides, another promising alternative to use are vehicles with fuel cells which burn
hydrogen to create electricity including the benefit of fast vehicle charging. Daimler
currently announced their first electric vehicle combining fuel-cell and plug-in-hybrid-
technology in the GLC F-CELL series. With a tank size of 4.4 kg hydrogen compressed
at 700bar, 430 km distance can be driven from hydrogen without refueling. The 2100 kg
heavy Mercedes demands 1 kg H2 per 100 km in hydrogen mode and 0.27 kWh in bat-
tery mode which extends the total range by additional 50 km [117]. The hydrogen
tanks weight roughly 100 kg and have a volume of 150 dm³ at 700bar [118]. In com-
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parison only the battery pack of the Tesla Model S edition with a size of 85 kWh,
already weights about 540 kg. This corresponds to 25% of the total mass of the Model
S with a range of roughly 420 km [119]. However for BEVs no additional weight will
be added for a fuel cell which is the case for FCVs. In addition, Daimler announces,
that the refueling process of the GLC F-CELL is finished within 3 minutes [120]. in the
following chapters, the two technologies FCVs and BEVs are implemented in an energy
system model (Chapter 3). In addition, especially for the FCVs their impacts during
life-time is analyzed in Chapter 4. In the following, a few applications are mentioned
which illustrate the importance of hydrogen in the transport system. One example of a
possible hydrogen application for heavy duty vehicles was discussed during my research
stay at the University of Texas in Austin at the Energy Department. Thus, Texas is
mentioned in the following as an use case abroad. Then the focus is set to Germany.
Applications in the field of passenger and freight transport as well as aviation are listed
and compared based on the hydrogen demand.

Texas with its heavy petrol industry is currently increasing its share of renewable
energy especially for wind, making hydrogen a promising alternative energy carrier.
Especially the Texas triangle with the vertices in Houston, San Antonio and Dallas has
a potential hydrogen demand for light duty vehicles of 3.9 billion kg per year. Includ-
ing the other parts of Texas increases hydrogen demand up to 5.3 billion tonnes [121].
The study conducted by Nagasawa et al. uses sensitivity analysis of different marginal
prices for hydrogen, to estimate the amount of environmental friendly hydrogen pro-
duction. It revealed that having a marginal price of $ 4 per kg hydrogen will result into
0.84 billion kg of economical feasible hydrogen production which could cover 22% of the
future hydrogen demand of the Texas triangle. During early morning hours cheap wind
energy could be used to already cover 10% of the demand at a marginal costs of $ 1 with
electrolyzer which are assumed to have 75% system-efficiency. Compressed hydrogen
as fuel for light duty vehicles as well as for trucks below 10 t mass and close operation
distance ranges is a feasible solution. For longer transportation distances, trucks with
up to 40 t in mass and operating ranges up to 1000 km, compressed hydrogen would
not be applicable but liquefied hydrogen could be feasible as energy density can be
increased further. However, the cost difference and energy losses between compressed
and liquefied hydrogen are significantly different [122].

Hesse, a state in Germany, just announced a plan to own the largest fuel-cell fleet
in the world. 27 trains will be powered by fuels cells in the Rhein-Main area powered
by hydrogen from the industry park in Höchst which is located in Taunus. As in many
applications a hybridization of a battery next to the fuel-cell combines the benefits
from recharging by recuperating of brake energy and power for acceleration. As in this
case-study the hydrogen is a byproduct of the chemical plant it can be re-used now but
still not be claimed as CO2 free [123].

By 2050 worldwide, urban population will increase by 25% [124] which will lead to
an increased demand for public transportation. Buses are one possibility for inner-
city connection which are operated by diesel today. Beside biofuel, hydrogen will be
an opportunity for less air pollution in cities. Compared to electrifying buses with
overhead connection line, hydrogen based solutions require no new expensive infras-

29



2 Power-to-X

tructure. The benefit of using FC buses instead of battery electric buses is revealed
especially in winter. The passenger space is defined by big window areas and results
in high heat losses due to the opening doors at every stop. During cold winter the
energy consumption of a bus can easily double up to 2 kWh per km driving due to
these additional heating requirements. Fuel-cells are beneficial in this environment as
their waste heat (60-80 °C) is a suitable heat source for adapting passenger’s ambient
temperature [125]. Battery driven buses have problems due to the cold environment
to provide the nominal capacity and power. As 400 km range is needed to cover the
whole transportation spectrum of buses in cities a drop down to 150 km will already
reduce the field of application by 70% [126].

With the high amount of energy needed for the propulsion of e.g. ferries, liquefied
hydrogen and therefore cryogenic storage are needed in marine applications. With
around 2 t of hydrogen used per day per vessel, cheap fuel costs are dominating the
upfront capital investment decisions. In addition, vessels do have long lifetimes which
further reduces the importance of capital costs. Aggravated by the fact that most ves-
sels are manufactured to individual applications, a roll out of new propulsion systems
might be hampered [122].

In the field of aviation, carbon-based fuel use is currently seen as the only alternative
[33]. PtX technologies such as co-electrolysis can meet precisely these requirements and
produce a synthetic fuel. In 2016, the energy requirement in Germany for aviation was
about 390 PJ, which corresponds to about 9 million tonnes of kerosene. Another possi-
bility, however, is the direct use of hydrogen as an energy carrier. Due to the high power
density required for take-off operations, the use of fuel-cells is ruled out. However, hy-
drogen can also be burned directly in turbine engines with with some adjustments.
Due to the low volumetric energy densities, it is liquefied at about −253 °C (LH2).
Although the gravimetric energy density is 2.8 times higher than that of kerosene, it
still requires about 4 times the volume to provide an equivalent amount of fuel. A
further hurdle is that fuel is usually stored in airplane wings, which will not be possible
with cold liquefied hydrogen, due to the weight of the storage as well as an increasing
chance that icing of the wings can occur due to (LH2). One possibility is to store hy-
drogen in the fuselage, but this reduces capacity of passengers in a typical A380 from
555 to 211 [127]. To burn LH2, it is first converted to a gaseous state, which can be
achieved at a sufficient rate via a heat exchanger despite the low temperatures due to
the lower air density and lower boiling temperature at heights. Already in 1975, NASA
published a study together with Lockheed concerning the ”Application of hydrogen
fuel to long-range subsonic transport aircraft” [128]. A more recent research in this
field is the Cryoplane project, which similarly focuses on the same requirements such
as heating up hydrogen before combustion and decreasing weight of cryogenic storage.
For the design of a passenger aircraft, the approach is to implement the fuel-tanks
above the passenger’s cabin into the roof structure, whereby less interior space is lost
but the aircraft will significantly increase its heights. A comparison between hydro-
gen and kerosene is made in Figure 2.4 and shows that H2 combustion is a cleaner
process, as fewer amounts of greenhouse gases such as nitrogen and no carbon dioxide
are emitted but therefore about 2.5 times more water vapor [129]. Depending on the
altitude, greenhouse gases have a different global warming potential (GWP), which is
for CO2 very constant over a 100 years period, whereas the GWP of contrails at travel
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Figure 2.4: Exhaust components of 1 kg kerosene-eq. (0.36 kg H2) with a gravimetric air to
kerosene ratio of 316:1

altitudes between 10 and 12 km (33-38 thousand feet) is about twice as high [130],
[131]. Since water or ice crystals are a component of contrails, an increased emission
of water vapor at these altitudes can have negative consequences with regard to global
warming [132, 133].
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As presented in the previous chapter, there are numerous use cases for PtX technolo-
gies. As this abbreviation already contains the word ”power”, the availability as well
as the power source is a decisive factor to determine PtX potentials. electricity should
be procured on the basis of renewable power generation in order to exploit its full
potential in terms of climate protection. It is therefore an object of investigation to
describe the electricity system in which future PtX technology will be placed. Thus,
identifying the potential of the PtX technologies using energy system models is a suit-
able approach. The character of an energy system model is guided by its assumptions
and is characterized by individual results. In order to model future energy systems,
premises are used to build a pathway into a possible future which are characterized by
various scenarios which are used for describing a certain point in time.

Energy system modeling began in the early 1970s for analyzing energy systems and
especially for energy supply to better understand power subsystems. Mostly, these
models address a specific problem and require beside skill and good data also com-
puting power to solve the problems with mathematical algorithms. Energy balance
in respect of accounting all energy flows is a common and useful way for representing
energy systems. For a detailed depiction the reference energy system was introduced
by Hoffman and Wood in 1976 [134] which adds the aspect of network description to
the energy balance framework. Two different approaches of modeling are developed
and used today: the top down approach which is mainly used from the macroeconomic
view is based on the influence of price and market design and the bottom up approach
which represents the technical characteristic of the energy sector [135]. Between these
two extremes lie multiple hybrid solutions that are more inclined towards one of the
mentioned approaches.

3.1 Literature review on energy system models

As several studies of applied energy system models are available [136] having different
goal and scope. Some are focusing explicitly on the energy sector [137] and some trying
to draw a full picture by including other relevant sectors [41].

Pfenninger describes an energy system ”as the process chain (or a subset of it) from
the extraction of primary energy to the use of final energy to supply services and goods”
[138]. He divides the models into four different categories that are relevant for energy
policy:

1. Optimization of energy systems: These models use methods of optimization to
answer the question of the development of future scenarios.

2. Simulation of energy systems: In contrast to optimization methods, simulation
uses the behaviour of a system to make predictions.
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3. Power systems and electricity market models: These models focus exclusively on
the electricity sector to develop scenarios and make predictions.

4. Mixed methods of scenario development: Based on qualitative or diverse methods,
rather than strictly mathematical models.

Pfenninger further distinguishes the first two groups according to defined pairs of
purpose: simulation/forecast, and optimization/scenarios”. In this thesis, the method
of the first category is used to answer the question about the provision of energy for the
production of hydrogen via PEMWE. However, the boundaries between the first and
second category are blurred, as for example the availability of wind and solar energy is
simulated with the claim of perfect foresight.

The backbone of energy system models have been the optimization method mainly
designed with a bottom-up approach. This has the advantage of a detailed description
of physical parameters to describe technical components. However, these models must
be simplified so that their results can be traced and interpreted. In the following a few
representatives of existing energy system models and use cases are mentioned which
are mainly from the categories one and two as presented [138].
Most of current studies claim to give an insight into the future and therefore involve
predictions on the costs of fuels and batteries or limitations in renewable energy capac-
ities and storage. Changing these parameters, also causes the results and conclusions
of different models to change as the object function is usually minimizing costs. Beside
these predictions, models simplify and abstract the reality. Some models allow the indi-
vidual parameter settings and offer the user a higher degree of freedom while some are
very limited. HOMER [139] is a model previously used for industrial purposes which
comes with a comfortable GUI but lacks of limited insight into the model. It is a com-
mercial tool which is due to the implemented functions being very limited in means of
changing input parameters or giving more detailed insight into specific model functions.
Another tool is TIMES [140] which might be one of the most known optimizations pro-
grams which enables the modeler to use it for a variety of applications. Beside the
commercial solutions, over time a variety of different free open-source programs were
developed such as urbs [141] or OSeMOSYS [142]. Most of energy system models are
based on a cost-minimizing optimization problem but differ in regional or spatial res-
olution and scale. Also, some technical features are implemented differently such as
using a total CO2 budget over several years or a yearly constraint. Regional resolution
lead to additional complexity as the question of granularity and energy transmission
need to be answered. Pfenninger for example uses Calliope [143] for giving an answer
to the share of different energy sources having in scope Great Britain [144]. Industry
related models are also found as Edelenbosch [145] addresses this sector in a long-term
run, setting his scope on energy demand and green house gas emissions until 2100.
Rinkjob [146] reviewed a variety of existing models describing future energy systems
with high shares of renewables and distinguished them in their methodology like linear
programming (DIETER, urbs, EMMA), mixed integer programming (AURORAxmp,
BALMOREL) or agent based modeling (GridLAB-D, EMLab-Generation) to mention
few. Beside the mathematical methods employed, some of these models also differ in
their implemented features. Some of these features are future possibilities while not
common today, such as demand-side-management (DSM), but could be adapted to the

34



3.2 Model-generator urbs

society (e.g. by using smart-meters).

All the reviewed models mentioned, have in common, that primary energy is con-
verted into final energy by means of technologies. Thereby, the the solution space of
the models is limited by certain constraints such as capacities. What is not taken into
account is the energy which had to be expended for manufacturing of these energy-
converting technologies. In fossil power plants this energy input and the associated
CO2 emissions are negligible compared to the output of electricity and CO2. There-
fore, for example, the emissions of a coal-fired power plant per kWh of electricity are
determined by stoichiometric combustion and the efficiency of this technology. Wind
power plants, on the other hand, do not emit any CO2 according to this approach.
This is a new problem in energy system modeling in general, which was noticed during
the P2X project and which has to be considered especially for the ambitious climate
protection goals. For this reason the missing sector, the manufacturing of electricity
producing technologies, is taken into account for energy system modeling in the fol-
lowing. However, first of all an energy system model is conventionally developed and
extended by the manufacturing sector for renewable energy technologies in the later
chapters. The different stages of the conventional modeled energy system are shown
below:

• Presentation of the model generator used

• Development of a scenario with focus on heat demand in municipals

• Development of a scenario with focus on hydrogen demand in Germany

• Modeling of an energy system with 16 nodes for Germany

• Reduction of the 16 node problem to a 1 node model

In later chapters, the results of the 1-node model is used to discuss the general
methodological problem of energy system modeling under very limited CO2 emissions.

3.2 Model-generator urbs

The linear programming tool urbs with a perfect foresight is exclusively used in this
thesis for conducting the energy system modeling. urbs is programmed in the Python
language and was published in the Ph.D. thesis of Dorfner in 2015 [147]. The ba-
sic method was presented first time by Richter who used a reference energy systems
for representing the electricity and heat supply in Augsburg during his dissertation
[148], as he named this method Urban Research Toolbox: Energy Systems (URBS).
Dorfner used the opportunity to further develop this method and maintaining a new
published version. It is a linear optimization model generator that calculates the min-
imum cost of expansion and dispatch of power-plants within a defined energy system,
limited by the operating conditions and constraints such as CO2 emissions or maxi-
mum capacity potential. The model allows the mapping of several sectors with their
respective interactions such as energy transmission and coupling of different energy
sectors. The complexity of each processes are simplified regarding the technical pa-
rameters, allowing the calculation of large systems. The code is published open source
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on GitHub and extended the functionality of urbs is constantly developed. The in-
terface is easy accessible via Excel sheets for feeding the model with input data. An
extensively description is available (https://urbs.readthedocs.io/en/latest). Through
ongoing maintenance, urbs receives updates and new features in periodical intervals.
As easy it is to use the interface, as skillful modeling practice is required to describe a
given problem efficiently by keeping problem size low. As the problems easily exceed
memory (RAM) of personal computers specialized high-performance computers are
used for complex problems when simplifications are not possible. The standard form
of a linear optimization problems as used in urbs can be written as a minimization
problem such as:

min
x
cTx

s.t.Ax = b,

Bx ≤ d,
x ≥ 0,

(3.1)

where c is the vector of cost coefficients and x the vector of variables. A and B are
the coefficient matries for the vector x belonging to the equality and the inequality
constraints respectively. The vector of variables is given with:

xT = (ζ, ρct, κp, κ̂p, τpt, ε
in
cpt, ε

out
cpt ) (3.2)

Where ρ are the amount of stock commodities (c) used by different existing or new
process (p) capacities (κ, κ̂). τ describes the process throughput and ε the total inputs
and outputs of the commodities.
urbs uses a set of equations for its method, which are given in the following. The
parameters and variables used are listed in Table 3.1.

As the objective is to minimize total system costs, the total annualized system costs
can be written as:

ζ = ζinv + ζfix + ζvar + ζfuel + ζenv (3.3)

These costs are separated between ones which are related to the capacities of processes
(p) such as annualized investment, annual fixed costs and ones related to energy flows
such as fuel and variable costs. Environmental weighting such as CO2 taxes are not
used. This also holds true for purchase processes which allow a power exchange with
other regions. Variable costs are extended to a year while investment costs are once
paid and are depreciated over a period of time (n). To do so urbs uses the annuity
method by calculating an annuity factor (eq. 3.4). This factor is multiplied with the
newly build capacity (κ̂) and specific investment (J) of the corresponding extended
process (p) by taking into account a weighted average cost of capital (i), which was set
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3.2 Model-generator urbs

Table 3.1: List of variables and parameters used in urbs [147]

Name description

ζ systems costs
ρ stock commodities
K existing capacity
κ̂ new installed capacities
κ total capacities
π Transmission capacities
ε commodity flow
k cost factor
p process
s storage
K minimum allowed capacity

K maximum allowed capacity
CB commodity balance function
t modeling time step
a arc (start/end of a transmission device)

l maximum stock per time step

L total available stock
e efficiency factor
w weighting (if less than a year is modeled)
v region

M global limit of CO2 emissions
r input/output ratio of a process
d commodity demand
τ process throughput
z time series
I state of charge
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to 5%:

ζinv =
i · (1 + i)n

(1 + i)n − 1︸ ︷︷ ︸
annuity factor

·

∑
p∈P

kinvp κ̂p +
∑
f∈F

∑
a∈A

kinvaf κ̂af +
∑
s∈S

(kc,invs κ̂cs + kp,invs κ̂ps)

 .

(3.4)

Annual fixed costs describe specific costs (kp) for maintenance and staff per installed
capacity and is given by:

ζfix =
∑
p∈P

kfixp κp.
∑
p∈P

kfixp κp +
∑
f∈F

∑
a∈A

kfixaf κaf +
∑
s∈S

(kc,fixs κcs + kp,fixs κps) (3.5)

Variable costs are added when processes and scale with the utilization and thus
related to energy throughput. The variable costs are describe by kvarpt per time step
and etrapolated over a whole modeling horizon of one year with the weighting factors
w and ∆t:

ζvar = w ·∆t
∑
t∈T

∑
p∈P

kvarp τpt
∑
a∈A

∑
f∈F

kvarp τ inaft +
∑
s∈S

(
kc,vars εconst + kp,vars (εinst + εoutst )

) .

(3.6)

Fuel costs represent the fuel needed for a specific process to convert energy, adding
up over time. The costs are depended on the specific costs per fuel (kfuel) and usage
of the total fuel available on the stock market (C):

ζfuel = w ·∆t
∑
t∈T

∑
c∈C

kfuelc · ρpt. (3.7)

Independent of the model time, expansion constraints are defined for the individual
processes. The installed capacity is described by the existing Kp and new capacity κ̂p:

∀p ∈ P :

κp = Kp + κ̂p,
(3.8)

and restricted to the minimum (Kp) maximum (Kp) allowed capacity, given as pa-
rameter:

∀p ∈ P :

Kp ≤ κp ≤ Kp.
(3.9)

The central rule for the urbs model is the vertex rule that express the commodity
balance (CB) for every process at time (“Kirchhoffs current law”) as shown for one
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region:

∀c ∈ Cst, t ∈ T, f ∈ F :

CB(c, t) =
∑

c,p∈Cout
p

εoutcpt −
∑

c,p∈Cin
p

εincpt +
∑
s∈Sc

εoutst −
∑
s∈Sc

εinst +
∑
a∈A

∑
f∈F

πoutat −
∑
a∈A

∑
f∈F

πinat.

(3.10)

The helper function describes, the difference between energy demand and supply from
commodities. This contains losses due to process efficiencies and effects from energy
storage (s) and transmission lines (π). Where f describes a transmission of energy
between arcs (a). Thus, any consumption (CB > 0) must be covered by a source term
(ρ > 0) and any commodity surplus (CB < 0) leads to an additional demand (d > 0)
that must be supplied by:

dct + CB(c, t)− ρct ≥ 0 (3.11)

The limitation of stock commodities is given by a maximum amount per time (lc)
step as well as the total amount (Lc) during modeling horizon given in 3.12:

∀c ∈ Cst :

w
∑
t∈T

ρct ≤ Lc

∀c ∈ Cst, t ∈ T :

ρct ≤ lc.

(3.12)

Transmitted energy output is limited by the transmission line efficiency (eaf )

∀a ∈ A, t ∈ T, f ∈ F :

πoutaft = πinaft · eaf ,
(3.13)

where the maximum transmitted energy flow input is restricted by its capacity (κaf )

∀a ∈ A, t ∈ T, f ∈ F :

πinaft = κaf .
(3.14)

The range of minimum K and maximum expandable K transmission capacity is limited
by given parameters

∀a ∈ A, t ∈ T, f ∈ F :

Kaf ≤ κaf ≥ Kaf .
(3.15)

The actual installed capacity κ is calculated by the existing and newly installed capacity

∀a ∈ A, t ∈ T, f ∈ F :

κaf = Kaf + K̂af .
(3.16)
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The maximum amount of emitted carbon dioxide (M
CO2

) is set as a parameter and

restricted by

w
∑
t∈T

∑
v∈V

CB(v,CO2
, t) ≤M

CO2
,

(3.17)

where v represents one site out of all regions (V ) for which the total CO2 emissions
are limited. In order to enable multiplie input multiple output (MIMO) functionality,
where more than one products are taken as an input and/or produced by a process,
eq. 3.18 is introduced. The throughput (τ) is defined by the process flow ε, for the
input and output, multiplied by an constant factor (r).

∀p ∈ P, c ∈ C, t ∈ T :

εinpct = rinpcτpt

εoutpct = routpc τpt,

(3.18)

With the throughput which is also used to calculate the variable costs (eq. 3.6), a
process such as Combined Heat and Power (CHP) unit can be described which has the
two commodities heat and power as output. The overall efficiency (η) of a process (p)
to convert an input commodity (c1) into an output (c2) is given by:

η =
routpc2

rinpc1
(3.19)

and limited by the capacity of that process

∀p ∈ P :

τpt ≤ κp.
(3.20)

The storage capacity is defined by its storage capacity (κc) and storage power (κp)
which are defined (in case of capacity) by the new installed capacity (κ̂c) and the
already installed capacity (Kc).

∀s ∈ S :

κcs = Kc
s + κ̂cs

κps = Kp
s + κ̂ps.

(3.21)

The total installed capacity and power are in the range of the defined boarders, ‘Kc

describe maximum content and Kc the minimum, as given in:

∀s ∈ S :

Kc
s ≤ κcs ≤ K

c
s

Kp
s ≤ κps ≤ K

p
s.

(3.22)
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The storage state is calculated by the equilibrium of every outflow, inflow of every
timestep and added to the content defined by the previous timestep

∀s ∈ S :

εcs,t = εcons,(t−1) + εcons,t + εins,t · eins,t − εouts,t · eouts,t ,
(3.23)

where the final storage (εt=end) state must meet (or exceed) the initial content of the
modeling period (εt=0) which is defined by the state of charge (Is.) at the beginning.

∀s ∈ S :

εcons,(t=0) = εcons,(t=end)

εcons,(t=0) = κcs · Is.

εcons,(t=end) ≥ κ
c
s · Is

0 ≤ Is ≤ 1.

(3.24)

Another type of commodities others than ”stock” are intermittent (im). There avail-
ability is given by time related constraints, as time series (z), and define a process (ε)
output as

∀p ∈ P, c ∈ Cim, t ∈ T :

εincpt = zct · κp.
(3.25)

Typically they are used for renewable energy systems such as PV, where the installed
capacity (κ) is stated in the unit MWp. This equation (eq. 3.25) makes clear, that work-
ing with intermittent variable will require a curtailment process to dissipate surplus
on commodity outflow to meet the commodity balance (eq. 3.10). Otherwise, artifacts
will occur such as an increased use of storage or transmission due to their efficiencies.
By changing the ”=” sign into ”≤” in eq. 3.25 will solve this issues. However thereby,
surplus power is less traceable which might be important in the field of energy economy.

After this model is set up and filled with parameters, the problem is reformulated
into a Pyomo model and solved with a mathematical solver (glpk, gurobi). For a bet-
ter data handling input and output values are stored in a dictionary format and are
combined in a HDF5 file for further evaluation.

In the following of this chapter two models are built and solved by using the urbs
method. The first is focusing on the heat sector on municipality level by using surplus
power for sector coupling. The later describes the electricity sector of Germany and
couples with the private transportation sector. This is done by introducing hydrogen
as an new energy carrier (commodity) to the model. The geographical granularity is
first chosen to model all 16 states of Germany and in a second step condensed to one
node.
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3.3 Development of an energy system model focusing on
Power-to-Heat

PtH is a very efficient conversion method compared to other PtX technologies such as
PtF. Additionally, the heating sector accounts for nearly half of the energy demand in
Germany and thus has a very high potential for decarbonization. Hot spots for concen-
trated heat demand are, for example, in cities where the infrastructure for distributed
space heating is already present in some of them in Germany. Commonly, CHP is used
as an efficient technology to prevent individual decentralized heating solutions. Sac-
rificing a slight efficiency in electricity generation, the utilized heat from combustion
brings a lot of benefit.However, it should be taken into account that this currently
efficient solution, will soon lose this status. The reason for this lays in the fact, that
CHP usually runs on natural gas, thus emissions are still linked to a fossil source which
needs to be prevented in future to reach climate goals. To estimate the year from
which electricity from natural gas powered CHP will be inefficient, specific emissions of
electricity are calculated and plotted. Figure 3.1 sketches the projected governmental
climate policy targets from Germany [10], projected emissions of electricity from the
grid and the generated power from CHP calculated by different methods [149]. As
VDI 4661 does not specify one true allocation method, emissions of CHP in this study
were calculated by using the Finnish method. Coefficients (efficiency parameters and
specific CO2 emissions per kWhgas (ĉgas) are taken from literature [149]. The pre-
sented methods enable the calculation pf specific (eq. 3.27) specific CO2 emissions (ĉel)
by using the efficiency of reference systems for a separate heat (ηth,ref) and electricity
(ηel,ref) production. These results are then compared with the typical CHP efficiencies
for combined heat (ηth) and power (ηel). The PES number (eq. 3.26) represents the
primary energy saving from separate heat and electricity production.
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Figure 3.1: Predicted specific CO2 emissions of the German electricity mix (black line) com-
pared to the Finnish (green, dotted) and IEA (purple, dashed) allocation method.
The intersection indicates the year when CHP will lose the status of an efficient
technology as additional emissions will occur compared to using electricity for
heating.
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Table 3.2: Installed capacity of renewable energy technologies in Mecklenburg-Western
Pomerania

Technology 2015 2030 2050

Offshore (MW) 336 3,800 8,100
Onshore (MW) 2,884 7,866 14,755
PV (MWp) 1,373 2,515 4,000

PES = 1−
(

ηth
ηth,Ref

+
ηel

ηel,Ref

)−1
(3.26)

ĉel =
1− PES

ηel,Ref
· ĉgas (3.27)

A case study is presented below to propose a method of solving the problem of inef-
ficient CHP utilization. This is done by using surplus power from the state to enable
a PtH supply for a coastal city in the northern part of Germany.

In this study, conducted for Greifswald [150, 151, 152], an energy optimization problem
is solved to meet the heat demand of the city. From the results it can be stated that us-
ing heat from surplus power combined with heat storage systems is a low-tech solution
to cost-efficiently reduce CO2 emissions in that sector. It is shown that a reduction of
40%-80% of CO2 emissions in the heating sector can be achieved by using PtH in the
year 2030 and 2050. This methodology is cheaper compared to an ambitious renovation
of the outdated building insulation in Greifswald. A heat storage of 900 MWh (2030)
and 1500 MWh (2050) is needed, which is not more than 19 kWh per citizen in average.
Furthermore the specific heating costs will be raised by just 11% from 2017 to 2030
and another 6% until 2050 by implementing this solution.

3.3.1 Method of the Greifswald study

The method determining the potential of available power surplus (β) is calculate by
eq. 3.28

βt =
∑

r∈RES

εr,t −
(
dt +

∑
l∈Lines

·SILl · ξl
)
. (3.28)

where (ε) is electricity production in (MWh/h) from source (r), where (r) is part of
(R) technologies considered (on-, offshore wind, and solar power respectively) as stated
in Table 3.2. The electricity demand is depicted by the letter (d) (MWh/h), (ξ) is the
load factor according to the St. Clair curve which is shown in Figure 3.2, and SIL is
given by equation 3.29.

For the year 2030 and 2050 the predicted installed capacities of renewable energy
sources (RES) in the federal state Mecklenburg-Western Pomerania are taken from
several studies [153, 154, 155, 156] and stated in Table 3.2.
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Typical wind and solar potential is taken as a time-series to provide hourly (t)
energy supply. The premise is set, that the difference between the electricity (ε) from
renewable sources (r) and the electricity demand (d) of the region, which exceeds
transmission grid’s capacity (SIL · ξ), is defined as surplus power. Furthermore, it is
assumed that this surplus is a time related energy pool from which only PtH devices
can drain. The transmission line (l) capacity is approximated by using the St. Claire
curve Figure 3.2 together with the calculation of the surge impedance loading (eq. 3.29)
of a specific transmission line. It is a simple method to describe the capability of power
line transmission. It comprises three different influences whose domination depends on
the line length and results in a hyperbolic shape [157]:

• thermal limit (0-80 km)

• voltage drop (80-320 km)

• angular stability (320-960 km)

The load factor (ξ) given by the St. Clair curve is stated on the y-axes in Fig-
ure 3.2. It can be interpreted as a multiplicator by which the transmission line’s power
limit is changed. As seen in the figure, for line lengths greater than 480 km, the load
factor of the transmission line falls under 1. The nominal transmission capacity of
a power line is defined by the surge impedance loading (SIL) which depends on the
voltage level (V), the line inductance (L) and the capacitance (C). For a 230 kV trans-
mission line, an inductance of 0.5 mH and a capacitance of 6.33·10−6 mF is taken.
The 380 kV transmission line is described with 0.3 mH and 4.61·10−6 mF [158], [159],
[160]. The length of the main transmission lines are measured using ArcGIS. Shape
files including power level of the lines are used as input for the software. Since the
shape files are not always accurately labeled, additional information is taken from
the 50hertz grid operator [161]. Only transmission lines interconnecting Mecklenburg-
Western Pomerania with other states are used for representing the surplus power of
this particular state as this is the energy which would be lost due to the lack of power
transmission capacity. The connection between Mecklenburg-Western Pomerania and
its western neighbor Schleswig-Holstein was not taken into account as it is assumed that
Schleswig-Holstein will have the same situation of a surplus power generation. This is
due to the large amount of offshore wind turbines which are installed in the North-sea
which is close to the Baltic-Sea. Therefore it can be assumed with reasonable confi-
dence that the timeseries of wind in Schleswig-Holstein will not change significantly to
that of Mecklenburg-Western Pomerania and an energy exchange between these two
regions is not likely. The overall calculated transmission lines are stated in Table 3.3.
A plausibility check was done as a follow-up with the corresponding grid operator.

SILl = V 2
l ·
√
Cl

Ll
(3.29)

3.3.2 Model description

To solve the optimization problem, an energy system is modeled to find the optimal
power mix for the investigated scenarios defined by their minimum costs. The model
determines the optimal combination of investment and variable costs for a given set
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Figure 3.2: St. Clair curve

Table 3.3: Main transmission lines taken into account for energy exchange between
Mecklenburg-Western Pomerania and neighboring federal states except Schleswig-
Holstein

Name Voltage (kV) Length (km) Load factor (ξ) Capacity (MW)

L518
380

175 1.85 1,047
L517 175 1.85 1,047
L513 170 1.95 1,103
L514 170 1.95 1,103
L331

230

214 1.73 357
L332 180 1.9 352
L305 30 3.7 696
L306 30 3.7 696

Total 6,401
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Figure 3.3: Model structure: The units “energy supplier” and “state region” supply the de-
mand of the unit “district heating (DH)” and “non-district heating (NDH)”. The
“transformer” module (called ”Trafo” by its German name in figures) is optional
to add taxes to electricity production costs which are not coming from the excess
energy process or “DH/NDH” photovoltaic (PV) systems. In the NDH area, heat
can also be supplied by solar-thermal (ST) systems.

of conventional as well as PtH technologies. It differentiates between energy carriers,
technologies for energy conversion, transmission infrastructure and storage options.
All model components are represented through linear constraints, parameterized by
technology properties such as costs, energy conversion or emissions. Fluctuating in-
termittent renewable sources are represented through normalized time series of their
availability in each of the simulation time steps. The actual energy output of installed
peak capacities (MWp) of wind farms and photovoltaic systems per hour are limited by
the normalized time-series between 0 and 1 every hour. This implies perfect foresight
for both, capacity planning and operational scheduling.

An overview of the model structure is given in Figure 3.3 which describes the power
flow from left to right. The vertical lines represent the energy carrier, horizontal lines
connection input and output flows with technologies, depicted as boxes. The model is
separated into five modules which represent different characteristics of the system:

• The surplus power which is calculated in the state module (by using eq. 3.29)
represents the state region including installed wind capacities from on- and off-
shore as well as transmission line capacities.

• The part of the city which is connected to the district heating grid, is represented
by the DH module. Here, the energy for spacial heating is generated in case
of using PtH technologies with electric heaters in combination with large heat
storage.
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3.3 Development of an energy system model focusing on Power-to-Heat

• The decentralized heat supply is represented by the NDH (non-district heating)
module, where individual heating solutions are provided. One option is to use
natural gas as a fossil energy carrier or solarthermal panels for direct heat pro-
duction. Photovoltaic paired with heat-pumps or small electric heater is another
option.

• Within the energy supplier module, energy for spatial heating is generated by
central units from the municipal utility with CHP fed via natural gas.

• Finally, the trafo module represents the point where the transmission grid ends
and distribution grid begins.

Heat is provided by centralized or decentralized technologies as well as using elec-
tricity from different energy sources. The municipal energy supplier is modeled by the
CHP capacities, efficiencies and fuel costs. Detailed information regarding the assumed
costs and emissions per technology are given in the Appendix A in the Table A.1. The
ratio between heat and electricity production of the CHP is fixed at the beginning of
the optimization and will stay constant. Electricity from the power grid is modeled
unlimited as a slack term the costs of per kWh used. Surplus power is limited by the
installed capacity of wind and solar power which is restricted to suitable regions in the
state module.

3.3.3 Scenarios

Following scenarios are developed for the optimization problem. The reference sce-
nario starts with today’s situation of the city with 55 thousand inhabitants. The city
is divided into two heating sectors: The district heating sector (DH) which supplies
roughly half of the households with heat and the non district heating sector (NDH)
which is characterized by individual heating solutions. The starting point for the de-
termination of the local heat demand is the heat cadastre provided by the city of Greif-
swald. This cadastre is an extension of the existing database and offers, among other
things, building-specific information on heat requirements, supply providers, building
age classes and properties under renovation. A detailed description of the data analysis
is given in a technical report [150]. Following scenarios are defined to achieve a CO2

reduction of 80% until the year 2050 in the heating sector of the city.

1. the current situation is represented in the reference scenario by mapping heat
demand by energy sources. In the NDH module, this is done by calculating
energy demand for heating from an existing building database of the city. The
installed heat technology of each building results in CO2 emissions in this sector.
In case of the DH module, heat demand is taken from the energy supplier and
emissions are calculated by applying the already presented Finnish method. A
heat requirement of 265 GWh is covered by the district heating region by emitting
53 kt of CO2. 208 GWh of heat is generated by decentralized heating technologies
resulting in 57 kt CO2.

2. For the year 2030 a moderate partial renovation is assumed for the entire building
stock. This potential is already available in the corresponding building database
and will result in a reduced total heat demand of 18% but also entail renovation
costs. However the climate goal of CO2 reduction is assumed to be 40% of the
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reference case. Therefor, PtH abilities are introduced to the model and their
needed capacities are calculated by the optimization. The NDH module has the
ability to use ground water heat pumps fed by electricity from the grid. It must
be stated, that specific emissions from the grid are modeled with 300 g/kWh as
shown in Figure 3.1. In addition, heat storage is allowed to be built, whose power
and capacity is a further result of the optimization. It is assumed that the expan-
sion of renewable energy technologies by 2030 in the state module reach 2 GWp

for PV, 4 GWp for offshore and 8 GWp for onshore. The total transmission line
capacity is calculated to 6.4 GW. Generated power from wind and PV exceeding
this value is seen as available surplus power for PtH.

3. In the year 2050, all buildings will be fully renovated, leading to a 28% reduction
in heat total demand. In this scenario, 80% of overall CO2 emissions must be re-
duced in the heating sector. Further it is also assumed, that additional expansion
of renewable capacities reaches 4 GWp for PV, 15 GWp in onshore and 8 GWp in
case of offshore. Existing 230 kV transmission lines are expected to be upgraded
to 380 kV level which increases, the maximum capacity to 10.2 GW. SFH (single
family households) have the option to follow a bivalent heating strategy of solar
thermal panels paired with small heat storage and gas boilers to cover peaks in
heat demand. Based on available Geo-Information-System (GIS) data, 1650 SFH
units are estimated which are suitable for this strategy. The storage size per
SFH is limited to 500 l at a temperature of 60°C each. Specific CO2 emissions of
electricity from the grid is assumed to be 100g/kWh. Another way of achieving
a reduction in CO2 emissions of 80% in the year 2050 is an ambitious renovation
which will reduce the heat demand by the same amount. The advantage of this
path is that no change in heating supply technology is needed but utilization will
be reduced and naturally additional renovation costs will occur. A benchmark
value of 1500 e/m² is assumed for later calculation through all building of the
city during this ambitious renovation.

A brief summary of the different scenarios are listed in Table 3.4. In contrast to the
centralized heating supply, the decentralized heating sector must be modeled differently.
In case of different participants of a pool (municipality), which decide individually for
their heating technology, an approach of linking processes in a fixed ratio is chosen.
As every individual of that pool has usually only one predominant heating technology
available, heat generation of a pool must be used proportionally over time. Otherwise,
optimization results would show a base-load and peak-load behavior, which would
mean that individual households have multiple heating technologies available, instead
of one, which is not realistic. Figure 3.4 sketches this behavior in an example where
no fixed ratio is set and each participant can choose every hour from a variety of
heating technologies. Between the hour 4 and 5, for example, the heat demand of the
pool is only covered by gas- and oil-heaters but not by electricity. This would imply
that ”participant3” has at least one further heating technology to cover heat demand
when electricity is unfavorable to use. In contrast, Figure 3.5 represents a fixed ratio
between heating technologies, where each participant is able to cover his own demand
with one individual technology. This adds a realistic aspect to the model, as not only
the sum of the energy of the pool but also that of each participant is modeled correctly.
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Table 3.4: Summary of the different scenarios modeled for the PtH case-study

Scenario Description Heat demand
Total
(GWhth)

Peak
(GWhth)

2015 reference The reference scenario based
on existing building database.

DH: 265
NDH: 208

91
79

2030 PtH Partial renovation giving 18%
reduced heat demand on av-
erage. CO2 emissions reduced
with 40% by introducing P2H
and storage.

DH: 217
NDH: 171

76
65

2050 PtH Medium renovation giving
28% reduced heat demand
on average. All transmission
lines are upgraded to 380 kV.
CO2 emissions reduced with
80% by introducing P2H and
storage. SFH are introduced
with bivalent heating options.

DH: 190
NDH: 151

66
57

2050 renovation Extensive renovations giving
80% reduced heat demand on
average. The reference sce-
narios energy system is used.

DH: 53
NDH: 41

18
16
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This functionality is not default, and is optionally available in urbs [162]. This feature
was implemented as:

∀p ∈ Pprop, c ∈ C, t ∈ T :

εoutp,c,t = dc,t · δp,c,
(3.30)

where δ is a constant factor (ratio), for a process belonging to a set of proportional
processes, (Pprop) to cover a demand (d). This ratio must hold true for every timestep
and set of processes.

Total system costs of the modeling results are taken to calculate the averaged specific
heating costs (K ′ph) for producing heat of the different measures. The calculation of
specific system costs for heating is shown for the reference case in eq. 3.31 in the year
2015, where the system costs (K) are divided by the overall heat demand (Q) which
results in 0.073 e per kWh heat.

K ′ph,Ref =
KRef

QRef
=

34, 528, 254e

47, 000MWh
= 0.073

e

kWh
(3.31)

In addition to the specific heating costs, costs for saving CO2 are calculated. Here, these
costs are determined by the additional costs compared to the existing system (reference
scenario) and the amount of greenhouse gas not emitted. In case of renovation this
makes sense, as these costs are not covered by the system costs given by urbs.

Renovation costs (Kren) are calculated for each building existing in the building
database of Greifswald and added to the system costs (K) of the corresponding scenario
and subtracted from the reference costs of the original scenario. These total costs are
divided by the reduction of CO2 emission (e) in the corresponding scenario (x) in order
to calculate CO2 avoidance costs (K ′CO2

). In that study an annuity of 7% (a) is taken
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3.3 Development of an energy system model focusing on Power-to-Heat

to calculate the yearly share as:

K ′CO2,x =
Kren,x · a+Kx −Kref

ex
. (3.32)

Renovation costs for each building type is stated in the appendix, while for the ”ren-
ovation scenario” 1,500 e per m³ are taken as stated in Schmees [163]. The specific
annual costs for saved heat are calculated by dividing the total renovation costs by the
avoided amount of heat and multiplied by the annuity factor.

K ′sh,x =
Kren · a

QRef −Qx
(3.33)

3.3.4 Model results of the Greifswald study

The results of the year 2030 are included in the Appendix to avoid repetitions. However,
the results of the year 2050 for the ND and NDH sector are more important. With the
ambitious CO2 reduction of 80% and a small assumed reduction in heat demand by
renovation (28%), following technologies are installed as decided by the model, stated
in Table 3.5 and Table 3.6. By using P2H, emissions are kept low in the DH region.
the CHP-units of the energy supplier become redundant due to their fossil energy
source. The high amount of excess power and reduced heat demand, made the P2H in
combination with storage able to cover the entire heat demand in the modeled year.
The storage is built up to its maximum allowed capacity of 1.5 GWh. In addition
nearly one third of electricity from the grid is used for P2H due to its low specific
CO2 emissions. In the non-district heating region, single family houses (SFH) use

Table 3.5: DH technologies installed in 2050

Technology Power (MW) Energy (MWh) CO2 (tonne)

electric heater 134 190,453 7,992
Grid — (79,922) (7,992)
Excess energy — 110,530 0
Storage (100) max (1,500) max —

Total 134 190,453 7,992

a bivalent strategy of solar thermal technology (ST) and thermal storage. To cover
peak loads, additional gas boilers are installed which corresponds, together with the
solar-thermal technology to a bivalent heating system. 18 MWh of thermal storage
are installed in private households, which corresponds to 500 single family households
with a 500 liter storage at a temperature spread of 60 K. Expensive biomass heating
is built up to the maximum allowed capacity as they are considered to be emission
free sources. A moderate part of electric heaters is an element of the cost minimal
solution. Combined with heat pumps, this strategy is chosen to use the low-emission
household electricity from the grid. The excess power, which cannot be transmitted to
other states, increases and is available for P2H. Thus, no extra PV needs to be built
in the DH or NDH modules. Therefore, it is more beneficial to install solar-thermal
collectors for single family houses as another flexibility option.
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Table 3.6: NDH technologies installed in 2050

Technology Power (MW) Energy (MWh) CO2 (tonne)

Heat pump 13.6 39,571 989
Electric heaters 22.6 58,410 5,841
Solar thermal (bivalent)) 12.4 9,936 0
Gas boiler (bivalent) 11.4 30,709 7,370
Storage (bivalent) (4) (18) -
Biomass 5.0 13,118 210

Total 65 151,744 14,410

Table 3.7: specific costs of all scenarios in the PtH model

Scenario heating (K ′ph) renovation1(K ′sh) CO2 saving (K ′CO2
)

(e/kWhth) (e/kWhth) (e/t)

2015 reference 0.073 0 -
2030 PtH 0.081 0.086 26
2050 PtH 0.086 0.012 290
2050 renovation 0.073 1.48 6·10³
1 the category renovation represents the energy costs saved by renovation

The costs for each scenario conducted in this study are listed in Table 3.7, starting
with the reference scenario, were no CO2 costs for saving occurs. While specific heating
costs are just slightly different for the scenarios, the costs for implementing a measure
for saving CO2 behaves in the opposite way. From this result, is can be clearly stated,
that renovation is the most expensive measure to save CO2 emission in the heating
sector.

3.3.5 Discussion of the Greifswald study results

In the 2030 PtH scenario, the goal of reducing CO2 emissions by 40% is set as a
constraint. Due to the moderate renovation, heat demand is decreased by 18% to
388 GWhth. In the NDH region, the dominant heat supplier are gas heaters with
133 GWh. The maximum allowed capacity of 13.6 MWth of ground-water heat pumps
(COP 4) is installed. Only 1.5 MWp PV, a small part of the total capacity (45 MWp),
is installed to provide some part of emission free power for the heat pumps. 18% of that
electricity from PV is shifted to the DH region via grid. In the district heating region,
heat is covered up to one third from PtH technologies using excess power. 944 MWh
of heat storage is built to make the variable excess power usable for a longer period of
time. The charging and discharging rate is limited to 100 MW.

A further renovation wave reduced heat demand by 28% in total in the 2050 PtH
scenario. PtH in the district heating region covers the total heating demand of 190
GWhth. Three quarter of the used energy comes from excess power and the rest is
taken from the grid with the low specific emissions of 100g/kWh. A storage of the
maximum allowed dimensions of 1,500 MWh in capacity and 100 MW in power is
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6. CONCLUSION 

 

It could be shown that CO2 savings through ambitious renovation got the highest CO2 abatement costs. Using P2H 

greatly reduces these costs with moderate increase in specific energy costs for heating. The results from 2030 show 

that 40 % of PV energy could be used directly for operating heat pumps. The missing energy is covered by electricity 

from grid. Already 40 % of heating demand in district heating area could be covered by P2H including a moderate heat 

storage with a size of around 1 GWh. The optimization results for the year 2050 show that PV system price was 

assumed to be too expensive as the low CO2 emissions from electricity grid are used for electrical heating in non-

district heating area more likely. Furthermore, single family houses might use the opportunity to install solar thermal 

systems combined with peak load gas-boilers with equal capacities and moderately sized storage tanks. By using this 

combination, roughly one third of the heat demand of single family houses can be covered by solar thermal energy. In 

addition to the very high costs resulting from an ambitious renovation scenario, there is a risk of losing existing heat 

infrastructure for this city. Greifswald has a far-reaching district heating network that covers more than half of its 

heating demand. If the heat consumption per area drops below 150 MWh per hectare and year [35], such an extensive 

district heating network is no longer economical, which could lead to a decommissioning. For a later implementation 

of centralized P2H supply, a thorough renovation is therefore counterproductive. Figure 9 shows the phasing out of 

district heating networks due to their non-profitability. All rectangles independent of their color are connected to the 

district heating network. For a moderate renovation scenario in the year 2030 (a) only the edges of the district heating 

network are uneconomical as expected. This completely changes in case of an ambitious renovation in the year 2050 

(b) where district heating will shrink to the center of the city under the constraint of being profitable. 

 

 

 

 
Figure 9 heat demand of a moderate renovation scenario in the year 2030 (a) and an ambitious renovation scenario in the year 2050 (b). Green 

squares shows heat demands with less than 150 MWh per year which will not be profitable for a district heating network. Red squares indicate 

heat demand above 150 MWh [14]. 
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Figure 3.6: Heat demand of a moderate renovation scenario in the year 2030 (left) and an
ambitious renovation scenario in the year 2050 (right). Green squares shows heat
demands with less than 150 MWh per year which will not be profitable for a
district heating network. Red squares indicate heat demand above 150 MWhth

installed. In the NDH region, the bivalent heating system is built by a capacity of
12.4 MWp paired with gas boiler to cover peaks of the same capacity. A total storage
size of 18 MWhp and power of 4 MW is installed. Ground water heat pumps are still
reaching the maximum installed capacity of 13.6 MWp. In contrast to the previous
scenario, no PV panels are built. This can be explained by the increased amount as
well as the availability of surplus power. Thus, no PV panels are built neither in the
NDH module.

In contrast to using surplus power for heat supply, an ambitious renovation scenario
would also lead to the same CO2 reduction, but at costs of a disintegration of the wide
existing district heating network. GIS is used to illustrate this effect in Figure 3.6.
The yearly heat demand of the sketched buildings are summed up and represented in
squares of 1 hectare in size. Green squares illustrate low heat demand between 0 and
150 MWh/a whereas red squares symbolize higher heat demand above 150 MWh/a.
It is obvious that an ambitious renovation scenario leaves only the city center to be
profitable under the constraint, and that 150 MWh heat acceptance is the limit to
make district heating profitable [164]. In addition, the specific costs listed in Table 3.7
shows that it is not the cheapest solution.

3.4 Development of an energy system model focusing on
hydrogen demand

As described in previous section, various different tools for modeling energy systems
already exists, each with specific strengths derived from the requirements of the scenar-
ios for which it is used. Identifying the potential of the PtX technologies using energy
system models is such a requirement. The character of an energy system model is
guided by its assumptions and is characterized by individual results. In order to model
future energy systems, scenarios or premises are set to build a pathway into a possible
future which are characterized by various scenarios and used for describing a certain
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point in time. In existing energy system models, hydrogen is not the main aspect in
modeling purpose. Some models do include hydrogen in form of PtG or power-to-liquid
(PtL) which corresponds to the (current) PtX aspect but do not have a given demand
which needs to be satisfied. Rather, the energy quantities of the hydrogen produced
are defined by the surplus power and chosen as the last option. From an economic
point of view, this makes sense, but prevents the presentation of a possible future in
which hydrogen plays a significant role. Three available studies [41, 165, 166] have a
very comprehensive approach and mostly use similar central scenarios such as decar-
bonization targets, final energy consumption, available storage technologies or sector
coupling but distinguish by nuances. The scenarios are different, assumptions are made
which, as in [41], assume an import of electricity in Germany of 63 TWh in 2050 and
backup power-plants of up to 70 GW. PtH is used as another flexibility option of 23
TWh for Germany in 2050 with the goal of a 80% in reduction of CO2. PtG or PtL
are not used until a 95% CO2 reduction scenario which means, that hydrogen does not
play a role before that reduction goal.

The study from Dena [166], for instance, classifies imported PtX (synfuels and hy-
drogen) as energy carrier with a zero CO2 footprint [167]. There, PtX is also used to
cover parts of Germany’s primary energy demand in 2050 with a 95% CO2 reduction
in a mainly electrified scenario (EL95). This corresponds to 533 TWh from which 74%
are imported and thus defined as CO2-neutral. In a scenario which emphasizes a mix
of a broad technology mix (TM95), an even higher PtX demand of 908 TWh (630
TWh CH4, 169 TWh H2, 108 TW synfuel) is needed from which 82% are imported.
On the one hand it makes sense, that imported PtX fuels have to have a very low
carbon footprint in a 95% scenario. On the other hand, with these unlimited amounts
of imported CO2 free energy carriers, the validity of the results might blur. However,
both mentioned studies have in common that the BEVs experience significantly earlier
penetration than the fuel-cell vehicles (FCVs). It has to be noted, that the FCVs are
more expensive than the BEVs, which is especially in the Dena study the factor that
prevents the penetration of this technology, aside from their lower efficiencies compared
to the BEVs. In general, PtH is one of the first sector coupling technology emerging in
the system due to his high efficiency and low investment costs. Since the heat sector
is a very large reservoir that can generate and store heat from electricity efficiently,
this is the preferred technology in all scenarios. Power-to-gas (PtG) or PtL is one of
the last options used in the sector interconnection due to its high investment costs and
high efficiency losses due to transformation.
The mentioned study [41] uses in a nearly completely decarbonized system huge backup
capacities with only few full-load hours as a consequence, this allows short-term elec-
tricity import with high peaks which are carbon-free [166]. This methodology will
prevent the over-expansion of storage capacities which are only used for few hours over
the year. It is worth a discussion if these assumptions (backup power-plant capacity
& CO2 free energy imports) are an adequate solution beside most of the models are
having a full foresight.
For the reasons set out above, a specific new energy system is developed which
assumes a hydrogen demand due to a set assumption of a future fuel cell vehicle fleet,
as presented in Figure 3.7. This assumption reflects current research in the field of
vehicle development, which is not limited to BEVs.
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Figure 3.7: Reference energy system for the different scenarios in the year 2050. On the
left side timeseries for intermittent supply such as wind or solar and the stock
commodities Gas are located. Different processes transform this input with an
efficiency factor to cover a given demand which could lead to CO2 emissions.
For scenarios with share of other fossil fuel than CCGT (years before 2050), the
further conventional power-plants are included in the same family. Hydrogen as
an energy carrier can be used in the same way as electricity stored in batteries by
reconversion via fuel-cells.

Considering the supply of a constant hydrogen demand from transportation sector,
several question will be answered by the model such as:

• The amount of full-load hours a PtX technology can operate exclusively on oth-
erwise curtailed energy.

• Amount of hydrogen produced for demand and reconversion.

• PtX storage capacity.

The term full-load hour here corresponds to one hour operation of a technology with
100% of its installed capacity. Storages can help to shift energy from a time with
very low costs to a time with a higher value. It can also help keeping the capacities
of the generation technologies small by exploiting their base-load capability. Thereby
storages need to have a sufficient size to have significant impact in the energy system.
PtX products can be stored as energy carrier in liquid form such as Fischer-Tropsch
(FT) diesel, OME-synfuel and liquefied hydrogen.
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A first model was initially divided into 18 nodes as one per federal state, the North-
Sea and Baltic-Sea and presented at the 8th Energy Colloquium of the Munich School
of Engineering (MSE) at TUM [168]. Figure 3.8 was presented during a poster session
at the colloquium to show the electricity demand of the federal stated of Germany, the
installed renewable energy capacities as well as the hydrogen production. However,
this fine granularity, in modeling each federal state extensively by their electricity
and private mobility demand, is unrewarding in this particular case. However it can
be stated, that renewable technologies are installed especially in the regions where
the offer of irradiation and wind is favorable. In addition, it seemed that PEMWE
installations match to the expansion of wind capacities in particular. This might be
due to the higher full-load hours of wind compared to solar (see Appendix Figure A.2
and Figure A.3). As the focus of the P2X project lies on the total amount of hydrogen
produced in Germany in different scenarios, the additional computational time required
for solving a 18 node problem is not reasonable in this case. Thus, regions have been
combined into one node for further research.
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To answer this question, a scenario based 
on the climate protection goals of the year 
2050 was drawn up. We use the linear 
energy system optimization model generator 
(urbs). 
The main assumption is that CO2 emissions 
in the two sectors individual transport and 
electricity combined are reduced by 80% 
compared to 1990. The individual transport 
is assumed to be met by 70 % battery 
electric vehicles (BEV) and 30 % fuel cell 
electric vehicles (FCEV). 
In our model, electricity demand and vehicle 
kilometers are spatially resolved in the 
federal states while hours are the temporal 
resolution. These demands have to be met 
in every time step in every region. The 
regions are connected via power lines and 
hydrogen pipelines. 

In an optimal system configuration electrolyzers are 
driven mostly by surplus wind power. In the absence 
of other technology options for the use of surplus 
renewable power generation, approximately 3000 h of 
operation are possible exclusively from surplus 
energy. Any electrolyzer operation with more load 
hours leads to additional CO2-emissions. This means 
that flexible electrolyzer operation is beneficial for 
both, the electricity system as it helps integrating 
renewable energies and the traffic system by 
providing emission free H2 as fuel. 
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How can H2 contribute to Germany’s climate goals for the year 2050? 

Figure 3.8: Energy production from wind (dark blue) and solar PV (yellow) and the hydrogen
production by local electrolyzers (teal). The latter is magnified by a factor of 10
for a better visibility. The electricity demand is visualized in green, where high
demands are shown in darker shades

3.4.1 Main assumptions

It is assumed that in the future only combined cycle gas-turbines (CCGT) will be used
as fossil-based power-plant with a overall efficiency of 50% (60% in KSZ95). Since
PEMWE is still a very young technology, its future cost depends strongly on several
factors. On the one hand, the increasing demand of electrolyzers could lead to lower
production costs. However, the increasing demand for noble metals which are severely
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3.4 Development of an energy system model focusing on hydrogen demand

mined, such as iridium and platinum, could have a converse effect. With an increased
demand of these materials, this could lead to a shortage in the stock market and lead to
higher prices. Currently, the cost estimates of a PEMWE system vary between 1860e
and 6000e per kWel [169]; with view to the future application, the lower value is used
for the reconversion of H2 via fuel-cell (FC) as well. Today, stacks of the PEMWE
have a lifetime of 60,000 hours which corresponds to almost 7 years neglecting stress
due to fast change in load of the electrolyzers, a future lifetime of 10 years is assumed.
Costs for the renewable energy technologies are taken from literature [170] for the year
2050 and stated in Table 3.8. Natural gas price for CCGT was set to 45e per MWh
in 2050. The amount of FCVs and BEVs was calculated and set as already installed in
the model, so that no extra costs occur. Hydrogen storage has a large variance in price.
Hydrogen storage systems can be available in different versions (tanks, gas cylinders,
caverns) and therefore also have different costs. For hydrogen caverns 13e/kWh are
stated by Dechema [79] but a pipeline infrastructure may also have to be set up. The
same study estimated that a H2 pipeline network would cost about 23 billion euros
for delivering approximately 10,000 gas stations with hydrogen. In addition hydrogen
would also have to be compressed beforehand, resulting in further costs. For this
model, the cost structure were simplified and storage costs of 10e/kWh capacity as
well as additional costs for the charging and discharging infrastructure of 20e/kW are
assumed.

Table 3.8: Capacity costs and efficiency (η) of different technologies used in the energy system
model

Technology invest η maintenance depreciation
(10³ e) (%) (10³ e/a) (a)

CCGT (MW) 450 50-60 6 30
PEMWE (MW) 1,860 70 93 10
FC (MW) 1,860 70 93 10
Photovoltaic (MWp) 640 time-series 13 25
Onshore (MWp) 1,167 time-series 40 25
Offshore (MWp) 2,000 time-series 40 25
BEV (MW) already installed
FCV (MW) already installed
H2 storage (MW) 20 100 0 50
H2 storage (MWh) 10 100 0 50

The tolerated CO2 emission budget is limited by the energy economy and private
traffic sector in 2050. Depending on the scenario total emission which are allowed
to be emitted are restricted by the modeled scenario with the aims of the German
government [171]. The model is run without any emission constraints for the year 2018
with the corresponding installed capacities from that study. The resulting amount of
emissions are then taken as reference value for further scenarios. The KSZ80 is modeled
with an 80% CO2 reduction for the year 2050 in the energy sector which correspond
in the model to 43 mega tonnes (Mt) for the energy sector. In addition the total CO2

budget is increased by additional 20 Mt for the private transportation sector which
applies the same reduction goals for the use of cars. In total a limit of 63 Mt is set
as a constraint for the KSZ80 which is adapted to the different KSZx scenarios by the
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factor (100-x)/100 which represents the emission savings compared to the reference
year.
The maximum capacity of wind turbines is calculated by the share of the non-
occupied area excluding e.g. settlements, rivers or road, in Germany which is calculated
from a tool [172] developed at TUM-ENS. From this, an occupancy of 5% of the suitable
space in Germany is assumed as not all useful space will be allocated to wind farms. By
assuming 5 MWp turbines in 250 m distance each, a potential of 20 MW/m² is available
which corresponds to 198 GW onshore capacity. To verify this approach, the results are
checked with literature. This calculated number is slightly higher than the 178 GWp

stated in [173] (Scenario: Energiewende-Referenz) but much lower than the 930 GWp

from [174] as a higher share of Germany’s landmass for wind farming is assumed.
As a premise one-fourth of the capacity is assigned to very good wind locations (the
best third of each region). This is later used to assign the correct wind load profile
to the installed windturbines which will result into a certain electricity generation.
As a simplification, the remaining 3/4 are assigned to the second best third of wind
locations. This should show that not all locations have the same quality and sweet
spots are occupied at some time. The quality of a wind location is characterized by the
amount of full load hours of their corresponding wind time series [175]. The maximum
capacity of photovoltaic systems is not limited. The use of conventional power plants
is determined by the model.

3.4.2 Modeling private transportation sector

Electrifying the private transportation sector has a huge potential in matching the
goal of a wide decarbonization. Two different types of vehicles are modeled in the pre-
sented energy-system. BEVs are predestined to operate journey distances shorter than
250 km as no time intensive charging (> 30 min) of the vehicles are needed within these
ranges. Hydrogen vehicles, however, are more suitable for longer journeys as stated by
Felgenhauer [89], and therefore the remaining mileage is satisfied by FCV. The basic
assumptions for implementing the private transportation sector in the reference energy
system are stated in a previous work published as a working paper [176] which was
conducted during the P2X project [33]. Electrified private mobility to match the goal
of a decarbonization in the private transportation sector. An analysis of the average
distance in kilometers traveled per trip was performed with reference to [177]. In 2017,
730 billion vehicle kilometers were recorded in Germany of which about 86% of the
mileage are driven by passenger cars (630 billion km) [178]. The average distances for
private transport in Germany are distributed according to Table 3.9 with reference to
their occurrence. Trips with a length of over 100 km account for 1.7% of the total
mileage with an average of 251 km [177]. Depending on the type of vehicle used and
the driving speed, the fuel required and thus also the energy requirement may vary.
From the analysis it is stated that 71% of the mileage is provided by BEV and accord-
ingly remaining mileage demand is covered by FCV as BEV has an overall higher rate
of efficiency (0.57 MJ/km) compared to FCV (0.73 MJ/km) [41]. For simplification
the final energy demand from transportation sector equally divided per km. The final
energy demand for BEV accounts to 70 TWh while FCV will increase final energy
demand by another 50 TWh which needs to be covered by PEMWE, renewable energy
technologies and power-plants.
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Table 3.9: Distribution of private vehicle journeys by distance (0.2% not relatable)

∅ distance (km) <0.4 0.4-0.6 0.6-1 1-2 2-5 5-10 10-25 25-100 251

distribution (%) 1 2 6.9 12.4 23.9 19.9 21.2 10.7 1.7

3.4.3 Hydrogen transportation

Compared to electricity transmission, hydrogen distribution has an underrepresented
infrastructure in Germany at the moment. On the one hand, a wide pipeline network
for natural gas exists but due to regulations limited to 10% for hydrogen, as higher
concentrations of hydrogen in metallic pipeline could lead to brittleness of the steel
which results into a reduction of the cracking resistance [179]. A study from the same
source two years later in 2016, however, states that even a share of 30% hydrogen in
the natural gas network will not be an issue and strongly suggests a revision of these
regulations [180]. Thus, the transportation of hydrogen is not covered by the scope of
this model. However transporting H2 with LOHC (Liquid Organic Hydrogen Carrier)
is one feasible possibility similar to the transportation of petrol. LOHC is a technology
which provides logistic options such as an ease of transportation with ordinary fuel
trucks by bounding H2 chemically to the organic carrier. From the chemical formula
of dibenzyltoluol (DBT) C21H20 which is used as carrier, it is obvious that LOHC can
be loaded with 1/12 of its mass with hydrogen. The carrier’s mass weights 92% of
the total, which can be charged currently up to some hundred times with an overall
efficiency of 70%. If the heat loss, which occurs during charging LOHC with hydrogen,
could be used in a smart way with other applications the overall efficiency would
further improve. However this is neglected in the model and additional energy for
transporting LOHC to its destination is also not taken into account yet but in Chapter 4
for environmental purpose. With a price of 4e/kg, the medium for storing energy is
very cheap (2.1 kWh/kg) [181]. Compared to fossil energy carriers such as petrol,
LOHC is inflammable but critics highlight the fact that the gravimetric energy density
is about 5-6 times lower compared to diesel or petroleum (∼12 kWh/kg). In addition,
the heavy carrier itself needs to be returned after the discharging process back to the
hydrogen producing facility, which is energy demanding. In contrast to diesel, LOHC
is not carcinogen and therefore does not have to be labeled as hazardous material but
still is harmful to water organisms [182]. A further possibility for the distribution
of hydrogen is the liquefaction through strong cooling down to about - 253 °C. The
advantage of a higher energy density of 2.34 kWh/l LH2 is currently opposed by an
energy consumption of 11-15 kWh/kg H2. According to the current study, it is assumed
that the energy consumption can be reduced to 6 kWh/kg H2. At a weight of around
71 g/l LH2, the volumetric energy density increases from 3 kWh/m³ to 2.3 kWh/l,
but is still 5 times smaller than that of conventional fuels. Another alternative offers
the compression of hydrogen up to 900 bar, for which only 3-5 kWh/kg H2 of electric
current has to be used for the compression [122].

3.4.4 Charging behavior of BEVs

Compared to FCVs the behavior of BEVs are modeled completely differently. Here,
data of the vehicle traffic on the the German roads were taken in an hourly resolution.
In a first step, the data of automatic counting stations on the German roads per federal
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state are evaluated with a MATLAB script. These data capture the hourly events of
passing vehicles. As an approximation, these are used and added up to the total
kilometers traveled per federal state (b) [178]. Subsequently, the share of each driven
hour (t) to the annual peak (k) demand is formed. In order to calculate the traction
current (dBEV) which needs to be charged, the proportion of the vehicle fleet (v),
which is not on the road must be used for calculation, which is represented by the last
summation in eq. 3.34. Figure 3.9 represents such a possible fleet driving behavior and
also the inverse exemplary. Because BEVs are not charged during a journey due to the
long charging time, but rather tends to be charged when parked over a longer period of
time, the charging behavior was plotted as an inverse versus the actual traction current
and implemented as demand for electricity in the energy-model. Thus, the BEV are
modeled as an electricity storage from which electricity is taken to cover the given time
series of energy demand to cover mileage. In addition a flexibility option for BEVs is
implemented in means of vehicle-to-grid with a 1-C charge-discharge rate. Thus, the
charged batteries can be used to provide electricity to the grid in time of low vehicle
density on the streets. An availability of the full battery (22 kWh) capacities of 20%
of the fleet for vehicle-to-grid is assumed.

dBEV =
16∑
b=1

k ·
8760∑
t=1

(1− vt,b) (3.34)
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Figure 3.9: Load profile (charging) of BEV fleet and the traction current.

.

3.5 Result of the hydrogen model

The model is run for the years 2030 and 2050 distinguished by their individual CO2

goals. These are taken in percentage point reduction compared to the reference year,
from [41]. For 2050, two emission goals are set. One is the scenario with the goal of
reducing 80% of the CO2 emissions and the other one with an even more ambitious aim
of 95%. Year 2030 is used to show the path but is not related to the other years by an
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Figure 3.10: Residual load of electricity from the model under CO2 reduction constraints of
55% (black dashed), 80% (orange dotted) and 95% (grey line).

inter-temporal coupling. This means, it is a green-field approach, where in every sce-
nario the capacities of technologies are built independently of the other scenarios/years.
The residual-load curve (Figure 3.10) is calculated by subtracting, for each hour, the
electricity produced via renewable energy sources from the energy demand and sort-
ing the resulting time-series in descending oder, starting with the highest value. The
maximum power demand from fossil power plants is in all cases 60 GW. In year 2030,
a hydrogen storage of 480 GWh capacity is installed with almost 50 GW charging/dis-
charging power. The same amount of hydrogen storage is built in the KSZ80 scenario
for the year 2050. A closer look reveals, that the installed PV capacity increases from
130 GWp to 180 GWp and wind from 90 to 120 GWp.
The KSZ95 scenario however leads to further increase of the PV installation to 240 GWp.
In this scenario, the reconversion of hydrogen appears for the first time with almost
the 13 GW installed fuel-cells which is slightly less compared to 17 GW PEMWE. Ad-
ditional 160 GWp of wind turbines are installed which is an increase of 30% compared
to KSZ80. Due to this increase of the renewable energies in the system curtailment of
surplus power occurs way more often which is visible by the increasing area between
the KSZ90 curve and below the x-axis.

The result of each scenario is evaluated by its annual duration load curve of electric-
ity and specific CO2 emissions. To do so, the specific emissions connected to 1 kWh of
electricity are plotted for every hour of the year descending in Figure 3.11. It is obvious
that the specific CO2 emissions per 1 kWh electricity are different for each scenario as
the share of electricity generating technologies are different. The extremes are found
on the top left side (the highest number) when electricity is produced conventional and
the situation when no fossil fuel is used (intersection with the x-axis). In 2030, also
few coal power plants are used beside CCGT and therefore the emissions are slightly
higher. As KSZ80 is still an ambitious scenario but not as strict as the KSZ95 and
more likely achievable until 2050, this scenario is taken for further investigation. In
many discussions, surplus power is seen as a costless good which can be used for PtX
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Figure 3.11: The annual duration load curve representing the specific CO2 emission per kWh
electricity during a year (sorted descending)

technologies. For this reason, even some project proposals suggest operating the PtX
plants purely on surplus power to make innovative technologies feasible.

In Figure 3.12 the duration curve of the electricity mix with 80% CO2 reduction is
presented. Hydrogen production based on emission-free, renewable electricity is thus
limited to 3000 hours per year. If, for example, the capacity utilization of the plant is to
be increased by another 2000 hours, emissions of around 50 g/kWhel must be expected
for this period of electricity consumption. With a higher capacity utilization, the
emissions increase on average to 25 g/kWhel over the entire time, which is allocated
to the product. A further 2000 hours lead to an increase in average emissions of
80 g/kWhel for the production during the best 7000 hours of the year. It must be
mentioned that the depiction the load curve is presented, does not reflect a real facility
operation as the operating time period does not have to be continuous but will be
separate hours over the year depending on the availability of renewable energy. It
is thus a best-case estimation of the balance between plant utilization and electricity
emissions in an energy system that is strongly but not yet fully decarbonized. Rather,
the approach can also be pursued to distinguish between a grid-conducive operation
and a continuous base-load operation. The latter is represented over the whole year
with 8760 full-load hours whereas the grid-conducive operation represents the 3000
hours in which the plant conduces to utilize energy surplus or offers operating reserve.
This type of operation management would have to be considered separately when it
comes to competitiveness. An assessment will have to be made with regard to the
eligibility for governmental subsidies or the possibility of reacting to price signals on
the electricity market which is excluded from the scope of this work. Besides, this
representation cannot be scaled arbitrarily and is therefore limited in its statement
as, for example, the surplus power may not be sufficient to supply a large pool of
PtX plants with electricity in the same hour. However, emissions from electricity are
not solely responsible for emissions from a PtX product or hydrogen production from
PEM electrolysis. The entire value chain of hydrogen production involves input in
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Figure 3.12: Ordered CO2 curve of the electricity mix in the year 2050 with a 80% CO2

reduction goal versus the year 1990. Arrows mark the amount of hours a facility
can operate a year, by using electricity with certain greenhouse gas emission
mix.

form of energy and material. For example, steel is required for the piping in the plant,
which has to be mined beforehand and processed into steel in blast furnaces and then
transported over long distances. In order to evaluate this effect of the upstream process
chain, a life cycle analysis is carried out in the following Chapter 4.

63
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The first LCA was conducted by the Coca-Cola Company in 1969 to determine which
beverage container was most efficient and was less resource and energy demanding.
It was investigated the depletion of natural resources, the release of environmentally
harmful substances and the fuel demand for transportation [183]. Several events trig-
gered the demand on studies to minimize the environmental impact of products and
industrial processes. Concerns of an increased growth of population came up [184]
which strongly connects to resource depletion and developed a new sense for sustain-
ability [185]. The oil crisis in 1973 and 1979 shocked the world with an increase in
oil prices between 100% and 400%. and the first time solid waste was announced to
become an urgent issue in 1988 [183]. In 1990 a workshop was held by the Society
of Environmental Toxicology and Chemistry (SETAC), and as an outcome the term
life-cycle assessment (LCA) was defined, which led to the first peer reviewed journal
article about LCA methodology in 1992 [186]. This finally led to a standardization of
LCA methods in the International Standards Organization (ISO) 14000 series [187] in
1997. With updates in 2006, the method of conducting a life-cycle assessment (LCA)
was regulated as stated in the ISO 14040 and 14044 standards today. The content of
the following sections rely on the research results gained during project work in P2X,
in particular the system analysis of PEMWE, that was published by Bareiß et al.[34]

4.1 Methodology

LCA is an approach to allocate all aspects of resources and energy in a value chain of a
product stage which is the subject of investigation. It covers all important production
steps beginning by raw material extraction, followed by refining processes, transporta-
tion, assembly and usage phase until waste management. The study includes phases
depending on the defined system boundaries. LCA can be a tool to analyze one prod-
uct but also for comparison between different technologies. In this case, an appropriate
functional unit is be chosen to which all impacts are related to. Unusual for engineers,
a functional unit need not be defined necessarily by a SI unit. Rather, a functional unit
represents a reference value for once concrete application. This approach strengthens
specific properties of investigated technologies in trade of general validity. Since an
LCA is performed over the entire lifetime of a product, it is essential to consider the
LCA a time frame of the use case. Impacts of the technology or product of interest are
then shared among the whole time frame. Potential impacts can be measured by using
different methods such as the Intergovernmental Panel on Climate Changes (IPCC)
method for global warming potential (GWP) within the next 100 years or the cumula-
tive energy demand (CED) which distinguishes between renewable and non-renewable
energy. A complete LCA consists out of 4 stages [188]:

• goal and scope
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• inventory of inputs and outputs

• impact assessment

• interpretation of results

4.2 Goal and Scope

The main objective of the LCA in this chapter is the assessment of hydrogen in a
modeled energy system for the years 2017, 2030 and 2050 in Germany. This is done
by defining the functional unit of 1 kg H2 at 30 bar pressure under 5.0 quality, produced
by PEMWE at 60 °C temperature. To estimate the environmental impact of hydrogen,
electricity as one input source is derived from the presented energy system model of
Chapter 3. The system boundary defines the input and output as well as all relevant
system components which are included in Figure 4.1. Some of them are modeled on
an inventory base and some with a considerable higher level of detail (LOD) as stated
concisely in Table 4.1.

Table 4.1: Level of detail of modeling the PEMWE system components

Components level of detail

stack high (detailed Inventory list)
foundation assessment of constructional engineering (TUM)
design container 20 ft. standard
BOP estimation
assembly not taken into account1

1 Information about the process in particular, for assemble the components are
confidential and not shared by companies (email correspondence).

4.2.1 Electricity & scenarios

The LCA will be conducted for different scenarios stated in Table 4.2. As input data for
the electricity mix, the share of energy sources is taken from the energy system model
(Chapter 3). The reference case is the year 2017, with a corresponding power-plant
mix. The year 2030 and 2050 are modeled with a reduction of 55% in CO2 emissions
and for 2050 with a 80% (KSZ80) as well as a 95% (KSZ95) reduction. As the electricity
mix of the corresponding year is taken as input, the results can be interpreted as an
assessment of hydrogen production in the corresponding year. The same methodology
from Chapter 3 is used to differentiate between a constant production in base-load
through the year, with 8760h full-load hours and a production based on the availability
of renewable energy. For the latter, hydrogen from PEMWE is only produced when no
fossil fuel is used for generating electricity. Consequently the specific CO2 emissions of
the electricity mix will be zero (See Figure 3.12), in case of the KSZ80 scenario. Here,
a PEMWE could operate 3000h in the year 2050 on full-load capacity. Of course, the
amount of full-load hours are calculated (similar to wind time-series) for every hour
over the year as the utilization of the nominal capacity. This amount of hours result
from the energy model for every scenario and is stated in Table 4.2. Since two different
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Table 4.2: Share of electricity producing technologies in the corresponding scenarios. For
every year, except 2017, it is split between operation in baseload and one only with
electricity from renewable energy sources. This affects the hours of utilization

Scenario Hours Wind PV Gas Coal Lignite Rest

baseload
2017 (Reference) 8760 0.17 0.06 0.13 0.14 0.24 0.261

2030 (KSZ55%) 2030 0.43 0.24 0.17 0.06 0.10 -
2050 (KSZ80%) 8760 0.39 0.21 0.40 - - -
2050 (KSZ95%) 8760 0.66 0.29 0.05 - - -

only renewables

2030 (KSZ55%) 1000 0.65 0.35 - - - -
2050 (KSZ80%) 3000 0.65 0.35 - - - -
2050 (KSZ95%) 6500 0.70 0.30 - - - -

1 7.2% biomass, 14.3% nuclear, 3.2% hydro-power, 1.3% waste

methods, energy system modeling and LCA, are combined in this chapter, there is a
methodological question which has to be answered. This is especially important for the
transition from the two extremes, fossil power generation to purely renewable power
generation. The question is how the surplus power is to be rated. As shown previously
in showed in Figure 3.11, each scenario has a decent amount of unused surplus power
(negative area). In the following a method will be developed how to deal with this fact:
It is assumed that every PV panel or wind turbine that is manufactured and installed,
demanded for a certain amount of energy and material. Furthermore, the lifetime of
PV and wind turbines will be handled in the was same as it was done for PEMWE. It is
assumed, that power plants are designed for a certain lifetime, independent of their real
operating time. With this approach, an installed solar system, even if not producing
electricity has an impact on the life cycle analysis, but does not supply electricity to the
PEMWE. In contrast, in case only the electricity that is used for the PEMWE would
be considered, the impact of the solar system in the overall view would be omitted.
For this reason, i) the whole energy system is considered to determine an electricity
mix which is used for hydrogen production. ii) The ratio of the amount of electricity
produced (regardless whether it is curtailed) by the different power plants is used in
the following (as shown in Table 4.2). This procedure serves as a detailed explanation
at this point to create the basis for correctly classifying later results of this chapter.

4.2.2 Impact categories

Two LCA methods are available to measure the effect of a technology: the endpoint and
the midpoint. The difference is the length of the causal chain caused by a technology.
The endpoint results shows the effect resulting from changes in e.g. ecosystem, human
health or resource depletion but afflicted with uncertainty. So the endpoint tries to
give an overall view where the midpoint method already had stopped before. In case
of the midpoint method, specific impact categories are evaluated targeting a certain
sector of interest. For instance ”freshwater ecotoxicity” is such a impact category
which is an indicator for the water quality. In the endpoint method, the impact of
damaging the water ecosystem then leads to a decrease in population of animals and
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finally might extinct an species. Whereas the midpoint method comes along with more
specific impact categories to show the direct results of a technology to a specific sector
such the depletion of water or metal. In case of this analysis, the midpoint method
is used for comparing the impact of hydrogen from PEMWE with the SMR, which is
today’s standard for producing H2. As the the dataset for SMR is not available in
the Ecoinvent database 3.3, values of the different impact categories are taken from
GaBi in that case. The following two impact categories will be discussed in detail: i)
GWP and ii) metal depletion (MDP), as the former is focused on in recent debates and
thus central aspect of this work. In contrast to conventional power-plants, renewable
energy technologies often uses resource intensive materials (e.g. rare earth material,
noble metals) which is covered by the MDP impact category. This is already an urgent
topic, which is recently discussed for the technology of Li-ion batteries as the depletion
of lithium has a big impact on rolling out BEVs [189], [190] and is also associated
with additional environmental impacts [191]. A short description of these two impact
categories is given below. In addition, a complete table of impact categories is stated
in the Appendix in Table A.4.

• The impact category global warming potential (GWP) quantifies the effect
of a product towards global warming. In the IPCC report [192], factors are
determined, estimating the amount of heat, a greenhouse gas traps compared to
an equivalent amount of CO2 within a certain period of time. The absorption
coefficient for infrared heat radiation and the duration of the gases which stay
in the atmosphere are taken into account by this impact category. The potential
for CO2 is set as the reference value with a coefficient of 1, whereas methane has
25-times the effect as a greenhouse gas compared to CO2. Typical time horizons
are 20, 100 or 500 years and are indicated by an index. A time horizon of 100
is assumed for this LCA, which corresponds to the standard value if no index is
given.

• Metal depletion (MD) as impact category for the midpoint method is normal-
ized to the unit Fe-eq. measured in kg which describes the value of material which
is used in reference to iron. With 163.000 kg/kgFe-eq., platinum has the highest
factor compared to iron with a factor of 1. But also beside the direct use of
metals for construction purposes, some technologies such as nuclear-power-plants
need uranium as fuel which is typically accounted as MDP [193]. Taking into
account the recycling processes for some materials could significantly influence
results regarding the metal depletion from extraction. However in this case, no
recycling rate is considered as it lies out of the scope of this work.

4.3 Life-cycle inventory

Figure 4.1 gives an overview of the relevant system parts of a PEMWE which describes
the boundary of this LCA. As a first step, purified water is fed into the system at the
anode side with a conductivity below 0.1µSi/cm and pumped towards the cell stack.
An additional purification unit is used to further reduce impurities of the water which
would lead to a degradation of the stack. There, water is split into O2 at the anode side
and H2 on the cathode side by applying a voltage. At the anode side water together
with produced oxygen is led to a water-gas separator where the separated oxygen is
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Figure 4.1: System boundary of the assumed PEMWE with all obligatory components used
for the LCA [34].

blown off. In case of a business model1 for oxygen it would be purified and dried in an
additional process. As side effect, the decision of venting oxygen prevents an allocation
problem as the product of interest will be solely hydrogen. The remaining water is
added to the feed to minimize water loss and cooled down in a heat-exchanger. On the
cathodic side hydrogen with water content is cooled down after leaving the stack and
separated from water. Water loss is kept to a minimum by returning the separated
water from anode and cathode back to the feed.

4.3.1 Hydrogen purification

After hydrogen passes the water-gas separator on the cathodic side, hydrogen is still
saturated with water vapor as expected for the vapor pressure, defined by the temper-
ature of the water-gas separation unit. The purity of hydrogen needs to meet industry
grade, as described in Chapter 2.3.4. Thus, additional expenditure has to undertaken
to guarantee purity. In the following, the amount of water remains is calculated to
estimate the energy needed for removing the oxygen part in the H2O. The absolute
humidity which remains in the mixture is calculated by the gas-law in eq. 4.1 as pro-
portion of vapor in the produced hydrogen at 30 bar. An ambient temperature of 20 °C
is assumed which leads to a water-pressure of 23 mbar [194]. Thus the share of water

1 The question of a business case was discussed during project meetings. According to process engi-
neers, producing concentrated oxygen would lead to safety issue which does not meet an economic
business in this particular case
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which remains in hydrogen still amounts to 770 ppm or 7 g water per 1 kg of hydrogen.
Corresponding to the water vapor pressure, the hydrogen is treated by a purification
system which reduces the oxygen content to less than 5 ppm to fit the 5.0 standard.

m
H2O

m
H2

=

p
H2O
· V ·M

H2O

R · T
p
H2
· V ·M

H2

R · T

=

23mbar · 18g/mol

30, 000mbar · 2g/mol
= 6.9 · 10−3

(4.1)

Besides the water content, some oxygen impurity will remain in the gas, which is
removed by a de-oxo purification unit. According to Trinke et al. [195] the oxygen
impurity is stated with 800 ppm which is approximated by the water vapor pressure of
roughly 24 mbar at 20 °C ambient temperature. A de-oxo unit removes the oxygen by
forming water in a catalytic recombination. The volume of 1 kg H2 at 30 bar pressure
is calculated by eq. 4.2 to 0.4m³.

V
H2

=
n
H2
·R · T
p
H2

0.4m3
H2

=

103g

2g/mol
· 8.31 J

mol·K · 293K

3 · 106Pa2

(4.2)

The content of oxygen in 1 kg H2 is calculated by eq. 4.3 to 0.4 mol. As 2 mol of
H2O is formed by 1 mol of O2 during the catalytic recombination in the de-oxo unit
(eq. 4.4), roughly 15 g of water is formed due to the water content (0.4 mol of O2 leads
to 0.8 mol of H2O per 1 kg of H2). Thus approximately 14 g H2O, calculated in eq. 4.5,
has to be added to the 7 g water from the gas-water separator. This will happen in a
following adsorption process.

n
O2

=
p
O2
· V

H2

R · T

0.4mol
O2

=
24mbar · 0.4m3

H2

8.31 J
mol·K · 293K

(4.3)

2 mol︷ ︸︸ ︷
2 H2O +

1 mol︷︸︸︷
O2

2 mol︷ ︸︸ ︷
2 H2O (4.4)

m
H2O

= n ·M = 0.8mol · 18
g

mol
= 14.4g (4.5)

Usually, de-oxo units are a combination of the catalytic recombination process and
a device for subsequently drying the water. This unit works typically with silica gel
as an adsorbent. As silica gel is not included in the Ecoinvent database, material and
energy input is taken from literature [196] and modeled. Typically two separated tanks

21 bar =̂ 105 Pa
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Figure 4.2: Sketch of a PEM stack with several single cells connected in series.

of silica gel are used for a de-oxo purification unit. When the silica gel in the first tank
is saturated with water, the gas-stream is switched to the second tank, meanwhile the
first tank is dried by baking. Between 7,100 and 8,400 kJ are needed to evaporate 1 kg
of H2O from silica gel [197] which results in an energy demand of 0.05 kWh per 1 kg
of dried H2.

4.3.2 PEMWE stack

The stack, shown in Figure 4.2, is the core part of an electrolyzer and is modeled in
detail for this LCA. Typically a system in a GW range is a combination of multiple
single cells in series which than builds up a stack, as shown in Figure 4.2. In the middle
of each cell the membrane electrode assembly (MEA) is located which consists of the gas
diffusion layer, the catalyst layer and the polymer electrolyte membrane which allows
only the H+ ions to pass through. The MEA is embedded in between the two electrodes
(anode, cathode) with current collectors, mainly made out of copper or aluminum [198].
Endplates made of steel or aluminum are designed relatively thick, unlike the other cell
components, and hold the single cells tight together. The compression over a typical
lifetime of 40.000-60.000 hours is ensured by several bolts and flat springs [78]. Future
lifetime of PEM-stacks is assumed to extent up to 90.000 hours as new materials will
substitute the PtL and MEA which are prone to degradation [199]. Cell efficiencies are
stated with 70% at 1.79 V cell voltage and 1.5 A/cm² current density today [67]. The
overall system efficiency is reduced due to further utilities by 10 percentage points to
60% [67]. A comprehensive overview of all current and estimated system parameters for
the future are listed in 4.3. A reduction of catalyst loading for the next years is assumed
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Table 4.3: Current and estimated near future PEMWE system parameters

parameter 2017 2030+

cell voltage level (V) 1.79 1.79
current density (A/m²) 1.5 3
power density (W/m²) 2.7 5.4
ηcell (LHV) 0.7 0.7
ηsystem (LHV) 0.6 0.6
Anode Ir. loading (mg/m²) 2 0.2
Cathode Pt. loading (mg/m²) 0.2 0.05
Ti. bipolar plate thickness (mm) 3 0.3
Membrane thickness (µm) 200 50
Single cell format (m²) 500 1000
Stack lifetime (years) 7 10
BOP lifetime (years) 20 20

as similar to today’s stack efficiencies. Potential of improvement on the cathode side is
taken from literature [200], showing that platinum loading could be reduced from 0.2
mgPt/m² today down to 0.025 mgPt/m² without significant losses in performance. For
the future this reduction is modeled by using a security factor of 2 as this reduction
potential is not validated so far. From the view of rolling out this technologies and
scaling capacities up to GW scale, the reduction of used materials from Pt-groups is
crucial as these noble metals are very rare. The amount of mined Iridium, that is used
at the anode, is directly linked to the platinum mining as a byproduct. The availability
of Iridium was stated in 2017 with approximately 4 t/a [201] on the market. Bernt
[200] shows that a reduction of 90% iridium in the stack is possible without any losses
in performance. The amount of cell material and the number of cells in the stack were
calculated in the current P2X project and are stated in Table 4.4. The total active cell
area is assumed with 37 m² for a state of the art 1 MW electrolyzer and 18.5 m² for
a future design as current density is assumed to be doubled. The active area3 for a
single cell, as sketched in Figure 4.3, is expected to increase from 500 cm² to 1000 cm²
per cell in future. Beside the reduction of cost intensive materials such as titanium,
iridium, platinum and Nafion®, the amount of copper and aluminum will increase due
to the higher cell area [34].

4.3.3 Further facility components

Literature on the amount of material used for the facility and auxiliary devices is very
limited. Inquiries to companies turn out to be difficult as most of these information
are confidential and therefore not shared by them. Hence most materials need to be
estimated, as only some parts, such as the de-oxo unit are available as blueprints.
Further parts are needed for an operation of the PEMWE such as power electronics
(rectifiers, transformers), safety equipment and control devices. It is assumed that the
whole system fits into a standard 40-ft container, that is primary made out of steel
and is based on a foundation shaped in 4 concrete blocks with a 1m² size, 0.25m depth

3 the active are describes the part which is actually used e.g. for reactions, not taking into account
additional space which is needed for mounting
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Figure 4.3: A single cell of a PEM-stack drawn as exploded view with the different layers.

Table 4.4: Materials for a 1 MW PEMWE stack, state-of-the-art and near future

Material (kg) 2017 2030+

Titanium 528 37
Aluminum 27 54
Stainless steel 100 40
Copper 4.5 9

Nafion® 16 2
Activated carbon 9 4.5
Iridium 0.75 0.037
Platinum 0.075 0.010

and a total mass of 5.6 t. The lifetime of the system is set to 20 years. However the
stack is set to 7 years lifetime and improves to 10 years for 2050. A summary of the
aggregated materials of the BOP is stated in Table 4.5.

4.4 Life cycle impact assessment

When performing a LCA, the ecological evaluation of a modeled product compared to
its alternative manufacturing processes is of particular interest. In order to perform
this assessment, the life-cycle-impact assessment (LCIA)defines impact categories by
which the material flows with their upstream process chains are converted into potential
environmental impact on the basis of the inventory list. Typical evaluation criteria are
the GWP or the CED, but these categories are strongly dependent on the subject of
interest. The LCIA helps to interpret the results of a modeled system by evaluating
in a standardized way. Thus it also enables the comparison of a product, regarding
the impact categories, with a reference system. Consequently LCAs are, beside energy
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Table 4.5: Additional materials for a 1 MWel PEMWE

Material Mass (t)

Low alloyed steel 4.8
High alloyed steel 1.9
Aluminum < 0.1
Copper < 0.1
Plastic 0.3
Electronic material (power, control) 1.1
Process material (adsorbent, lubricant) 0.2
Concrete 5.6

system modeling, another tool that can help politicians in making decisions. Already
by describing these two impact categories, it is obvious that the electricity mix is
essentially influencing the results of this LCIA. Thus the electricity mix for all scenarios
are based on the energy model from previous chapter 3. The LCA model is run seven
times with different CO2 constraints, referring to the climate goals of Germany [41], as
explained previously. In the following, the scenarios stated in Table 4.2 are taken to
evaluate the impact categories. As lifetime is measured in years, it is assumed, that a
reduced amount of full-load hours per year will not afflict the lifetime. Thus reduced
full-load hours will lead to a higher influence of the PEM-stack and BOP per kg of
produced H2, as less hydrogen is produced over lifetime. This effect can be observed in
the Figure 4.4 and is depicted more precisely for 1000 full-load hours, with renewable
energy, in the scenario for the year 2030. But still with this approach, the impact
of the BOP and PEM-stack for the category of GWP is negligible compared to the
used electricity. The GWP is plotted on the y-axis in the unit of kg CO2-equivalent
(CO2-eq.) per FU (1 kg H2). On the x-axis the amount of full-load hours per scenario,
as well as the corresponding year, are stated. It is clearly visible, that electricity has
the main impact in respect to the global warming potential of 1 kg hydrogen from
PEMWE, which makes sense as per 1 kg hydrogen at least 55.5 kWh electricity are
required. The GWP in the year 2017 got the highest value with 29.5 kg CO2-eq. per
1 kg H2, as still significant amounts of fossil fuels such as coal, gas and lignite are used
for electricity production. It is obvious that with the phase-out of coal until 2038 the
carbon footprint of the electricity mix is improving and that this impact category, which
is here related to electricity, strongly abates over the years. For hydrogen production,
based purely on renewable electricity, the GWP lies between 3 and 4 kg CO2-eq. per
1 kg H2 at the cost of a drastic reduction in full-load hours. However this scenarios
is three times more environmental friendly than that of the reference process (SMR).
As marginal costs of the produced hydrogen decreases with an increased utilization
of the PEMWE, a realistic industrial use cases of PEMWE is a base-load operation
in the year 2050, either with a 80% or 95% CO2 reduction. When carbon emissions
are reduced by 80% in the energy sector, the GWP of the PEMWE is equal to that
of reference process. A 95% CO2 reduction will even lead to one-third of that of the
reference case due to the rare use of CCGT in the electricity mix.
In Figure 4.5 the MD for individual scenarios according to BOP and Electricity for
PEMWE is shown as they are calculated by SimaPro. An increased MD value for
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the BOP and the Stack can be clearly observed for the year 2017, which results from
the high demand for platinum, iridium and titanium. These materials will be greatly
reduced in the future years by improvements of the stack. The reference value for the
SMR is stated with 0.02 kg Fe/kgH2

from GaBi database, which is a comparable low
value. For the year 2030 with 1000 hours the impact of MD is again significantly higher
for the BOP and the stack. However it is not expected that the total MD increases
over the years, as this behavior is converse to that of the GWP. A analysis of the cause
of the increase in MD revealed, that electricity is a main driver. This observation leads
to a further investigation of the electricity mix used in the different scenarios.

Figure 4.6 visualizes on the x-axes the impact categories for a representative selection
of all scenarios used in this chapter. On the y-axis the share a power plants contributes
to this impact category is given. Following impact categories4 are included in the Fig-
ure - Global warming potential (GWP), Ozone depletion (OD), Terrestrial acidification
(TA), Human toxicity (HT), photochemical oxidant formation (POF), Particular mat-
ter (PM), Metal depletion (MD) - which are typically subject of interest in available
LCAs [203]. Results are very different for each electricity mix, as Lignite for exam-
ple contributes with half of the total GWP of the electricity mix in the year 2017.
Whereas in the year 2050 under baseload condition nearly 90% of the ozone depletion
(OD) cause by CCGT. Another often discussed category in context with traffic, is the
particular matter (PM), as it directly afflicts humans health, especially in inner cities
[204].
Regarding the MD, a uniformity is observed for the different scenarios, as wind con-
tributes with the highest share and PV as the second. This is surprising since wind
only contributes with a share of 17% on the total electricity mix, used in the model
for the year 2017 (see Table 4.2). As this depiction only shows the share a power
plant contributes to one 1 kWh, the absolute numbers are plotted in Figure 4.7. It
is obvious, that in scenarios with less renewable technologies, the absolute value for
MD is noticeable smaller. It can be stated, that Wind an PV are the main drivers for
metal depletion in scenarios with a high share of installed capacities of renewable en-
ergy technologies. The highest value can be observed in this case for the KSZ80(3000h)
scenario, as the energy system contains a share of 65% from wind an 35% from PV.
The value for the reference case in the year 2017 is the lowest, as only few renewable
energy technologies are available in this system. This coincides with the observation
made regarding the impact of 1 kg of hydrogen in Figure 4.5.
According to Chen [205], the production of solar cells need conductive paste which is
made out of silver (Ag-paste), gold contacts, iron, zinc and energy which are the main
drivers of MD. In the case of wind turbines, copper is mainly used for the genera-
tors, aluminum, iron and nickel are used for the tower and nacelle and mainly iron for
the rotor blades [206], [207]. Thus, the strong increase in metal consumption for the
scenarios with high proportions of energy from PV and wind turbines is justified.

4.5 Interpretation of LCA results

The used electricity is the biggest driver for almost all impact categories, stated in
the Appendix in Table A.4, of the PEMWE. While life cycle-related greenhouse gas
emissions (kg CO2-eq.) strongly decrease with an increasing amount of renewable elec-

4Further information about the method of each impact category is available online [202]
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Figure 4.6: Composition in percentage of the different power plants onto the investigated
impact categories for 1 kWh electricity of a selection of scenarios.

77



4 Life-cycle assessment of PEMWE

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

2
0
1
7
 (

R
ef

er
en

ce
)

2
0
3
0
/K

S
Z

5
5
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

8
7
6
0
h
)

2
0
5
0
/K

S
Z

8
0
 (

3
0
0
0
h
)

GWP (kg CO2

eq.)

OD (x 10-7 kg

CFC-11eq.)

TA (g SO2 eq.) HT ( kg 1,4 DB

eq)

POF (g

NMVOC)

PM (g PM10

eq.)

MD (x 10-1 kg

Fe eq.)

Wind PV Natural gas CC Hard coal Biomass Nuclear Hydro Oil Lignite

Figure 4.7: Absolute values of power pants contributing to the impact categories, for 1 kWh
electricity, in selected scenarios.

tricity, this correlation is reversed for the indicator metal depletion (MD) and the use of
critical raw materials such as iridium. The reason lies in both, the construction phase
of the PtX technology ”PEMWE” itself as well as the use phase. In PtX technologies,
catalysts are typically more often used than in their reference processes [30]. These
catalysts are based on rare materials such as iridium, platinum which have a very high
metal depletion potential, represented by a high factor in Fe-eq. This is an important
topic concerning today’s innovative technologies, that needs to be addressed. Bernt
[200] estimated, that a yearly PEMWE installation of 150 GW would be needed to
play an role in worldwide fossil energy demand in the transportation sector. Currently,
this energy demand is stated in the order of 100 EJ (1 1020 J). With an average life
of 10 years, an average installed capacity of 1.5 TW of PEMWE is feasible. Assuming
a production on full capacity at 60% system efficiency 8 PWh ( 30 EJ) hydrogen will
be produced, which is roughly 1/3 of the global energy needed for transportation. In
combination with other technologies such as BEVs this might be a possibility to sub-
stitute worlds fossil fuel demand in transportation.
However, this is only achievable with a drastic reduction in the use of rare materials.
The same problem is already been faced with the use of batteries for battery electric
vehicles. Different studies complain of the increasing demand in lithium as well its
associated impact from mining [189]. With a reduction in the use of noble materials,
the impact of BOP and the stack decreases, as platinum group materials and titanium
are the main driver. Both of them are reduced by 90% until 2030 (see Table 4.4).
Regarding the use phase, wind and solar energy do not have any direct CO2 emissions,
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so that any GHG emissions here can be attributed to the construction of the plants
and thus the upstream chains. In contrast, energy supply based on fossil fuel from
conventional power-plants is consumption-based, as for every kWh of produced energy
a certain amount of CO2 is emitted from the combustion. Thus GWP decreases for the
different scenarios in future, especially for those which purely run on renewable-energy.
However in this case the metal depletion rises, as wind and solar power plants are more
complex and uses more metal per kWh electricity output over lifetime, compared to
fossil power-plants. Of course this is also related to on utilization far below base-load,
as the availability of wind and solar irradiation define the utilization. As a consequence,
the impact categories of electricity from wind farms and PV would decrease, for lo-
cations with more full-load hours than those in Germany. In addition, the electricity
mix which is used for manufacturing renewable energy technologies, determines their
CO2 footprint. This will then influence directly the GWP for hydrogen produced by
PEMWE.
As the datasets of Ecoinvent are very detailed and complex, changes of whole value-
chains are very limited and can only be conducted on the top level, such as the assembly
part of a process in a reasonable amount of time. The structure of the database is a
tree and pulls information from several thousands of different data-blocks, each with
a very small share of its overall impact. However, these small shares sum up to a
significant value (see Figure 5.1) especially for renewable energy technologies. With
the course towards a sustainable and renewable energy system, the electricity mix will
change significantly over time as this is the implied goal. This is a very important
fact as data which are valid for today’s applications might change in future. Thus it
can be inferred, that conducting a LCA, in they it is currently done, may not be the
right method to estimate impacts of technologies in future, as they are mainly defined
by their electricity consumption. However it can be said beyond controversy, a radical
change in the energy system will affect the production of energy-intensive materials and
thus the indirect emissions of renewable energy technologies. The following Chapter 5
investigates this issue for further discussion in depth with a novel approach.
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modeling for PV production

The importance of energy system modeling tools was described in the previous Chap-
ter 3. The purpose of such a tool is to point towards a feasible direction for how the
”Energiewende” can be successfully accomplished while keeping costs and CO2 emis-
sions low. In energy system modeling usually only direct emissions from burning
fossil fuels are considered as CO2 emitting source. Therefor, renewable energy alterna-
tives such as photovoltaic-systems and wind parks are not classified as climate damaging
technologies. The approach of conducting a LCA, in contrast, is different to a energy
system modeling tool, as material and energy expense of the whole life-cycle is assessed.

Few studies on energy system modeling tools identify the output of indirect emis-
sions which are emitted during the upstream process, such as the manufacturing, re-
fining or even the energy supply phases which contribute to the overall CO2 emissions.
MCDowall’s study [208] however, integrates indirect CO2 emissions into his European
energy model for wind turbines in the tool TIMES, as a fixed value, per kWh electric-
ity. Consequently he identified, that the optimal power plant mix of the model result
is changing as energy from renewable technology is less attractive. Although his study
has taken into consideration the entire life-cycle of CO2 emissions, fixed values were
applied for these emissions which limits the significance of this important approach.
It can be argued, that with the development of more efficient electric supply, the life
cycle process would also become more CO2 efficient. Therefore these values should
not be modeled fixed, but rather as variables. Dufo-López [209] uses a multi-objective
function approach to minimize levelized costs of electricity (LCOE) as well as CO2

emissions resulting into a Pareto front. Here renewable technologies are introduced
as having CO2 emissions also set as a constant parameter, and not as variable, which
was also carried out by You [210]. Pehl [211] further develops this point and changes
indirect emissions of different technologies in a separate model and introduces them
into an optimization model as constant values for different years.
In this chapter a novel approach is presented which allows the model, introduced in
Chapter 3, to reduce the environmental impact of renewable energy technologies by im-
proving the endogenous electricity-mix. This was modeled using photovoltaics systems
as an example identifying emission output mainly from silicon treatment.

5.1 Direct and indirect emissions

The Ecoinvent database used for the LCA in Chapter 4 includes information such as
manufacturing processes, material and energy demand for different technologies. Bases
on the origin of these emissions it can be distinguished between two fundamentally
different types:
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• indirect emissions: These emissions are related but not limited to upstream-
processes during manufacturing such as e.g. mining, distributing or construction
phase. Basically, emission occur over the whole value chain of an entity. In the
case of producing steel, iron ore needs to be mined, for which heavy duty vehicle
as well as a refinery and workshop for tools are needed.

• direct emissions: These emissions occur during the final conversion step of an
given input to a functional unit. In the case of power-plants the functional unit
will be calculated in kWh electricity. In this case the emissions are based on the
combustion of fossil fuels, from which emissions occur based on the stoichiometry
and the efficiency of the plant.

In case of the conventional power-plants only the emissions from burning fossil fuels
are plotted in Figure 5.1 as they are included in the energy system model and are
responsible for the majority of GWP. As e.g. coal mainly consist out of carbon, its is
not surprising that 96% of GHG emissions derive from the combustion process in a coal-
fired power plant [212]. In contrast to conventional power plants, the direct CO2-eq. of
renewable energy technologies are zero as no burning of fossil fuels takes place. However
the figure leads to the conclusion, that renewable energy has a significant CO2 footprint
that originates from their whole life-cycle. This is specially evident in the production
of PV systems as it is a very energy-intensive process and therefore results are highly
susceptible to changes in electricity supply. taking into consideration the points that
were discussed, modeling future energy systems without indirect emissions, but with the
expectation of a significant change in that modeled energy system, is worth a discussion.
The energy system model which was already presented in chapter 3, is extended by a
dynamic process for photovoltaic solar cells based on multicrystalline silicon (mc-Si)
wafer by modeling parts of the manufacturing process. The specific CO2 emissions for
electricity from PV-systems in Germany is stated in the ecoinvent database with 0.1
kgCO2

/kWh. In advance, a short analysis of the exported data revealed that this value
is cut in half, when all emissions with the keyword: ”electricity” are neglected. However
this is a rough estimation, as some processes involving electricity demand are embedded
within subcategories which are untraceable and therefore cannot be extracted.

5.2 State of the art multi-crystalline PV manufacturing

The process of producing solar grade silicon (SG-Si) from silicon-dioxide is a well-
established technology which is done in industrial scale. As facilities for this mature
process are planed for decades, no conceptual changes are done in manufacturing.
[213, 214]. An overview of the necessary processing steps is given in figure. 5.2 where
the pathway from raw material SiO2 to the final product, the silicon wafer is, depicted.

5.2.1 Carbothermic reduction

The initial process step silica undergoes, is the carbothermic reduction. In this step
the feedstock is purified to metallurgical grade silicon (MG-Si) [215]. This is carried
out by treating silica with coal mixed in a large crucible to reduce oxide from silica
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Figure 5.1: Green-house-gas emissions per kWh electricity produced by different technolo-
gies in Germany. Indirect emissions for renewable technologies are taken from
ecoinvent database 3.3 using Recipe method. Direct emissions for conventional
power-plants are calculated from combustion only with a range of their efficiency
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Figure 5.2: Silicon processes and material steps: The gray shaped boxes indicate process steps
whereas the orange colored boxes describe the material property

(SiO2) then to silicon with carbon as reducing agent under the following reactions:

SiO2 + C SiO + CO (5.1)

SiO + 2 C SiC + CO (5.2)

SiC + SiO 2 Si + CO (5.3)

It is understood, that the resulting carbon monoxide from eq. 5.1-5.3 leads to CO2 when
exposed to the atmosphere. In addition, electric arcs supply the heat with electricity
and the CO2 emissions are dependent on the electricity source used. Typically, three
electrodes are submerged into the crucible and the electric ground is located at the
bottom. Liquid silicon at temperature of above 2000°C starts to accumulate in the
inner zone of the furnace while other components gather at the outer zone [216]. The
liquid metalloid is then poured into the container with impurities in the silicon (between
10% - 20%) [217], which would then require further refining. The silicon is treated in
liquid phase enabling elements, less noble than silicon, to react with the remaining
oxygen and float to the top as slag. The purified silicon is tapped and flows into
casting molds, where it cooled and solidifies as mc-Si. It is subsequently crushed for
further treatment [218, 219].

5.2.2 Purification of metallurgical grade silicon

For photovoltaic and semiconductor applications, impurities must not exceed a con-
centration in the rate of parts-per-billion (ppb). This is achieved with several different
approaches, though only some are industrialized, while other processes became out-
dated or lost economic competitivity [220, 221]. Among them, the Siemens process is
the most common technology for purifying MG-Si to produce mc-Si as end-product.
It accounts for the majority of the produced mc-Si but also 50% of the total energy
consumption of the SG-Si production [222, 223]. First, trichlorosilane (SiHCl3), a mix-
ture from metallurgical grade silicon and hydrochloric acid (HCl) is created. Next, the
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mixture is purified by by fractionally distilling twice. In the first run, heavier compo-
nents resulting from direct synthesis are removed and in a second run, all components
that are lighter than trichlorosilane are extracted. In order to obtain pure silicon,
trichlorosilane has to be decomposed back into silicon and hydrochloric acid. There-
fore trichlorosilane is vaporized, diluted with hydrogen and then fed into deposition
reactors, where the silicon deposits onto silicon rods while the stream of byproducts
leaves the reactor. Besides, alternative processes exists that produce silicon of high
purity at different process complexities, while partly avoiding the usage of harmful
material SiCl3. However, the current overall energy consumption does not vary signif-
icantly among different approaches [224, 222, 225, 226, 227].

5.2.3 Casting and cutting

Silicon is removed from the rods, causing it to break. However, the production of
wafers for solar panels requires perfectly shaped structures, out which thin slices can
be cut. The silicon chunks obtained from the rods are further melted and then cast
as ingots. During the casting process, the grade of silicon can easily be decline by
contamination through impurities [228]. Finally, the solidified silicon blocks from the
cast are cut into thin slices. The most common technique to cut multi-crystalline as
well as mono-crystalline silicon is wire slicing. The wire used for this process step is
very thin and has an abrasive surface. Newer developments aim to decrease kerf losses
and enhance the surface quality, as well as to reduce the need of chemical coolants and
lubricants [229].

5.3 Hydrogen as reduction agent for SiO2

From eq. 5.1-5.3, it is obvious that the carbothermic reduction, using coal as a reduction
agent, will lead to CO2 emissions. A similar process based on coal is also used for
reducing iron ore in steel industry, where significant progress has been made to enable
substituting coal with hydrogen in recent years. Considering this alternative process
for reducing iron ore leads to the investigation whether substituting coal with hydrogen
is possible in the production of solar grade silicon. The Ellingham-Richardson diagram
is a tool to depict stability in terms of thermodynamic equilibrium [230]. Usually, coal
is used for reducing the different types of iron-oxide at temperatures around 600 °C
which is indicated by the intersection (C) between the brown and the thick black curve
in Figure 5.3 (marked with a red circle). From the perspective of this diagram, the thin
green hydrogen curve (2 H2 + O2) is close to the iron oxide route (2 Fe + O2) and could
be used as reduction agent around 1700 °C. The thick orange colored silicon (2 SiO +
O2) route clearly shows the intersection (A) with the commonly used route of carbon
reduction agent at 1600 °C. In contrast, no intersection between the silicon route and
the hydrogen route can be observed, meaning that H2 does not work as a reducing
agent in this range of temperature [231]. From this point of view, SiO2 cannot be
reduced theoretically by using gaseous hydrogen even at high temperatures. However,
conditions change when a sufficient proportion of the hydrogen is shifted to plasma state
plotted as the thick green line (H2+2H+O2). The reduction potential of hydrogen in
plasma state increases to such extent that it intersects with the silicon line as seen in
the diagram marked with a (B). This demonstrates the theoretical possibility to reduce
SiO2 to MG-Si using a hydrogen plasma. The notation 2H + H2 on the reactant side of
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Figure 5.3: Ellingham-Richardson Diagram. The free energy line for H2 + 2H + O2

2 H2O is tentatively drawn in the middle between the full plasma 4H and the
hydrogen 2H2 based reactions. Its exact position depends on the details of the
plasma process used. The intersection with the silica line for the formal reaction in
eq. 5.4 lies in the correct temperature regime even with this simplistic assumption.

eq. 5.4 indicates that thermodynamically, the cleavage of a single H-H bond is sufficient
to drive the reaction:

SiO2 + 2 H + H2 Si + 2H2O (5.4)

So far, this method is not being used in industry, although there are already patents
and investigations ongoing [232, 233]. Laure [234, 235] proved in recent DBU projects,
the feasibility of this process by successfully reducing SiO2 with a hydrogen-argon
plasma. For In this project, silica-oxide is fed into the plasma reactor as grains with
a size of 40-80 µm. The plasma stream heats the SiO2 grains to such an extent that
the thin surface melts. A Figure 5.4 depicts the inside of such a silicon reduction
plasma reactor. By using hydrogen-plasma no CO2 emissions occur from the reduction
process directly, whereas the reference process with coal creates 3 units of CO for 2
units of Si as stated in eq. 5.1-5.3. Assuming that the carbon monoxide is released to
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the atmosphere without further treatment, 2.36 kg CO2 per 1 kg of Si are emitted. As
stated by Demin [236], 44 kg of MG-Si are needed for the production of a kWp mc-Si
PV panel, so that the carbothermic process will lead to about 104 kg CO2 per kWp

mc-Si PV panel:
44

gCO2

molCO2

· 3molCO2

28 gSi
molSi

· 2molSi
· 44

gSi
Wp

= 104
gCO2

Wp
(5.5)

When carbon is substituted by hydrogen, the carbon path can be bypassed and water
vapor is formed. Since hydrogen is a very pure reducing agent, further purification
steps, such as the Silicon tetrachloride treatment, as in the case of carbon, are not
needed [235]. In addition, 3700 kWh of electrical energy are needed during the en-
tire process chain [234], as presented in Figure 5.2. By using electricity, further CO2

emissions will occur depending on the source of energy. Assuming the current Ger-
man electricity mix of 500 gCO2

per kWh, 185 kg per kWp mc-Si solar panel will be
additional emitted. These emissions, which occur during manufacturing processes, are
called indirect emissions and can have a severe impact on the assessment of a technology
during lifetime.

 

Figure 5.4: Hydrogen-silicon-plasmastream (Copyright © Dr. Laure Plasma Technologie
GmbH)

5.4 Modeling indirect emissions as a dynamical PV-unit
process

To implement the indirect emissions from manufacturing of technologies dynamically
in urbs, a new process ”PV-unit” is defined as shown in Figure 5.5 whose components
will be explained in detail in this section. This PV-unit is then integrated in the known
energy system of this work and will replace the existing technology ”PV-system”.

The electricity output of the PV-unit is based, as usual, on an hourly solar time-
series used as input for the ”PV-cell capacity” which has the unit ”kWp”, and therefore,
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Figure 5.5: Reference energy system of the dynamic implementation of the indirect CO2 emis-
sions (from LCA) of the renewable technology PV-unit in a linear optimization
problem with urbs. The components highlighted in green represent the dynamic
process whereas the gray shaped processes are symbolizing the reference case in-
cluding steady CO2 emissions.

defines the solar harvest. In addition to the time-series, two further input variables are
used: (i) The reduction agents which are a necessary input variable for the material
path and (ii) energy needed for the production of PV cells. In case of the reduc-
tion agent, the model can choose between the two options: hydrogen or carbon. As
explained, the established reference process (”Reduction C”) is based on carbon for
which 0.5 g CO2 will be emitted every hour of an simulated year for each kWp PV cell
capacity installed by the energy system model. This number is calculated by allocating
the emissions which derive from the carbothermic reduction, stated in eq. 5.5 over 25
years lifetime, each with 8760 hours.
Hydrogen is the alternative reduction agent which can be used to reduce emissions
during the production process of PV-cells (”Reduction H”). Choosing this path results
in further model decisions, such as the point in time when this additional hydrogen de-
mand is produced by PEMWE. These electrolyzers are installed by the model, whereby
the capacity is based on their unit commitment. An overcapacity of PEMWE will lead
to higher investment cost but might use surplus power from renewable energy technolo-
gies to produce hydrogen for later use (H2-storage presumed). Additional electricity
storage, for example, will add a further complexity to the model decisions, as even elec-
tricity for covering PEMWE demand can be shifted in time beside hydrogen. Based on
these decisions, model endogenous electricity will define the inherent CO2 emissions of
hydrogen as they varies hourly, as extensively described in Chapter 3. Moreover, this
solution leads to additional costs due to investment in processes and storage to cover
this demand. To summarize, in contrast to the gray shaped processes in Figure 5.6,
using the green colored processes, will result in the need of additional commodities
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which in turn increases costs at first. Reference processes have no additional costs as
these are already included in the investment costs of PV panels as stated in Table 3.8.
The amount of hydrogen needed for reducing SiO2 to solar graded mc-Si can be cal-
culated from the stoichiometry in eq. 5.4 which states that 0.14 kg of hydrogen are
needed to create 1 kg of MG-Si. As 44 kg of MG-Si are used to create 1 kg of mc-Si,
6 kg of hydrogen are needed in total for a 1 kWp panel. This corresponds, allocated
over a lifetime of 25 years and 8760 hours per year, to 28 mg H2 per hour of lifetime.
However, the functional unit of hydrogen in urbs is not a gravimetric unit, as hydrogen
is used as an energy carrier to power FCVs or as energy storage for later reconversion
to electricity. Thus, the hydrogen demand is transformed into the energy unit kWh by
using the LHV of hydrogen with 33.3 kWh/kg.

3700Wh/Wp

8760h/a · 25a
= 0.017

Welec

W p
(5.6)

For the energetic consideration, a choice can be made between using a conventional
static electricity mix (”Conv. Energy”) or the model endogenous energy (”Model En-
ergy”) for PV cell production. As stated previously, the energy for mc-Si production
is mainly electricity, wherefore as simplification only electricity is taken into account.
It is further implemented, that using the conventional energy will results into addi-
tional costs of 50e/MWh electricity to make this path comparable with that of taking
endogenous energy, which will also result into additional costs for the model. The
process ”Model PV Energy” is modeled such, that 0.017 kWh/kWp of electricity per
hour, over a lifetime of 25 years is needed, independent of the utilization of the PV-
cell (see eq. 5.6). It is assumed that PV-cells will experience a degradation over time
whether electricity is produced or not. When ”Conv Energy” is used as an input, static
CO2 emissions occur with 500g/kWh. Thus, the specific CO2 emissions of PV (1000
full-load hours) are defined by the reduction (0.47 gCO2

/kWp) as well as the energy
path (8.4 gCO2

/kWp) to 78 gCO2
/kWhel. With this approach, already 78% of the value

previously mentioned from the LCA in Figure 5.1 is achieved, by just modeling the
two processes with the main impact.
For each pair (1=conventional, 2=alternative process) of process (p) of a commodity
(PV Energy, Reduction agent), the output ratio between these pairs stays constant.
Thus, once the value of these processes (MWp) are determined by the model, they
will not be changed during one scenario. This is done by using a supply intermittent
(SupIm) variable (CsupIm) provided by urbs, which is usually used for defining the
capacity factor of renewable technologies over a timeframe (y), providing a fluctuat-
ing time-series. This factor is set to the constant value of ”1” for each hour, which
means that process capacities (κp) which use these time-series as input must run at
their maximum capacity as stated in eq. 5.7. For this reason, a shunt process is in-
troduced, so that energy-equilibrium holds true by curtailing surplus process output
Cout
yp . This shunt process becomes especially active when there is no sunshine (Solar =

0) as no further input for the ”PV-cell capacity” from ”Reduction” and ”PV Energy”
set is needed. The constant SupIm factor forces these processes to run and therefore,
produce an output >0. In case of using conventional processes, this will generate emis-
sions. Thus, the model decisions of installing additional PV capacities will lead to
steady emissions (from production process) even at the time of no electricity produc-
tion, e.g. at night or when surplus power from PV-cells needs to be dissipated, to keep
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energy-equilibrium, by curtailing as it is of no use.

Cout
yp = (κp1 + κp2) · CsupIm (5.7)

This approach of linking processes in a fixed ratio is reminiscent of Chapter 2, in
which the heating sector of individual energy suppliers (single-family houses) in a pool
(municipality) is modeled for Greifswald (see eq. 3.30).

The new PV-unit is implemented in Figure 5.6 and replaces the original PV-system.
In contrast to the previous RES, the dynamic indirect emissions of the PV-unit is im-
plemented as an output besides to electricity. On the input side, model endogenous
electricity and hydrogen are modeled in addition to the solar time-series, which are
highlighted as green dashed lines. This novel approach of connecting an indirect emis-
sion path, in addition to a static one, enables a detailed analysis in different setups:

• no indirect CO2:
Here, no indirect emissions are taken into account from upstream-processes during
manufacturing for renewable energy technologies. Thus, using electricity from
wind farms and PV-systems does not result in any CO2 emissions during a lifetime
as shown in Figure 3.7.

• static CO2:
With this approach, static indirect emissions are introduced for wind farms and
PV-systems. Emissions over a lifetime are taken from ecoinvent database with
20 gCO2

/kWhel coming from onshore wind farms and roughly 100 g for mc-Si
PV-systems [237], [238].

• dynamic CO2:
As stated in the chapter, this approach will consider emissions occurring during
manufacturing in a dynamic way. Regarding the modeled scenario as stated in
Figure 5.5, the impact of manufacturing changes over time and thus is a suitable
way to model a realistic view of future energy systems. In contrast to the approach
of modeling indirect static emissions, the impact is allocated to every hour of the
year and not only to those which coincide with the hours of electricity production.

5.5 Temporal aspects

Two approaches are justified when solving the implementation of CO2 emissions dur-
ing lifetime in an hourly based optimization model. An intertemporal approach with
implemented CO2 budget will give the model a wide degree of freedom and take lat-
est discussions of climate policy into account. Due to long solving times of such a
model and the intensive demand for computational power, a second approach is chosen
initially. The model is run several times while being optimized in one step for the
whole year (8760 hours) by changing the yearly amount of allowed CO2 emissions to
the corresponding value of the climate protection goal of Germany. The benefit of this
snapshot method is the very fine granularity which enables the possibility to observe
minute changes in the system.
All CO2 reduction targets are made in reference to 1990, so that a 95% reduction of
emissions will only allow emission in amount of 5% of those emitted in 1990. The
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Figure 5.6: Reference energy system as presented in Chapter 3.7 with the implemented dy-
namic PV-unit (from Figure 5.5), replacing the static PV-system.

comparison of the three model-setups, listed above, starts with a 70% CO2 reduction
until a 95% reduction in 5% steps. As an ambitious CO2 reduction of 40-95% is tar-
geted by the government between the years 2020 and 2050, one 5% step corresponds
to a time period of roughly 2 years. Later, for the dynamic CO2 scenario, model runs
with 8760 hours and a smaller step range of 0.05 percent points will be performed, to
make the tipping point of model decisions visible and zoom into the chosen path of
PV-production. Hence, this change can even occur quasi sub-yearly for some modeled
CO2 limits as these points might not align with a full year. The following example
illustrates this behavior and provides a visualization in Figure 5.7:
A CO2 reduction goal is set as a limit which does not coincide with the end of a mod-
eled year of e.g. 71% where the initial change in PV-production occur. A full year of
8760 hours is modeled as represented in blue font with the constraint of -71% CO2.
However, the simulation period does not merge with a normalized calendar year, as the
starting point is shifted (in this case to the right). Thus, for reasons of simplification,
the following results will no longer be connected to years but to CO2 reduction targets,
as this allows to zoom into certain points of time to make tipping points visible.
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Figure 5.7: The difference between simulation time (blue) and time of a year (black). For
some CO2 reduction scenarios, the simulation time does not match the hours of
the year.

5.6 Results of the dynamic approach

In this section, the behavior of the three different model setups as listed before are
investigated. Figure 5.8 includes the CO2 reductions on the x-axis and the total in-
stalled PV system by the model on the left y-axis in GWp. On the secondary y-axis,
the abatement costs in the unit e/t are plotted. The first obvious result is that a 95%
CO2 reduction is not feasible using static emissions, as using electricity from renew-
able energy sources will already exceed the CO2 boundary. Second, the amount of PV
installation at the beginning (70% CO2 reduction) is similar between the dynamic and
the static approach as the dynamic model is using the conventional route (as shown
later) and therefore, electricity from PV has the same environmental impact in both
models. On the other hand, for very high reduction scenario, the dynamic model gives
similar results to the one with static indirect emissions in case of PV installation. For
further investigation, the absolute value of negative CO2 abatement costs are plotted
by using dual variables, which can be interpreted as an indicator of the incentive of
reducing CO2 emission. For each ton of saved CO2, the cost of the model will decrease
by the corresponding value as this is the marginal cost.

Calculating marginal costs is a method, used in economics, which describes the
increase/decrease in costs per product unit [239]. In industry production costs are
usually connected to several parameters such as variable costs and production capacity
of utilities which define the price per unit. Producing an additional unit thus might
affect the unit price, as e.g production capacity might be exceeded and new facilities are
needed. Mathematically, this corresponds to the first derivative of the costs function
(eq. 3.3) with respect to a product unit (u)

ζ ′ =
dζ

du
. (5.8)

A strong limitation of CO2 will lead to more ambitious model results, which increases
total system costs. Thus, in this particular case, the effect of decreasing one unit of
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CO2 is subject of interest, as an increase of marginal costs is expected.

In future emitting CO2 can be seen as a costly process, as the total budget of emitting
it becomes very restricted. Thus, the first impression is that the value of preventing
CO2 emissions increases strongly with the limitation of the CO2 budget, which makes
sense from the law of supply and demand. Furthermore the fact that the curve of CO2

abatement costs of the dynamic approach lies in between the static approach and the
one without emissions strengthens the validity of the results, as our expectations are
fulfilled. In addition, the overall costs of CO2 emissions gives a hint at the realistic
future price CO2 certificates should be rated on. It is obvious, that these values will
not align with the current price of CO2 certificates and also exceed, with the value
of 1,400e, the expectations of some scenarios that have predicted future social costs
of carbon for the year 2050 with $69-$417 [240, 241]. The impact of carbon costs is
getting distinct, when having a closer look at the order and time, when substitution of
conventional production path of the PV-unit occurs as shown in Figure 5.9 and 5.10.

70 75 80 85 90 95

CO
2
 Reduction in [%]

0

50

100

150

200

250

300

350

400

In
st

al
le

d 
P

V
 c

ap
ac

ity
 [G

W
p]

0

200

400

600

800

1000

1200

1400

2
]

Dynamic CO
2

Static CO
2

No indirect CO
2

Dyn. CO
2
 cost

Stat. CO
2
 cost

No ind. CO
2
 cost

Figure 5.8: Installed PV capacities for static, dynamic and without direct CO2 emissions of
PV panels.

From Figure 5.9 it is observed that the change in the PV production occurs first time
at a CO2 reduction of 71% by using a small share of model-endogenous electricity. Ad-
ditional model runs between the 70% and 75% CO2 reduction scenario are conducted
with a 0.5% step-length in Figure 5.9 and between 81.8% and 82.3% with a 0.05%
range in Figure 5.10. With an increase of CO2 reduction (between 70% and 71%), the
model reacts initially with an increase of PV installation. More intense CO2 limitation
will keep installed PV capacities nearly constant, while changing the manufacturing
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5 Integrating LCA to energy system modeling for PV production

process. First, a switch is observed from the conventional PV energy (500 gCO2
/kWh)

to the model endogenous energy mix, as this solution has the minimum costs.

By investigating Figure 5.9, its is obvious, that PV capacities stay constant between
the 71% and 74% scenario. Additional capacity is built from the point at which PV cells
are produced exclusively with endogenous electricity (>74%). Before that, marginal
costs for CO2 remain constant within this technology change (71% and 74%), as rep-
resented by the horizontal red line. This effect is reminiscent of a phase transition, as
it occurs when materials undergo structural changes due to external influences. If this
effect is mirrored on the PV unit, an area can be interpreted, at which the transition
from ”conventional energy” to ”model energy” takes place, which is described by a
phase boundary (CO2 marginal costs).

This results in constant value of CO2 abatement costs at 61e/t. After the share
of the conventional PV energy vanishes, abatement costs rise and further PV cells are
installed until 81.8% CO2 reduction. In Figure 5.10, a similar picture is given but
his time for hydrogen used as a reduction agent. Another phase transition appears by
keeping overall installed PV capacity constant. It is interesting that the model is able to
keep the value of CO2 constant by using the changes in the carbon reduction process of
PV-cells. The CO2 abatement costs lie in a range of 274e to 275e per tonne during this
process. Obviously, changing the material is more expensive as changing the electricity.
This allegeable, as electric energy is needed by PEMWE to produce hydrogen, which
is more costly due to the fact that losses occur during electrolysis caused by conversion
losses. Additionally investement costs of the PEMWE and storage costs of hydrogen
affecting the system costs. It must be noticed that the ratio of the chosen path for
manufacturing PV-cells must stay constant during every hour of the year, which was
explained in detail in Chapter 3.5. This prevents the model to switch during certain
hours between the PV-energy path and the chosen reduction material. From this point
of view, it can be stated that PV-production will change with stricter CO2 limits in
future. First, a shift of the electricity used will happen and later even hydrogen will
be used to make PV production more environmental-friendly to reduce valuable CO2

budget.
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5.6.1 discussion of the results of integrating life-cycle to energy
system modeling

In this chapter, the importance of integrating the material sector into energy system
modeling. This combines the benefits of LCA, which takes the impact from manufac-
turing into account and the possibility to make predictions of future energy-systems. As
in todays available LCA tools, only the composition of an electricity mix on the highest
level (e.g 40% PV) is possible but not the change within manufacturing, LCA think-
ing was integrated into energy system modeling and not the other way around. From
the results it is deduced, that this is a very important new feature for energy system
modeling, as changes in production of PV units occur and thus, especially for higher
CO2 reduction targets, validity of modeling results might get inaccurate. A strong
increase in CO2 abatement costs over time, which resulted from the annual modeling
of every single year leads to the question: ”which costs are representative”. If advising
policy makers, the way these costs increase, could be an indication for the further de-
velopment of CO2 prices as they were introduced in 2019 by the German government.
Currently this price is set to 25 e per ton of emitted CO2 for some energy carriers in
specific sector such as heating or transportation [242] until 2025. Future prices are not
clearly set yet, but a corridor is defined with a lower boundary of 30 e and a maximum
of 60 e. The results from the presented model are between 1200 e and 1400 e for
each ton of saved CO2 emissions. This implies, that a ton of CO2 which is not emitted
reduces costs of production and thus is valuable for the emitter. However for the year
2050, the calculated CO2 abatement costs of the model are 20 times higher than the
one given by the government today.

With this presented proceeding, only snapshots of the years are taken. For this reason,
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5 Integrating LCA to energy system modeling for PV production

the following chapter will reduce this uncertainty by modeling over a whole timeframe
of 20 years, from 2030 until 2050.
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6 Introducing PV-unit into an
intertemporal optimization

An intertemporal approach introduces another degree of freedom to the model. Beside
the hourly timestep ”t” which connects energy and power, an additional time domain
connection is expected. With an intertemporal approach all time periods are solved
simultaneously [243, 244]. Especially for modeling a long time horizon, intertemporal
models can be used to make the change in an energy system visible over the years,
instead of just taking the snapshot of one year. The difference is that not every year is
optimized on its own but an optimal solution is found for the whole period of interest.
From version 1.0.0 on, urbs does support intertemporal functionality which can be used
with basically the same input sheet as used for the annual model. However due to the
more complex optimization as well as the bigger amount of data needed to be processed,
calculation time increases strongly. Calculating each year as a snapshot with individual
CO2 emission constraints, as presented in previous chapter 5, took approximately 10
minutes per run. Modeling a time frame of 30 years (2020 - 2050) leads to 200 hours
on the same computer to find an optimum solution. For this reason, every fifth year
is introduced as a support year to get insight into the model. As urbs has already
embedded a ”weighting function” in the snapshot model, which is used to extrapolate
the time horizon of modeled timeperiods smaller than one year up to a full year with
8760 timesteps. This is important when years with a time period smaller than 8760
h are modeled, as urbs finds the minimal solutions of the system-costs which will be
otherwise calculated wrong. Similar to the ”weighting function”, in the intertemporal
problem, a factor (”k”) on an annual level is implemented, which repeats a modeled
year k-times where ”k” is the difference between the actual year and the nearest next
year with an input-file. Every input file contains an identifier for the model-year, yearly
CO2 limit and a budget allowed to be emit over the full time frame. Input data are
valid until the next support time frame is reached, which enables, for example, the
mapping of efficiency increases of technologies over time, whereby the point in time
at which the efficiency increases is introduced will be controlled via the input files.
Therefor the parameters of the variable vector ”x”, as stated in eq. 3.2, changes by an
additional index for the year ”y” to:

xT = (ζ, ρyct, κyp, κ̂yp, τypt, ε
in
ycpt, ε

out
ycpt) (6.1)

Beside the ”depreciation” in Table 3.8 a remaining lifetime is asked when introducing
the initial year, needed for already installed processes to determine their run-out period.
Here, the same value as for the depreciation is chosen, which means, that the process
are new at beginning of the modeling period. Most of the constraints hold true for
intertemporal modeling as well as for modeling one full year as a snapshot. However,
in contrast to yearly CO2 limits, making use of a CO2 budget over the whole model
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6 Introducing PV-unit into an intertemporal optimization

horizon, does make models more realistic and thus increases their relevance for policy
makers.

6.1 CO2 constraint dependence on time

For modeling of the known energy system with the PV-unit presented in Chapter 5,
each year of CO2 reduction is not individually optimized, but a period of 30 years in
5 year increments including a discount rate of 3% for calculating system-costs. The
total budget of permitted CO2 emissions is calculated over this entire period as shown
in Figure 6.1. The x-axis shows the individual years as well as the corresponding CO2

reduction targets in accordance with Germany’s climate protection. The modeling
period starts with the year 2030, which corresponds to 55% CO2 savings compared
to the reference value, and ends with a 95% saving in the year 2050. The absolute
reference value differs from the generally accepted reference value, as it is based on
agreed literature in the P2X project. Here the assumed values for the energy demand
and power plants of the year 2050 (KSZ80) were used (Table.5-98, [41]) and calculated
back to a reference value without any CO2 reduction. In respect to the corresponding
scenarios, CO2 reductions are assumed in the transportation sector as well [171]. As
this sector amounts with a share of 61% [245] of the total emissions in transportation
(163 Mt CO2), the budget for the KSZ80 scenario will result in 20 Mt per year. The
total budget for the entire period is set to 1.7 Pt, which may be emitted, whereas the
decision on the use of that budget is being made within the model.
In contrast, emissions constraints of the annual-model are calculated for each modeled
year itself and can therefore only be used exactly for this single modeled year. This
excludes the possibility of achieving a global optimum over the whole horizon of mod-
eled years. Modeling a CO2 budget instead will allow the model for additional savings
in CO2 during one year and carry those over into later years. As its was previously
shown in Figure 5.9 this would make sense to some extent since the abatement costs
of CO2 will increase in future, from which the intertemporal model can benefit.
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Figure 6.1: Sketch of the difference in calculating CO2 emissions for the intertemporal model
as a budget (blue area) and the arrows for the annual modeling as a snapshot.

6.2 Comparison of intertemporal and annual method

In the Figure 6.2 the installed PV capacities of the annual model, with snapshots of
each year, are plotted. The increase of PV capacities over time is clearly visible. Start-
ing at 150 GWp in the year 2040 overall installation is exceeding 350 GWp until 2050
in a scenario with a reduction of 95% of CO2 emissions. In the case of more moderate
ambitions resulting into a reduction of 80%, 300 GWp of PV will be sufficient to reach
that goal. In contrast, results look completely different for the intertemporal approach.
In Figure 6.3 slightly more PV is installed by the year 2030 and nearly no changes are
seen in overall PV installation through the years. In addition only the path of using
model energy is taken in the PV-unit. The option of using hydrogen as reduction agent
is not even used in case of strong CO2 reduction in the year 2050. These results are
surprising, as the constraints for the intertemporal approach seems to be less difficult
to reach. This assertion is underlined by the CO2 abatement costs at around 50e
which is far less as the costs in the annual approach. This leads to the question, in
which way energy system modeling should be conducted as results of the intertemporal
model are different to the annual one. It is clear, that the intertemporal abatement
costs stay constant over the whole period, as only one CO2 constraint is set in the form
of a budget and not for each single modeled year. As only one CO2 constraint is active
for the whole modeled horizon, marginal costs will not change (see equation 5.8). An-
other difference compared to the annual mode is, that hydrogen as reducing agent
is not used during the entire modeling time period, whereas endogenous ”model-
energy” is already used from beginning to produce PV-cells with lower emissions.
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It is interesting that in the annual model, CO2 abatement costs are 25e and thus only
half the price of the intertemporal approach. This leads to the question of how the
latter approach handles the budget of CO2 emissions over the whole modeling horizon.
For this reason Figure 6.1 is extended by the real emitted CO2 emissions over the
modeled years. In addition the specific CO2 emissions per kWh electricity are plotted
on the secondary y-axis, highlighted with rectangles. The dotted lines are a linear
regression of the the specific emissions of the two different model approaches. It is
obvious that the intertemporal model is emitting its budget of emissions differently to
keep the specific CO2 emissions to a constant level. These emissions are calculated by
taking also the curtailed electricity into account, as energy from renewable electricity
will have emissions due to the their manufacturing process, which are allocated over
lifetime. The change of the shape occures from a triangle towards rectangular one, re-
garding the actual intertemporal CO2 emissions. This is an indication, that the overall
budget is not as limiting as it is for the snapshot approach. This is due to the shift
of unused CO2 budget between the years 2030 and 2040 for later use. Thus with a
long term planing, actions that need to be taken are less drastic. This inference is
substantiated by the moderate PV installation and the constant CO2 abatement costs.
As the specific CO2 emissions per kWh electricity are constant around 120 g in the
intertemporal model, the chosen premise, a model horizon from 2030 until 2050, must
be scrutinized. Thus, the horizon is extended from 2050 until 2100. For reasons of
computational performance, a resolution of 10 years is chosen.
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6.3 Extended time horizon until 2100
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Figure 6.4: Different modeling approaches for the energy system. The arrows describe the
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curve is used for earlier years of the snapshot method.

6.3 Extended time horizon until 2100

With the extension of the modeling period to 2100, CO2 budget is increased from 1.7 Pt
to 2.6 Pt, as from the year 2050 on, the yearly CO2 budget is set constant to 19 Mt.
Figure 6.5 depicts the emissions over the extended horizon. Here, the green shape
represents the emissions of the intertemporal model whereas the blue shape shows the
targets from the government (the same as in Figure 6.1). It is surprising, that it is more
favorable for the model to reduce CO2 emissions more slightly over time and end with
half of the emissions which are allowed in 2100 (10 Mt). Also the CO2 abatement costs
are now substantial higher with a value of 240e per tonnes. This observation leads to
the conclusion that in an intertemporal approach the modeling period is essential to
make a statement about future CO2 prices. The main difference between the intertem-
poral approach with an observation period of 20 years and the one with an observation
period of 70 years is the following. With the former approach, the states exceeding the
year 2050 do not exist under modeling perspective, so that the given CO2 budget can
thus be distributed evenly over this shorter period of 20 years. Efficient technologies
which were installed earlier leading to CO2 savings will contribute in a large extent
to the later years. For the much longer period until 2100, the influence of the earlier
years with few reduction targets is much smaller, as absolute savings in emissions have
to be allocated over a much longer period in time. This approach is therefore more
realistic, since CO2 emissions must be severely limited even after 2050 and 2100, and a
continuation of 95% CO2 reduction is therefore certainly realistic. It is therefore clear
that an earlier reduction in emissions is advantageous in order to implement a slow
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6 Introducing PV-unit into an intertemporal optimization

turnaround in the energy system, where CO2 abatement costs also develop moderately.
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Figure 6.5: Modeling the presented energy system with an extended intertemporal approach
until 2100 (green shape). The given CO2 budget which can be allocated over time
is shown in the background as blue shape. For every year exceeding 2050, another
5% is added to the budget

In the later years, when CO2 budget is decreasing, hydrogen plays a major role as
an energy carrier. As hydrogen can be stored cheap, it is used from the year 2060
as a long term storage for later reconversion into electricity. Already in that year,
23 TWh of electricity is used from reconverting hydrogen to supply energy demand.
In the year 2100, it is even increased to 87 TWh electricity, which corresponds to
approximately 4.5 · 109 kg H2 before being converted by fuel-cells. This comes along
with an expansion in hydrogen storage from 3 TWh to 24 TWh in the same period which
corresponds to 13 - 6 complete charging cycles over the year. More detailed insight
about the installed capacities of the extended intertemporal approach is provided in
Table A.8. The aggregate state of stored hydrogen is not covered by the scope of this
work, but of course is associated with further losses, regarding the type of storage
used. The liquefaction of hydrogen (LH2), for example, increases the energy density
from 3 kWh/lg (273.15 K and 0.1013 MPa) up to 2.34 kWh/ll (LH2) [25]. However,
this technique is very energy intensive and thus requires about 1/3 of the energy stored
in the LH2 to cool the gaseous hydrogen down to -253°C.
Comparing the installed PV capacities between the annual model and the extended
intertemporal, capacities are slightly higher for the latter approach at the beginning
with 230 GWp in the year 2030, but lower in the year 2050 with 250 GWp. It reaches its
peak at the end of the modeled horizon in 2100 with 370 GWp, which is the same as for
the result of the previous snapshot method 50 years earlier. It makes sense, that the PV
capacities in 2050 are similar between the annual model and the extended intertemporal
model, as the CO2 reduction target from the government is 95% starting from the year
2050 on. This implies the same strong CO2 constraint as the intertemporal model
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with the extended time horizon can transfer less surplus on CO2 budget to later years.
This also explains the fact, that from the very beginning, the innovative path in the
presented PV-unit is chosen, both, for the reduction path as well as for the energy
related path. To close the loop, which started with the LCA value 100 gCO2-eq./kWhel.

from PV (shown in Figure 5.1), the progression of the actual emissions of electricity
from PV of the extended intertemporal model is calculated. Again, just 78% of the
emissions from the LCA are covered by the PV-unit. As only 28 mg of hydrogen
are used per kWp of installed PV and hour of the year, it contributes only with 2%
to the specific emissions of electricity from PV. Due to the storages, hydrogen is not
been produced constantly over the year. For this reason, the average of the specific
CO2 emissions of electricity was calculated for the hours, hydrogen is produced from
PEMWE. Of course, this number is lower than the average specific CO2 emissions from
electricity over the year. In the year 2030, 22 g CO2 are emitted per energy content
of 1 kWh hydrogen (33 kWh/kgH2

). The average of the emissions per kWh electricity
produced in the energy system model over all technologies is 74 g in this year. To
review, the electricity demand calculated in Chapter 5 for manufacturing 1 kWp PV
cell, results into 0.017 kWh of electricity needed per hour (see 5.6). With an average
amount of 1000 full-load hours per year, this amounts to 0.148 kWh of energy needed
per 1 kWh electricity output in average, as calculated in eq. 6.2.

0.148kWh =
0.017kWh · 8760h

1000h
(6.2)

Thus, 11 g CO2 are emitted per kWh of electricity produced by PV, caused by the
energy demand of manufacturing supplied by the model electricity-mix (74 gCO2

/kWh).
Following Figure A.1 shows the specific CO2 emissions of the electricity-mix of the
energy system for every modeled year in the extended intertemporal model as green
bars. In addition, the specific carbon emissions from the installed PV technology
are plotted as blue bars. Until the year 2100, emission from PV panels are almost
carbon-free (1.5 gCO2

/kWh). Compared to the calculated static emissions of 78 gCO2

per kWh, implementing the innovative PV-unit is a significant improvement of energy
system modeling.

In the following Table 6.1 the CO2 emissions per kWh electricity of the corresponding
technologies are stated. In case of CCGT, the emissions are directly coming from
burning natural gas. For the renewable energy technologies emissions are indirect and
resulting from the whole life-cycle. Only the PV technology is calculated dynamically
as mentioned in this chapter.

Table 6.1: specific CO2 emissions per kWh electricity output

source gCO2

Conv. electricity 500
CCGT 333
Strong wind 14
Weak wind 18
Offshore 8
PV (variable)
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7 Conclusion & Outlook

7.1 Conclusion

In this work an energy system model was used to demonstrate that extended sector
coupling (PtX) is required not only in the area of energy use, but also in process tech-
nology with hydrogen as a reducing agent, in order to achieve Germany’s ambitious
climate targets. Electrolytically produced hydrogen was chosen both as an energy car-
rier and as a chemical raw material for the presented analysis. In addition the amount
of hydrogen demand for some sectors such as steel industry or agriculture were stated.
Already used in pilot projects for steel production (IN4climate.NRW), green hydro-
gen is a chance of decarbonizing agricultural products by just slightly changing retail
prices. Other advantages of hydrogen include low cost seasonal storage, potential to
be converted back into electricity and an existing industrial market. However, due
to efficiency losses and current cost-intensive technologies, many competing technolo-
gies (PtH, BEV) can be initially integrated from an economics standpoint. Particularly
when the main focus is on the use of surplus renewable electricity, high investment costs
are an obstacle due to low plant utilization. The model results show that hydrogen
as a seasonal energy storage, in TWh scale, would be viable only from the year 2050.
As electricity from renewable energy technologies is limited, it will not be sufficient to
decarbonize all sectors. Thus, the most favorable ones should be selected. Either they
might be chosen by the readiness of implementation, economic issues, overall impact
or further considerations.

In the course of the P2X project, a discrepancy was observed between the LCA method-
ology and the approach to energy modeling. This was described in Chapter 4 along
with a proposed solution to avoid this blindspot. Life Cycle Assessment (LCA) is a
well recognized tool for assessing technologies from an environmental point of view.
The approach is described in the ISO 14040 and 14044 standards, which allows for the
comparison with similar studies for other components. The LCA is based on a detailed
inventory database of relevant process data but so far there has been none proposed for
the promising hydrogen producing technology PEMWE (Proton-exchange-membrane
water electrolyzer). The general evaluation of PEMWE technology shows that the
global warming potential (GWP) is worse than expected when compared to the estab-
lished SMR (Steam-methane reformer) process. An electrolyzer operating with 100%
PV based electricity would produce 5.5 kg CO2-eq. per kg H2 which corresponds to
about half of the GWP of the reference process SMR. This still seems overestimated
while comparing a completely renewable energy based method to another derived from
fossil fuels. The reason being that current attempts in literature have only been made
to implement static indirect emissions. To mitigate this, a novel approach was devel-
oped by dynamically considering the production of renewable technologies in an energy
system model.
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Photovoltaic was chosen as an application example to validate the developed model,
as it emits up to 100 g of CO2-eq. per kWh electricity generation in the existing LCA
for Germany. With this value it is immediately noticeable that a 95% CO2 saving
compared to 1990 levels, as required for the year 2050, is not possible. Therefore the
indirect emissions were implemented dynamically, so that the possibility exists to pro-
vide the energy-intensive wafer production with improved electricity mix endogenously
by the energy system model. This option is favored by the model after the CO2 savings
goes beyond 70%, which in this case corresponds to the levels mandated for the year
2040. In addition to the possibility of reconverting hydrogen to electricity, it is also
possible to use it as a climate-friendly reducing agent. Since this is the more cost-
intensive solution, a change of the reducing agent from coal to hydrogen only takes
place in the model after the CO2 abatement costs of 275 euro per ton, to meet the
climate protection targets. From modeling result it was stated, that the validity of a
static LCA is limited and especially not adequate to assess power-intensive processes
in the energy transition power systems of the future.

In a further step, the symbiosis of static life cycle analysis and energy system model-
ing, which is optimized annually, was transformed into an intertemporal problem. In
contrast to the annual method it was allowed to accept not only snapshots but also the
approach of an independent distribution of a given CO2 budget over a defined period
of time. It turned out that an early change of energy production from fossil fuels to re-
newable technologies and the associated CO2 savings provides an unused budget, which
can be used to carry out a gradual change of the energy system and at low costs. In
contrast, the CO2 abatement costs are considerably higher if portions of the currently
still quite high budget are not saved and postponed to later years.

With regard to grid stabilization, hydrogen storage on a large scale is certainly one
way of compensating for fluctuations in electricity generation from renewable sources.
The predicted costs of PEM electrolyzers vary greatly between studies. In this work,
the costs of the technology is based on the current state of the art for the entire mod-
eling period. Should strong cost reductions occur in future, hydrogen usage will turn
more widespread as a stored energy-carrier. In general, however, it has been shown that
hydrogen also plays an important role outside the energy economy, as emissions can
be saved in agriculture (fertilizer), heavy industry (steel production), transportation
(FCV) and also in the manufacturing of renewable technologies (PV) which inherently
improves emissions of electricity generation.

7.2 Discussion

In conclusion, the core statements made in this work were based on the modeling results
and their respective assumptions. However, it is worth discussing whether a drastic
change in the German energy system is the desired way forward. Just taking into ac-
count the approximately 200 GWp capacities of onshore wind turbines, which should
be realized as a model result from the year 2080 onwards, is already more than tripling
the current installed capacity. In addition, the amount of offshore wind farms increase
sixfold from the present day installation of 6 GWp. Photovoltaics have relaxed regional
limitation as compared to wind farm. Due to their lower visibility, they can also be
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Figure 7.1: Energy transition also reaches Tomerdingen, a village with a history reaching far
back to the medieval time.

better integrated into the landscape. Yet with the projected 370 GWp the installed
PV, the total capacity increases eightfold from today.
In addition, the modeled energy system is limited, as in its scope, hydrogen connects
only the electricity sector with the private transportation sector. In the domain of
an extended PtX perspective, further sectors have to be integrated which also have a
significant energy demand and associated emissions to be reduced. This will not lead
to a proportional increase in renewable energy technologies, but will still aggravate the
situation. The change of landscape is already seen in some parts of Germany as e.g.
in the Swabian Alps where Figure 7.1 was taken. As in this work the critical materials
were discussed in Chapter 4, the amount of platinum groups, especially iridium for
PEMWE was stated. However, it should not be neglected, that also the amount of
naturally occurring lithium is limited and mining is not sustainable as huge amount of
water, a rare resource at the mining location (Atacama dessert, Chile), is needed.
Compared to Germany, the United Stated of America are less dense populated and thus
e.g. wind parks are easier to be embedded into natural landscape. Texas for example,
who has access to large oil deposit, now starts an energy transition toward sustainable
energy supply. The following picture in Figure 7.2 was taken during the research stay
in Austin and proofs a change in thinking as well as a good way of integrating these
technologies in the landscape.

7.3 Outlook

In the wake of the ”Energiewende”, the electricity sector will change significantly in
the next decades to such an extent that associated energy-intensive manufacturing pro-
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Figure 7.2: Photograph taken in the western part of Texas showing the contrast between
conventional crude oil pumps and modern windturbines

cesses will emit less CO2. For this reason, the currently validated LCA data-sets will
lose their relevance and will no longer be accurate for the future. Either these data-sets
should be revised, or tools should be provided to easily adapt data-sets across all the
level of detail in the implemented manufacturing processes. Currently this can only be
done efficiently at the highest level, such as defining the electricity-mix which is needed
by a technology as a direct input. However, changing the data-sets will lead to a lack
in the comparability of results, since data records of the same processes would be no
longer uniform and exist in different versions.
On the side of energy system modeling, the integration of indirect emissions lead to a
more realistic assessment of future energy systems. This aspect also promotes the basic
idea of sector coupling, which was demonstrated with the example of PV in this work.
The failure to take indirect emissions into account leads to an underestimation of the
total emissions. A static analysis of direct emissions leads to infeasible results under
the ambitious climate protection targets of 2050. Since a model always represents an
interpretation of real processes, it is certainly a balancing act between complexity and
computing time for energy system modeling.
A logical next step would be to find technologies for which the presented modeling
techniques will improve results and give additional insights. Due to their nature, it is
obvious that the electricity-generating technologies have the most impact in an energy
system model. In this work mc-Si PV cells were selected, as a significant amount of
energy demand and emissions are associated with their manufacturing. A further tech-
nology could be wind turbines which have a high steel demand, although the question
of recycling also needs to be addressed for this case. By including the manufacturing
process, not only the quality of energy system modeling will be improved, but also the
potential sector coupling will be more realistically represented.
Finally, the potential of hydrogen, which can be used in case of iron-ore reduction,
energy storage, power generation and fuel or process-heat supply, seems to be un-
derestimated in most current studies. In order to fully demonstrate the potential of
hydrogen, future models should be designed to be as flexible as possible, with regard
to the coupling of sectors. In case, the central research question relates to aspects of
sector coupling or even the potential of PtX, first, relevant sectors, must be identified.
One good examples is, using hydrogen as a reduction agent for oxide in case of further
mined ores. By using PtX as a fully integrated method through the whole value chain
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of energy related products, a simple load flow calculation at energy level is no longer
sufficient in this case. The material flow, another key element, must be introduced to
increase the significance of future energy system models.
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drogen study: Energy of the future? sustainable mobility through fuel cells
and h2, 2019. URL: https://www.dvgw.de/medien/dvgw/forschung/berichte/
g3 01 12 tp b d.pdf.
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[83] P. H. Stefan Schütz. Klimaschutz und regenerativ erzeugte chemische energi-
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2024, erster entwurf der Übertragungsnetzbetreiber, szenario b2024, 2014.
URL: https://www.netzentwicklungsplan.de/de/netzentwicklungsplaene/
netzentwicklungsplaene-2024.

[154] Axel Holst. Netzintegration der erneuerbaren energien im land mecklenburg-
vorpommern (netzstudie m-v i 2009). doi:10.13140/RG.2.1.4786.1362.

[155] Dr. Kurt Rohrig, Christoph Richts, Dr. Stefan Bofinger, Malte Jansen, Malte
Siefert, Sebastian Pfaffel, Michael Durstewitz. Energiewirtschaftliche bedeutung
der offshore-windenergy für die energiewende: Langfassung, 2012.

[156] Christoph Kost, Johannes N. Mayer, Jessica Thomsen, Niklas Hartmann, Har-
lotte Senkpiel, Simon Phillips, Sebastian Nold , Simon Lude, Thomas Schlegl.
Studie: Stromgestehungskosten erneuerbare energien (november 2013), 2013.

[157] W. X. Jin Hao. Extended transmission line loadability curve by including voltage
stability constrains. 2008 IEEE Canada Electric Power Conference, 2008. doi:

10.1109/EPC.2008.4763379.

[158] Turan Gönen. Electrical Power Transmission System Engineering: Anal-
ysis and Design: Analysis and Design. CRC Press, 2014. URL:
https://site.ieee.org/northern-canada-pesias/files/2013/01/
Transmission-Lines-Presentation.pdf.

[159] H. Martin, T. Hamacher, T. A. Deetjen, and M. E. Webber. Reduced transmis-
sion grid representation using the st. clair curve applied to the electric reliability
council of texas. In 2017 14th International Conference on the European Energy
Market (EEM): 6-9 June 2017, Dresden, Germany, pages 1–5, Piscataway, NJ,
2017. IEEE. doi:10.1109/EEM.2017.7981961.

[160] Bill Kennedy. Transmission lines electricity’s highways, 14.01.2013.
URL: https://site.ieee.org/northern-canada-pesias/files/2013/01/
Transmission-Lines-Presentation.pdf.

[161] 50hertz. Netzbelastung in der regelzone, 2018. URL: https://www.50hertz.com/
de/Transparenz/Kennzahlen/Netzdaten/Netzbelastung/.

[162] Johannes Dorfner. implement proportional processes (still untested) · oj-
do/urbs@0257631 · github, 2015. URL: https://github.com/ojdo/urbs/
commit/0257631280621f511041a9077cd30b0a27ac580f.

[163] L. S. Karin Fuchs. Maximale energieeffizienz im bestand: Zeigen, was möglich
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[228] J. C. Anglézio, C. Servant, and F. Dubrous. Characterization of metallurgical
grade silicon. Journal of Materials Research, 5(9):1894–1899, 1990. doi:10.1557/
JMR.1990.1894.

[229] N. Watanabe, Y. Kondo, D. Ide, T. Matsuki, H. Takato, and I. Sakata. Charac-
terization of polycrystalline silicon wafers for solar cells sliced with novel fixed-
abrasive wire. Progress in Photovoltaics: Research and Applications, 18(7):485–
490, 2010. doi:10.1002/pip.923.

[230] K. C. Sabat, P. Rajput, R. K. Paramguru, B. Bhoi, and B. K. Mishra. Reduction
of oxide minerals by hydrogen plasma: An overview. Plasma Chemistry and
Plasma Processing, 34(1):1–23, 2014. doi:10.1007/s11090-013-9484-2.

[231] J. F. Plaul, W. Krieger, and E. Bäck. Reduction of fine ores in argon-
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[239] Brockhaus Enzyklopädie, editor. volume 9. Mannheim, 19 edition, 1989.

[240] U. S. EPA, OAR, OAP, and CCD. The social cost of carbon,
14.02.2017. URL: https://19january2017snapshot.epa.gov/climatechange/
social-cost-carbon .html.

[241] K. Ricke, L. Drouet, K. Caldeira, and M. Tavoni. Country-level social cost of car-
bon. Nature Climate Change, 8(10):895, 2018. URL: https://www.nature.com/
articles/s41558-018-0282-y.pdf, doi:10.1038/s41558-018-0282-y.

129

http://dx.doi.org/10.1007/978-3-540-75997-3
http://dx.doi.org/10.1007/978-3-540-75997-3
http://dx.doi.org/10.1557/JMR.1990.1894
http://dx.doi.org/10.1557/JMR.1990.1894
http://dx.doi.org/10.1002/pip.923
http://dx.doi.org/10.1007/s11090-013-9484-2
http://dx.doi.org/10.1002/srin.200506055
http://dx.doi.org/10.1002/srin.200506055
https://www.dbu.de/projekt_23845/01_db_2848.html
https://www.dbu.de/projekt_23845/01_db_2848.html
http://dx.doi.org/10.18419/OPUS-1357
https://19january2017snapshot.epa.gov/climatechange/social-cost-carbon_.html
https://19january2017snapshot.epa.gov/climatechange/social-cost-carbon_.html
https://www.nature.com/articles/s41558-018-0282-y.pdf
https://www.nature.com/articles/s41558-018-0282-y.pdf
http://dx.doi.org/10.1038/s41558-018-0282-y


BIBLIOGRAPHY

[242] M. Uken and K. Schuler. Koalitionsausschuss: Das steht im klimaprogramm
der koalition. Die Zeit, 20.9.2019. URL: https://www.zeit.de/politik/2019-
09/koalitionsausschuss-klimaschutz-klimakabinett-klimapolitik-co2-

steuer#co2-preis.

[243] G. S. Latta, J. S. Baker, R. H. Beach, S. K. Rose, and B. A. McCarl. A multi-
sector intertemporal optimization approach to assess the ghg implications of u.s.
forest and agricultural biomass electricity expansion. Journal of Forest Eco-
nomics, 19(4):361–383, 2013. URL: http://www.sciencedirect.com/science/
article/pii/S1104689913000226, doi:10.1016/j.jfe.2013.05.003.

[244] M. R. Kühne. Drivers of energy storage demand in the German power system:
an analysis of the influence of methodology and parameters on modelling results.
Dissertation, TUM, München.

[245] Bundesministerium für Umwelt, Naturschutz, Bau und Reaktorsicherheit. Kli-
maschutz in zahlen - fakten, trends und impulse deutscher klimapolitik, ausgabe
2017, 2017. URL: www.bmub.bund.de.

[246] T. H. Florian Botzenhart. A roadmap for the future energy infrastructure in
salzburg.

[247] P.L. Spath and M.K. Mann. Life cycle assessment of hydrogen production via
natural gas steam reforming.
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A Appendix

A.1 PtH: case study

The costs for differently technologies of the case-study are listed in Table A.1.

Table A.1: Costs for energy in the PtH case-study

Technology Investment (1000 e/MW) Variable (e/MWh)

Gas heater 300 80
Photovoltaic system 1,920 0
Heat pump 900 Electricity
Solar thermal system 1,920 0
District heat Installed 65
Surplus power (PtH) 0 0
Electricity (Grid) 0 253
centralized heat storage 11.3 0
decentralized heat storage 88 0

In case of the renovation scenario, different assumptions from earlier work was taken
from [246]. In Figure A.1 the costs for different degree of renovations is plotted. It is
assumed, that in average, 18% of heat demand is saved during the 1st renovation cycle.
The second cycle with further reduce heat demand by 28% compared to a building of
the corresponding class and age without an renovation cycle.
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Figure A.1: Renovation costs for different building types and year of construction used for
the corresponding scenarios

In the year 2030 following technologies are installed as solved by the model, stated
in Table A.2 and Table A.3. Numbers in brackets are not ought to summed up for
calculating the total.

Table A.2: NDH technologies used in 2030

Technology Power (MW) Energy (MWh) CO2 (tonne)

Gas heater 51 133,419 32,152
Heat pumpa 13.6 37,596 2,597
Electricity (Grid) - (8,324) (2,597)
Electricity (PV) (1.5) (1,075) 0

Total 66.1 171,015 34,649

a COP = 4
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Table A.3: DH technologies used in 2030

Technology Power (MW) Energy (MWh) CO2 (tonne)

CHP Already installed 155,356 32,158
Electric heaters 101 61,130 0
Electricity (Grid) - 0 0
Excess power - (61,130) 0
Electricity (PV) From NDH (250) 0
Storage (96) (944) 0

Total 66.1 216,736 32,158

A.2 Full-load hours used for the energy-system model

Following heatmaps are representing the full load hours of wind and PV installations
used for the energy system model. They are itemized by each federal state of Germany
as well as the quality of the location which is rated by the numbers 1-8.

Full-load hours 1 2 3 4 5 6 7 8
'Baden-Württemberg' 928 1136 1021 1033 1038 990 1026 1065
'Bayern' 893 1007 957 976 982 912 951 982
'Berlin' 872 874 874 874 874 0 0 0
'Brandenburg' 846 933 881 892 897 860 869 906
'Bremen' 879 879 879 879 879 0 0 0
'Hamburg' 861 850 861 850 850 0 0 0
'Hessen' 859 995 925 941 948 892 915 973
‘MV’ 876 868 872 881 883 855 881 888
'Niedersachsen' 861 910 879 884 885 872 881 886
NRW 881 969 904 919 927 876 898 939
'Rheinland. 859 1047 962 971 975 914 955 1004
'Saarland' 951 1011 967 988 994 951 973 1011
'Sachsen-Anhalt' 863 926 900 912 916 874 894 929
'Sachsen' 888 937 911 909 909 916 911 901
'Schleswig-Holstein' 905 897 880 887 889 870 880 894
'Thüringen' 876 930 897 902 902 897 876 916

Figure A.2: full-load hours for mc-si PV panels on the norther hemisphere for different qual-
ities of locations. Data created from the matlab tool [175] by following configu-
ration: azimuth: 80% south, 10% east/west, 30° inclination. 1= Worst location,
2= Best location, 3= Equal distribution, 4= Linear distribution, 5= Slightly
exponential distribution, 6= Worst third, 7= Middle third, 8= Best third

133



A Appendix

Full-load hours 1 2 3 4 5 6 7 8
'Baden-Württemberg' 615 1764 1370 1486 1506 962 1441 1607
'Bayern' 277 1909 1353 1478 1509 783 1406 1677
'Berlin' 2506 2515 2514 2515 2515 0 0 0
'Brandenburg' 2358 2880 2527 2606 2637 2411 2537 2708
'Bremen' 2870 2870 2870 2870 2870 0 0 0
'Hamburg' 2878 2910 2910 2910 2910 0 0 0
'Hessen' 1264 2510 1914 2021 2058 1607 1929 2229
‘MV’ 2647 4120 3080 3300 3407 2814 2983 3476
'Niedersachsen' 1835 4413 2810 2932 2977 2411 2795 3171
NRW 1988 2852 2546 2583 2597 2337 2574 2735
'Rheinland. 1362 2492 1933 2035 2062 1601 1969 2221
'Saarland' 1362 1890 1789 1850 1853 1362 1792 1890
'Sachsen-Anhalt' 1835 2775 2411 2457 2474 2253 2442 2649
'Sachsen' 1504 2390 2128 2210 2228 1711 2128 2328
'Schleswig-Holstein' 2878 4629 3393 3651 3747 3129 3586 4050
'Thüringen' 1474 2216 1911 2033 2057 1643 1920 2116
Nordsee' 3152 4316 3866 3997 4034 3331 3815 4136
Ostsee' 3001 4909 4422 4530 4564 3704 4416 4767

Figure A.3: full-load hours for different wind locations of a Vestas V112/3000. Data created
from the matlab tool [175] by following configuration: azimuth: 80% south,
10% east/west, 30° inclination. 1= Worst location, 2= Best location, 3= Equal
distribution, 4= Linear distribution, 5= Slightly exponential distribution, 6=
Worst third, 7= Middle third, 8= Best third

A.3 LCA: Impact categories of the PEMWE

In the following Table A.4 all impact categories for the PEMWE are listed according
to their scenarios. The values of most categories reduce with and increased share
of renewable energy in the electricity. However the value for metal depletion (MD)
increases, as described in Chapter 4. Also the value for human toxicity (HT) is an
outlier in the scenario 2050 (80) in baseload. Here, still 40% of the electricity is
produced by CCGT with a very low specific HT number in contrast to coal. As the
production of PV and windturbines works with harmful materials (e.g. SiCl4), the HT
value increases again with the increase of renewable energy.

134



A.4 LCA: comparison of vehicle kilometer

Table A.4: Impact categories for PEMWE in 2017, 2030 and 2050 (CC= Climate change,
OD= Ozone depletion, TA= Terrestrial acidification, HT= Human toxicity, POF=
Photochemical oxidant formation, PM= Particulate matter formation, MD=
Metal depletion)

Impact category 2017 2030 2030 2050 (80) 2050 (80) 2050 (90) 2050 (90)
(unit) baseload baseload renewable baseload renewable baseload renewable

CC (kg CO2-eq.) 29.5 16.2 3.4 11.6 3.0 3.9 2.9
OD (10−6 kg CFC-11eq.) 2.6 1.7 6.3 2.6 2.3 1.2 1.2
TA (10−2 kg SO2 eq.) 4.7 2.7 2.2 2.5 2.1 2.0 1.9
HT (kg 1,4-DB eq.) 24.8 9.3 6.3 3.9 5.6 5.5 5.7
POF (10−2 kg NMVOC) 3.4 2.1 1.3 2.0 1.3 1.3 1.2
PM (10−2 kg PM10 eq.) 1.6 1.3 1.1 1.2 1.1 1.0 1.0
MD (kg Fe-eq.) 0.5 1.0 1.6 1.4 1.4 1.6 1.5

For completion, the cumulative energy demand (CED) is shown in the following
Table A.5 in addition to the impact categories. The CED describes the totality of
primary energetically evaluated expenditure that arises in connection with production,
use and disposal of an economic good (product or service). In contrast to gray energy,
the CED also includes the energy consumption during use phase and is therefore more
comprehensive. The energy expenditure can be differentiated according to renewable
and non renewable components whereas the non renewable represents energy from fossil
or nuclear power sources. The CED for the SMR is stated with 183 MJ/kgH2 (LHV
basis) by Spath [247], from which almost 90% originate from the natural gas feedstock.

Table A.5: cumulative energy demand (CED) for PEMWE in 2017, 2030 and 2050 separated
by renewable and non-renewable energy

CED 2017 2030 2030 2050 (80) 2050 (80) 2050 (90) 2050 (90)
(MJ/kg H2) baseload baseload renewable baseload renewable baseload renewable

renewable 128 214 220 134 220 208 220
non renewable 432 149 40 293 39 56 38

A.4 LCA: comparison of vehicle kilometer

By comparing hydrogen as a fuel for FCVs versus conventional petrol-driven vehicles,
in a cradle-to-wheel analysis, CO2 emissions can be greatly reduced in some cases. Of
course other impact categories need to be observed when the full spectrum of envi-
ronmental issues are the scope. The global warming impact of the different scenarios
are analyzed by comparing hydrogen from PEMWE, as a fuel in FCV with a petrol
driven 1.0 l TSI VW Golf (81 kW). The values for the ICE are taken from the latest
P2X roadmap [30], for the FCV from [113] and the BEV values from [248]. The Golf is
stated to consume 5 l/100 km today and 3.7 l /100 km in 2050. As petrol has a LHV
of 43.2 MJ/km with a density of 745 kg/m³ this corresponds to 1.6 MJ-1.2 MJ/km.
Compared to combustion, a fuel cell vehicle burns hydrogen at a higher efficiency with
1.05 kg H2 today and 0.86 kg H2 in future per 100 km or 1.3-1.0 MJ/km. BEV are
the third concept of mobility that is used for comparison. In this case, the eGolf with
an energy demand of 14 kWh/100km (0.5 MJ/km) are used. This value is assumed to
stay constant for future as relevant increase in efficiencies of the comparatively simple
drivetrain are not expected. The emissions from the manufacturing of the vehicles are
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shaped as gray bars in Figure A.4, allocated to the total mileage, whereas the green
bars depict the emissions during usage originated from fuel.

0 50 100 150 200 250 300 350 400

KSZ95-6500h
KSZ80-3000h

2030-1000h
KSZ95-8760h
KSZ80-8760h

2030-8760h
2017-8760h

BEV
2030-ICE(petrol)
2017-ICE(petrol)

ICE
KSZ95-6500h
KSZ80-3000h

2030-1000h
KSZ95-8760h

KSZ80/SMR-8760h
2030-8760h
2017-8760h

FCV

gCO2−eq./km

vehicle manufacturing
fuel usage

Figure A.4: GWP of 1 km drive range with a mid-size vehicle using hydrogen in a FC from
PEMWE versus petrol in an ICE and BEV using electricity from the grid.

It must be mentioned the fuels were not calculated from the perspective of an tank-
to-weel approach as only ICE would have direct emission from combustion of fuel.
Thus, as BEVs and FCVs do not have direct emissions, the impact of hydrogen from
the PEMWE LCA is used in case of the FCV and the corresponding value of the impact
of electricity for the usage phase of BEVs. In 2050 with a moderate CO2 reduction
scenario of 80 % the petrol driven car is still environmental friendlier compared to the
FCV which uses the electricity mix of the corresponding year, using the presented LCA
method. The results are surprising, as the produced hydrogen should be due to the
higher efficiency an advantage of the FCV compared to the ICE could be expected.
The difference is that burning petrol leads to direct CO2 emissions during driving,
whereas hydrogen does not emit emissions directly but indirect over the whole value
chain (mainly through electricity) as presented. From the life-cycle perspective it holds
true, that green hydrogen produced solely by renewable energy technologies still has
a perceivable CO2 impact. With regard to a future evaluation of hydrogen as an
alternative fuel, this result is worth a discussion.
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A.5 Further results: Energy system model

In the following, the maximum value per demand of the modeled year is listed in
Table A.6 and is the same for every year. Thus, no change in energy demand is
supposed from 2017 until 2050. Regarding the renewable electricity production, the
capacity factor represents the workload of the corresponding plant. The capacity factor
multiplied with the installed capacity (MWp) yields the produced electricity (MWh) in
that hour. In the third column, the hour of the year is stated in which the maximum
value appears the first time. As the hydrogen demand is assumed to be equal during
the year, no specific hour is stated.

Table A.6: peak power values of the energy system model

type max. value hour of year

Electricity (GW) 78 8,322
H2 - FCV (GW) 6 -
Electricity - BEV (GW) 13 2,067
Strong wind cap. factor 0.86 25
Weak wind cap. factor 0.84 28
Offshore cap. factor 0.9 20
PV cap. factor 0.7 2,603

A.6 Further results: Intertemporal model

No hydrogen reconversion takes place, thus this parameter is excluded from Table A.7.
The maximum capacity on strong-wind turbines is built in all years with 45.5 GWp

and 2500 full load-hours. In this scenario only in the last year additional weak wind
turbines are built, in the previous years, the installed capacity is constant with 22 GWp

and 2250 full load hours. Offshore capacities are built to their maximum with 35 GWp

and 4100 full-load hours. A strong shortage in curtailed electricity occurs for the year
2050 which is caused by the increased production of hydrogen.

Table A.7: Installed capacities for the intertemporal approach until 2050

Process 2030 2035 2040 2045 2050

H2 Storage (GWh) 409 409 409 409 409
PV (GWp) 165 170 176 181 185
Onshore (GWp) 57 57 57 57 59
Offshore (GWp) 35 35 35 35 35
CGGT (GW) 109 109 109 109 109
CGGT (TWh) 236 234 230 227 224
H2 produced (TWh) 54.6 55.3 56.1 88.9 186.2
PEMWE (GW) 6.5 6.5 6.5 6.5 6.5
H2 produced (TWh) 52 52 52 52 52
Curtailment (GW) 119 253 253 253 134
Curtailment (TWh) 10.4 11.2 12.3 13.3 14.6
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A.7 Further results: Extended intertemporal model

Electricity energy stays constant with 506 TWh/a over the years (same as for all
models). Access of using pump storages is also not changed over the different model
approaches with an overall capacity of 114 GWh constant over the whole modeling
period and 16 GW power of installed turbines for converting water to electricity. BEVs
are modeled with 143 GW battery availability with a 1 C rate constant over the whole
modeling period. The offshore capacity is reached its maximum already in the first
year 2030. More values are available in Table A.8

Table A.8: Installed capacities for the intertemporal approach until 2100

Process 2030 2040 2050 2060 2070 2080 2090 2100

H2 Storage (TWh) 1.1 1.7 3 3.1 3.5 12.5 21.5 23.8
PV (GWp) 230 245 248 278 283 322 365 368
Onshore (GWp) 100 111 118 158 156 193 192 193
Offshore (GWp) 35 35 35 35 35 35 35 35
CGGT (GW) 107 107 107 91 91 91 34 34
H2 reconversion (GW) 0 0 0 7.7 7.8 21.2 38.4 38.4
H2 produced (TWh) 54.6 55.3 56.1 88.9 91.8 150.2 187.1 186.2
PEMWE (GW) 13.7 15.2 16.6 23.4 24.5 38 48.4 48.2
Curtailment (GW) 193.7 193.7 237.5 237.5 266.7 266.7 280.8 280.8
Curtailment (TWh) 34.9 49.2 53.7 96.3 91.4 111.8 95.7 98.3
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