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S U M M A R Y
The dynamics and potential size of earthquakes depend crucially on rupture transfers be-
tween adjacent fault segments. To accurately describe earthquake source dynamics, numerical
models can account for realistic fault geometries and rheologies such as nonlinear inelastic
processes off the slip interface. We present implementation, verification and application of
off-fault Drucker–Prager plasticity in the open source software SeisSol (www.seissol.org).
SeisSol is based on an arbitrary high-order derivative modal Discontinuous Galerkin method
using unstructured, tetrahedral meshes specifically suited for complex geometries. Two imple-
mentation approaches are detailed, modelling plastic failure either employing subelemental
quadrature points or switching to nodal basis coefficients. At fine fault discretizations, the
nodal basis approach is up to six times more efficient in terms of computational costs while
yielding comparable accuracy. Both methods are verified in community benchmark problems
and by 3-D numerical h- and p-refinement studies with heterogeneous initial stresses. We
observe no spectral convergence for on-fault quantities with respect to a given reference solu-
tion, but rather discuss a limitation to low-order convergence for heterogeneous 3-D dynamic
rupture problems. For simulations including plasticity, a high fault resolution may be less
crucial than commonly assumed, due to the regularization of peak slip rate and an increase of
the minimum cohesive zone width. In large-scale dynamic rupture simulations based on the
1992 Landers earthquake, we observe high rupture complexity including reverse slip, direct
branching and dynamic triggering. The spatiotemporal distribution of rupture transfers are
altered distinctively by plastic energy absorption, correlated with locations of geometrical
fault complexity. Computational cost increases by 7 per cent when accounting for off-fault
plasticity in the demonstrating application. Our results imply that the combination of fully
3-D dynamic modelling, complex fault geometries and off-fault plastic yielding is important
to realistically capture dynamic rupture transfers in natural fault systems.

Key words: Numerical approximations and analysis; Numerical modelling; Earthquake
dynamics; Earthquake hazards; Fractures, faults, and high strain deformation zones.

1 I N T RO D U C T I O N

Understanding the physics of earthquake source processes enhances
seismic hazard assessment for natural fault systems. Specifically, di-
rectivity effects as well as potential rupture transfers to adjacent fault
segments are determined by earthquake source dynamics. However,
the fundamentals of rupture dynamics are difficult to infer from ob-
servations. Numerical simulations pose a powerful tool to further
our understanding of earthquake rupturing (complex) faults.

In modelling earthquake rupture dynamics, the fault geometry in
conjunction with fault stress and strength constitute essential initial

conditions, determining frictional failure, rupture propagation and
seismic wave emanation off the fault. Additionally, such models can
describe the interaction of fault slip with the surrounding host-rock
material, for example, by considering off-fault plastic deformation.

Accounting for plastic rock failure causes inelastic energy dissi-
pation which, in turn, influences rupture dynamics (e.g. Andrews
1976, 2005; Kaneko & Fialko 2011). Moreover, unreasonably high
slip velocities on the fault are limited (Andrews 2005; Dunham et al.
2011a). Plasticity also affects the source mechanical characteristics
such as rupture speed and rupture style (e.g. Duan & Day 2008;
Templeton & Rice 2008; Dunham et al. 2011a; Gabriel et al. 2013).
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For example, the transition from pulse-like to crack-like, as well as
from sub- to supershear rupture may be delayed or even prevented
by plastic material response.

Dynamic rupture simulations reveal that off-fault plastic yielding
is enhanced by the interaction of rupture with a free surface bound-
ary condition (Ma 2008; Ma & Andrews 2010). As a consequence,
the formation of depth-dependent flower-like distribution of plastic
strain is observed (Ma & Andrews 2010), which is consistent with
observations of damage zones in natural fault systems (e.g. Chester
et al. 1993; Ben-Zion & Sammis 2003; Mitchell & Faulkner 2009).
In addition, off-fault plasticity restricts shallow fault slip (Kaneko &
Fialko 2011; Erickson et al. 2017; Roten et al. 2017), contributing
to the well-observed shallow slip deficit for strike-slip events (e.g.
Fialko et al. 2005). Purely kinematic earthquake scenarios of the
Southern San Andreas Fault (Roten et al. 2014), as well as spon-
taneous dynamic rupture on simplified planar faults (Roten et al.
2015) confirm that plasticity impacts peak slip rates, dominantly
close to the free surface. As a result, peak ground velocities (PGVs)
are reduced dramatically compared to purely elastic modelling.

Previous studies including plastic deformation are mostly based
on planar fault geometries. However, geological observations re-
veal that natural faults are complex geometrical systems, which
may include bends, branches and distinct fault segments (e.g. King
& Nabelek 1985; Wesnousky 1988, 2006). Accounting for full ge-
ometric fault complexity jointly with a homogeneous (regional tec-
tonic) background stress state in the modelling domain leads to
highly heterogeneous initial fault stresses, which influences rupture
propagation (e.g. Aochi & Fukuyama 2002; Gabriel & Pelties 2014)
and enhances plastic yielding (e.g. Dunham et al. 2011b).

Combining inelastic processes and complex fault geometries may
crucially affect rupture transfers in terms of branching and dynamic
triggering (‘jumping’). For example, plasticity inhibits the activa-
tion of branching segments on compressional sides, but promotes
branching on extensional sides of strike-slip fault events (DeDont-
ney et al. 2012). Considering 2-D discontinuous, yet planar fault
segments (step-over faults), off-fault plastic failure has been shown
to effectively lengthen faults by enhancing coseismic slip and in-
creasing the slip gradient at fault tips (Nevitt & Pollard 2017).

In spite of off-fault plasticity being widely studied, its numerical
implementation remains challenging. Plastic material behaviour in-
troduces a nonlinear constitutive equation relating stress and strain.
Incorporating this relation directly into the underlying wave equa-
tion requires distinct (nonlinear) numerical methods and additional
stabilization techniques for solving this problem based on a damage
rheology description (e.g. Lyakhovsky & Ben-Zion 2014). Alterna-
tively, plasticity can be readily implemented in already existing nu-
merical solvers of the linear wave equation via a predictor–corrector
approach: First, an elastic trial stress state needs to be calculated
and checked against the corresponding elastic yield surface. In a
second step, the trial stress state is adjusted whenever this state
exceeds the elastic domain, that is, plastic deformation occurs. As
a consequence, additional calculations are required for every time
step and for the complete discretization space independent of plas-
tic yielding actually occurring. Thus, incorporating plasticity can be
computationally demanding. In particular, additional interpolation
may become necessary to define stresses on all spatial discretization
points, for example, in staggered-grid methods. For instance, Roten
et al. (2016) report an increase of computational costs by 65 per cent
in comparison to a purely elastic simulation.

In addition, numerical solutions of plasticity models tend to be
mesh dependent regarding strain localization (e.g. Templeton et al.
2009; Dunham et al. 2011a), and thus require regularization. To

ensure reliable simulation results with mesh refinement, numerical
solvers need to be verified by convergence tests. However, detailed
convergence studies of 3-D dynamic rupture problems are generally
scarce, and are specifically missing with respect to heterogeneous
on-fault initial conditions and off-fault plasticity.

Simulating dynamic rupture requires a discretized model of the
area of interest, including a prescribed fault surface. Numerical
methods based on hexahedral element discretization of the domain
such as Finite Differences (FD; e.g. Day 1982; Dalguer & Day 2007;
Cui et al. 2010), Spectral Element methods (Kaneko et al. 2008;
Galvez et al. 2014) or Spectral Boundary Integral Equation (BIE)
methods (e.g. Lapusta et al. 2000) are often restricted to planar fault
models. The incorporation of curvilinear elements (Cruz-Atienza
& Virieux 2004; Kozdon et al. 2012; Zhang et al. 2014; Duru &
Dunham 2016) enables the discretization of geometrical hetero-
geneities such as fault roughness across fault segments, whereas
fault branching remains challenging to incorporate. Finite Element
(FE) methods based on tetrahedral elements (e.g. Duan & Oglesby
2006; Ma 2008; Barall 2009; Pelties et al. 2012) as well as BIE
methods (e.g. Rice 1993; Aochi et al. 2000; Ando 2016) are well
suited for complex fault geometries. Discontinuous Galerkin (DG)
and BIE methods are the only methods able to accurately handle
intersecting faults (e.g. Pelties et al. 2012; Tago et al. 2012; Ando
et al. 2017). However, the BIE method is restricted to purely elas-
tic material properties. The DG method is, therefore, increasingly
becoming attractive as a method of choice for representing Earth’s
complex structure in a high-order accurate manner (e.g. Wilcox
et al. 2010; Pelties et al. 2012; Tago et al. 2012; Duru et al. 2017;
Tavelli & Dumbser 2018).

Here, we analyse numerical and physical characteristics of dy-
namic rupture simulations accounting for off-fault plastic yielding
in direct conjunction with complex 3-D fault geometry as well as
heterogeneous initial stress and strength conditions. Such simula-
tions pose high demands on numerical methods in terms of com-
putational costs and mesh generation. 3-D models featuring highly
resolved fault zones, necessary to accurately capture the dynamic
rupture process, exhibit quickly millions of degrees of freedom.

To this end, we present the implementation of plastic yielding in
the open-source software package SeisSol via a Return Mapping Al-
gorithm (e.g. Ortiz & Simo 1986). SeisSol is based on an Arbitrary
high-order DERivative DG (ADER-DG) method (e.g. Dumbser &
Käser 2006; Pelties et al. 2012). The software package is highly opti-
mized for the efficient use on modern high-performance computing
infrastructure (Breuer et al. 2014; Heinecke et al. 2014; Breuer et al.
2015, 2016; Heinecke et al. 2016; Uphoff & Bader 2016) enabling
the simulation of realistic large-scale dynamic rupture models.

The remainder of this paper is structured as follows: In Sec-
tion 2 we detail two distinct implementations of plastic material
response based on a non-associated Drucker–Prager plastic yield
criterion. Both implementations are suitable for any high-order
modal DG approach and not restricted to the ADER-DG method.
We verify both implementations in Section 3 in well-established
community benchmarks for two naturally arising faulting mecha-
nisms (Harris et al. 2009, 2011). In Section 4, we investigate the
numerical convergence of key dynamic rupture parameters with
mesh refinement and increasing polynomial order with respect to
a reference solution. The setup includes depth-dependent initial
stresses and plastic yielding, to reflect the current state-of-the-art
of realistic dynamic earthquake simulations. The 3-D h- and p-
refinement study extends previous studies considering only elastic
material response and homogeneous initial stress conditions (e.g.
Day et al. 2005; Pelties et al. 2012). Both plasticity implementations
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are then analysed in terms of efficiency (computational cost) versus
accuracy.

We demonstrate the specific advantages of the modal DG ap-
proach on unstructured meshes by presenting a large-scale 3-D
dynamic rupture earthquake scenario based on the 1992 Landers
earthquake. We focus on the influence of inelastic material be-
haviour on rupture transfers across a geometrical complex fault
system. Furthermore, we compare macroscopic earthquake source
characteristics, such as peak slip rate and the distribution of slip
in purely elastic versus plastically yielding simulations. Plasticity
highly impacts 3-D source dynamics, specifically at locations of
geometrical complexities such as fault branches and fault bends.
We critically discuss our numerical analysis as well as application
example and conclude that it may be essential to combine fully 3-D
dynamic modelling, complex fault geometries and off-fault plastic
yielding to realistically capture dynamic rupture transfers in natural
fault systems.

2 M E T H O D O L O G Y

In the first part of this section (Section 2.1), we summarize the
governing equations, underlying numerical method and the recent
optimization of the software package SeisSol (www.seissol.org)
simulating spontaneous earthquake rupture coupled to elastic seis-
mic wave propagation. We then detail the theory of non-associated
Drucker–Prager plastic yielding and its numerical regularization
(Section 2.2). In Section 2.3 we present two approaches for the nu-
merical implementation of plastic yielding in modal DG methods,
and discuss their computational efficiency.

2.1 Spontaneous earthquake rupture within the
ADER-DG framework

2.1.1 Numerical method solving the elastic wave equation

SeisSol numerically solves the weak form of the elastic wave equa-
tion in velocity–stress formulation. The underlying system of equa-
tions can be written in a compact matrix–vector form as

∂

∂t
Q + A

∂

∂x
Q + B

∂

∂y
Q + C

∂

∂z
Q = 0, (1)

for the solution Q = (σxx , σyy, σzz, σxy, σyz, σxz, u, v, w)T includ-
ing the stress tensor components σ ij and the velocities u, v, w in the
x, y, z directions, respectively. The space-dependent Jacobian ma-
trices A, B, C contain the Lamé parameters λ and μ as well as the
density ρ, encapsulating the elastic material properties. A detailed
definition can be found in Dumbser & Käser (2006).

For spatial discretization, a modal DG approach is employed.
The computational domain is subdivided into first-order tetrahedral
elements τm and all material properties are constant within an ele-
ment. To approximate the solution Q at a point x = (x, y, z)T and
at time t we use a linear combination of orthogonal polynomial basis
functions �i, namely the Dubiner’s basis functions (Cockburn et al.
2000), and time-dependent coefficients Q̂i (t):

Q(x, t) =
L∑

i=1

Q̂i (t) �i (x), (2)

with L = (p + 1)(p + 2)(p + 3)/6 for polynomial degree p or order
of accuracy O = p + 1. Multiplication of eq. (1) by a test function
�k and integration over one element τm leads to the semi-discrete
weak formulation. To evaluate the resulting mass, stiffness and flux

matrices (see Dumbser & Käser 2006) independently of the element
shape of τm, all elements are transformed to a tetrahedral reference
element τE. These matrices can then be pre-calculated analytically
leading to a quadrature-free scheme (e.g. Atkins & Shu 1996).

The exchange of information between elements is purely lo-
cal, based on the concept of numerical fluxes established in Finite
Volume methods: SeisSol uses the exact solution of the Riemann
problem, namely the Godunov flux. This upwind flux poses a dif-
ferential equation with discontinuous initial conditions (Toro 1999;
LeVeque 2002). The numerical properties of the ADER-DG algo-
rithm are extremely sensitive to the choice of flux function. The
numerical dissipation and dispersion properties of the Godunov up-
wind flux have been widely studied (e.g. Hu et al. 1999; Käser et al.
2008; Hesthaven & Warburton 2010). While numerical dissipation
leads to a decay in waveform amplitudes of the marginally resolved
wave numbers, numerical dispersion leads to a gradual separation
of waves of different wave periods. Our ADER-DG scheme offers
favourably low numerical dispersion properties, allowing to accu-
rately recover phase velocities propagating over a large number of
wavelengths (Käser et al. 2008). Numerical dissipation decreases
with increasing polynomial degree and is stronger beyond a cut-
off frequency that depends on the mesh size h and on the order
of accuracy O. The cut-off frequency is expected to be inversely
proportional to the traveltime of s-waves over a typical grid spacing
≈ h/O/VS (Pelties et al. 2014).

For the integration in time, the DG method is combined with
an ADER scheme (Titarev & Toro 2002; Dumbser & Käser 2006;
Käser & Dumbser 2006), which provides equivalent high-order
accuracy as in space using a single explicit time integration step.

2.1.2 Dynamic rupture as internal boundary condition

De la Puente et al. (2009) and Pelties et al. (2012) incorporate non-
linear frictional failure as internal boundary condition into SeisSol
in 2-D and 3-D. The Coulomb failure criterion and consecutive con-
stitutive laws are enforced by solving a modified inverse Riemann
problem on prescribed element interfaces (fault surfaces) in contrast
to the typically applied traction at split-node approach (e.g. Andrews
1999). This requires, in distinction to the quadrature-free approach
used for solving the wave equation, the introduction of space-time
quadrature points (QP) across dynamic rupture interfaces. The flux
functions across those interfaces are integrated by quadrature based
on (p + 2)2 Gaussian points (Stroud 1971). These points are located
within the triangular faces of the tetrahedral elements connected to
the fault surface. Their distribution is visualized for p = 3 in Fig. C1
in Appendix C. At these element internal points, we also enforce
the Coulomb failure criterion of the frictional boundary condition.
Numerical convergence towards a reference solution was demon-
strated for subelemental treatment of the dynamic rupture boundary
condition in Pelties et al. (2012). Fault initial stress and friction
parametrizations are assigned individually to each QP, resulting in
an excellent agreement with established numerical methods even
under highly heterogeneous conditions (Pelties et al. 2014).

SeisSol is verified for a wide range of advanced dynamic rup-
ture problems such as branched faults, dipping fault geometries
and laboratory-derived constitutive laws such as the rate-and-state
friction law (Pelties et al. 2014). It allows for unstructured, tetrahe-
dral mesh discretization, facilitating automatized mesh generation
for naturally arising fault geometries, topography and subsurface
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structures. Additionally, local mesh refinement and coarsening al-
low for adaptive resolution, for example, to resolve the stress drop
at the rupture tip in the cohesive zone (process zone; Ida 1972).

SeisSol’s on-fault slip rates remain notably free of high-frequency
oscillations (De la Puente et al. 2009; Pelties et al. 2012). The gener-
ation of such non-physical high-frequency modes may contaminate
the solution over all space-time scales (Duan & Day 2008). Due
to the numerical properties of our flux, higher frequency modes
are subdued while the physically meaningful lower frequencies are
minimally affected (see Section 2.1.1). This is advantageous for dy-
namic rupture simulations: spurious high-frequency oscillations do
not affect the vicinity of the fault and typical damping procedures
as used by other methods (e.g. Rojas et al. 2008) do not need to
be applied. The presence of spurious oscillations in DG schemes
using a different flux, such as the non-dissipative central flux (Tago
et al. 2012), suggests that on-fault solution behaviour is directly re-
lated to the properties of the numerical flux. Still, it remains unclear
whether this behaviour results from the dissipative properties of the
(modified) flux across the fault boundary elements (on-fault) or the
upwind flux across non-frictional elements (off-fault) or both.

2.1.3 Computational optimization

SeisSol is optimized for the latest CPU architectures. It delivers
high performance on a single compute node as well as on thousands
of compute nodes in parallel. For example, SeisSol was one of
the first software packages that were optimized for Intel’s Knights
Landing architecture (Heinecke et al. 2016). It exceeded 1 PFLOP
s−1 performance on the SuperMUC supercomputer (Breuer et al.
2014), and it scaled up to 1.6 million compute cores of the Tianhe-2
supercomputer (Heinecke et al. 2014).

Recent optimization include a hybrid OpenMP/MPI (Open Multi-
Processing/Message Passing Interface) parallelization (Heinecke
et al. 2014), high-performance compute kernels (Breuer et al. 2014),
asynchronous I/O (Rettenberger & Bader 2015; Rettenberger et al.
2016) and clustered local time-stepping (Breuer et al. 2016).

SeisSol is suitable for large-scale (spatial extend and modelling
duration) earthquake simulations (Pelties et al. 2012; Gabriel &
Pelties 2014; Heinecke et al. 2014; Rettenberger et al. 2016; We-
ingärtner et al. 2016; Madden et al. 2017) including modelling chal-
lenges due to the geometrical complexity of the Earth, for example,
shallowly dipping megathrust faults, topography, 3-D subsurface
structure and fault roughness (Ulrich & Gabriel 2017; van Zelst
et al. 2017).

All previous SeisSol dynamic rupture simulations were based on
the assumption of purely elastic material properties. Motivated by
the recent gain in efficiency, we present in this work the incorpora-
tion of the physics of plastic deformation into SeisSol.

2.2 Off-fault plastic yielding

This section provides an overview of the physics and the deriva-
tion of a numerical update scheme for off-fault plasticity. We first
summarize a non-associated plasticity model widely used to de-
scribe plastic material behaviour of soils and rocks. We then discuss
the required numerical regularization using viscoplasticity with a
mesh-independent regularization factor. Finally, we describe the
implementation of viscoplasticity via a Return Mapping algorithm
into an existing dynamic rupture solver.

2.2.1 Non-associated Drucker–Prager plasticity

Plastic material response can be represented by a yield function
F, which defines the onset of plastic yielding and thus limits the
elastic domain of a material, and by a plastic potential function
g defining the direction of the plastic strain rate (plastic flow) in
case of plastic yielding. The corresponding plastic strain rate can
be defined as the derivative of the flow rule with respect to the
stress. In so-called associated plasticity models, for example, used
for metals and alloys (e.g. Vermeer & de Borst 1984), the plastic
strain increment is collinear to the normal of the yield surface, hence
g = F. However, to model the plastic behaviour of soil and rocks,
non-associated plasticity formulations are used, in which F and g
are defined individually.

The total strain ε is the sum of an elastic strain component and
a plastic strain component, ε = εe + ε p , whereas ε = εe in case of
pure elasticity. The stress increment can then be expressed by the
time derivative of Hooke’s law:

σ̇i j =
∑
k,l

Ci jkl (ε̇kl − ε̇
p
kl ), (3)

for the isotropic, elastic, fourth-order stiffness tensor C. In the fol-
lowing, we derive the plastic strain increment

∑
k,l

Ci jkl ε̇
p
kl = λδi j

(∑
k

ε̇
p
kk

)
+ 2με̇

p
i j , (4)

where δij is the Kronecker delta. We consider a plasticity model
without dilatancy, that is, no volumetric changes due to plastic
yielding, such that

∑
i ε̇

p
ii = 0 holds true.

The formulation employs a Drucker–Prager yield criterion which
is defined as

τc = c cos(φ) − σm sin(φ), (5)

for cohesion c, an internal angle of friction φ = tan −1(v) with
bulk friction v and mean stress σm = (

∑3
i=1 σi i )/3, assuming com-

pressional stresses to be negative. Defining the second invariant of
deviatoric stresses sij as

I2 = 1

2

∑
i, j

si j s ji = 1

2

∑
i, j

(σi j − δi j σm)(σ j i − δ j i σm), (6)

the yield function can be expressed as

F(σ ) =
√

I2 − τc. (7)

If the current stress state σ reaches the elastic limit (F(σ ) = 0),
the plastic strain rate ε̇ p is determined with the plastic potential
function g(σ ) = √

I2 as follows:

ε̇
p
i j = 1

2μ

∂g(σ )

∂σi j
= 1

2μ

si j

2
√

I2

. (8)

With this, we define a so-called perfect plasticity model: The con-
dition F = 0 is enforced strongly by instant multiplication of the
deviatoric stresses with τc/

√
I2 when the yield surface is reached.

In case of plastic yielding, plastic strain at time t can be mapped
into the scalar quantity η(t) following Ma (2008):

η(t) =
∫ t

0
dη =

∫ t

0

√
1

2
ε̇

p
i j ε̇

p
i j . (9)

Fig. 1 depicts the exemplary accumulated plastic strain η surround-
ing a strike-slip fault in SCEC benchmark TPV27 (defined in Sec-
tion 3).
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Figure 1. SeisSol’s simulated accumulated plastic strain, as defined in
eq. (9), surrounding a strike-slip fault (TPV27, after 8 s of simulated time,
see Section 3). At depth, plastic strain occurs mainly on the compressional
side of the fault, but shifts to both fault sides close to the surface. SeisSol
uses an unstructured tetrahedral mesh featuring coarsening away from the
fault.

2.2.2 Viscoplastic regularization

Perfect plasticity models, as discussed in the last section, are known
to be mathematically ill-posed; their numerical solution tends to
show mesh-dependent behaviour in case of strain localization (e.g.
De Borst et al. 1996; Templeton & Rice 2008; Dunham et al. 2011a;
Xu et al. 2012). Dias da Silva (2004) summarizes different ap-
proaches enabling FE methods to produce mesh-independent results
or, at least, to control mesh dependencies. These include employing
Cosserat media, gradient plasticity theories or the introduction of
a rate-dependent material behaviour emulated by viscoplasticity. In
the latter case, stresses are allowed to exceed the yield criterion
and are subsequently relaxed to the yield surface over a specified
amount of time (relaxation time).

In dynamic rupture simulations, viscoplastic relaxation is widely
used to regularize the numerical implementation of off-fault plas-
tic yielding (Andrews 2005; Duan 2008; Templeton & Rice 2008;
Dunham et al. 2011a; Xu et al. 2012; Gabriel et al. 2013). We
employ hereafter a rate-dependent Duvaut–Lions (Duvaut & Lions
1976) formulation of viscoplasticity, as specified for SCEC bench-
mark test problems (Harris et al. 2009; Barall & Harris 2014). The
viscoplastic strain rate is given as the differential equation

ε̇
vp
i j = 1

2μTv

(σi j − Pi j (σ )), (10)

for the viscoplastic relaxation time Tv > 0 and projection P with

Pi j (σ ) =
{

(τc/
√

I2) si j + σm δi j for F(σ ) ≥ 0
σi j for F(σ ) < 0.

(11)

Note that Pi j (σ ) is the adjusted stress state in the rate-independent
plasticity case with ε̇

p
i j defined in eq. (8). In the absence of addi-

tional plastic yielding, viscoplastic regularization permits the cur-
rent stress state σ ij to reach the inviscid stress state Pi j (σ ) after a
specified time Tv . In distinction to previous studies, we choose a
constant relaxation time Tv independent of spatial discretization as
detailed in the next section.

2.2.3 Implementation via a Return Mapping algorithm

Incorporating plasticity is commonly achieved via Return Mapping
algorithms (e.g. Andrews 2005, for dynamic rupture solvers), re-
quiring the following steps:

First, a trial stress state σ trial at time step tn + 1 is calculated,
which is based on the numerical solution of the wave equation
coupled to frictional boundary conditions assuming purely elastic
material properties (i.e. ε̇ p = 0 in eq. 3). Second, if F(σ trial) < 0,
no plastic yielding occurs and the trial stress becomes the new
stress, σ n+1 = σ trial. In case of plastic yielding (F(σ trial) ≥ 0) the
stress state σ trial is updated in a plasticity corrector-step by assuming
non-zero plastic strain rates (i.e. ε̇ p �= 0)

σ n+1
i j = σ trial

i j − 2μ(εvp
i j )n+1. (12)

To determine ε
vp
i j at tn + 1 we need to integrate the viscoplastic

strain rate in eq. (10) over one time step. In classic Return Mapping
algorithms an implicit backward Euler scheme is used for numerical
integration (Simo et al. 1988). This approach has been presented for
a viscoplastic rheology in dynamic rupture simulations by Dunham
et al. (2011a). For the plasticity formulation presented here, an
updated scheme based on a closed form integration of eq. (12) is
used (Andrews 2005; Duan & Day 2008). Therein, the problem is
solved explicitly by assuming the projection Pij to be constant over
one time step.

The full derivation of the updated stress state σ n+1
i j is detailed in

Appendix A and summarized here as

σ n+1
i j = f ∗s trial

i j + σ trial
m δi j , (13)

with the adjustment factor

f ∗ = (1 − exp(−�t/Tv))
τc√
I2

+ exp(−�t/Tv), (14)

for time step width �t. Combining eqs (13) and (12), the viscoplastic
strain is then defined as

(εvp
i j )n+1 = 1

2μ
(1 − f ∗) s trial

i j . (15)

Due to the assumption of no change of volumetric plastic strain,
the same mean stress before and after the plastic adjustment is
preserved.

In previous studies, Tv in eq. (14) is chosen to be of the order
of the P- or S-wave traveltime across the discretization length dx
of the modelling domain (e.g. Duan 2008; Ma & Andrews 2010;
Xu et al. 2012; Gabriel et al. 2013). This approach results in a
discretization-dependent Tv , that is, in a shorter relaxation time for
meshes of smaller discretization lengths. However, the time step �t,
discretizing an explicit set of hyperbolic partial differential equa-
tions in time, needs to satisfy the Courant–Friedrich–Lévy criterion
to guarantee a stable numerical solution. In that case the time step is
determined according to the fastest wave velocity in the medium and
the smallest discretization length dx. Therefore, �t itself introduces
a mesh-dependent parameter into eq. (14). Thus, throughout this
study, we use a constant relaxation time Tv = 0.03 independent of
the spatial discretization. This value has been chosen to regularize
plasticity for typical dynamic rupture setups (Harris et al. 2011).
Note that this choice is not connected to a physically motivated
description of viscoplasticity but is a purely numerical factor. We
prove convergence towards a reference solution of this parametriza-
tion choice with increasing polynomial degree and decreasing mesh
size in Section 4.
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2.3 Novel approaches for incorporating plasticity in
modal DG schemes

In most numerical methods used for solving dynamic rupture prob-
lems, such as FD (e.g. Andrews 2005; Kozdon et al. 2012), FE
(e.g. Duan 2008) or nodal high-order FE (e.g. Kaneko et al. 2008;
Tago et al. 2012), the unknowns of the system of equations define
the solution at mesh points (FD, FE) or at polynomial interpolation
points within elements (nodal high-order FE). Such points can be
readily used to evaluate a plastic yield criterion.

In SeisSol’s modal approach, the unknowns are given by the co-
efficients of a local polynomial expansion which are not associated
with spatial points within an element. Hence, it is impossible to
directly apply a nonlinear function at mesh or interpolation points.

We thus present in the following two implementation approaches
for incorporating plastic yielding:

(1) evaluation of the stress state at subelemental quadrature
points and

(2) switching to a system of nodal basis functions.

Both methods are fundamentally similar. The yield criterion is
first evaluated at a set of subelemental points, followed by a projec-
tion of a non-polynomial function (the adjusted stresses) back to the
polynomial space of the underlying high-order numerical discretiza-
tion. To this end, our first approach approximates an L2-projection
using a quadrature rule, whereas the second approach uses interpo-
lation. Both schemes can be generalized to any DG approach and
are not restricted to the modal ADER-DG method of SeisSol. Even
nodal methods need to decide whether the nonlinearity is enforced
at the present interpolation points or if a different set of points might
be used.

We analyse both approaches in terms of efficiency (computational
cost) in Section 2.3.3 and in terms of accuracy in Section 4.4.

2.3.1 Quadrature points approach

For both approaches, we need to retrieve a trial stress tensor σ trial to
be evaluated against the yield function F. We here detail the approx-
imation of the required stress state at quadrature points ξ 1, . . . , ξ n .
This approach is referred to in the following as the QP approach.

The QPs are based on a multidimensional quadrature formulae
of degree (2n − 1) for n3 points for tetrahedral elements (Stroud
1971) using Gauss–Jacobi polynomials of degree p. The number of
QPs increases with increasing p as nQP = (p + 2)3 corresponding to
a quadrature of degree 2p + 3. Their distribution for p = 2 across a
tetrahedral reference element is exemplarily visualized in Fig. 2. We
achieve resolution of the solution distinctively higher than given by
the vertices of the computational mesh. The trial stress is evaluated
at every QP via the following matrix–matrix product:

σ
QP
iq =

L∑
l=1

�l (ξ i )Q̂lq =:
L∑

l=1

Gil Q̂lq , (16)

where Q̂lq := ( Q̂l )q is the coefficient of the lth basis function in
the polynomial expansion of the qth quantity and G is an nQP × L
matrix. We obtain the nQP × 6 matrix σ QP, which contains the stress
tensor evaluated at every QP.

After checking the plastic yield criterion for each QP separately,
we adjust the stresses in case of plastic yielding using the update
formula defined in eq. (13). To recover the polynomial coefficients
from the non-polynomial adjusted stresses σ new we can make use

Figure 2. Reference tetrahedron with 64 QPs of the QP approach (blue
triangles) and 10 NB points of the NB approach (red circles) for polynomial
degree p = 2. Both approaches achieve subelement resolution. QPs cluster
towards element edges.

of an L2 projection for the qth quantity requiring

∫
τE

σ new
q �l dV =

∫
τE

L∑
k=1

(Q̂new
kq �k)�l dV (17)

for all basis functions �l (i.e. the best polynomial representation of
σ new

q in the L2 sense). Due to the orthogonality of the basis functions,
the integral on the right side of the equation is only non-zero for
k = l. We can recover the coefficients Q̂new

lq of the polynomial
representation by solving eq. (17)

Q̂new
lq =

∫
τE

σ new
q �l dV∫

τE
�l�l dV

≈
∑nQP

i=1 σ new
iq wi�l (ξ i ) dV∫

τE
�l�l dV

, (18)

where the integral in the numerator is approximated by quadrature
using the same QPs ξi in conjunction with corresponding weights
wi. Hence, the choice of approximating the solution at the specific
points ξ is motivated by the (numerical) evaluation of the integral in
eq. (18). The denominator is simply the (analytically precomputed)
lth entry Mll of the diagonal mass matrix M as defined in Dumbser
& Käser (2006). The L2 projection can also be written as matrix–
matrix product,

Q̂new
lq =

nQP∑
i=1

G̃liσ
new
iq , (19)

with the L × nQP matrix G̃ with entries G̃li = 1
Mll

wi�l (ξi ). Note

that both matrices G and G̃ depend only on the reference element
and the basis functions and can be precomputed.

2.3.2 Nodal basis approach

As an alternative formulation, we consider switching from SeisSol’s
modal to an nodal basis for incorporating plastic yielding. This
approach provides polynomial coefficients representing the solution
directly at a set of interpolation points that we may readily use to
check the plastic yield criterion. To transform modal coefficients
Q̂lq to nodal coefficients σ NB

iq defined at L points ζ 1, . . . , ζ L we
make use of a generalized Vandermonde matrix

σ NB
iq =

L∑
l=1

�l (ζi )Q̂lq =:
L∑

l=1

Vil Q̂lq , (20)
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where V is an L × L matrix. In contrast to matrix G in eq. (16), the
Vandermonde matrix V is invertible, which allows to easily switch
between different polynomial coefficients.

However, in order to ensure that computing the inverse of V is
well-conditioned for a given set of basis functions, we use a special
set of 3-D nodal points ζ i [after Warburton (2006) and Hesthaven
& Warburton (2010), script available at https://github.com/tcew/
nodal-dg/tree/master/Codes1.1/Codes3D]. The approach presented
here is not restricted to this particular set of points but other choices
might yield similar Lebesgue constants (Warburton 2006). The main
advantage of these points here is that they can easily be constructed
on runtime avoiding the storage in additional files. The distribution
of nodal points ζ i is exemplarily visualized for p = 2 inside the
reference tetrahedron in Fig. 2. The number of NB points nNB = (p
+ 1)(p + 2)(p + 3)/6 conforms with the number of basis functions L
for a given polynomial degree p.

In case of plastic yielding, we adjust the stresses at the NB points
using eq. (13) and obtain σ new. An L2 projection to the polynomial
space as in Section 2.3.1 is not required since σ new

iq is already a
polynomial. To reverse the adjusted nodal coefficients into the modal
formulation, we use the inverse Vandermonde matrix V−1:

Q̂new
lq =

L∑
i=1

V−1
li σ new

iq . (21)

The Vandermonde matrix V and its inverse can be precomputed.
In comparison to the previously discussed QP approach, the NB

algorithm requires to check the plastic yielding criterion at consider-
ably less subelement points, specifically for increasing polynomial
degree p. Additionally, the points building the NB are spatially
equally distributed, in distinction to the QPs that cluster towards
element edges (see Fig. 2). Since these points are located at the
element interfaces, their distance to the fault does not change with
polynomial order. In contrast, Gaussian integration points are lo-
cated closer to the fault surface for higher polynomial orders. Larger
pointwise adjustments due to higher stresses experienced may be
applicable. We demonstrate in Section 4 that neither the choice of
implementation approach nor the location of the integration points
impair the physical solution quality.

2.3.3 Computational efficiency

Both approaches presented above make use of a code generator
for highly efficient matrix multiplications to compute eqs (16) and
(19) or (20) and (21), respectively, in analogy to the optimization of
viscoelastic rheologies in SeisSol (Uphoff & Bader 2016).

It is challenging to unambiguously define an overhead in terms
of time-to-solution caused by incorporating plastic yielding, as it
depends on the number of elements that yield, in both space and
time. In addition, the performance characteristics of the target hard-
ware architecture may shift the relative computational efficiency
of the plasticity kernel compared to the elastic kernel. As a proxy
metric, we provide lower and upper bounds for the computational
overhead per element and time step of both approaches with respect
to the number of floating point operations (flops). We expect this to
be meaningful, because both kernels are generated using the same
code generator.

As a lower bound estimate, we assume that the considered ele-
ment is not yielding plastically: the yield condition is checked, but
neither adjustment of the stress state nor mapping is required. The
upper bound is based on the assumption of the element yielding plas-
tically, therefore, requiring yield criterion evaluation, adjustment of

the stress state and mapping into the original modal polynomial
coefficients at each point inside this element.

In practice, only a small percentage of all elements, mostly situ-
ated in the vicinity of the fault, will experience plastic deformation
in realistic dynamic rupture simulations (see e.g. Fig. 1). Further-
more, plastic yielding is restricted to the few time steps in which the
rupture front and emitted waves are passing by. Therefore, the upper
bound definition overestimates the computational cost considerably
for application purposes.

We determine the computational overhead by counting the num-
ber of flops per element and time step in the elastic kernel as well
as in the plasticity kernel. For matrix–matrix multiplications, flops
are automatically determined by the code generator. For simple
loops (e.g. scalar times vector), we manually count flops in the
loop body. Note that the number of flops is hardware-specific (Up-
hoff & Bader 2016). Here, we analyse the Haswell architecture,
which is used, for example, in the supercomputer SuperMUC, Phase
2 (https://www.lrz.de/services/compute/supermuc/). Furthermore,
the number of flops in the elastic kernels has a slight dependence
on the mesh generator, so we base the overhead on the average flops
in the elastic kernel.

The estimated minimum overhead of the QP approach (Sec-
tion 2.3.1) for varying polynomial degrees ranges between 23.9
per cent (p = 2) and 39.9 per cent, (p = 5), whereas the maximum
increase of computational cost is estimated between 50.0 and 79.1
per cent. For the NB approach (Section 2.3.2), the lower bound is
considerably lower: between 4.5 per cent (p = 2) and 6.6 per cent
(p = 4); as well as the upper bound estimate that ranges between
8.6 and 13.1 per cent (Note that for NB, p = 4 has a larger relative
overhead than p = 5). As a consequence, the NB approach is, in
general, cheaper by up to a factor of 6.

Both approaches to incorporate plastic material response cause
considerable computational overhead, as the number of QPs and
the number of nodal coefficients grow with O(p3). However, the
NB approach requires considerably less points per element (see
Fig. 2); hence it is computationally more efficient at the cost of
lower subelemental resolution. In Section 4 we analyse the accu-
racy of both approaches in a h- and p-refinement study of on-fault
dynamics, shedding light onto the trade-off of computational cost
versus accuracy.

For a typical dynamic rupture scenario (Southern California
Eearthquake Center-U.S. Geological Survey (SCEC-USGS) bench-
mark problem TPV26/27 with plasticity, as presented in Section3.1),
we measure a computational overhead of 12.5 per cent with the NB
approach versus 46 per cent with the QP approach for polynomial
degree p = 3. Computational performance (FLOP s−1) is not af-
fected by off-fault plasticity. In comparison, computational costs in
the AWP-ODC code of Roten et al. (2016) using an FD method
increases by 65 per cent for the same benchmark setup. Note that
AWP-ODC is less computationally demanding with respect to time-
to-solution for these type of benchmark problems.

3 V E R I F I C AT I O N U N D E R R E A L I S T I C
M O D E L L I N G A S S U M P T I O N S

Two community benchmark problems established by the SCEC-
USGS Spontaneous Rupture Code Verification Project [http://sc
ecdata.usc.edu/cvws/, Harris et al. (2009, 2011, 2018)] combine
off-fault plastic yielding with realistic fault geometries and hetero-
geneous initial conditions. In the following, we compare SeisSol to
two state-of-the-art numerical methods in terms of synthetic ground
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motions and key dynamic rupture parameters for these two test prob-
lems.

In Section 3.1, we verify the implementation using a strike-slip
fault as used in several previous studies with plasticity (e.g. Andrews
2005; Templeton & Rice 2008; Ma & Andrews 2010; Dunham et al.
2011a). Additionally, asymmetric near-source ground motions in-
duced by dipping faults (Oglesby et al. 2000) are of particular
interest and challenging in terms of mesh generation and numeri-
cal stability: High stresses are induced due to rupture-free-surface
interaction that have to be resolved in relatively small elements and
enhance plastic yielding in the hanging wall (Ma 2008, 2009).

The initial fault stress and strength conditions vary with depth in
both benchmarks. Capturing these heterogeneities is crucial, since
they may fundamentally affect rupture nucleation and propagation
(Day 1982; Boatwright & Quin 1986; Oglesby & Day 2002; Rip-
perger et al. 2007; Pelties et al. 2014). To accurately capture het-
erogeneous fault initial conditions, we assign initial stress values
to each of DG’s fault QPs, allowing subelement sampling (Pelties
et al. 2014).

We verify, in the following, the application of a high polynomial
degree in conjunction with larger elements for resolving smaller-
scale heterogeneous initial conditions for strike-slip and for dipping
fault geometries. We additionally demonstrate the sensitivity of on-
fault dynamic rupture measurements to the resolution of the nucle-
ation zone (cf. Galis et al. 2014). All results shown in this section
are based on the QP plasticity implementation (Section 2.3.1). The
QP and NB approaches are shown to yield near-identical results in
Appendix B.

3.1 Strike-slip fault benchmarks TPV26/27

Test problems TPV26 (elastic) and TPV27 (plasticity, with vis-
coplastic regularization) incorporate rupture on a vertical strike-
slip fault geometry differing with respect to elastic versus plastic
rheology assumptions. The fault frictional properties are governed
by linear slip-weakening friction. For the viscoplasticity benchmark
TPV27, initial stress loading is prescribed additionally off the fault
throughout the domain.

Off-fault initial stresses need to be defined consistently with the
stresses acting on-fault. Therefore, the commonly applied nucle-
ation method of using an overstressed patch is not applicable for
dynamic rupture simulations including plastic yielding. To initiate
rupture, the fault is forced to break within a circular patch of radius
rcrit around the hypocentre by gradually reducing the friction coeffi-
cient from its static to its dynamic value. In this manner, forced rup-
ture is smoothly overtaken by spontaneous rupture which reduces
numerical artefacts. The modelling parameters of both benchmarks
are listed in Table 1.

We here verify SeisSol’s results by comparing fault dynamics and
ground motions to FaultMod, a well-established low-order FE soft-
ware (Barall 2009). FaultMod can handle hexahedral or tetrahedral
elements to represent 3-D geometries and material properties. Fault
friction is implemented in FaultMod based on the traction-at-split-
nodes method, featuring Newmark damping (Hughes 2000) and an
optional thin viscous layer surrounding the fault zone (Day et al.
2005; Dalguer & Day 2007) to suppress spurious high-frequency os-
cillations. Thus, comparison to the undamped ADER-DG approach
is specifically of interest.

We compare SeisSol’s results of polynomial degree p = 4 and
250 m fault discretization to FaultMod’s results with 50 m element
edge length and polynomial degree p = 2. All meshes are coarsened

Table 1. Simulation parameters for SCEC benchmarks TPV26 (purely elas-
tic) and TPV27 (with plasticity). The additional parametrization of vis-
coplasticity in TPV27 is denoted at the bottom.

Symbol Parameter Value

Vp P-wave velocity 6000 m s−1

Vs S-wave velocity 3464 m s−1

ρ Density 2670 kg m−3

μs Static friction coefficient 0.18
μd Dynamic friction coefficient 0.12
Dc Slip-weakening critical distance 0.3 m
d Fault depth 0–20 000 m
w Fault width 0–40 000 m
c0 Frictional cohesion

d ≤ 5000 m −4.0 MPa
+0.00072 × d MPa m−1

d > 5000 m 0.4 MPa
t0 Forced rupture decay time 0.5 s
rcrit Nucleation patch radius 4000 m
Pf Fluid pressure 9.8 × d MPa m−1

�(d) Tapering coefficient
d < 15 000 m 1

15 000 m ≤d ≤ 20 000 m (20 000 m − d)/5000 m
d > 20 000 m 0

σ 0
n Background normal stress (−2.632.9267 × �(d)

−26.166) × d MPa m−1

τ 0
n Background shear stress −6.07897×

�(d) × d MPa m−1

h Smallest element edge length 250 m
p Polynomial degree 4

(space and time)
cplast Plastic cohesion 1.36 MPa
ν Bulk friction 0.1934
Tv Viscoplastic relaxation time 0.03 s

away from the fault by a gradation rate of 1.06 (Simmetrix Inc. 2017)
in order to reduce computational cost. The unstructured mesh used
for this benchmark is depicted in Fig. 1.

Fig. 3 illustrates the overall agreement of SeisSol and FaultMod
in terms of on-fault rupture dynamics for both, the elastic problem
and the benchmark accounting for off-fault plasticity. Comparing
on-fault slip rates (Fig. 3a), we observe that plastic yielding signif-
icantly reduces peak slip rate (here, by approximately 50 per cent)
and delays rupture arrival time (decreases rupture speed) as con-
firmed in various dynamic rupture models accounting for plastic en-
ergy dissipation (i.e. Andrews 2005; Dunham et al. 2011a; Gabriel
et al. 2013; Roten et al. 2015). In the elastic simulation, peak slip
rate of SeisSol is slightly increased compared to FaultMod.

Remarkably, agreement improves distinctively when incorporat-
ing plastic material response. As we discuss in detail in Appendix C,
plasticity increases the cohesive zone width, the dynamic rupture
problem inherent minimum length scale across which shear stress
and slip rate vary abruptly (Day et al. 2005). For dynamic rupture
models that include plastic yielding a high resolution at the fault
may be less crucial than commonly assumed: Analytical and nu-
merical estimates based on purely elastic frameworks (in 2-D) may
underestimate the minimum length scale that needs to be resolved
in a plastically yielding simulation (Appendix C). This also impacts
numerical convergence behaviour as we discuss in the next section.

The excellent agreement between SeisSol and FaultMod in terms
of synthetic ground motions is shown in Fig. 4 for the purely elastic
and the plastically deforming problem. SeisSol captures all fea-
tures of horizontal, vertical and normal ground velocity time-series
even 20 km away from the fault where the mesh is already strongly
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Figure 3. (a) Along-strike slip rate, (b) along-strike shear and (c) normal stress at a fault location 10 km downdip and 10 km along-strike for the benchmark
problems TPV26 [purely elastic (e), grey] and TPV27 [with plasticity (p), red]. Lighter colours denote the ADER-DG SeisSol solution (using the QP approach),
darker colours the FEM FaultMod solution.

Figure 4. (a) Horizontal, (b) vertical and (c) normal ground velocity time-series at a location 20 km off-fault (near side) perpendicular to the epicentre for the
purely elastic (e) and plasticity (p) strike-slip fault benchmark TPV26/27. Lighter colours denote the ADER-DG SeisSol solution (using the QP approach),
darker colours the FEM FaultMod solution.

coarsened to a maximum of 1300 m edge length. Within FaultMod’s
grid-doubling approach, the resolution is doubled from 50 to 100 m
in a distance of 10 element layers (t500 m) from the fault. SeisSol
resembles off-fault velocities obtained by the second-order method
FaultMod, by using larger elements with polynomial degree p =
4, which illustrates the potential strengths of a high-order method
also for plastically yielding materials. For the simulations includ-
ing plasticity, we overall observe smaller PGVs as a consequence of
plastic deformation in the vicinity of the fault, consistent with recent
studies (e.g. Roten et al. 2014). Even 20 km away from the fault,
the effect of the delayed rupture arrival in the model with plasticity
(Fig. 3) is visible as time-shift of ground velocities (Fig. 4).

3.2 Dipping fault benchmarks TPV12/13

Test problems TPV12 (elastic) and TPV13 (plasticity with vis-
coplastic regularization) incorporate rupture on a 60◦ dipping nor-
mal fault based on the Solitario Canyon Fault at Yucca Mountain
(Harris et al. 2009). All modelling parameters are summarized in
Table 2. Rupture is initiated by prescribing a lower static coefficient
of friction inside a predefined rectangular patch surrounding the
hypocentre. In that way, the initial shear stress is greater than the
yield stress and rupture initiates immediately after the simulations
starts. Linear-slip weakening friction is assumed. The asymmet-
ric unstructured tetrahedral mesh of the here presented solution of
SeisSol exhibits a minimal element edge length of 250 m across the

Table 2. Simulation parameters for SCEC benchmarks TPV12 (purely elas-
tic) and TPV13 (with plasticity). The additional parametrization of vis-
coplasticity in TPV13 is denoted at the bottom.

Symbol Parameter Value

Vp P-wave velocity 5716 m s−1

Vs S-wave velocity 3300 m s−1

ρ Density 2700 kg m−3

μs Static friction coefficient 0.7
μs, nuc Static friction coefficient 0.54

(inside nucleation patch)
μd Dynamic friction coefficient 0.1
Dc Slip-weakening critical distance 0.5 m
d Fault depth 0–15000 m
w Fault width 0–30000 m
c0 Frictional cohesion −0.2 MPa
Pf Fluid pressure 9.8 × d MPa m−1

σ 0
n Background normal stress

(d <13800 m) −7.39001 × d MPa m−1

(d ≥13800 m) −14.42798 × d MPa m−1

τ 0 Background shear stress
(d <13800 m) −0.549847·σ 0

n
(d ≥13800 m) 0.0

Anuc Nucleation size 3 km × 3 km
h Smallest element edge length 250 m
p Polynomial degree in space and

time
4

cplast Plastic cohesion 5.0 MPa
ν Bulk friction 0.85
Tv Viscoplastic relaxation time 0.03 s
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fault surface; its volume discretization is coarsened by a gradation
rate of 1.06 with increasing fault distance (Simmetrix Inc. 2017).

In Fig. 5 we show the overall very good agreement of Seis-
Sol with the solution of FaultMod. We additionally compare
our solution with the high-order spectral element (SE) method
SPECFEM3D (Kaneko et al. 2008), which is based on unstructured
hexahedral meshes (Peter et al. 2011) and uses a traction-at-split-
nodes approach to incorporate fault dynamics. As in FaultMod,
SPECFEM3D damps spurious oscillations by a thin layer of 1 or 2
Kelvin-Voigt elements surrounding the fault (Galvez et al. 2014).
The fault discretization is 100 m for the FaultMod and 100 m for the
SPECFEM3D solution, the latter with additional four subelemental
integration points in each dimension.

Slip rate, shear stress, and normal stress (Fig. 5) are in equally
good agreement. However, both, FaultMod and SPECFEM3D so-
lutions, exhibit high-frequency oscillations most visible in the (rel-
atively small) normal stress amplitudes, despite the implemented
damping. Furthermore, we note a small time-shift in the arrival of
the peak amplitudes for all three values of both high-order methods
compared to FaultMod. Rupture arrival time is a sensitive indica-
tor of numerical precision (Day et al. 2005). Both, SeisSol and
SPECFEM3D reach subelement resolution of the nucleation patch
causing a slightly faster rupture initiation in comparison to the low-
order method FaultMod.

4 M E S H A N D P O LY N O M I A L D E G R E E
R E F I N E M E N T S T U DY

The comparison of numerical methods in well-defined benchmark
problems is a commonly used approach to verify dynamic (sponta-
neous) earthquake rupture implementations (e.g. Pelties et al. 2014;
Harris et al. 2018;). However, the convergence of the numerical solu-
tion with increasing mesh resolution (h-refinement) and increasing
polynomial degree (p-refinement) cannot be guaranteed in such a
manner.

A formal convergence analysis requires the analytical solution
of the underlying problem. Analytical solutions to dynamic rupture
problems have been proposed for a 2-D self-similar crack (Kostrov
1964) or self-similar pulse (Nielsen & Madariaga 2003), but are
not available for typical application-based dynamic rupture simula-
tions. Hence, a high-resolution reference solution that is invariant
under additional discretization and polynomial refinement is com-
monly defined as stand in for the exact solution (e.g. Day et al. 2005;
Rojas et al. 2008; Pelties et al. 2012). In this manner, we provide
helpful guidelines for the required fault resolution guaranteeing ac-
curate on-fault physical results in the framework of dynamic rupture
problems. In the following, the terms convergence and convergence
rate refer to the given reference solution. We critically discuss this
approach in Section 6.2.

Few refinement studies of this kind for dynamic rupture simula-
tions have been presented in 2-D (Kaneko et al. 2008; Rojas et al.
2008; Rojas et al. 2009; De la Puente et al. 2009; Huang & Ampuero
2011) and 3-D (Day et al. 2005; Pelties et al. 2012; Tago et al. 2012).
All of them were based on idealized setups assuming homogeneous
initial stresses, purely elastic material behaviour and abrupt nucle-
ation procedures. However, state-of-the-art dynamic rupture simu-
lations emulate real fault properties using depth-dependent initial
stresses (e.g. Ma & Andrews 2010; Kozdon & Dunham 2013; Hei-
necke et al. 2014), off-fault plasticity (e.g. Roten et al. 2015, 2016)
and smoother nucleation procedures (e.g. Bizzarri 2010; Roten et al.
2017).

Such models challenge convergence studies: For example, the
assignment of initial fault stress and strength, as well as of the
initial bulk stress, depends on the underlying discretization. Mesh
refinement results in a higher sampling of the initial fields and
smaller discontinuities in between neighbouring elements. Further-
more, the onset of rupture may be affected even by slight variations
in the sampling of the nucleation conditions (Galis et al. 2014).

Here, we present an in-depth h- and p-refinement study of a 3-D
dynamic rupture setup including now common modelling com-
plexities: We combine elastic as well as plastic material response,
following both plasticity approaches presented in Section 2.3, with
depth-dependent initial stress conditions. To ensure consistency of
the initial stress tensor in the bulk and on the fault, we employ
a nucleation procedure smooth in space and time in contrast to
overstressed nucleation patches employed for previous convergence
studies.

This section aims to provide hands-on guidelines in terms of
the required resolution to ensure the accurate resolution of on-fault
rupture dynamics of realistic, 3-D dynamic rupture applications.
To this end, we numerically investigate the convergence of key
dynamic rupture parameters with mesh refinement and increasing
polynomial order towards a reference solution. Furthermore, we
analyse the size of the cohesive zone as the inherent length scale
determining accurate resolution.

4.1 Models and procedure

We measure the root-mean square (RMS) error of dynamic rupture
characteristics in comparison to a reference solution. The reference
solution is generated using a small fault discretization h and high
polynomial degree p (e.g. Day et al. 2005; Pelties et al. 2012). We
ensure that the reference solution does not change with further mesh
or polynomial refinement, that is, accurately resolves the cohesive
zone width as described in the next section.

In particular, we analyse rupture arrival time, peak slip rate am-
plitude, peak slip rate time and the total amount of slip (final slip)
on the fault surface. The numerical accuracy in resolving time-
dependent parameters is particularly important for complex source
dynamics involving rupture jumps and branching. Final slip repre-
sents an integrated value determined by rupture arrival time, peak
slip rate amplitude and time, and rise time across the fault.

We base the following refinement study on SCEC benchmark
problems TPV26 (elastic) and TPV27 (with plasticity; see Sec-
tion3.1). To reduce the computational cost, we shorten the simula-
tion time to 6.3 s and shrink the fault surface to 21 km × 30 km. The
hypocentre is shifted to the centre of the new fault domain (at depth
of 10.5 km) and we slightly decrease the size of the circular nucle-
ation patch (rcrit =3.5 km) to account for the smaller fault area. All
remaining modelling parameters, specifically the depth-dependence
of initial stresses, are equivalent to Table 1.

We perform simulations with increasing polynomial degree of
basis functions from p = 2 to p = 5 and decreasing fault mesh
discretization from h = 1061 m to h = 106 m. The high-resolution
reference solution is employing p = 5 and h = 71 m.

To quantify the accuracy of our results with respect to the refer-
ence solution, we calculate the RMS errors at a total number of 362
on-fault locations (‘receivers’). The RMS error is then normalized
by the mean over all receivers of the reference solution, ensuring
comparability with previous studies (Day et al. 2005; Pelties et al.
2012). The receivers are located at all fault gridpoints of the coarsest
mesh (h = 1061 m). For our analysis, we excluded the nucleation
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1566 S. Wollherr, A.-A. Gabriel and C. Uphoff

Figure 5. (a) Along-strike slip rate, (b) along-strike shear and (c) normal stress at a fault location 1.5 km downdip aligned with the hypocentre for benchmark
TPV13. The ADER-DG SeisSol solution (using the QP approach) is shown in black, the FaultMod solution in grey, the SPECFEM3D solution in orange.

patch, receivers within 1 km from the fault edges and areas that rup-
ture does not reach within the simulated time. For each simulation,
the same points are evaluated independent of the mesh discretization
and polynomial degree.

We emphasize that pointwise measures are prone to large varia-
tions for any Galerkin-type method since the equations are solved in
an integral (weak) sense, with the largest variations being expected
at the mesh vertices. Thus, our method is analysing the ‘worst-case’
solution evaluation. However, pointwise evaluation of rupture dy-
namics characteristics is commonly used for the interpretation of
simulations.

We generate a set of fully regular triangles discretizing the fault
surface (except the circular nucleation patch). This is achieved by
first dividing the fault surface into quadrilateral elements of edge
lengths h/

√
2 = 750, 375, 250, 125, 75 and 50 m. Then, each

quadrilateral is subdivided into two triangles, resulting in fault dis-
cretizations of edge lengths h = 1061, 530, 354, 177, 106 and 71 m.
Thus, the mesh vertices of the coarsest discretization are a subset
of the gridpoints of the finest discretization. In contrast, the volume
mesh is fully unstructured, coarsened by a factor of 10 per cent away
from the fault up to a maximum edge length of 10h. The regular
fault discretization does not affect the generality of the results but
facilitates evaluating exactly the same receiver locations (Pelties
et al. 2012).

All meshes for the refinement tests are generated with the open-
source software gmsh (Geuzaine & Remacle 2009). All simulations
of this section were conducted using SeisSol (https://github.com/S
eisSol) with git hash 72596ff .

4.2 Resolving the cohesive zone in 3-D simulations with
heterogeneous fault initial conditions

Dynamic rupture simulations have to accurately resolve a problem
inherent length scale, the cohesive zone width � that spans the part
of the fault across which shear stress decreases from its static to
its dynamic value. The width of the cohesive zone is decreasing
with increasing rupture velocity (e.g. Day et al. 2005; Duan & Day
2008).

We present a detailed analysis of the dynamic evolution of the
cohesive zone width, along-strike and up-dip, under heterogeneous
initial stress, and with and without off-fault plasticity in Appendix C.
We find that the cohesive zone width varies considerably across the
fault in dependence of the rupture speed that is determined by the
depth-dependent initial stress, frictional properties and propagation

distance. Absolute rupture speed reaches a maximum of 3250 m s−1

in the purely elastic reference simulation, whereas rupture speed is
limited to 3050 m s−1 in the reference simulation with plasticity.
Both values are well below the theoretical terminal speed (p-wave
speed) for 3-D mixed mode rupture propagation (Bizzarri & Das
2012) and below the s-wave speed of 3464 m s−1. Specifically close
to the free surface, the increase of cohesion results in rising fric-
tional resistance and the decrease of initial stresses results in very
low rupture speeds leading to large cohesive zone widths. In gen-
eral, off-fault plasticity leads to a distinctively larger cohesive zone
width than under comparable purely elastic conditions since rupture
propagates at lower speeds.

The minimum cohesive zone width for both setups, purely elastic
and plastic material behaviour, is located at the largest distance from
the hypocentre along-strike at a depth of 14.5 km where the absolute
value of the depth-dependent initial stresses are highest. For the
purely elastic case, the minimum cohesive zone with �e

min is 162 m,
which is considerably smaller than in previous convergence setups
[�min = 325 m in Day et al. (2005)]. In the simulation with off-fault
plasticity, this doubles to a width of �p

min = 325 m. Consistent with
previous studies (Day et al. 2005; Pelties et al. 2012; Tago et al.
2012), we also evaluate the median value of the cohesive zone width
over all fault receivers: �̄e is 583 m and �̄p is 722 m.

We follow Day et al. (2005) in defining a solution to be sufficiently
close to the reference solution once the RMS errors reached the
following thresholds: lower than 0.2 per cent for rupture arrival
time, lower than 7 per cent for peak slip rate and lower than 1
per cent for final slip. In order to accurately resolve dynamic rupture
characteristics (i.e. fulfilling the conditions described above), we
determine the minimum required mesh resolution at the fault for a
given polynomial degree p. The such-defined mesh resolution may
differ for different numerical methods. Assessing this resolution
requires careful analysis in the form of self-consistent refinement
tests (see also Section 6).

The number of elements per median cohesive zone width are
denoted by Nc (e.g. Day et al. 2005). Since the cohesive zone width
changes dynamically with rupture speed, also Nc varies across the
fault plane for a given discretization.

In the purely elastic convergence setup, we find Nc varying be-
tween 0.55 and 5.5 elements per median cohesive zone width �̄

for discretizations between 1061 and 106 m. In the simulations
including plasticity, Nc falls in between 0.69 and 6.91 elements.

SeisSol resolves shear and normal stress at the fault at (p +
2)2 Gaussian QPs inside each fault triangle. Thus, the longest edge
length h is itself discretized by p + 1 additional points (see Fig. C1 in
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Off-fault plasticity using a DG method 1567

Table 3. RMS errors of elastic refinement tests with varying discretization h
and polynomial degree p. The bottomline denotes the mean over all receivers
of the reference solution.

h (m) p
Rupture
arrival Final Peak slip Peak slip

time ( per
cent)

slip (per
cent)

rate time
( per cent)

rate (per
cent)

1061 2 1.42 3.39 1.79 47.03
3 0.60 2.87 0.89 35.10
4 0.34 2.12 0.52 27.83
5 0.24 2.03 0.45 22.58

530 2 0.44 1.56 0.64 30.63
3 0.25 1.32 0.28 21.32
4 0.18 0.99 0.24 16.04
5 0.12 0.94 0.23 12.23

354 2 0.26 1.13 0.35 23.44
3 0.15 0.95 0.18 15.54
4 0.09 0.74 0.10 10.22
5 0.08 0.69 0.11 6.57

212 2 0.12 0.63 0.16 15.61
3 0.06 0.54 0.07 8.50
4 0.04 0.41 0.07 4.48
5 0.04 0.40 0.05 2.57

106 2 0.04 0.32 0.05 6.64
3 0.03 0.28 0.03 2.60
4 0.02 0.22 0.03 1.38
5 0.02 0.21 0.03 1.04

71 5 3.90 s 1.67 m 4.03 s 2.98 m s−1

Appendix C). As a result, the effective fault discretization is smaller
than denoted by the grid spacing h and a higher resolution than
denoted by Nc is achieved. We additionally introduce the number of
subelement points per median cohesive zone width N sub

c = Nc(p +
1). For example, in a p = 5 simulation with Nc = 0.55 elements,
the median cohesive zone width is effectively resolved by N sub

c

= 3.3 points. However, we will still present Nc as guidance to
choose the corresponding required minimum mesh discretization.
This approach also allows direct comparison to low-order methods
(e.g. Day et al. 2005).

The minimum required fault mesh resolution h for each polyno-
mial degree p based on purely elastic convergence tests and includ-
ing plastic yielding is reported in Sections 4.3 and 4.4, respectively.

4.3 Convergence of 3-D elastic dynamic rupture
simulations with heterogeneous initial conditions

4.3.1 Absolute errors of on-fault measurements

The absolute RMS errors measured in the elastic refinement study
are summarized in Table 3 and visualized in Fig. 6. The errors of
the rupture arrival time, the peak slip rate time, the final slip and the
peak slip rate with respect to the reference solution are globally de-
creasing with mesh refinement and increasing polynomial degree.
The smooth convergence of on-fault quantities towards the refer-
ence solution illustrates the robustness of the numerical method in
handling heterogeneous initial conditions.

We note that the minimum measured RMS error of rupture arrival
time is only 0.02 per cent (h = 106 m and p = 4, 5). Even for the
coarsest discretization and lowest polynomial degree (h = 1061 m
and p = 2), the solution for rupture arrival time exhibits an error
below 1.5 per cent with respect to the reference solution. Equally
low RMS errors can be found for peak slip rate time. In contrast,
the RMS errors measured for the peak slip rate reach up to 47

per cent for the same polynomial degree and fault resolution. The
RMS errors for final slip ranges between 3.39 per cent (p = 2, h =
1061 m) and 0.21 per cent (p = 5, h = 106 m). As an integrated
value, the RMS errors for final slip reflects the low RMS errors of
the time-dependent quantities in conjunction with the higher RMS
errors of the peak slip rate.

Coarse (h- and p-) resolution highly impacts peak slip rate, which
directly affects ground motion assessment. This suggests that the
measured peak value of slip rate is very sensitive to the sampling of
the depth-dependent initial conditions and hence to the resolution
of the fault. In distinction, the overall lower RMS errors of rupture
arrival time, peak slip rate time and final slip in our setup indicate
that temporal and integrated fault characteristics are more robust:
lower resolution of the cohesive zone still results in acceptable small
RMS errors.

Using polynomial degrees p = 2, 3, solutions are sufficiently close
to the reference solution for a minimum resolution of h = 106 m
which corresponds to Nc = 5.5 (N min

c = 1.53, N sub
c = 16.5–22.0). For

p = 4 a resolution higher than 212 m (Nc = 2.75, N min
c = 0.76, N sub

c

= 13.75) and for p = 5 a resolution higher than 354 m (Nc = 1.65,
N min

c = 0.46, N sub
c = 9.9) result in sufficiently small RMS errors.

We note that the convergence criteria for rupture arrival time and
final slip are met already at much coarser discretizations. However,
the RMS error of the peak slip rate is still too high for fulfilling
all conditions for convergence towards the reference solution. In
general, we state that the median cohesive zone width �̄ needs to
be resolved by approximately 5–6 (p = 2, 3), 2–3 (p = 4) and 1–2
(p = 5) elements, or 22 (p = 2), 16.5 (p = 3), 13.75 (p = 4) and 9.9
(p = 5) subelement points for purely elastic simulations featuring
depth-dependent initial stress conditions.

4.3.2 Low-order convergence rates of on-fault measurements

The corresponding on-fault convergence rates are defined as the
slope of a least-squares fit to the RMS values and are given in Ta-
ble 4. The reported rates are defined with respect to the pre-defined
reference solution and are therefore only representative of the for-
mal convergence of the numerical scheme, if the reference solution
is sufficiently close to the exact solution (which is unknown). For
the following discussion, supplemented by the cohesive zone size
analysis in Appendix C, we assume that our high-resolution refer-
ence solution fulfils this requirement. Even though we observe clear
h- and p-convergence towards the reference solution, the following
specific characteristics of the convergence rates require special con-
sideration:

Overall, no spectral convergence is achieved for on-fault dy-
namic rupture quantities. In particular, the reported convergence
rates, ranging between 1.53 and 0.84, indicate that there is no high-
order (≥2) convergence for any of the dynamic rupture observables.
Additionally, only peak slip rate exhibits increasing rates with higher
polynomial order. Convergence rates for rupture arrival time, peak
slip rate time and slip do not clearly increase with increasing p.

Low-order (at most quadratic) convergence rates of dynamic rup-
ture on-fault parameters have been previously reported (Kaneko
et al. 2008; Rojas et al. 2008; Rojas et al. 2009; Pelties et al.
2012). Rojas et al. (2008), Kaneko et al. (2008) and Pelties et al.
(2012) show that on-fault convergence rates achieved by high-order
(‘spectral’) numerical methods do not exceed the reported rates of
second-order methods (Day et al. 2005) for this type of refinement
study.
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1568 S. Wollherr, A.-A. Gabriel and C. Uphoff

Figure 6. Refinement study results for purely elastic material behaviour and heterogeneous initial conditions. RMS errors with respect to the reference solution
are shown for (a) rupture arrival time, (b) final slip, (c) peak slip rate time and (d) peak slip rate. Markers denote the RMS errors in per cent, normalized by
the mean over all receivers of the reference solution (h = 71 m, p = 5). Different colours and markers represent varying polynomial degrees. Nc denotes the
number of elements per median cohesive zone for a given fault mesh spacing. The solid lines represent least-squares fits.

Table 4. RMS error convergence rates with respect to the reference solution
for varying polynomial degree p for the refinement studies with elasticity
and plasticity.

Rupture
arrival Final Peak slip Peak slip

p time slip rate time rate

Elastic 2 1.53 1.02 1.52 0.84
3 1.38 1.01 1.43 1.12
4 1.26 0.98 1.26 1.32
5 1.17 0.98 1.27 1.39

Plastic
(QP)

2 1.67 1.13 1.74 0.68

3 1.40 1.05 1.37 0.83
4 1.33 1.01 1.06 0.91
5 1.23 0.99 1.01 0.92

Plastic
(NB)

2 1.57 1.31 1.70 0.73

3 1.16 1.07 1.26 0.85
4 1.31 1.03 1.04 0.92
5 1.28 1.01 1.04 0.93

A notable exception is posed by the convergence studies pre-
sented in Kozdon & Dunham (2013), O’Reilly et al. (2015), Duru
& Dunham (2016) and Erickson et al. (2017): High-order conver-
gence is achieved with respect to an a priori formulated analytical
solution of a related but simplified problem [method of manufac-
tured solutions (MMS)]. We discuss a potential general limitation

of convergence rates for dynamic rupture problems with respect to
mathematical and numerical theory in Section 6.2.

4.4 Convergence of 3-D dynamic rupture simulations with
off-fault plasticity and heterogeneous initial conditions

We extend the elastic refinement study to account for plastic en-
ergy dissipation. Both of the implementation schemes presented in
Section 2.3 are analysed. The RMS errors of the QP-based imple-
mentation approach are summarized in Table 5 and visualized in
Fig. 7. The RMS errors of the NB-based implementation approach
is given in Table 6 and Fig. 8. On-fault convergence rates (slopes)
with respect to the reference solution are listed in Table 4.

For both approaches and all measured quantities, we observe h
and p convergence. The observed smooth convergence of all mea-
sured on-fault quantities towards the reference solution illustrates
the robustness of the numerical method while stresses are adjusted
due to plastic yielding.

The RMS errors of rupture arrival time and peak slip rate time
become very low (0.02 and 0.04 per cent, respectively) at high res-
olutions for both plasticity implementations. Overall, RMS errors
do not exceed 10 per cent even at the coarsest discretization and
smallest polynomial degree under consideration. It is notable that
polynomial degrees 4 and 5 yield in general very similar absolute
errors for both approaches, specifically at higher resolutions.

The required discretization to accurately resolve the cohesive
zone width with plasticity differs to the purely elastic case. For
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Table 5. RMS errors of QP plasticity refinement tests with varying dis-
cretization h and polynomial degree p. The bottomline denotes the mean
over all receivers of the reference solution.

h (m) p
Rupture
arrival Final Peak slip Peak slip

time ( per
cent)

slip ( per
cent)

rate time
( per cent)

rate (per
cent)

1061 2 2.01 4.94 2.48 10.34
3 0.65 3.44 0.85 9.56
4 0.38 2.45 0.46 9.12
5 0.29 2.26 0.40 8.46

530 2 0.40 1.88 0.57 6.29
3 0.20 1.52 0.27 6.89
4 0.15 1.10 0.16 5.29
5 0.13 1.03 0.14 4.06

354 2 0.22 1.33 0.28 5.63
3 0.12 1.07 0.14 4.96
4 0.09 0.81 0.11 3.66
5 0.07 0.75 0.09 2.91

212 2 0.10 0.71 0.12 3.75
3 0.06 0.59 0.08 2.80
4 0.04 0.44 0.07 2.15
5 0.03 0.42 0.06 1.77

106 2 0.04 0.36 0.04 2.06
3 0.03 0.31 0.04 1.49
4 0.02 0.23 0.04 1.16
5 0.02 0.23 0.04 1.00

71 5 4.18 s 1.50 m 4.36 s 1.98 m s−1

the QP approach, our results are sufficiently close to the reference
solution at a minimum mesh resolution of h = 212 m (Nc = 3.41,
N min

c = 1.53, N sub
c = 10.23) for polynomial degree p = 2, h =

354 m (Nc = 2.04, N min
c = 0.92, N sub

c = 8.16–10.2 ) for p = 3, 4 and
approximately h = 530 m (Nc = 1.36, N min

c = 0.61, N sub
c = 8.16)

for p = 5. The NB approach requires similar minimum on-fault
resolutions, besides for p = 3 which requires a higher resolution
of h = 212 m (Nc = 3.41, N min

c = 1.53, N sub
c = 13.64) than the

corresponding polynomial degree in the QP approach.
Both plasticity implementations show non-spectral convergence

for all on-fault quantities with respect to the reference solution,
similar to the elastic refinement study in Section 4.3 (see also Sec-
tion 6.2).

4.4.1 Accuracy versus efficiency for off-fault plasticity
implementation schemes

We shed light on the trade-off between accuracy and efficiency based
on the refinement study of the QP and NB plasticity implementa-
tions. We aim to enable conclusions on a preferable scheme for a
given dynamic rupture problem at hand. The reference solutions of
both schemes (last row in Tables 5 and 6), give near-identical results
in terms of key dynamic rupture characteristics. As a consequence,
the normalized RMS differences are well comparable.

The RMS errors of all on-fault quantities are in general smaller
using the QP approach than the NB implementation. The largest
difference can be found for p = 2 and h = 1061 m. The RMS error
for rupture arrival is here 23 per cent larger in the NB approach than
in the QP approach (3.54 versus 2.01 per cent) since the QP approach
approximates the nonlinearity more accurately with respect to the
L2 norm which is, in particular, pronounced for low fault resolutions
and low polynomial degrees. RMS errors for p > 3 and for a median
cohesive zone width resolution (Nc) of more than 2.04 elements are
near equivalent for both plasticity implementations.

The convergence rates with respect to the reference solution re-
ported in Table 4 are similar for all quantities in both approaches, in
particular for polynomial degrees p = 4 and 5. The convergence rates
of the time-dependent quantities decrease with increasing polyno-
mial degree p. The slope of the least-squares fit to the RMS values
of the peak slip rate is increasing with increasing p, while it saturates
for both implementations at 1.0 for the final slip rate.

In terms of computational costs, the QP plasticity refinement
study simulations are 24–79 per cent more expensive than the cor-
responding purely elastic simulations, depending on polynomial
degree p and fault discretization length h. The NB plasticity ap-
proach is computationally distinctively less expensive, resulting in
an increase of only 4.5–13 per cent compared to the corresponding
elastic models.

We conclude that it is beneficial to use the QP plasticity approach
for low mesh resolutions (Nc < 1.36 ) and low polynomial degree
(p = 2). In this case, it yields higher accuracy of on-fault dynamics.
However, in all other cases, the NB plasticity approach pays off, that
is, it is computationally less expensive yielding comparably small
RMS errors.

4.4.2 Effect of off-fault plasticity on dynamic rupture convergence

Fig. 9 compares slip rate over time for varying mesh discretizations
and polynomial degrees for the refinement setups with elasticity
and the two plasticity implementations. The figure highlights how
recorded slip rates vary distinctively in terms of timing, peak and
encapsulated slip.

Time-dependent RMS errors, such as rupture arrival time and
peak slip rate time, are significantly larger for coarse mesh dis-
cretizations (h = 1061 m) and low polynomial degrees (p = 2, 3)
for the simulations with plasticity in comparison to the elastic re-
sults (Tables 3, 5, 6 and visualized in Fig. 9). In the models with
pure elasticity rupture, arrival time is already very consistent with
the reference solution even for large on-fault discretization.

Remarkable are the small absolute RMS errors with respect to
the reference solution for peak slip rate in the plastically yielding
simulations: For all simulations with plasticity, the RMS errors fall
in between 1 and 11 per cent (Tables 5 and 6) whereas the RMS
error in the elastic case reach up to 47 per cent (Table 3). Fig. 9
exemplarily visualizes the high variation of peak slip rate in the
elastic case (up to 20 per cent) while differences with plasticity are
below 7 per cent even for the coarsest resolution.

With plasticity, rupture speed is decreased by off-fault energy
absorption compared to elastic settings. The cohesive zone width
does not shrink as pronouncedly as in elastic simulations with prop-
agation along-strike (see Appendix C and Andrews 2005). As a
result, the median cohesive zone width �̄ is larger by up to a factor
of 2 in the models with plastic yielding . Thus, �̄ is naturally better
resolved in the simulations with plasticity than in elastic models at
comparable mesh discretization h and polynomial degree p.

Analysing the median cohesive zone width resolution Nc, which is
independent of �, we find that less elements per cohesive zone width
are required with plasticity to gain comparably small RMS errors of
peak slip rate. This parameter is the most sensitive dynamic rupture
characteristic in our analysis. Smaller RMS errors for peak slip rate
in the models including plasticity can, therefore, be explained by a
better resolution of �, plus a general regularizing effect of plasticity
(smoother reference solution).
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Figure 7. Refinement study results for plasticity implemented via the QP approach. RMS errors with respect to the reference solution are shown for (a) rupture
arrival time, (b) final slip, (c) peak slip rate time and (d) peak slip rate. Markers denote the RMS error in per cent, normalized by the mean over all receivers of
the reference solution (h = 71 m, p = 5). Different colours and markers represent varying polynomial degrees. Nc denotes the number of elements per median
cohesive zone for a given mesh spacing. The solid lines represent least-squares fits.

Table 6. RMS errors of NB plasticity refinement tests with varying dis-
cretization h and polynomial degree p. The bottomline denotes the mean
over all receivers of the reference solution.

h (m) p
Rupture
arrival Final Peak slip Peak slip

time ( per
cent)

slip ( per
cent)

rate time
( per cent)

rate ( per
cent)

1061 2 3.54 8.03 3.92 11.26
3 0.64 3.70 0.83 10.01
4 0.36 2.46 0.40 9.24
5 0.31 2.32 0.42 8.58

530 2 0.45 2.09 0.61 6.94
3 0.28 1.57 0.33 6.89
4 0.27 1.17 0.22 5.51
5 0.22 1.08 0.17 4.16

354 2 0.32 1.42 0.35 5.83
3 0.25 1.14 0.21 5.13
4 0.16 0.86 0.14 3.71
5 0.12 0.77 0.11 2.91

212 2 0.19 0.75 0.18 3.84
3 0.13 0.61 0.12 2.81
4 0.07 0.45 0.08 2.15
5 0.05 0.42 0.06 1.76

106 2 0.07 0.36 0.07 2.06
3 0.04 0.31 0.04 1.49
4 0.02 0.24 0.04 1.17
5 0.02 0.23 0.04 1.00

71 5 4.18 s 1.51 m 4.35 s 1.98 m s−1

In contrast, we observe larger RMS errors for the time-dependent
quantities (rupture arrival time, peak slip rate time) with plastic-
ity than at equivalent Nc in the elastic case. This suggests that
time-dependent measurements are considerably impacted by (mesh-
dependent) off-fault plastic energy dissipation. A higher resolution
is required to resolve these quantities with the same accuracy as in
a comparable elastic simulation.

In summary, the overall minimum required resolution of the co-
hesive zone width is 34.4–50 per cent lower with plasticity due to
the lower resolution required for the sensitive peak slip rate.

5 L A N D E R S FAU LT S Y S T E M S C E NA R I O
W I T H O F F - FAU LT P L A S T I C I T Y

We now aim to demonstrate the specific advantages of the modelling
framework for large-scale earthquake simulations including various
representations of natural complexity. To this end, a dynamic rup-
ture scenario of the branched fault system hosting the 1992 Mw

7.3 Landers earthquake is presented. We analyse source dynamics
at 3-D multisegment curved faults with and without plastic mate-
rial response in terms of rupture transfers via dynamic triggering
(‘jumping’) and direct branching. Furthermore, we compare peak
slip rate, rupture arrival and total slip distribution.

The Landers earthquake is a prominent example of an earthquake
rupturing across a geometrically complex fault network. The cas-
cading event activated at least five fault segments overlapping over
approximately 80 km, demonstrating a surprising interconnectivity.
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Figure 8. Refinement study results for plasticity implemented via the NB approach. RMS errors with respect to the reference solution are shown for (a) rupture
arrival time, (b) final slip, (c) peak slip rate time and (d) peak slip rate. Markers denote the RMS error in per cent, normalized by the mean over all receivers of
the reference solution (h = 71 m, p = 5). Different colours and markers represent varying polynomial degrees. Nc denotes the number of elements per median
cohesive zone for a given mesh spacing. The solid lines represent least-squares fits.

Figure 9. Exemplary slip rate measurements in the elastic (red) and plastic
(orange QP approach, black NB approach) refinement tests. The time-series
are recorded at 11 250 m along-strike and at 7500 m depth (location vi-
sualized by a triangle in Fig. C1 in Appendix C). Three different mesh
discretizations and polynomial degrees are marked by different line styles.
Numbers indicate the peak slip rate of the corresponding curve. The dashed
(530 m, p = 3) and solid lines (71 m, p = 5) align almost perfectly for both
plasticity implementations.

The Landers event raised awareness of unexpectedly large magni-
tude earthquakes enabled by rupture transfer mechanisms still not
completely understood.

Based on high-quality observational data, the Landers earthquake
has been investigated in great detail: Its slip distribution has been
inferred from inversion of seismological and geodetic data (e.g.
Wald & Heaton 1994; Cotton & Campillo 1995; Fialko 2004; Xu
et al. 2016), as well as from geological perspectives (e.g. Wesnousky
2006; Madden & Pollard 2012; Madden et al. 2013) and in dynamic
rupture simulations (e.g. Peyrat et al. 2001; Aochi & Fukuyama
2002; Fliss et al. 2005; Tago et al. 2012). All these studies assume
purely elastic behaviour of the material surrounding the fault.

Including off-fault plasticity in dynamic rupture simulations on a
single planar fault revealed that the reduction of slip at shallow depth
(‘shallow slip deficit’), which has been observed in the Landers fault
system amongst others (Fialko et al. 2005), can be partially related
to near-surface plastic deformation (Kaneko & Fialko 2011; Roten
et al. 2017). Accounting for fault complexity in conjunction with
off-fault plasticity is expected to alter fault dynamics with respect
to stress transfer and dynamic triggering of different segments.

We point out that including off-fault plasticity (using the NB
approach) only adds 7 per cent of computational cost compared to a
fully elastic production run. In the following, we restrict ourselves to
the analysis of on-fault earthquake dynamics. A detailed analysis of
induced ground motions and other off-fault observables is beyond
the scope of this paper and will be addressed in future work.
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Table 7. Constant on-fault model parameters.

Parameter Value

μs Static coefficient of friction 0.55
μd Dynamic coefficient of friction 0.15
Dc Critical slip-weakening distance 0.6 m
c0 Frictional cohesion 2 MPa
h Smallest fault element edge length 100 m
p Polynomial degree 3
ν Bulk friction 0.55
Tv Viscoplastic relaxation time 0.03s

5.1 Model setup

We base the dynamic rupture scenario on the fully elastic model
presented in Heinecke et al. (2014), which has proven excellent
scalability on some of the largest supercomputers worldwide. This
allows the analysis of high-resolution rupture behaviour at full geo-
metrical complexity directly coupled to seismic wave propagation.
The model includes fault traces by Fleming et al. (1998; white lines
in Fig. 11) extended to 16 km in depth. The computational mesh
accounts for regional topography and a 1-D subsurface velocity
structure, adapted from Graves & Pitarka (2010).

Previous dynamic rupture simulations of the Landers earthquake
have failed to dynamically interconnect all fault segments (Pelties
et al. 2012; Tago et al. 2012) or required initial stress or strength
heterogeneities, such as principal stress angle rotation or weak step-
over faults (e.g. Peyrat et al. 2001; Aochi & Fukuyama 2002).

We here prescribe lateral homogeneous, but depth-dependent ini-
tial stress conditions throughout the modelling domain, in contrast
to previous dynamic rupture scenarios assuming varying principal
stress angles (e.g. Aochi et al. 2003; Galvez et al. 2014, 2016).
We assume a maximum principal stress orientation of 11◦ North
for the entire fault system, which has been found to optimally re-
produce slip in geomechanical modelling (Madden et al. 2013).
The lateral homogeneous stress generates a locally heterogeneous
stress field due to the geometrical complexity of the fault. The
amplitudes of the initial stress components as well as the friction
parameters are chosen to match observed macroscopic earthquake
characteristics, such as rupture duration and seismic moment, but
are laterally homogeneous across the fault system. Stresses are con-
sistent with commonly used dynamic rupture parametrization for
strike-slip faults assuming that the axis of the intermediate princi-
pal stress is vertical. The amplitude ranges between 0 and 500 MPa,
similar to what is assumed in Aochi et al. (2003).

The parametrization of the linear slip-weakening frictional be-
haviour is constant across all fault segments. Friction parameters
are based on laboratory experiments, assuming a static coefficient
close to Byerlee’s coefficient and a high stress drop to facilitate
rupture transfer. In accordance with Section 4.1, we nucleate by
smoothly enforcing rupture in a patch of radius 3450 m at the in-
ferred hypocentre location (Hauksson et al. 1993).

All model parameters that are constant across the faults are sum-
marized in Table 7. All depth-dependent initializations including
the 1-D velocity structure are visualized in Fig. 10. No stochastic
variations nor asperities at the fault are included. This choice allows
us to focus on the first-order effects of fault geometries oriented in a
regional background stress field on rupture dynamics and transfers,
which have been found to be a dominant factor in previous work
(Gabriel & Pelties 2014).

Off-fault plasticity requires a cohesion model of the host rock.
Cohesion is material dependent and altered by damage induced

Figure 10. Depth-dependent model parameters on- and off-fault. Principal
initial stress components σ xx, σ yy, σ zz, 1-D velocity structure for S and P
waves (Graves & Pitarka 2010) and plastic cohesion adapted from Roten
et al. (2015).

by previous earthquakes. Since these conditions are not well con-
strained, a wide range of damage levels and rock types may be
included in earthquake simulations (Ma & Andrews 2010; Roten
et al. 2014, 2015).

In the Landers region, we may expect rather high cohesion as
the main surficial rock type is granodiorite (Dibblee 1967). As a
consequence, we base our cohesion model on values for undamaged,
granite-type rock (Roten et al. 2015). Additionally, cohesion is
varied in depth aligned with the major zones of our velocity model
(Fig. 10).

The cohesive zone width (�) varies greatly across the complex
fault segments in this model. Therefore, we consider in the following
the minimum cohesive zone width (�min) instead of its average. We
find �min = 300 m in the elastic Landers scenario compared to
350 m in the corresponding simulation with plasticity. According
to Section 4, �min needs to be resolved by at least 1.5 elements for
polynomial order p = 3 in the elastic case.

The mesh is discretized by tetrahedral elements constrained by
an edge length of 100 m across the fault. We note that on-fault
resolution is increased by a factor of 2 in comparison to the mesh
used in Heinecke et al. (2014), while the polynomial degree is
decreased from 5 to 3. This discretization results in a sufficiently
high resolution of the cohesive zone width (three elements per �min

in the elastic case). To improve computational efficiency, the mesh
features coarsening away from the fault by a gradation rate of 1.06
(Simmetrix Inc. 2017), which reduces the total mesh size from 191
million elements to 22 million elements.

A fully elastic simulation of a simulated time of 40 s requires 3 hr
and 35 min on 240 MPI nodes, each using 28 OpenMP threads, on
phase 2 of the supercomputer SuperMUC. The simulation’s output
is written in an asynchronous manner, reserving additional 16 nodes
for output only (Rettenberger et al. 2016). 3-D wavefield and plastic
strain are written every second, 2-D fault quantities are written every
0.1 s. Additionally, time-series are recorded at 60 on-fault and 380
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Off-fault plasticity using a DG method 1573

Figure 11. Map view of the accumulated plastic strain (see eq. 9) in the
Landers fault system scenario (fault traces in white). The inset shows a
cross-section at a fault branching point marked by the black line in the main
figure.

off-fault measuring points. The simulations with plasticity use the
NB approach, which is beneficial for small fault discretizations
(here, h = 100 m) and high polynomial degrees (here, p = 3), as
discussed in Section 4.4.1. A full production run accounting for off-
fault plasticity increases the computational cost by only 7.2 per cent
compared to an elastic simulation. The additional cost agrees well
with the estimates given in Section 2.3.3.

5.2 Geometrically complex rupture dynamics with
off-fault plasticity

In the following, we discuss the effects of off-fault plasticity on
dynamic rupture across a curved, branched and segmented fault
system. We compare the key aspects of a fully elastic Landers
earthquake scenario to one with plastic yielding. It is important to
note that off-fault plasticity does not change the closeness to failure
across fault segments, as equivalent initial conditions are assigned
in both models. Thus, all observed differences in rupture dynamics
are caused by the adjustment of stresses around the fault.

Macroscopic source characteristics of both scenarios are com-
pared in Table 8. The maximum peak slip rate is overall reduced
due to off-fault plastic yielding, whereas maximum slip increases
by almost 13 per cent. Remarkably, the moment magnitude is almost
identical in both scenarios.

Fig. 11 visualizes the accumulated plastic strain surrounding the
fault system. Plastic strain accumulates in the vicinity of geometrical
complexity, as fault branching points and upon abrupt changes of
fault orientation, that is, when the locally acting fault stresses change
direction. Furthermore, plasticity is triggered at fault endings where
rupture is not stopping smoothly.

Table 8. Comparison of on-fault macroscopic characteristics of the Landers
earthquake scenarios with purely elastic and plastic material response.

Parameter Elastic Plastic Difference

Max. peak slip rate (m s−1) 11.46 9.38 −22.17 per
cent

Max. slip (m) 5.54 6.36 +12.9 per
cent

Moment magnitude Mw 7.396 7.382 −0.19 per
cent

In the following, we discuss differences of the elastic and plas-
ticity scenario in terms of rupture cascading, slip rates and slip
distribution. Rupture propagation in terms of slip rate across the
full fault system is illustrated in Fig. 12 for both scenarios. Rup-
ture path and rupture timing is very similar at the first segment, the
Johnson Valley fault (JVF), up to 6 s of propagation time.

In both simulations, rupture at the Homestead Valley fault (HVF)
is triggered dynamically by waves emitted by the failure of the
preceding fault segment. However, fault zone plasticity affects not
only the timing of rupture transfer, but also its location: In the purely
elastic model, we observe rupture transferring from the JVF to
HVF after 6.8 s of propagation time. HVF is dynamically triggered
(rupture ‘jumps’) very close to the branching point with the Landers
Kickapoo fault (LKF; highlighted by a red rectangle in Fig. 12 at
7.1 s snapshot, left). In the simulation with plasticity, this rupture
jump is delayed to 7.4 s and shifted to a more distant location on
HVF (highlighted by a red rectangle in Fig. 12 at 7.9 s, right). After
8 s of simulation time, we observe the evolution of multiple rupture
fronts and back propagation of rupture at HVF in both simulations.

At around 11 s, rupture transfers from the HVF to the Emerson
Fault (EF) by different mechanisms: In the elastic simulation rup-
ture is branching directly onto the connecting fault (CF) segment
between the HVF and the EF before jumping to the EF (highlighted
by a red rectangle in Fig. 12 at 11.3 s, left). However, the accumula-
tion of plastic strain in the vicinity of geometrical complexity, such
as fault branching points, suppresses direct branching to CF. EF is
instead dynamically triggered when we account for off-fault plastic
yielding. At the EF, slip rate is considerably reduced due to plastic
yielding (see Fig. 11) and rupture nearly arrests after 12.1 s.

The last fault segment, the Camp Rock Fault (CRF), is ruptured
several seconds later compared to the elastic case. As a result of the
plastic energy dissipation around the first segments (see JVF, LKF
and HVF in Fig. 11), the last two segments (EF and CRF) break
only partially, specifically in regions of favourable orientation with
respect to the background stress field.

The delay of rupture arrival as well as the damping of peak slip
rate in the plasticity scenario become apparent in the time-series of
slip rate recorded at on-fault locations at the JVF (r1), the HVF (r2)
and the EF (r3) in Fig. 13. Peak slip rates are reduced by 32–48
per cent, rupture arrival is delayed by up to 1 s.

Overall peak slip rate across the fault system for both simulations
are compared in Fig. 14. We observe a general reduction of peak
slip rates for plasticity, specifically across the JVF, HVF and EF. The
maximum peak slip rate across the entire fault is reduced by 22.17
per cent in the plasticity case (Table 8). In pointwise comparison
peak slip rate differs up to 47 per cent.

A reduction of peak slip rate is consistent with the previous work
in 2-D and 3-D (e.g. Andrews 2005; Roten et al. 2015). In contrast
to a planar fault setup, in which peak slip rate is mainly reduced near
the surface (Roten et al. 2015), a reduction along the entire fault is
possible when accounting for geometrical complexity of the fault.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/214/3/1556/5017447 by Technische U

niversitaet M
uenchen user on 04 D

ecem
ber 2019



1574 S. Wollherr, A.-A. Gabriel and C. Uphoff

Figure 12. Temporal evolution of slip rate across the Landers fault segments (JVF, LKF, HVF, the CF segment between the EF and CRF). The purely elastic
scenario (left) and the scenario with plastic material response (right) differ in rupture transfer location and mechanisms (dynamic triggering versus branching)
and location, marked by red rectangles.

In particular, we observe direct correlation of strong peak slip rate
reduction and plastic strain accumulation (Figs 14 and 11). Also,
peak slip rate is drastically reduced at localized patches at the HVF
and the EM. At such locations, the change of local on-fault stresses
due to the change of geometrical orientation alters rupture path and
speed that triggers plasticity.

The final slip distribution of both simulations is visualized in
Fig. 15. Even though the seismic moment is very similar (Table 8),
we observe higher, but more localized maximum slip due to plastic
yielding. In both scenarios, maximum slip is occurring at the HVF,
where we find 6.36 m in the simulation with plasticity and 5.54 m
in the purely elastic simulation. Slip across the JVF and the HVF
is overall higher with plasticity, even though peak slip rates and
rupture speed are reduced. These findings are consistent with the
recent work on planar step-over faults (Nevitt & Pollard 2017) in

which a elastoplastic continuum increased the maximum slip on the
single fault segments in static FE simulations.

We note that the observed reduction of slip near the surface is not
related to the complex fault geometry but rather to the decreasing
bulk cohesion in combination with decreasing stresses towards the
free surface: The interaction of rupture with the free surface triggers
plastic yielding which, in turn, results in a higher plastic energy
absorption with decreasing depth (Roten et al. 2015).

In summary, plasticity considerably affects rupture dynamics at
complex fault geometries: In addition to a reduction of rupture
speed and peak slip rate as observed on planar faults, rupture path,
transfer mechanisms and slip distribution are altered. The effect of
plasticity is highest wherever rupture is encountering geometrical
fault complexity such as bending, branching or abrupt ending. At
these locations, initial background stresses are highly altered by
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Off-fault plasticity using a DG method 1575

Figure 13. Time-series of along-strike slip rate recorded at three points of
the fault system (marked as r1, r2 and r3 in Fig. 14). Grey denotes purely
elastic, orange plastic material response. Similar line styles correspond to
equivalent on-fault location.

Figure 14. Peak slip rate of the Landers earthquake scenarios with purely
elastic (top) and plastic (bottom) material response. On-fault recording lo-
cations of Fig. 13 are marked by triangles.

locally different fault orientations or rupture is stopped abruptly.
These findings compare well to simulations accounting for smaller
scale fault roughness (e.g. Dunham et al. 2011b; Ulrich & Gabriel
2017), which find plastic strain accumulation even triggered by
slight deviations of planarity. Most crucially, we find that the loca-
tion and timing of rupture transfers may be distinctively affected in
large-scale segmented fault systems.

6 D I S C U S S I O N

6.1 Damage rheologies for dynamic rupture problems

This study describes implementation, verification and application
of a widely used proxy for plastic material deformation around
rupturing faults for a high-order ADER-DG method. The main
advantage of the plasticity approximation is to preserve the nu-
merical method solving the linear elastic equations, while reducing
potentially unrealistic high stresses around the rupture tip, often

Figure 15. Accumulated slip of the Landers earthquake scenarios with
purely elastic (top) and plastic (bottom) material response.

observed in dynamic rupture simulations (Andrews 2005; Dunham
et al. 2011a). Here, we only update the stress state in a separate
plasticity corrector step succeeding the elastic algorithm.

Within this approach, however, the material constitutive be-
haviour encapsulated by the elastic wave equation remains un-
changed. Therefore, no direct effect of the damaged material re-
sponse on seismic wave propagation can be modelled. In contrast,
numerical models have been developed to consider the change
of elastic moduli surrounding dynamic rupture (Xu et al. 2015;
Lyakhovsky et al. 2016; Okubo et al. 2017; Thomas et al. 2017).
These studies report additional effects, such as slip rate oscilla-
tions and as a consequence an increase of near-fault high-frequency
radiation. However, continuum damage rheologies are currently re-
stricted to 2-D due to numerical challenges in solving the additional
nonlinear equations.

Future work could compare the effects of damage rheology versus
plastic yielding, focusing on dynamic triggering and branching in
complex fault systems. Such studies could shed light on how rupture
transfer may interact with the reduced wave velocities in off-fault
damage zones.

6.2 Convergence studies for dynamic rupture problems

Due to the lack of analytical solutions for dynamic rupture prob-
lems, we verify the off-fault plasticity implementations presented
here in two complementary manners: First by comparing SeisSol’s
solution of a well-defined test problem to other state-of-the-art nu-
merical methods (Section 3) and second by conducting h- and p-
refinement studies for pointwise on-fault parameters with respect
to a given reference solution (Section 4). The latter approach addi-
tionally constrains a minimum required resolution on the fault for
accurately resolving source dynamics. We point out that the required
resolution differs for different numerical approaches: for example,
Day et al. (2005) conclude that for a Boundary Integral Method three
points and for a second-order FD method five points per cohesive
zone width are sufficient to accurately resolve on-fault dynamics
in elastic simulations with homogeneous initial stress conditions.
However, in setups with heterogeneous on- and off-fault stresses,
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initial conditions depend on the underlying discretization. The anal-
ysis in Section 4.3 indicates that peak slip rate is highly sensitive
to the on-fault resolution of initial conditions, while other parame-
ters such as rupture arrival time and peak slip rate time seem more
robust. We expect similar effects for other numerical methods in
setups with heterogeneous initial conditions.

Since no analytical solution exists for application-based simu-
lations, the reported convergence rates in Section 4 highly depend
on the choice of the reference solution. A suitable reference solu-
tion is commonly computed at a high mesh resolution and a high
polynomial degree of basis functions, if applicable. However, if the
reference solution still changes with further h and p refinement, the
reported RMS errors may considerably underestimate the true error
with respect to a solution with stable on-fault dynamics. As a con-
sequence, the convergence rates (slope of the RMS regression lines
with respect to the reference solution) might not be representative
for the numerical scheme. The convergence analysis of Pelties et al.
(2012) uses a reference solution with 354 m on-fault discretization,
corresponding to a minimum cohesive zone width resolution of 0.91
elements. However, in this study we choose a distinctively higher
resolution of the minimum cohesive zone width to ensure stable on-
fault dynamics of the reference solution under heterogeneous initial
conditions (2.28 mesh elements without and 4.58 mesh elements
with plasticity).

6.3 Limitation of convergence rates for on-fault dynamic
rupture

As discussed in Sections 4.3.2 and 6.2 the convergence rates re-
ported here are representative of analytical convergence of the nu-
merical scheme only if the pre-defined stand-in reference solution is
sufficiently close to an unknown exact solution. Specifically, asymp-
totic convergence behaviour is only expected for sufficiently small
discretizations h. Supplemented by the cohesive zone size analysis
Appendix C, we assume in the following discussion that the chosen
high-resolution reference solution fulfils this requirement. We then
discuss the origin of non-spectral convergence rates by interpreting
rupture dynamics simulations in the framework of additional exist-
ing theoretical considerations. To our knowledge, a mathematical
theoretical framework explaining the observed method-independent
restriction of dynamic rupture problems to low-order convergence
has not been published.

In general, the theoretical convergence rate of a numerical scheme
is bounded by the degree of piecewise polynomials representing the
projection space of the exact solution of the problem (Hesthaven &
Warburton 2010, Chapter 4.5, p. 87). In problems including high
discontinuities or steep gradients, this degree might be distinctively
smaller than the polynomial degree p of its numerical represen-
tation. In this case, an increase of p may not further increase the
convergence rate. However, for realistic dynamic rupture problems,
it is not possible to formulate an exact solution to establish a theoret-
ical accuracy barrier for on-fault quantities. In fact, the origin of an
eventual underlying general ‘shock-like’ character of the dynamic
rupture problem remains a topic of discussion.

Earlier studies suggest that the representation of the friction law
causes an inherent non-smoothness of dynamic rupture problems
(Kaneko et al. 2008; Rojas et al. 2008). The often used linear slip-
weakening friction law, for example, poses a piecewise linear func-
tion. Its derivative exhibits singularities when slip equals zero and
Dc (critical slip distance), yielding a discontinuity of slip accelera-
tion despite smooth slip velocity and shear stress across the process

zone (Ida 1973). Previous attempts of analysing smoother friction
law formulations, such as the rate-and-state friction law, indicate
slightly increased convergence rates (Kaneko et al. 2008; Rojas
et al. 2009; Nerger et al. 2014). However, for reaching spectral con-
vergence properties fault resolutions several orders of magnitude
higher than given by the cohesive zone size may be required.

Additionally, non-smoothness may be induced by the standard
modification preventing tensile normal stresses σ mod

n = min(0, σn)
to avoid fault opening. Most dynamic rupture solvers, including
SeisSol, allow slip to only occur in shearing directions (mode II and
mode III fracture propagation). The formation of tensile cracks away
from the prescribed fault surface has been accounted for (Dalguer
et al. 2003; Dalguer & Day 2009), but is numerically challenging
to incorporate and awaiting convergence analysis. Plasticity is ex-
pected to prevent fault opening for a wide range of realistic material
parameters (e.g. Dunham et al. 2011b; DeDontney et al. 2012), thus
regularizing the solution. However, our convergence analysis with
plasticity (Section 4.4) does not result in higher convergence rates
than observed in the elastic study. The Return Mapping Algorithm
uses a low-order operator splitting approach (e.g. Simo & Hughes
2000) to solve for the elastic and plastic strain successively which
may additionally limit the expected convergence to second order.
We also note that in the current implementation, the plastic yield cri-
terion is checked after a full time increment �t, while the dynamic
rupture boundary condition is evaluated at each time integration
point (Pelties et al. 2012).

Low-order convergence of dynamic rupture problems can be fur-
thermore interpreted in the framework of Godunov’s theorem (Go-
dunov 1959), predicting non-monotonicity in the vicinity of steep
gradients of the solution for high-order linear solvers. SeisSol uses
a linear upwind flux, the Godunov flux, which numerically dissi-
pates oscillations, whether of numerical or physical origin. How-
ever, spectral convergence properties might be reduced to low-order
accuracy due to the manifestation of the well-known Gibbs phe-
nomena in the vicinity of strong discontinuities (e.g. Hesthaven &
Warburton 2010, Chapter 5.6, p. 136). To overcome the limiting
characteristics of linear high-order schemes at steep gradients, flux
limiters, such as WENO (Weighted Essentially Non-Oscillatory)
schemes (Dumbser et al. 2007; Krivodonova 2007; Hesthaven &
Warburton 2010), are promising approaches to avoid oscillations
while preserving the overall high-order accuracy of the underlying
method.

In contrast, high-order convergence can be established using the
MMS (e.g. Roache 2002). Within this approach, the dynamic rup-
ture problem is transformed into a related problem for which an
analytical solution is known a priori (e.g. Kozdon et al. 2012). Ma-
jor simplifications of the boundary and interface conditions and the
definition of additional source terms are required. Such solutions
have been used to verify stability and convergence of a numerical
method (Duru & Dunham 2016; Erickson et al. 2017) without re-
lying on numerical reference solutions. Nevertheless, the currently
established manufactured solutions are too simplified to shed light
on the convergence behaviour of typical dynamic rupture applica-
tions, in particular, of ones including off-fault plasticity.

The reported low-order convergence rates of peak slip rate, peak
slip rate time and final slip (in Section 4) are consistent with previous
dynamic rupture convergence studies (Day et al. 2005; Rojas et al.
2008; Pelties et al. 2012). As a notable exception, Day et al. (2005)
and Pelties et al. (2012) report convergence rates higher than 2 for
rupture arrival time. However, the therein reported absolute RMS
errors of rupture arrival time are considerably higher than in this
study: for example, Pelties et al. (2012) report an RMS error of
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Off-fault plasticity using a DG method 1577

2.79 per cent for p = 3 and h = 1061 m, while the RMS error of
our solution is only 0.65 per cent for the same polynomial order and
fault resolution. In previous studies, increasing the fault resolution
highly improves the rupture arrival time RMS error and therefore
increases the slope of the last square fit, that is, the convergence
rates. We conclude that in contrast to the overstressed nucleation
patch used in Day et al. (2005) and Pelties et al. (2012), the smoothly
initiated rupture here seems to highly decrease rupture arrival time
errors, specifically for lower resolutions.

We emphasize that using a high-order scheme results in low
dispersion properties (Dumbser & Käser 2006), independently of
the achieved order of accuracy. Furthermore, the absolute RMS
errors decrease smoothly, even if high-order convergence is not
reached.

A potential advantage in terms of computational efficiency when
combining small elements with p = 1 at the fault with high-order
discretization of the wave propagation part remains for future work:
computational cost per element increases roughly withO(p6). How-
ever, hardware components are more efficiently employed at higher
GFLOP s−1 counts leading to a nonlinear relationship of p and
time-to-solution.

6.4 Cohesive zone width estimation

The analysis of the cohesive zone width � in Appendix C reveals a
high spatiotemporal variability of � across the fault. The observed
decrease of � with propagation distance for constant initial stress,
as well as larger cohesive zone widths in corresponding plasticity
simulations, is consistent with previous studies (Day et al. 2005;
Duan & Day 2008). Interestingly, our results indicate that an in-
crease of frictional cohesion and decreasing initial stresses lead to
an increase of � at shallow depths in both elastic and plastically
yielding simulations. The interplay of the cohesive zone width with
free surface effects remain to be investigated in detail. In general,
our results imply that cohesive zone width estimates based on 2-
D linear fracture mechanics (e.g. Andrews 1976; Day et al. 2005)
needs to be treated with care for setups including additional com-
plexities such as heterogeneous stresses, frictional cohesion, 3-D
geometries and plasticity.

6.5 Realistic parametrization of the Landers earthquake
scenario

The demonstrator dynamic rupture scenario based on the 1992 Lan-
ders earthquake reproduces fairly well some of the main observed
source characteristics: within the observed total rupture duration
of around 24 s the rupturing fault segments produce a magnitude
Mw = 7.3 earthquake. Not well constrained initial parameters are
prescribed as simple as possible.

We observe that the orientation of the CRF hinders rupture prop-
agation when accounting for plasticity due to high plastic energy
dissipation across the previous fault segments. However, observa-
tions indicate that rupture reached the surface of most of the north-
ern part (e.g. Wald & Heaton 1994; Hernandez et al. 1999; Milliner
et al. 2015). Including additional fault weakening mechanisms, such
as velocity weakening friction laws, thermal pressurization (Noda
et al. 2009) and thermal decomposition (Platt et al. 2015) could help
to sustain rupture at this fault segment. An alternative strategy is
prescribing a different orientation of the regional stress field or dif-
ferent friction parameters across the CRF (e.g. Aochi & Fukuyama
2002).

The depth-dependent cohesion model is based on a 1-D approx-
imation of granite-type rock (Roten et al. 2015). Hoek–Brown
parameters are used to calculate equivalent cohesion for a vari-
ety of rock types classified by their rock strength and the level
of damage. Nevertheless, cohesion remains ill-constrained, as it
strongly depends on the damage level of the host rock, which is
potentially varying along and away from the fault. We observe
that the choice of cohesion highly influences the fault dynamics
and the evolution of plastic strain around the fault. Similar ef-
fects are reported for ground motions (e.g. Ma & Andrews 2010;
Roten et al. 2014). Damaged zones near the surface or in the close
vicinity of faults may imply very small values of cohesion val-
ues, additionally influencing dynamic rupture transfer mechanisms.
As lower cohesion values imply a lower yield surface for plastic-
ity, off-fault plastic yielding would be triggered more easily, im-
peding sustained rupture propagation and transfer to subsequent
segments.

7 C O N C LU S I O N S

We detail two implementation schemes for off-fault plasticity for the
3-D dynamic rupture software package SeisSol. Both approaches
incorporate plastic material response at subelement resolution;
namely at 3-D QP or at NB coefficients. The presented approaches
are applicable to any modal DG method. The algorithms are for-
mulated as matrix–matrix products which can be efficiently cal-
culated, for example, via an offline code generator (Uphoff &
Bader 2016). The NB approach is, in general, cheaper by up to
a factor of 6, as it uses considerably less points than the QP ap-
proach, but allows lower subelemental resolution. Plasticity is nu-
merically regularized by a mesh-independent viscoplastic relaxation
time Tv .

We verify our approaches first by comparison to SCEC com-
munity benchmark solutions combining off-fault plastic yielding
with realistic fault geometries and heterogeneous initial conditions.
Remarkably, on-fault agreement improves distinctively when in-
corporating plastic material response. Off-fault comparison verifies
high-quality solutions calculated on large elements while using high
polynomial degrees also for plastically deforming materials.

To reflect the current state-of-the-art of realistic large-scale dy-
namic earthquake simulations, we provide for the first time 3-
D dynamic rupture h- and p refinement studies including depth-
dependent initial stresses and off-fault plasticity. The observed gen-
eral smooth convergence of on-fault dynamics towards the refer-
ence solution illustrates the robustness of the numerical method.
We establish hands-on guidelines for the minimum required on-
fault resolution to accurately resolve source dynamics. For dynamic
rupture models with plastic yielding a high resolution at the fault
may be less crucial than commonly assumed: In comparison to an
elastic simulation, plasticity increases the cohesive zone width due
to decreasing rupture speed and increasing plastic yielding close
to the free surface. Plasticity additionally regularizes the peak slip
rate, which is very sensitive to the cohesive zone width resolu-
tion in purely elastic simulations. A too coarse fault resolution
seems to highly impact the peak slip rate, which directly affects
ground motion assessment. However, the required resolution for
time-dependent quantities, such as rupture arrival time and peak
slip rate time, increases in setups with plasticity. In summary, the
overall minimum required resolution of the cohesive zone width is
34–50 per cent lower with plastic yielding, mainly due to the lower
resolution required for the sensitive peak slip rate.
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In terms of accuracy, the two presented implementations for plas-
ticity give almost identical results for a cohesive zone resolution
of more than 2.04–2.75 mesh elements (10.2–12.24 subelemental
points) for p > 2. In these cases, it is beneficial to use the NB ap-
proach due to its higher computational efficiency. For polynomial
degree p = 2 and lower resolution of the cohesive zone, the QP
approach yields higher accuracy since the projection to the poly-
nomial space is more accurate with respect to the L2 norm than in
the NB approach. On-fault convergence rates with respect to the
reference solution do not depict spectral convergence in both cases.
We critically discuss a possible theoretical limitation of dynamic
rupture to low-order convergence rates.

We demonstrate the influence of non-elastic material behaviour
on rupture transfers across a geometrical complex fault system. The
earthquake scenario based on the 1992 Landers event reveals that
plasticity considerably affects rupture dynamics across complex
fault geometries. Plastic strain accumulates at deviations of the
rupture path from planarity, for example, at changes of fault strike
orientation, branching or segment endings. In particular, we observe
direct correlation of strong peak slip rate reduction and plastic strain
accumulation. As a consequence, the spatiotemporal distribution of
rupture transfers is distinctively altered by off-fault plastic energy
dissipation. Off-fault plasticity reduces the peak slip rate by up to
50 per cent and delays rupture arrival across the entire fault and to
a larger extent than reported for scenarios on planar faults (Roten
et al. 2015). In the simulation with plasticity, slip is found to be
locally higher, but accumulated across a smaller area. As a result,
moment magnitudes are comparable with and without plasticity,
even though the rupture path differs dynamically. We find that the
cohesive zone width varies considerably across the fault system,
implying that a minimum inherent length scale may be sought to be
resolved instead of an average.

Our study emphasizes the importance of combining fully 3-D
dynamic modelling, complex fault geometries and off-fault plastic
yielding to realistically capture dynamic rupture transfers between
fault segments and further the understanding of the activation of
fault branches and the potential for dynamic triggering of adjacent
fault segments.
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2012. Three-dimensional dynamic rupture simulation with a high-order
discontinuous Galerkin method on unstructured tetrahedral meshes, J.
geophys. Res., 117(B2), B02309, doi:10.1029/2011JB008857

Pelties, C., Gabriel, A.-A. & Ampuero, J.-P., 2014. Verification of an ADER-
DG method for complex dynamic rupture problems, Geosci. Model Dev.,
7(3), 847–866.

Peter, D. et al., 2011. Forward and adjoint simulations of seismic wave
propagation on fully unstructured hexahedral meshes, Geophys. J. Int.,
186(2), 721–739.

Peyrat, S., Olsen, K.B. & Madariaga, R., 2001. Dynamic model-
ing of the 1992 Landers earthquake, J. geophys. Res., 106(B11),
26 467–26 482.

Platt, J.D., Viesca, R.C. & Garagash, D.I., 2015. Steadily propagating slip
pulses driven by thermal decomposition, J. geophys. Res., 120(9), 6558–
6591.

Rettenberger, S. & Bader, M., 2015. Optimizing large scale I/O for petascale
seismic simulations on unstructured meshes, in Proceedings of the Int.
Conf. on Cluster Computing, IEEE, Chicago, IL, pp. 314–317.

Rettenberger, S., Meister, O., Bader, M. & Gabriel, A.-A., 2016. ASAGI:
a parallel server for adaptive geoinformation, in Proceedings of the Ex-
ascale Applications and Software Conference 2016, EASC ’16, ACM,
New York, pp. 2:1–2:9.

Rice, J.R., 1993. Spatio-temporal complexity of slip on a fault, J. geophys.
Res., 98(B6), 9885–9907.

Ripperger, J., Ampuero, J.P., Mai, P.M. & Giardini, D., 2007. Earthquake
source characteristics from dynamic rupture with constrained stochastic
fault stress, J. geophys. Res., 112(4), 1–17.

Roache, P.J., 2002. Code verification by the method of manufactured solu-
tions, J. Fluids Eng., 124(1), 4–10.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/214/3/1556/5017447 by Technische U

niversitaet M
uenchen user on 04 D

ecem
ber 2019

http://dx.doi.org/10.1029/JB077i020p03796
http://dx.doi.org/10.1111/j.1365-246X.2011.05117.x
http://dx.doi.org/10.1126/science.228.4702.984
http://dx.doi.org/10.1016/0021-8928(64)90010-3
http://dx.doi.org/10.1785/0120120136
http://dx.doi.org/10.1007/s10915-011-9485-3
http://dx.doi.org/10.1016/j.jcp.2007.05.011
http://dx.doi.org/10.1111/j.1365-246X.2006.03051.x
http://dx.doi.org/10.1111/j.1365-246X.2008.03781.x
http://dx.doi.org/10.1029/2000JB900250
http://dx.doi.org/10.1016/j.jmps.2013.11.007
http://dx.doi.org/10.1093/gji/ggw183
http://dx.doi.org/10.1002/jgrb.50237
http://dx.doi.org/10.1785/0120110073
http://dx.doi.org/10.1029/2008GC002231
http://dx.doi.org/10.1029/2009GL040666
http://dx.doi.org/10.1002/2014GC005693
http://dx.doi.org/10.1016/j.jsg.2009.05.002
http://dx.doi.org/10.1785/0120020090
http://dx.doi.org/10.1785/0119990113
http://dx.doi.org/10.1785/0120010249
http://dx.doi.org/10.1002/nme.1620230303
http://dx.doi.org/10.4208/cicp.111013.120914a
http://dx.doi.org/10.5194/gmd-7-847-2014
http://dx.doi.org/10.1111/j.1365-246X.2011.05044.x
http://dx.doi.org/10.1029/2001JB000205
http://dx.doi.org/10.1002/2015JB012200
http://dx.doi.org/10.1029/93JB00191
http://dx.doi.org/10.1029/2006JB004515


Off-fault plasticity using a DG method 1581

Rojas, O., Day, S., Castillo, J. & Dalguer, L.A., 2008. Modelling of rupture
propagation using high-order mimetic finite differences, Geophys. J. Int.,
172(2), 631–650.

Rojas, O., Dunham, E.M., Day, S.M., Dalguer, L.A. & Castillo, J.E., 2009.
Finite difference modelling of rupture propagation with strong velocity-
weakening friction, Geophys. J. Int., 179(3), 1831–1858.

Roten, D., Cui, Y., Olsen, K.B., Day, S.M., Withers, K., Savran, W.H., Wang,
P. & Mu, D., 2016. High-frequency nonlinear earthquake simulations on
petascale heterogeneous supercomputers, in Proceedings of the Int. Conf.
for High Performance Computing, Networking, Storage and Analysis,
IEEE, Salt Lake City, UT, pp. 82:1–82:12.

Roten, D., Olsen, K.B. & Day, S.M., 2017. Off-fault deformations and
shallow slip deficit from dynamic rupture simulations with fault zone
plasticity, Geophys. Res. Lett., 44, 7733–7742.

Roten, D., Olsen, K.B., Day, S.M. & Cui, Y., 2017. Quantification of fault
zone plasticity effects with spontaneous rupture simulations , Pure appl.
Geophys., 174, 3369–3391.

Roten, D., Olsen, K.B., Day, S.M., Cui, Y. & Fäh, D., 2014. Expected seismic
shaking in Los Angeles reduced by San Andreas fault zone plasticity,
Geophys. Res. Lett., 41(8), 2769–2777.

Simmetrix, Inc., 2017. “SimModeler”: Simulation Modeling Suite 11.0 Doc-
umentation, Tech. rep. Available at: www.simmetrix.org.

Simo, J.C. & Hughes, T.J., 2000. Computational Inelasticity, Vol. 2, Springer.
Simo, J.C., Kennedy, J.G. & Govindjee, S., 1988. Non-smooth mul-

tisurface plasticity and viscoplasticity. Loading/unloading conditions
and numerical algorithms, Int. J. Numer. Methods Eng., 26(10),
2161–2185.

Stroud, A.H., 1971. Approximate Calculation of Multiple Integrals ,
Prentice-Hall series in automatic computation, Prentice-Hall.

Tago, J., Cruz-Atienza, V.M., Virieux, J., Etienne, V. & Sánchez-Sesma, F.J.,
2012. A 3D hp-adaptive discontinuous Galerkin method for modeling
earthquake dynamics, J. geophys. Res., 117(3), 1–21.

Tavelli, M. & Dumbser, M., 2018. Arbitrary high order accurate space-
time discontinuous Galerkin finite element schemes on staggered
unstructured meshes for linear elasticity, J. Comput. Phys., 366,
386–414.

Templeton, E.L., Baudet, A., Bhat, H.S., Dmowska, R., Rice, J.R., Rosakis,
A.J. & Rousseau, C.E., 2009. Finite element simulations of dynamic
shear rupture experiments and dynamic path selection along kinked and
branched faults, J. geophys. Res., 114(8), 1–17.

Templeton, E.L. & Rice, J.R., 2008. Off-fault plasticity and earthquake
rupture dynamics: 1. Dry materials or neglect of fluid pressure changes,
J. geophys. Res., 113(B9), B09306, doi:10.1029/2007JB005529

Thomas, M.Y., Bhat, H.S. & Klinger, Y., 2017. Effect of brittle off-fault
damage on earthquake rupture dynamics, in Fault Zone Dynamic Pro-
cesses, pp. 255–280, eds Thomas, M.Y., Mitchell, T.M. & Bhat, H.S.,
John Wiley and Sons, Inc.

Titarev, V.A. & Toro, E.F., 2002. ADER: arbitrary high order Godunov
approach, J. Sci. Comput., 17(1-4), 609–618.

Toro, E.F., 1999. Riemann Solvers and Numerical Methods for Fluid Dy-
namics: A Practical Introduction, 2nd edn, Springer.

Ulrich, T. & Gabriel, A.-A., 2017. 3D fault curvature and fractal roughness:
insights for rupture dynamics and ground motions using a discontinous
Galerkin method, in EGU General Assembly Conference Abstracts, Vol.
19, Vienna, Austria, pp. 18689.

Uphoff, C. & Bader, M., 2016. Generating high performance matrix kernels
for earthquake simulations with viscoelastic attenuation, in Proceedings
of the 2016 Int. Conf. on High Performance Computing and Simulation,
IEEE, Innsbruck, Austria, pp. 908–916.

van Zelst, I., van Dinther, Y., Gabriel, A.-A., Wollherr, S. & Madden, E.,
2017. Coupling a geodynamic seismic cycle to a dynamic rupture model
with an application to splay fault propagation, in EGU General Assembly
Conference Abstracts, Vol. 19, Vienna, Austria, pp. 14004.

Vermeer, P.A. & de Borst, R., 1984. Non-associated plasticity for soils,
concrete and rock., Heron, 29(3), 1–64.

Wald, D.J. & Heaton, T.H., 1994. Spatial and temporal distribution of slip for
the 1992 Landers, California, earthquake, Bull. seism. Soc. Am., 84(3),
668–691.

Warburton, T., 2006. An explicit construction of interpolation nodes on the
simplex, J. Eng. Math., 56(3), 247–262.
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A P P E N D I X A : D E R I VAT I O N O F A C L O S E D - F O R M U P DAT E F O R M U L A F O R T H E
R E T U R N M A P P I N G A L G O R I T H M

After solving the dynamic rupture problem for purely elastic material behaviour, we update the elastic trial stress state in case of plastic
yielding (F(σ ) ≥ 0). We calculate the additional change in stress due to plasticity, assuming the trial stress state σ trial

i j at the beginning of the

time step. The goal is to derive the updated stress state σ n+1
i j solving the following equation:

σ̇i j = −2με̇
p
i j = − 1

Tv

(σi j − Pi j (σ )), (A1)

where ε̇
p
i j �= 0 is defined by the flow rule given in eq. (10).

We first multiply this equation by the integrating factor exp ( − (tn + 1 − t)/Tv) and then perform integration over the time interval of �t =
tn + 1 − tn to get

σ n+1
i j = exp(−�t/Tv) σ trial

i j

+
∫ tn+1

tn

exp(−(tn+1 − t)/Tv)
1

Tv

Pi j (σ ) dt.
(A2)

Note that we make use of the relation∫ tn+1

tn

(σ̇i j + 1

Tv

σi j ) exp(−(tn+1 − t)/Tv) dt =
∫ tn+1

tn

∂

∂t
[σi j exp(−(tn+1 − t)/Tv)] dt =

σ n+1
i j + exp(−�t/Tv) σ trial

i j

(A3)

to derive eq. (A2). Assuming Pi j (σ ) to be constantly equal to Pi j (σ trial) over the time interval [tn, tn + 1], the integral in eq. (A2) can be
approximated as∫ tn+1

tn

1

Tv

exp(−(tn+1 − t)/Tv) dt Pi j (σ
trial) =

(1 − exp(−�t/Tv)) Pi j (σ
trial).

(A4)

Combining now eqs (A2) and (A4) and inserting Pij as defined in eq. (11) results in

σ n+1
i j ≈ exp(−�t/Tv) σ trial

i j

+ (1 − exp(−�t/Tv))

(
τc√
I2

s trial
i j + σ trial

m δi j

)

=((1 − exp(−�t/Tv))
τc√
I2

+ exp(−�t/Tv)) s trial
i j

+ σ trial
m δi j ,

(A5)

where we recover the adjustment factor f∗ applied in eq. (14).

A P P E N D I X B : V E R I F I C AT I O N O F Q UA D R AT U R E P O I N T S V E R S U S N O DA L B A S I S
P L A S T I C I T Y I M P L E M E N TAT I O N

We compare the verification results of the two implementation approaches for off-fault plastic yielding presented in Section 2.3
for the benchmark setup TPV27 described in Section 3.1. The QP and the NB implementation are employed to simulate plas-
tic yielding around a strike-slip fault under heterogeneous initial stress conditions using an identical computational mesh and
parametrization.

Fig. B1 depicts exemplarily slip rate and shear stress on the fault, as well as horizontal velocity off-fault at the same measuring locations
as shown in Figs 3 and 4 (which include the QP approach only). We compare both SeisSol solutions using h = 250 m discretization and
polynomial degree p = 4 to the second-order FE method FaultMod using h = 50 m. The near-perfect agreement of the QP and NB approach
for on-fault dynamics and off-fault wave propagation include matching of the peak amplitude of the waveform in Fig. B1(c), which varies
from the FaultMod solution.

Overall, both approaches yield very similar results and are in equally good agreement with FaultMod serving as method-independent
comparison solution. A detailed quantitative analysis of the trade-off between computational cost and accuracy of both implementations is
presented in Section 4.4.
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Figure B1. Comparison between FaultMod with a fault discretization of 50 m and SeisSol QP (black) and SeisSol NB (orange) with fault discretizations of
250 m for the benchmark problem TPV27. (a) Along-strike slip rate and (b) shear stress at a fault location 10 km downdip and 10 km along-strike, (c) horizontal
velocity at a receiver 20 km off-fault. SeisSol’s QP and NB approach to implement plastic yielding perform equally well.

A P P E N D I X C : C O H E S I V E Z O N E W I D T H F O R T H E C O N V E RG E N C E A NA LY S I S

The cohesive zone (also known as breakdown or process zone) is defined as the area behind the rupture front in which shear stress decreases
from its static to its dynamic value (Day et al. 2005). Across this portion of the fault, the slip rate and shear stress significantly change.
Therefore, the width of the cohesive zone represents a dynamic rupture problem inherent length scale which is crucial to accurately resolve.
In this appendix, we determine the time- and location-dependent cohesive zone width � for the 3-D dynamic rupture setup described in
Section 4 for elastic and plastic material properties under depth-dependent initial stresses. All calculations are based on the reference (i.e.
high-resolution) solutions employing h = 71 m at the fault and polynomial degree p = 5.

Fig. C1 visualizes contour lines of the rupture front (RF) arrival time and the first point in time at which shear stresses reach their dynamic
value (DS) across the fault for the plastically yielding convergence setup. The distance between contours at the same point in time (same
colour) represents the cohesive zone width. Below 15 km depth, the shear stress is tapered to stop rupture smoothly at the end of the fault.
The rupture front does not reach the free surface due to plastic energy dissipation and increasing frictional cohesion in the shallow part of the
fault.

SeisSol’s underlying numerical scheme defines shear and normal stress at 2-D QPs located inside each tetrahedral element face which is
linked to the fault, as discussed in Section 2.1.2. The grey dots in the zoom-in of Fig. C1 visualize the distribution of QPs exemplarily for
the lowest resolution we consider in the convergence analysis. Note that the effective numerical discretization is distinctively higher than the
mesh discretization, denoted by black dots. From Fig. C1 we see that the effective discretization at the fault can be approximated by the edge
length of the mesh divided by p + 1 additional integration points.

Fig. C2 depicts the spatiotemporal evolution of the cohesive zone width for a fixed depth along-strike and for a fixed along-strike location
along-dip (capturing depth-dependent initial conditions) for the elastic and the plasticity reference solutions. The figure is plotted analogous
to fig. 3 in Day et al. (2005).

In the elastic simulation (Fig. C2, grey), the cohesive zone decreases along strike: from 706 m at 2 s simulation time to 214 m once rupture
reaches the end of the fault. This reflects the decreasing width of the cohesive zone with increasing rupture velocity, consistent with findings

Figure C1. Contour plot of the rupture front (RF) arrival time (solid line) and the first point in time at which shear stresses (DS) reach their dynamic value
(dashed line), plotted at each second of the plasticity reference solution (QP approach) for the convergence test setup defined in Section 4. The star indicates
the hypocentre, the triangle the location shown in Fig. 9. The zoom shows the distribution of SeisSol’s integration points (QPs, grey) within one element for
polynomial degree p = 3 for a h = 1061 m discretization at the fault. The black points denote the gridpoints of the mesh. The cohesive zone contours in the
zoom are plotted at t = 5 s.
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Figure C2. Cohesive zone width in dependence of rupture propagation distance and time (cf. fig. 3 Day et al. (2005)). Solid lines denote the rupture front
(RF) arrival and dashed lines the dynamic shear stress (DS) arrival. Upper panel: along dip evolution at 0 m along-strike, lower panel: along-strike evolution
at −10 500 m depth. In grey the cohesive zone width of the purely elastic reference (high-resolution) solution is given, in orange the equivalent with off-fault
plasticity.

in Day et al. (2005). In contrast to the decreasing cohesive zone width for homogeneous initial stresses without frictional cohesion (Day et al.
2005), the cohesive zone width in our setup increases from 850 m to a maximum value of 2204 m at a shallow depth of −1800 m in the
up-dip direction . The increasing frictional cohesion towards the free surface slows down rupture and results in a larger cohesive zone.

In the plastically yielding case (Fig. C2, orange), the cohesive zone width � decreases with propagation distance along-strike: from around
690 m just after nucleation to a minimum of 460 m. Note that the minimal width reached is twice as large as in the purely elastic simulation.
For up-dip rupture propagation the width increases from 901 m after nucleation to a maximum value of 1555 m (at a depth of −3000 m).
This reflects a less-pronounced increase than in the elastic setup, while only in the latter rupture reaches the free surface.

The cohesive zone width � is overall smaller in purely elastic simulations than when accounting for off-fault plasticity. A natural exception
poses the region close to the free surface, which does not rupture in the plastic simulations (and is excluded in the evaluation of convergence
characteristics).

To determine the minimum required discretization for accurate (i.e. converged) on-fault solutions, we calculate the cohesive zone width at
each on-fault location used in the convergence analysis of Section 4. To this end, the time difference (DS−RF) is multiplied by the rupture
speed measured at each fault location under consideration.

Across all fault receivers, the minimum cohesive zone width is evaluated as �e
min = 162 m in the elastic and �p

min = 325 m in the simulation
with plasticity. The median cohesive zone width is evaluated as �̄e = 583 m and �̄p = 722 m, respectively.

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/214/3/1556/5017447 by Technische U

niversitaet M
uenchen user on 04 D

ecem
ber 2019



Key words

Authors are requested to choose key words from the list below to describe their work. The key words will be printed underneath the summary and are useful 
for readers and researchers. Key words should be separated by a semi-colon and listed in the order that they appear in this list. An article should contain no 
more than six key words.

COMPOSITION and PHYSICAL PROPERTIES
Composition and structure of the continental crust
Composition and structure of the core
Composition and structure of the mantle
Composition and structure of the oceanic crust
Composition of the planets
Creep and deformation
Defects
Elasticity and anelasticity
Electrical properties
Equations of state
Fault zone rheology
Fracture and fl ow
Friction
High-pressure behaviour
Magnetic properties
Microstructure
Permeability and porosity
Phase transitions
Plasticity, diffusion, and creep

GENERAL SUBJECTS
Core
Gas and hydrate systems
Geomechanics
Geomorphology
Glaciology
Heat fl ow
Hydrogeophysics
Hydrology
Hydrothermal systems
Infrasound
Instrumental noise
Ionosphere/atmosphere interactions
Ionosphere/magnetosphere interactions
Mantle processes
Ocean drilling
Structure of the Earth
Thermochronology
Tsunamis
Ultra-high pressure metamorphism
Ultra-high temperature metamorphism

GEODESY and GRAVITY
Acoustic-gravity waves
Earth rotation variations
Geodetic instrumentation
Geopotential theory
Global change from geodesy
Gravity anomalies and Earth structure
Loading of the Earth
Lunar and planetary geodesy and gravity
Plate motions
Radar interferometry
Reference systems
Satellite geodesy
Satellite gravity
Sea level change

Seismic cycle
Space geodetic surveys
Tides and planetary waves
Time variable gravity
Transient deformation

GEOGRAPHIC LOCATION
Africa
Antarctica
Arctic region
Asia
Atlantic Ocean
Australia
Europe
Indian Ocean
Japan
New Zealand
North America
Pacifi c Ocean
South America

GEOMAGNETISM and ELECTROMAGNETISM
Archaeomagnetism
Biogenic magnetic minerals
Controlled source electromagnetics (CSEM)
Dynamo: theories and simulations
Electrical anisotropy
Electrical resistivity tomography (ERT)
Electromagnetic theory
Environmental magnetism
Geomagnetic excursions
Geomagnetic induction
Ground penetrating radar
Magnetic anomalies: modelling and 

interpretation
Magnetic fabrics and anisotropy
Magnetic fi eld variations through time
Magnetic mineralogy and petrology
Magnetostratigraphy
Magnetotellurics
Marine electromagnetics
Marine magnetics and palaeomagnetics
Non-linear electromagnetics
Palaeointensity
Palaeomagnetic secular variation
Palaeomagnetism
Rapid time variations
Remagnetization
Reversals: process, time scale, 

magnetostratigraphy
Rock and mineral magnetism
Satellite magnetics

GEOPHYSICAL METHODS
Downhole methods
Fourier analysis
Fractals and multifractals
Image processing

Instability analysis
Interferometry
Inverse theory
Joint inversion
Neural networks, fuzzy logic
Non-linear differential equations
Numerical approximations and analysis
Numerical modelling
Numerical solutions
Persistence, memory, correlations, clustering
Probabilistic forecasting
Probability distributions
Self-organization
Spatial analysis
Statistical methods
Thermobarometry
Time-series analysis
Tomography
Waveform inversion
Wavelet transform

PLANETS
Planetary interiors
Planetary volcanism

SEISMOLOGY
Acoustic properties
Body waves
Coda waves
Computational seismology
Controlled source seismology
Crustal imaging
Earthquake dynamics
Earthquake early warning
Earthquake ground motions
Earthquake hazards
Earthquake interaction, forecasting, 

and prediction
Earthquake monitoring and test-ban 

treaty verifi cation
Earthquake source observations
Guided waves
Induced seismicity
Interface waves
Palaeoseismology
Rheology and friction of fault zones
Rotational seismology
Seismic anisotropy
Seismic attenuation
Seismic instruments
Seismic interferometry
Seismicity and tectonics
Seismic noise
Seismic tomography
Site effects
Statistical seismology
Surface waves and free oscillations
Theoretical seismology

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/214/3/1556/5017447 by Technische U

niversitaet M
uenchen user on 04 D

ecem
ber 2019



Tsunami warning
Volcano seismology
Wave propagation
Wave scattering and diffraction

TECTONOPHYSICS
Backarc basin processes
Continental margins: convergent
Continental margins: divergent
Continental margins: transform
Continental neotectonics
Continental tectonics: compressional
Continental tectonics: extensional
Continental tectonics: strike-slip and transform
Cratons
Crustal structure
Diapirism
Dynamics: convection currents, and mantle 

plumes
Dynamics: gravity and tectonics
Dynamics: seismotectonics
Dynamics and mechanics of faulting
Dynamics of lithosphere and mantle
Folds and folding
Fractures, faults, and high strain 

deformation zones
Heat generation and transport

Hotspots
Impact phenomena
Intra-plate processes
Kinematics of crustal and mantle deformation
Large igneous provinces
Lithospheric fl exure
Mechanics, theory, and modelling
Microstructures
Mid-ocean ridge processes
Neotectonics
Obduction tectonics
Oceanic hotspots and intraplate volcanism
Oceanic plateaus and microcontinents
Oceanic transform and fracture zone processes
Paleoseismology
Planetary tectonics
Rheology: crust and lithosphere
Rheology: mantle
Rheology and friction of fault zones
Sedimentary basin processes
Subduction zone processes
Submarine landslides
Submarine tectonics and volcanism
Tectonics and climatic interactions
Tectonics and landscape evolution
Transform faults
Volcanic arc processes

VOLCANOLOGY
Atmospheric effects (volcano)
Calderas
Effusive volcanism
Eruption mechanisms and fl ow emplacement
Experimental volcanism
Explosive volcanism
Lava rheology and morphology
Magma chamber processes
Magma genesis and partial melting
Magma migration and fragmentation
Mud volcanism
Physics and chemistry of magma bodies
Physics of magma and magma bodies
Planetary volcanism
Pluton emplacement
Remote sensing of volcanoes
Subaqueous volcanism
Tephrochronology
Volcanic gases
Volcanic hazards and risks
Volcaniclastic deposits
Volcano/climate interactions
Volcano monitoring
Volcano seismology

2

© 2017 RAS, GJI

Key words

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article-abstract/214/3/1556/5017447 by Technische U

niversitaet M
uenchen user on 04 D

ecem
ber 2019


