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Abstract

Communication is merely one of the pillars of productivity and there are many more such as automation. As part of automation, machines are replacing humans and the amount of machines are more common on both ends of the communication. Wireless communication enables us to communicate while we are on the move and leads to higher productivity. Radio resource management is the problem of coordination of wireless communication among multiple entities. The radio resource management for automation enabling machines defines the upcoming phenomenon of industrial internet of things that poses new challenges differing from human communications: (1) The communication patterns of machines are more correlated with one another such that dimensioning the system resources assuming users are independent is not valid anymore, (2) a huge amount of machines transmit small amount of data that makes the overhead of current communication significant such that new radio resource management techniques are required, (3) machines are shouldering safety-critical tasks requiring the underlying communication system between them to be highly reliable.

This thesis introduces a delay-constrained reliable radio resource management system for industrial internet of things. This is achieved in three main components dealing with the three challenges: (1) The unpredictable activity pattern is proposed to be smoothed with an admission control. (2) Efficient resource management algorithms are proposed to maximize the capacity for dynamic delay-constraint guarantees. (3) The system is prototyped using IEEE 802.15.4 sensors to show reliable operation solving many physical layer based reliability challenges.

The activity patterns for machines is predicted to have a Beta distribution by 3GPP. This distribution presents a bursty behavior and trafic shaping techniques can be used to smooth this burstiness. However, the shaping operation has to be adjusted to hyperparameters of the distribution which would vary drastically depending on the application. A solution is to use an estimator to predict the hyperparameters of the activity. This provides a self-adaptive solution to the heterogeneous application space for machines. This thesis shows that use of an estimator enables higher efficiency for radio resource management. This estimator is integrated to an admission control before the initial access as an adaptive technique that accepts and rejects
machines with respect to the system capacity. Even though this guarantees reliable serving for accepted users, we have to eventually provide service for the rejected machines. This is possible through an increase in the system capacity.

Currently, as the drivers of the cellular networks are multimedia communications, the radio resource management is based on high payload and low amount of users. Grants are used to avoid large scale interference. The introduction of the industrial internet of things reverses this picture to low payload and high number of users. Sending a grant to send a payload that is smaller than the grant request is inefficient. Thus, grant free algorithms are evaluated as a solution. The delay-constraints have been neglected by the grant-free algorithms so far. The only solution to achieve these constraints is to add more capacity in terms of channels. This thesis proposes grant-free algorithms that can make use of a throughput-optimal selection for the number of channels to increase the efficiency of the system. The efficiency can be improved with successive interference cancellation that is a complex decoding technique enabled by increasing edge computing capabilities. This thesis proposes successive interference cancellation based new delay-constraint aware algorithms to provide the best radio resource management efficiency.

This thesis prototypes the proposal with the commercial off-the-shelf boards supporting IEEE 802.15.4. Thus, the modulation, the maximum power and the channelization are not investigated and reliability improvements are provided with techniques such as decoding, channel estimation and frequency planning. The techniques we focus on deal with the challenges: external interference, channel variations and hardware related problems. External interference is caused by the co-existence of multiple technologies on the same band which is inevitable due to the scarcity of the frequency spectrum. We propose to use a frequency planning, whitelisting to reduce the effect of interference in a controlled environment. Stochastic variations on the hardware and the wireless channel cannot be dealt with through planning. We provide a practical model for the SINR that incorporates the soldering imperfections in the system on chips that causes a constant phase noise and demonstrate that successive interference cancellation based grant free algorithms are ready to be deployed in industrial environments.
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Chapter 1

Introduction

Mobile wireless communication networks have been designed to create a ubiquitous communication system for humans to interact with each other anywhere and anytime. Thus, voice has been the main driver until the end of 3G era where data communications started to catch up in terms of volume. Nowadays, voice communication is also treated as data communications and mobile networks have converged to the single goal of serving data packets. Some data packets, like voice packets require certain metrics to be fulfilled. This defines quality of service that enables data service to be used seamlessly by the end users. Such requirements are then enforced to be sustained on average as none of the requirements pose any life-critical threats. This is about to change with introduction of automation to wireless communication.

Digital wired communication has been in use for safety critical tasks such as aviation and industrial automation already for some decades. So why are safety critical applications so much more difficult to provide with wireless communication? Intuitively, the limitation comes from the single difference of wired to wireless communication that is the communication medium. Advantages of wiring is (1) isolation from external electromagnetic signals, (2) high link capacity and (3) dedicated link per user. Conversely, none of these are given for wireless communication, where (1) the medium is susceptible to electromagnetic interference and other diversions to electromagnetic signals due to physical objects; (2) the total link capacity depends on the total bandwidth allocated to the wireless technology and (3) the link capacity per user depends on the bandwidth allocated to each user as due to the broadcast nature of wireless, all users have to share the total bandwidth. Each of these problems require special attention on their own.

This chapter is organized as follows. Sec. 1.1 shortly introduces the challenges tackled in the thesis. Sec. 1.2 summarizes the contributions with respect to the challenges. Sec. 1.3 shares an overview about the organization of the thesis.
1.1 Challenges

The isolation of the medium is not possible, thus the status of the wireless channel has to be tracked and managed continuously. Tracking and reversing the wireless effects on a signal does not provide the same performance as isolating electromagnetic signals as in wires. This is called channel equalization and has to be adapted with respect to the underlying events concerning the mobility of the environment or of the transmitter and the receiver device. As long as the characteristics of the wireless communication environment are known, these effects can be mostly reversed. One unknown effect is the electromagnetic interference caused by sporadic activity of wireless transmitters. The interference problem is solved to an extent with separation of bandwidth allocated to each wireless technology as illustrated in Fig. 1.1. A timeline for commercial wireless technologies is given vertically while the horizontal axis demonstrates the wireless spectrum.

![Figure 1.1: The spectrum allocation evolution through time for wireless technologies.](image)

The distribution of frequency spectrum among multiple wireless technologies is not always done in an orthogonal fashion due to scarcity of the bandwidth. Especially for lower frequency range, as it is relatively easy to design transceivers, there are many technologies that use the same band. The overlap is guided via certain rules, such as geographical and power limitations to guarantee fair sharing of the spectrum. When it comes to guarantee a certain performance, these rules have to be tested. However, strict guarantees are not possible as long as full control of one technology over another is assumed. This can only be assumed for non-public areas, which is a valid assumption for certain use-cases like industrial automation, as factories should be the initial deployment location for industrial internet of things networks.
Virtual slices of the frequency spectrum is called a radio resource. The allocation of radio resources for different tasks is called the radio resource management (RRM). Different parts of RRM is illustrated in Fig. 1.2. There are resources dedicated for data communications and control communications. Data resource management, is mainly separated into two parts as scheduled access and grant free access, depending on if the users are allocated dedicated resources or not, respectively. Control communications encompasses many different aspects but we limit its scope to only initial access and user activity estimation in this thesis. The reason we involve these aspects is that there is an interplay between these control resources and data resources such that a holistic optimization has to be taken into account. In the state of the art, both initial access algorithms and grant free algorithms are considered as random access algorithms.

With the scheduled access, the scheduling resources are allocated to users with respect to the instantaneous requirements of the users. Obtaining this information is possible through the initial access but it requires its own bandwidth. It is clear that allocating too much bandwidth to initial access such that the scheduled access can be done efficiently does not make sense. The optimal trade-off has to be found. The initial access bandwidth is dependent on the activity of the users. If users rarely send requests on initial access, it is not a problem. But if they send requests in synchronization, which is the case for some users belonging to industrial internet of things applications, then the sharing of the band is not possible anymore. The shared spectrum with synchronized activity defines a new challenge for wireless communication. It
is clear that the resources allocated for initial access has to be related to the user activity. So the amount of resources to estimate the user activity is another radio resource management problem. The connection of initial access and scheduled access can be skipped if the users transmit their payloads in a grant-free fashion on shared resources. In both cases, we have to deal with the user activity estimation problem.

Consequently, the bottlenecks of access protocols with respect to new radio performance metrics, related to Industrial IoT, have to be evaluated. State-of-the-art protocols that focus on average access delay metric cannot be used anymore due to criticality of the current use cases. This is currently an unsolved issue for most of the use cases of the Industrial IoT. The behavior of these protocols has to be analyzed with higher precision.

The main metric used to evaluate access protocols is fulfillment of delay constraints, i.e., if a request is allocated a resource with a limited time. Assuming the user activity estimation is available, the tight delay constraints imposed by Industrial IoT cannot be supported by any random access protocol. Thus, random access protocols have to be adapted for such constraints. The challenges of using the delay constraint metric is two-fold: (1) the mapping from application requirements to radio performance metrics and (2) developing access protocols that fulfills the radio performance metrics.

The mapping of application requirements to radio performance metrics is application specific and involves multiple system level assumptions. The interaction between different sub-systems have to be clearly stated and inter-dependencies have to be defined. Only a detailed analysis would result in sub-system performance metrics for a real world performance fulfillment.

The full characterization of the access protocols is not possible without any assumptions for the activity of the users. This requires modeling of the user traffic. Currently, multiple models are accepted as the ground truth as 3GPP, the standardization body of mobile networks, has considered them for specific scenarios. However, connection of these models to real world applications is still missing, and as long as industry is reluctant to open their data to public, we will observe a divergence between the models and the real activity. One way to overcome this problem is to introduce a solution that learns the traffic on the fly.

### 1.2 Contribution

This section summarizes the contributions of this thesis. An illustration of the contributions is given with Fig. 1.3.
Figure 1.3: Industrial IoT involves multiple applications such as mobile robots, control of production lines and safety-critical kill switches all connected to the same base station.

The thesis emphasizes on four main aspects of the aforementioned problems. Reliability requirements for wired communication are defined for safety critical communications. As we are interested in migrating these use cases from wired communication to wireless,

1. the mapping of the system level requirements to wireless communication metrics has been achieved and latency-reliability metrics are underlined. Following, the access protocols have to be evaluated with respect to latency-reliability metrics. The evaluation of access protocols resulted in underlining user activity and algorithm re-activity as main bottlenecks.

2. The access protocols are adapted with respect to user activity through use of a novel admission channel before the initial access.

3. Following, further the feedback scheme used in access algorithms is improved in order to provide strict reliability and latency guarantees.
4. Finally, a real world implementation of the proposed protocols on commercial of the shelf sensors is demonstrated in order to validate the contributions through measurements and to show that the proposed solution is ready for wide-scale deployment for industrial internet of thing.

The break down of safety-critical communication requirements sheds light to multiple aspects of the reliability definition based on each application in our work in [Gür+15], [Gür+17a]. One major aspect is that the reliability is defined per flight phase and would require different evaluation considering its effect on the wireless communication. For instance human mobility would be higher on in-flight phase while shielding vibration would be dominant for landing and take-off phases. This clearly has a limited effect on wired communication while wireless communication is affected by the surroundings.

Consequently, we evaluate the performance of the state-of-the-art access algorithms for strict latency-reliability requirements versus the assumed user activity models in state of the art with our works [GAK17a], [Vil+17]. In [Gür+17b], we propose improvements to these algorithms using combination of conventional techniques. However, the validity of such models are unclear for industrial use-cases. Thus, we investigate a solution in our work [Gür+19a] that would be reactive to any traffic. This solution adapts a admission control policy, that only admits certain users to the system, at the same time guaranteeing the fulfillment of their requirements. The admission is decided through a simple estimation algorithm that enables reactivity against traffic. The algorithm uses a closed formula derived from the famous Coupon Collector’s Problem. The low complex solution enables real-time reactivity to traffic. The extension of this problem to successive interference is investigated in our work [Gür+18]. The efficiency of the access algorithms using the estimation techniques are analytically and simulatively investigated by our work [GKS19].

The next major step to guarantee performance is investigating capabilities of the access algorithms and providing improvements. To the best of our knowledge we provide the first analysis fit for delay-constrained reliable access in [GAK17b]. This analysis uses the tree structure that can be tracked in a step-wise fashion to provide resources for a high reliability requiring application. This is further extended in another work of ours [GGK19] to deterministic guarantees in a rather simplified fashion enforcing limitations to the access algorithm including the addresses of users enabled by successive interference cancellation. The novelty is that the analysis provides bounds for maximum access delays. Compared to the other solutions without feedback, this algorithm enables a low latency region with almost no added complexity.

The bottom of the communication stack, the physical layer, is investigated for reliability assumptions in terms of external interference and limitations of assumptions based on suc-
1.2. Contribution

Safety Critical Communications to Radio Communication Requirements Mapping (Chapter 3)

Problem of Uncoordinated Access (Chapter 2)
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Resource efficiency degrades with unknown user activity

Algorithmic Improvements to Access Algorithms for Delay Constraints (Chapter 5)
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Figure 1.4: Thesis structure

cessive interference cancellation. The external interference is characterized with commercial off-the-shelf sensors in an aircraft like scenario where multiple technologies co-exist sharing...
the same band [Gür+16]. We have evaluated the effects of cross-technology interference and the results showed crucial disturbance exists even though this can be overcome with complex internal or external interference cancellation techniques. For the internal case, the successive interference cancellation capabilities of commercial of the shelf sensors is evaluated to provide limitations to re-design such algorithms or to use this as a way to evaluate if it would make sense to upgrade the algorithms for the sensors in a factory.

1.3 Organization

The remainder of the thesis is organized as below.

Chapter 2 introduces the main challenge the thesis is dealing with through a human communications analogy. Next, background information for wireless communication is introduced and theoretical foundations of the challenge is elaborated. Challenges stemming from the background define the research questions investigated by the thesis.

Chapter 3 analyzes the wireless communication implications of the application layer requirements. The application under scope is safety-critical systems for enabling industrial internet of things. A safety critical application is considered as an example and broken down to components. The outcome translates into wireless performance constraints, user activity and wireless channel capacity are coined as the main challenges.

Chapter 4 starts with evaluating state-of-the-art algorithms for delay constraints and sporadic user activity. Results point out that with limited number of resources the algorithms cannot fulfill the delay requirements. Thus, the algorithms has to use resources more efficiently. One way to achieve this is to react to user activity achieving higher resource efficiency. This hypothesis is mathematically proven, motivating implementation of user activity estimation. Through introduction of an user activity estimation based admission control before the access algorithms, the throughput improvement of estimation algorithms is simulatively shown.

Chapter 5 presents two new access algorithms that are analytically characterized for delay-constrained reliable access. One algorithm is for successive interference cancellation the other one is without. The successive interference cancellation due to its high-complexity receiver and the required low noise floor is not usable in every scenario. For this reason, the advantage of feedback is used to introduce a multichannel algorithm that can be paralleled. The high reliability guarantee for delay is enhanced to deterministic delay guarantees through successive interference cancellation.

Chapter 6 describes a real world implementation of the suggested Successive Interference Cancellation based algorithm on commercial-of-the-shelf sensors. Following, a new analytical
model is introduced to include the hardware effects for the resource efficiency calculation. The results shed light on assumptions that the analytical work is based on.

Chapter 7 summarizes the work and points out directions for future work.
Chapter 2

Problem of Uncoordinated Uplink Radio Resource Management

This thesis builds up on a fundamental problem in wireless communications, that is the coordination problem for uplink radio resource management, namely the "Problem of Uncoordinated Uplink Radio Resource Management". In this chapter this problem is re-stated to familiarize the reader for the following chapters. Sec. 2.1 introduces a real world analogy to the problem. Sec. 2.2 explains the basics of wireless communications and provides a problem definition related to these fundamentals. Sec. 2.2.2 explains the limitations and challenges of focusing the problem on cellular networks with real world applications.

2.1 Introduction

This section introduces a real world analogy to the "Problem of the Uncoordinated Uplink Radio Resource Management".

It is typical that multiple stations communicate to a central station. However, it may be that none of the stations are aware of each other. This is critical if the stations communicate at the same time. If the central station receives simultaneous signals from multiple stations, it can decode neither of them. So the stations try to minimize such occurrences. This defines the problem of uncoordinated uplink radio resource management.

The uncoordinated uplink radio resource management is a specific problem. To comprehend in depth, an analogy helps to explain: In our daily lives, we do not realize how important the eye contact and non-verbal exchanges are for the coordination of communication. For instance, while communicating a group of people without visual contact have problems in taking-turns and signaling readiness [QHR15]. They have to interact with tactile senses or auditory signals. The problem of taking-turns is less of a problem in a classroom setting,
where one person from the group is assigned as the head. The head grants right to speak for all group members. However, such coordination is possible if there is a protocol to assign the head and information exchange between the members, i.e., if the head knows names of all the members of the group, then he can call each member by their name. For instance, in a setting where new members are joining to the classroom everyday, such coordination cannot be established. In a group of people without visual contact, how would the members, unknown to one another, would communicate to the head of the group? This is the same question posed by the uncoordinated uplink communication problem.

One social auditory signal that depicts the intent of communication is throat clearing noise. Such noise can be used to reserve the next communication turn [PB09]. If two members do not hear while reserving the turn for communicating, then they will start speaking simultaneously. If we assume a general polite community, at the moment that they realize the overlap, they will stop and wait the other to re-initiate communication again. As they can hear each other, this problem will self-organize in quite short amount of time. However, if there were hundreds of members trying to coordinate in this way, one can imagine that it would not work. This example mimics the current problem with WiFi communication. A technique called carrier sense is used to listen to the wireless channel before transmitting any message. With low number of users this technique works and WiFi functions properly, but it becomes inefficient (if not impossible) with increasing number of users [Bia00].

In an unknown members setting, we can still involve the head of the group that can give commands to resolve the conflict of taking turns. The conflict is defined as more than one member attempting to speak at the same time. For instance, before the session starts the head declares that when a conflict occurs, all the members involved in a conflict has to pick "heads or tails". The intent is that after a conflict occurs the head can then coordinate by saying, "The member(s) that have selected heads, please speak now". If another conflict happens again this process can be repeated until only one member is speaking, so the speaker is successfully elected. A similar scheme used to resolve uplink coordination problem in wireless communication is the "Tree Resolution Algorithm" that will be analyzed in depth in this thesis. So our interest lies in solving the coordination problem in an efficient manner. We aim to define tangible metrics to evaluate the performance of the coordination algorithm. In the following, we define the uncoordinated uplink problem formally.

### 2.2 Basics of Wireless Communication

This section introduces fundamentals of wireless communication required to define the "Problem of the Uncoordinated Uplink Radio Resource Management".
Wireless communication is based on emitting electromagnetic waves from a transmitter, that propagates over space and can be detected by a receiver. Light is a good example here for visualization, and itself is also an electromagnetic wave. The oscillation frequency of the wave depicts which part of the wave carries the information for us, i.e., the color of the light. This is called the carrier in wireless communication, as it carries the information. In order to transfer information from the transmitter to the receiver with the electromagnetic wave, we also have to modify specific characteristics of it. Sending always the same wave does not have any information as pointed out by Shannon [Sha48].

The characteristics of an electromagnetic wave can be defined by the power and time of arrival. We can modify its amplitude and time of arrival to send information to the receiver. This operation of modifying the waveform for transmitting information is called modulation. Modulation is the interface between analog and the digital world. Through modulation techniques, the waveform can be seen as a sequence of bits, 1s and 0s, propagating through the wireless medium.

Unfortunately, once the waveform is received, the conversion from the analog to the digital signal cannot always be done reliably. There are many physical limitations for wireless communication. For instance, assuming an isotropic transmission, the waveform starts as a point in space and it dissipates in a spherical way into the space. As can be imagined, all the energy focused on the single point, also known as the transmit energy $P_t$, is distributed all over the surface of the sphere with area $S$, given as

$$S = 4\pi d^2$$  \hspace{1cm} (2.1)

where $d$ is the radius of the sphere. So the energy of the waveform, dubbed as energy per surface $P_s$, at a point with distance $d$ from the transmitter, is

$$P_s = \frac{P_t}{S}. \hspace{1cm} (2.2)$$

Assuming an isotropic aperture with room temperature and below 1 THz frequency [Bro03]¹, we have the aperture gain $A_e$, set by the wavelength of the waveform $\lambda$, as

$$A_e = \frac{\lambda^2}{4\pi}. \hspace{1cm} (2.3)$$

The received energy by the antenna can be calculated by multiplying the aperture gain with the energy per surface,

$$P_r = \frac{\lambda^2}{4\pi} \cdot \frac{P_t}{4\pi d^2} = P_t \cdot \left(\frac{\lambda}{4\pi d}\right)^2. \hspace{1cm} (2.4)$$

¹The aperture gain is expected to increase with decreasing temperature and increasing frequency.
This formula summarizes the physical limitations of propagating a waveform in vacuum. As the wavelength $\lambda$ is relatively small compared to the distance in wireless communication, we can say that the energy is inversely proportional to the squared distance. Once the energy reaches below the thermal noise energy, it cannot be even detected by the receiver. The noise power with Boltzmann constant $k_B$, temperature in Kelvin $T$ and the bandwidth of the waveform $\Delta f$ is $N = k_B \cdot T \cdot \Delta f$ [TV05].

The problem of having a strong signal versus the noise power is dealt with setting the right transmission power. This is measured with a metric called Signal to Noise ratio (SNR) that measures the received signal power relative to the thermal noise at the receiver. It is a unitless metric as it is a ratio. Shannon in 1948, with his famous formula [Sha48], has related the SNR to a term called capacity. The capacity is defined as the maximum bits that can be transferred per second on a link. A link is a virtual connection, a pipe, where the waveform travels and connects the transmitter and the receiver. The formula provided us a simple tool to evaluate the reliability of the wireless communication, or in other words received waveform to bit sequence conversion. The formula takes also the bandwidth of the signal of interest $\Delta f$ in to account,

$$C = \Delta f \log_2(1 + \text{SNR}).$$

He declares that any bit rate $R$ greater than $C$ cannot be reliably transferred with this SNR and this bandwidth $\Delta f$. The noise power is the measurement precision of the receiver. Assuming a noise power of 3 mW and a signal power of 10 mW, the receiver can easily distinguish a signal of 10 mW and 5 mW, but the same is not true for 10 and 9 mW. Basically the division, is extracting how many discrete power levels the receiver can distinguish. Actually, since the detection is on the voltage level and SNR is on the power level the number of distinguishable levels cannot be extracted in this way. But it provides an intuition for with a certain SNR the number of binary options can be represented through $\log_2 \text{SNR}$. He also shows that the capacity $C$ can be reached with a vanishing error probability for infinite latency if an error correction technique is used, that is called coding, and is not further investigated in this thesis.

### 2.2.1 Multiple Access

However, the noise energy is not the only energy masking/limiting the received waveform. Two waveforms from two transmitters, arriving at the receiving antenna at the same instance can also mask each other. This effect is called the interference effect. Waveforms establish a link, link 1 and link 2 with capacities $C_1$ and $C_2$, respectively. The received power of waveforms from each link is $P_{r1}$ and $P_{r2}$ respectively. From each link point of view, the other
link is limiting the differentiation of voltage levels that can be written as

\[ C_1 = \Delta f \log_2 (1 + \frac{P_{r1}}{P_{r2} + N}) \]

and

\[ C_2 = \Delta f \log_2 (1 + \frac{P_{r2}}{P_{r1} + N}) \]

(2.6) and (2.7)

This creates an interplay between the transmission power of both waveforms. An interesting problem can be defined to optimize the transmission power for each of the waveforms in order to maximize the total system capacity. However, doing such an optimization requires that transmitters are coordinated in terms of transmission power and in terms of activity. Activity is a binary metric and refers to transmission of a waveform i.e. the activity for a transmitter is 1 if a waveform is transmitted and 0 otherwise. Through the activity metric it is known which waveforms will overlap.

Referring back to the initial problem definition, we are dealing with an uncoordinated scenario where up to \( n_{tot} \) waveforms may overlap. The capacity of a link \( i \) in this case is

\[ C_i = \Delta f \log_2 \left( 1 + \frac{P_{r_i}}{\sum_{j=1}^{n_{tot}} \delta_j P_{r_j} + N} \right) \quad \text{where} \quad i \neq j, \]

(2.8)

and \( \delta_j \in \{0, 1\} \) denotes the activity of link \( j \) at that instance.

Access protocols are composed of multiple rules that the transmitters have to obey in a wireless network. These rules can enforce decisions on transmission power, activity, bandwidth and more.

An example for a fair coordination of transmitters can be achieved with an access protocol that sets an equal minimum power providing the same rates, assuming all the users are active.

In this case, even though this protocol does not maximize the capacity, it results in a guaranteed capacity for each waveform, independent from the activity. On the other hand, as in Eq. (2.8), the number of links is a denominator, such a scheme would result in close to zero rate with increasing number of links.

Referring back to our analogy, an adaptation for the proposed protocol for low rate communication would be that every member is pronouncing a single syllable for a long time, before each member moves on to the next syllable. The capacity depends on the bandwidth but is quite low with for example \( n_{tot} > 10 \). So a coordination has to be established to have sizable increase in capacity for each link.

The coordination of multiple users is easily achieved with separation in terms of time, frequency, space and power. For instance, we define virtual time and bandwidth slices. We can call each bandwidth-time slice a resource. As the carrier frequencies are at the range of
radio frequencies, more specifically, we can call them, radio resources. Thus, the coordination problem is re-defined as the \textit{radio resource management} (RRM) problem, that in broad part covers the problem investigated in this thesis.

2.2.2 Cellular Networks

The RRM problem can be defined from many perspectives but the problem definition that is accepted in Cellular Networks is allocating resources to links \cite{Zan97}. In cellular networks, each cell is assumed to be independent from each other, such that the signals from one cell do not reach the other cell. Thus, the resources are allocated per cell. Conceptually, a cell is the same as the classroom in the initial example where a group of people are communicating with each other with the coordination of a group head. That head of the group in cellular context is the Base Station (BS). The BS coordinates the use of resources in a cell and responsible for the RRM. The members of the group in the cellular context is called the User Equipment (UE), that will be interchangeably referred to as user, device or sensor throughout the thesis. Throughout the thesis, a resource is treated as the atomic unit. Similarly, a packet requires a single resource to be transmitted. The problem of RRM is mapping the packets of users to resources. The efficiency of RRM is measured with the average number packets successfully transmitted per resource. This metric is called efficiency and throughput throughout the thesis.

2.2.2.1 Quality of Service

The rate allocation is not the sole goal of RRM. Many parameters that can be used to allocate radio resources is defined as Quality of Service (QoS). At its most simple version, a QoS can be just a rate requirement that can be controlled with Eq. (2.5). However, the rate, depending on the averaging period may lack the time perspective. If a QoS with a certain guarantee \( R \), e.g. 90 percent of the time, is required, the Eq. (2.5) with an average SNR over infinite latency cannot be used any more. QoS can also encompass an average rate requirement for a certain period, dubbed as latency requirements \( L \), e.g., an amount of bits that have to served before \( L = 2 \) seconds.

The latency is effected by many aspects of how the radio resource management is done. For example, one time taking aspect is the time required for coordination signals between BS and UE and another aspect is the re-transmission rules in case of a radio failure. Thus, latency is a parameter harder to optimize compared to rate. In this thesis we focus, though, specifically on the latency aspect of RRM.

The RRM is an optimization problem that considers QoS requirements from multiple UEs as a constraint input. If radio resources can be distributed in a way that fulfills the
requirements of all UEs, then the problem is solved. Algorithms addressing this problem are called *scheduling* algorithms. In cellular networks, the link that defines the communication from the UE to BS is called the Uplink (UL) while the communication from BS to UE is called the Downlink (DL). The scheduling algorithms are covered as UL and DL scheduling algorithms, for coordinated uplink.

In a cellular setting the DL and UL are asymmetric in terms of participants to the communication. While it is one-to-many in DL, it is many-to-one in UL. The members talking to the head of the group and the head of the group talking to the members is totally different in terms of coordination. If a resource is set for DL, any interested UE can listen to the BS and receive the incoming signal interference free.

The DL RRM has specific challenges such as, maximizing the DL capacity and minimizing delay [Mar05]. On top of this, as the base-station is a single device compared to many UEs, it has usually more complex transmitters. Multiple transmitters on one hand enables the BS to reach the capacity but on the other hand it complicates the processing of the received signal. We do not explore DL scheduling in the scope of this thesis.

The scaling requirement for hardware of UEs enforce it to be rather cheap compared to the BS. So the number of antennas in a UE is limited. This results in complex signal processing algorithms being not useful for UEs as a part of the UL RRM. Rather the coordination is a typical RRM problem for the UL resources [Saq+12].

There are two main approaches to the coordination problem in the UL, this can be summarized as allocating resources on a contention basis, or contention free. Contention basis relies on a distributed algorithm to coordinate the use of UL resources. With the contention free method, the BS obtains activity information of the UEs. Consequently, the BS allocates UL resources with respect to user activity. The activity information can only be obtained through another protocol called initial access protocol.

In the most current version of cellular networks that is the Long Term Evolution-Advanced (LTE-A), the UL activity information is obtained on a contention basis through a channel called Random Access Channel (RACH). The algorithm deployed in RACH is called Multichannel Slotted ALOHA MC-SA. This is an example for a scenario where the contention based access is used only for control signals, i.e. requests. In contrast, WiFi uses contention based access for all signals, and the scheme is called Carrier Sense Multiple Access (CSMA). Contention based protocols that directly work without exchanging activity information is called grant-free protocols. Their mathematical performance analysis is the same only with different assumption on packet sizes.
In Equation (2.8)
\[
C_i = \Delta f \log_2 \left( 1 + \frac{P_{ri}}{\sum_{j=1}^{n_{tot}} \delta_j P_{rj} + N} \right) \text{ where } i \neq j,
\]
any access protocol tries to optimize the parameter \( \delta_j \) or \( P_{ri} \) in a distributed manner for all the users with respect towards a specific goal. The goal can be to only have a single user active at a resource, i.e., \( \exists i \in \{1, \cdots, n_{tot}\}, \delta_i = 1 \forall j \neq i, \delta_j = 0 \). In this way the received power \( P_{ri} \) needs not to be optimized but only activity \( \delta_j \) can be coordinated. The main idea is that even a small amount of interference can violate the allocated rate and the interference should be totally avoided. Such a model is called the collision channel model and is introduced in [MM85]. However, practical tolerance to a certain level of interference is possible. The model that involves conservation of the rate even subject to interference is called the capture channel model [GS87]. In this case, if one of the received signal powers is stronger compared to others, the interference on the strong signal does not deteriorate the signal and it can be decoded.

Considering signal processing based improvements, a complex receiver can decode the signal of interest from the received signals once it is successfully decoded. This is called the Successive Interference Cancellation (SIC) channel [Str+94]. This model allows the re-use of capture channel model. The power of the decoded signal is removed from the received signal power and the Capture Channel model is re-used if the power difference is sufficient for another capture. Capture channel tolerates different activities of UEs at maximum, while the collision channel tolerates the least. Recent work [NP12] has shown that SIC-Channel model enables achieving a capacity in uncoordinated uplink problem matching that of coordinated uplink. Meanwhile, the best practical algorithm for collision channel model has achieved less than half of the SIC Channel capacity [YG05].

The algorithmic challenges are similar for all channel models, as the main problem is to coordinate UEs in a distributed manner. So most of the results obtained for uncoordinated UL for Collision Channel model applies to SIC-Channel model also. However, the implementation of a receiver enabling a SIC channel model is quite complex and has limitations that needs investigation.

### 2.3 Summary

In this chapter we have introduced the fundamentals of wireless communication and radio resource management necessary for understanding the problem of uncoordinated uplink access. Specifically, we emphasized the challenges underneath the problem of uncoordinated...
uplink access. This problem is motivated with an analogy to human communication without visual context. Next, we defined the wireless communication as distribution of discrete time-frequency resources in order to simplify the problem. Then, we have introduced possible mechanisms that the radio resource management can use to overcome uncoordinated uplink problem. Furthermore, we have defined how these techniques can be used for QoS for wireless communications.

In the next chapter, we introduce a real world scenario, intra-aircraft communications, that we use to define QoS requirements for radio resource management.
Chapter 3

From Flight Safety to Wireless Reliability for Intra-Aircraft Communications: A Motivation for Delay-Constrained Reliable Access

In this chapter we aim to explain practical aspects of the Quality of Service we introduced in Chap. 2. We consider a specific use-case of intra-aircraft communication. As aircraft industry is highly regulated, any system deployed in an aircraft has to follow a tight certification process. In this chapter we aim to bridge the Quality of Service constraints to the requirements of the certification process, embodying the requirements for radio resource management. Following, we investigate the commercial of the shelf chips for their suitability for such a certification process.

The structure of the chapter is as follows: In Section 3.1 the motivation for using wireless communication in aircraft is shared. In Section 3.2 a reliability assessment technique involving wireless communication for system failures in aircraft is introduced with a fault tree analysis. The analysis connects the system level parameters to communication parameters. In Section 3.3 performance parameters are summarized and in Section 3.4 wireless technologies considered for intra-aircraft communication are presented. In Section 3.5 the presented candidates are evaluated with the performance metrics based on the reliability analysis. This chapter is mainly based on our presented work in [Gür+15] and its extension as a book chapter [Gür+17a]. The results of this chapter, on one hand shows that commercial of the shelf systems can be used for restricted low number of users for intra-aircraft communication while on the other hand it motivates the investigation of scalability of the currently available wireless communication technologies.
Chapter 3. From Flight Safety to Wireless Reliability for Intra-Aircraft Communications: A Motivation for Delay-Constrained Reliable Access

3.1 Wireless for Intra-Aircraft Communication

The communication of systems inside the aircraft has always been a critical aspect of safe flight. The sense of flying safely is not an intuitive feeling for human beings even though the accident reports prove that it is a lot safer than normal ground vehicle traffic [Aur08]. The deceived public opinion merged with safety concerns forces the regulators to impose strict safety regulations and certifications.

At the start of the epoch the control of aircraft was fully mechanical, so any input given by the pilot would be transferred to the concerning area with an increased force. Analog electronics converted any input to a mechanical input, e.g., Fly-By-Wire which was installed initially on a Concorde designed by Aerospatiale [TLS04]. Following, digital electronics enabled conversion of any kind of input to a digital message and triggering the action required anywhere in the system. This system introduced the first communication systems in the aircraft where the medium of communication is shared and different messages are interpreted at different applications. This increased the amount of functionalities embedded in a normal aircraft around 1980’s e.g., A310. On the one hand, the removal of needed mechanical input opened areas such as the possibility of automated flights. On the other hand, the amount of communication infrastructure in the form of copper wires became a huge burden for the aircraft. For instance in A380, the copper wires had to be replaced with aluminum wires in order to make the communication infrastructure weigh less up to 50 percent.

Two facets of the wired communication can be summarized as the weight problem and the placement problem. The placement of wires is a constraint on deploying new systems since a new application may require new wire placement. Each wiring has to be planned and the planning time of the wiring infrastructure is costly. Introduction of a wireless communication system can easily solve this problem.

The replacement of a widely deployed communication system such as the wiring in the aircraft requires in-depth investigation. As it has been pointed out, (1) the reliability is the most important issue but many other requirements follow. The various characteristics of different applications provide a wide range of requirements, where one is (2) energy conservation as the equipment runs on batteries. While some applications require low power communications, (3) low delay is more critical for others and is affected by the (4) maximum payload. (5) Node density is an issue with the large amount of sensors that are to be introduced in the aircraft for passenger and application monitoring.

Considering these requirements we limit our study to 6 standards that are (1) the Wireless Sensor and Actuator Network for Factory Automation (WSAN-FA) [Sch+07], (2) the WirelessHART [Com+10] that is the wireless version of the HART standard, (3) ZigBee [Erg04],
the non-modified structure of the IEEE 802.15.4, (4) LTE [36313] due to its availability, (5) the ECMA-368 [All08] with the Ultra Wide Band (UWB) physical layer and lastly (6) the widely established Wi-Fi standardized as IEEE 802.11[Com+99], is chosen as a candidate due to the adaptability of the system for many applications.

Many surveys exists for wireless sensors [AE10], personal area networks [Cav+14] and sensor networks in aircraft [Har02] none of them covers all of the critical aspects for aircraft communications. In a use-case with similar requirements as intra-aircraft communications, the factory automation, there are also relevant studies. For instance, in [ISW12] the security aspect for is investigated while the reliability aspect is not covered in detail. In [GH+09] hardware limitations are investigated and delay constraint is neglected. The most relevant surveys for our investigation are [LSS07] [WMW05] but in their work, the factory automation related standards like WSAN-FA and WHART are left out. Most importantly none of these works has as a reliability perspective which is a must for the aircraft communications and with which we provide a detailed assessment of each candidate technology.

3.2 Reliability Assessment Framework

This section aims to introduce the mapping from certification requirements to quality of service requirements in terms of radio resource management. This is achieved in three steps: flight to application mapping, application to medium access mapping and medium access to transmission mapping. The three steps are introduced in the following parts of the section. The selection of these three steps among many is motivated by investigating the whole fault tree for a heat sensor application in the aircraft.

We assume that the communication inside the aircraft is set via a cellular topology. Delay constraints in multi-hop networks is investigated in terms of routing metrics in our work in [GK17a] and in terms of medium access control in our work in [Vil+16]. Multi-hop networks is not included in this thesis. The effect of the gateway node forwarding wireless packets to the wired domain in terms of delay constraints is investigated in our work in [Gür+19b], [GZK19] and [Zop+18]. This topic is not investigated in the scope of this thesis.

The fault tree analysis as in Fig. 3.1 helps us to breakdown the components of a failure. For the fault tree analysis, the addition $+$ represents the logical "OR" operation while the multiplication $\times$ represents the logical "AND" operation. As an example, we consider a Passenger Heat Sensor Application (PHSA). We aim to demonstrate the safety to QoS mapping methodology that can be later on used for any other application.

The first level of the tree is composed of the different systems failures forming the application. These are Power System Failure ($PF$), Sensor System Failure ($SF$), Control System
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Figure 3.1: Exemplary application fault tree analysis: heat sensor application failure.

Failure ($CF$) and Communication System Failure ($CommF$). Each system failure probability represents the application failure as $PHSA$ in,

$$PHSA = PF + SF + CommF + CF. \quad (3.1)$$

For all use-cases we assume at least two order of magnitude smaller failure probability compared to the communication failure and we assume that their contribution can be ignored.

Furthermore, the communication failure ($CommF$) can be broken down further: (1) Communication Hardware Failure ($CHWF$), (2) the failure caused by a packet arriving later that the deadline $T_W$ allowed by the application $P_i F$, as this failure is investigated differently for each flight phase $i$ and (3) the Security Failure ($SecF$) where the communication security is breached. The multitude of delivered messages add another failure chance independently from each other. This results in a $CommF$ of

$$CommF = CHWF + SecF + \sum_{i=1}^{I} P_i F, \quad (3.2)$$

where $I$ is the total number of flight phases as defined in [US 11] such as taxi, take-off, cruise and landing. Each phase can be broken down to combination of transmissions

$$P_i F = \prod_{k=1}^{N_p} D_{i,k} F, \quad (3.3)$$
where the possible \( N_p \) transmissions from a device within a time-window \( T_W \) and \( k \) is the \( k^{th} \) transmission. The complete model of the fault tree is

\[
PHSA = PF + SF + CHWF + SecF + CF + \sum_{i=1}^{I} \prod_{k=1}^{N_p} D_i^k F. \tag{3.4}
\]

The OR operation can be written with a sum, assuming the failure probabilities are close to 0 with two digits. In our analysis we only focus on the communication failure \( CommF \). This simplifies the error rate of our application to

\[
PHSA = \sum_{i=1}^{I} \prod_{k=1}^{N_p} D_i^k F. \tag{3.5}
\]

With a slight abuse of notation we move from the definition of failure to failure rates. We assume a deadline aware queue management protocol is used as introduced in our work [GK17b]. We replace the application failure \( PHSA \) with application failure rate \( P_{PHSA} \) and the packet delivery failure \( D_i^k F \) with packet delivery failure rate \( P_{comm_i^k} \),

\[
P_{PHSA} = \sum_{i=1}^{I} \prod_{k=1}^{N_p} P_{comm_i^k}. \tag{3.6}
\]

If the communication failure probability does not change within one time window we can write the AND operation without the product but as exponent. The OR operation can be simplified by calculating the success probability and converting that to the error probability,

\[
P_{PHSA} = \sum_{i=1}^{I} P_{comm_i^k}^{N_p} = \left(1 - \left(1 - P_{comm_i^k}^{N_p}\right)^I\right). \tag{3.7}
\]

If the packet failure rate is constant between all of the flight phases \( I \), we can drop the index \( I \) and treat the failures as equal. Given \( P_{comm_i}^{N_p} \) is two orders of magnitude smaller than the inverse of the exponent, \( 1/I \), we can apply the linear approximation to simplify the failure probability,

\[
P_{PHSA} \approx I \cdot P_{comm_i}^{N_p}. \tag{3.8}
\]

The fault tree analysis demonstrates a guideline to focus the wireless failure. In the following part we zoom in to investigate some parameters we introduced such as number of transmissions \( N_p \). The same result is found without different flight phases in [BK06] for vehicular communication.

### 3.2.1 Medium Access Layer

For \( N \) users and transmitting for \( T_{SE} \) seconds, we define \( N \cdot T_{SE} \) as the cycle time \( T_{cyc} \). This summarizes the delay for the use of medium by \( N \) (all) users sequentially and fairly. \( T_{SE} \) can
be set with respect to the standard transmission rate, the packet size and the headers. Then we can extract the maximum number of transmissions before a deadline $T_{TW}$ is violated, $N_p$, using the previously defined cycle-time $T_{cyc}$ as

$$N_p = \left\lfloor \frac{T_{TW}}{T_{cyc}} \right\rfloor. \quad (3.9)$$

The introduced model is used for investigating multiple technologies in the following parts. But initially, we detail the metrics and the parameters considered in the evaluation.

## 3.3 Metrics and Parameters

In this section we introduce the performance metrics and design parameters.

### 3.3.1 Design Parameters

The design parameters are the controllable parameters before a communication system is put in place.

#### 3.3.1.1 Cycle Length and Packet Size

The cycle time is a design parameter of the layer 2 of the wireless technology. It varies among different technologies. The calculation of the cycle time is detailed for each technology. The multiplexing of the user on the medium is different on each standard and has varying overhead. For a fair allocation of resources a round-robin schedule is considered. Each user has a single transmission opportunity in a cycle.

#### 3.3.1.2 Node Density

The node density is the number of users per cell, as we focus on a cellular topology. Hence, it is an advantage to have smaller cells for supporting denser communication.

### 3.3.2 Performance Metrics

The performance metrics are selected to measure the quality of service of the use-case.

#### 3.3.2.1 Power Consumption

As some of the devices will be wireless sensors in an aircraft communication system, it is possible that they lack a powering cable and they operate on batteries. For such an application it is important that the communication uses only a small portion of the stored energy.
The power consumption depends on multitude of parameters. First, it depends on the carrier frequency. Higher frequencies require more energy for more complex RF circuits. Second, synchronization requires periodic wake-up and extra signaling that drains additional power. Third, the complexity of the network protocol may result in signaling overhead, thus, extra power consumption.

### 3.3.2.2 Initialization Time

In case of a system restart or an emergency, the re-attach time of all the wireless devices to the communication system should be bounded. Worst-case of this re-connection time is defined as initialization time. Two different ways of joining a network are: (1) Initially the network state is fixed and known to all users such that all the users have dedicated slots. With a synchronization method, e.g., broadcast beacon, the user will align its message to its dedicated slot. Or (2) the network can use a resource request protocol. The (1) and (2) can be seen as a grant-based and connection based communication respectively.

### 3.3.2.3 Packet-pipe Reliability

We treat the wireless communication as a faulty pipe and investigate the required minimum reliability of this pipe on a packet basis.

### 3.4 Wireless Candidate Technologies

In this section we provide general information about technologies under consideration.

The selection of the candidate technologies are mostly based on the Commercial of the Shelf (CotS) systems. The reason for such a selection is to provide a practical solution for widely available chips.

#### 3.4.1 WISA & WSAN-FA

Wireless Interface for Sensors and Actuators (WISA) is a factory automation standard built by ABB. It uses the PHY layer, IEEE 802.15.1, and deploys Frequency Hoping to avoid intra-technology interference. It is a proprietary protocol but the latest decision by ABB is to have it standardized as WSAN/FA with a set of improvements.

PHY specifications are not detailed here as our focus is on MAC layer. The standard deploys a time division multiplexing scheme. Each user has a dedicated downlink timeslot. Thus, the downlink delay is limited by the superframe length, 2048 ms. For separation of
uplink and downlink a frequency division duplexing scheme is used. For redundancy, retransmission on 4 different frequencies is possible extending the cycle time to $8\text{ms}$. The payload considered for each time slot is 1 byte and the number of users is limited to 120 [Fro+14]. Alternatively, number of users can be limited to 60 for a payload size increase to 10 bytes [Val12]. It uses the CotS Bluetooth for PHY layer such that 1 Mbit/s data rate is expected.

As it is a sensor and actuator network protocol, it has more uplink channels than downlink which enables the sensors to report every cycle while the downlink channels are used for the control of the actuators.

In Fig. 3.2 the frame structure of WSAN/FA is depicted. The superframe of $2048\ \mu\text{s}$ for a WSAN/FA supports two types of slot formats. First one is the small slot size of $64\ \mu\text{s}$ which allows 120 users with 15 frequencies and 4 redundant transmissions. The second slot format has a twice bigger timeslot which allows 60 users due to increase in the slot size with a slot duration of $128\ \mu\text{s}$.

As the system is built for either 120 or 60 users and multiple slot assignments are not allowed, lower cycle time for lower number of users is not possible. On top of that, the advantage of low cycle time vanishes with increasing packet size. Here, the cycle-time includes all fragmented transmission of a single packet, as the full size payload does not fit in a single transmission opportunity. As the protocol is built for low payload, the overhead becomes significant with fragmentation of big packets.

### 3.4.2 ECMA-368

The European Computer Manufacturers Association standard ECMA-368, with a high carrier frequency, has small cells with 30 m range and, thanks to the wide bandwidth, a data-rate of 480 Mbit/s [Sav+13]. The carrier frequency of 3 to 10 GHz also comes with its disadvantages such as high fading and high power requirement due to complex physical layer chip structure.
It has two resource management protocols. First, through a distributed reservation protocol the users access a guaranteed timeslot and secondly prioritized contention access can be used to access contention slots. There is no long-term dedicated timeslot, there are Medium Access Slot (MAS) which are allocated dynamically \cite{Fan09}. There are 256 MAS in a ECMA superframe where first 96 MAS are filled with beacons for each attached device, The beacon holds information about the structure of the upcoming superframe. Following that, each user knows how many slots it is able to use in the upcoming superframe. After the end of a superframe a new superframe starts with new settings that will be conveyed to the system via the beacons. One advantage of ECMA is the variable data length. The minimum packet length with the most reliable coding rate is $1.6\text{ Kbyte}$ which is more than the required packet length for any sensor activity.

On the PHY layer it uses a multiband orthogonal frequency division multiplexing, which enables 110 subcarriers in a superframe. For interference mitigation: frequency domain spreading, time-domain spreading and forward error correction codes are used.

The superframe structure is what determines the layer 2 data rate and the cycle-time as can be seen from Fig. 3.3. The superframe structure creates a cycle time of $65\text{ms}$ with 256 MAS of $256\mu s$. This cycle time limit can be overcome with the allocation of multiple slots to a user in a superframe, but this will reduce the number of users in a timeslot. Due to allocated 96 beacons at the start of the superframe and the criteria that requires each of the users to possess a beacon, the number of users in a cell is limited to a maximum of 96 \cite{Lei11}.
3.4.3 IEEE 802.11e

The PHY layer of IEEE 802.11 operates in the ISM frequency band. Interference is a problem due to the unregulated nature of the ISM band. Cell range is normally around 100 meters but can be increased and decreased with transmit power arrangements.

IEEE 802.11 uses contention based access schemes. However, in the 11e amendment, the option of contention-free access is added to the standard. There are three resource management protocols: (1) full contention access as legacy, (2) semi contention access with reservation (Enhanced Distributed Channel Access, EDCA) and (3) full contention-free access HCF Channel Access, HCCA \cite{Vie+13}. The contention based access works as legacy. For (2) a request can be placed with the contention based scheme to reserve upcoming contention-free slots. It is possible that the contention-free slots are allocated to certain users without reservation. And (3) uses a polling technique to guarantee contention-free access. As we have focused just on contention-free access on this survey, for a fair comparison we will consider HCCA only. In Fig. 3.4 the HCCA frame structure is depicted. The figure reflects the amount of overhead required to guarantee the co-existence of 3 resource management protocols.

For transferring a packet of 40 bytes, the total time required is 1.6 ms per user with 11 Mb/s data rate. If we chose a scenario where no packet loss is considered and the service interval time is set to 100 ms we can calculate the cycle-time for each user. The standard has a parameter called service interval time that is the time between two consecutive beacons. With multiple users contention free period (CFP in Fig. 3.4) can be extended up to this parameter.

With 60 users the 100 ms timeslot length is reached. Before that the system benefits from allocating multiple Controlled Access Period (CAP)s to each user. Cycle time here is defined as the time before next packet sending opportunity.

3.4.4 IEEE 802.15.4

IEEE 802.15.4 is a standard originally designed for personal area network applications but in a short amount of time it found itself in the area of Internet of Things, factory automation and many more. The modification that enabled this compared to other standards was the
lightweight protocol stack which enables low power communications. It also uses the ISM band as IEEE 802.11. Direct Sequence Spread Spectrum (DSSS) decreases the effect of any interference. Due to the low spectral efficiency the standard does not support a data rate higher than 250 kb/s but that is enough for sensor applications.

This standard, similarly to IEEE 802.11, is not designed for high reliability, and, due to that, it also lacks an optimized TDMA scheme. However, there is up to seven Guaranteed Time Slots (GTS)s. The packet size can be modified with setting the parameter “macsuperframeorder” (SO). As illustrated in Fig. 3.5 the superframe consists of Contention Access Phase CAP and Contention Free Period CFP. CFP can be enabled while CAP has a fixed minimum duration of \[440 \cdot 2^{SO}\] bits. Additional \[46 \cdot 2^{SO}\] bits is reserved for beacon and interframe spacing. This limits the capacity available for CFP to \[474 \cdot 2^{SO}\] bits in a superframe [Che+09]. On the other hand, not the packet size but the maximum number of 7 users per superframe is the critical limitation. The CAP is neglected as the focus is on CFA. If the SO is fixed to 2. Cycle-times with 15 ms is possible for a packet length of 32 bytes.

### 3.4.5 WirelessHART

WirelessHART, WHART, is the protocol designed for process automation using the physical layer of IEEE 802.15.4. As a major modification to the IEEE 802.15.4 it has a TDMA based radio resource management. The improvement is based on the consideration of critical sensor networks. This use-case requires small and frequent chunks of data for uplink compared to downlink. So timeslots are arranged for parallel communication.

WHART supports up to 16 channels at a 10 ms timeslot [Dan+13]. In each timeslot an ACK response is expected. The frame structure is depicted in Fig. 3.6. The MAC payload in a WHART packet contains 133 bytes. The ACK packet is 26 bytes thus the total data exchange in a WHART timeslot is 159 bytes, with a data rate of 250 kbps [PC09]. The ACK can be disabled to trade-off delay versus reliability.
16 users can use 16 orthogonal channels such that a cycle-time of 10 ms is sustained. However, as we show in Chapter 6, the parallel use of channels may cause interference. On a comparable level to previous protocols 60 users can be served within 40 ms.

### 3.4.6 LTE

3rd Generation Partnership Project Long Term Evolution (3GPP LTE) is the latest stable standard for mobile networks. Having access to only a limited band for wide use-cases, it proved to have a high spectral efficiency.

LTE uses multiple private bands which negates inter-technology interference. It deploys time and frequency resource blocks which allow flexible and efficient radio resource management. In Fig. 3.7 the frame structure of LTE is depicted. A frame is divided into 20 slots, 2 slots form a subframe. A resource block (RB) is formed of 12 carrier frequencies and 7 symbols and it is the minimum resource block of the system. A resource block can transmit up to 40 bytes of payload data with a large overhead [BK12]. Each subframe takes 1 ms. Therefore a minimum Transmission Time Interval will be 1 ms.

We will investigate the uplink resource management in LTE. In the TDD subsequent subframes are duplexed between uplink and downlink. This can be varied with different TDD configurations. We use in our analysis the TDD configuration 0 [BK12] where two of the subframes are downlink against six uplink and two special subframes in a total of 10 subframes. Special subframes can be control information or Random Access Channel for synchronization.

As presented in [DJ10], we try to calculate the worst cycle-time in an LTE frame of 10 ms for varying number of users. We use 25 resource blocks. Beyond 10 ms, the number of users and latency tend to increase linearly with increasing cycle-time. We see that due to the
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<table>
<thead>
<tr>
<th>Technology</th>
<th>Cycle (ms)</th>
<th>Packet (Byte)</th>
<th>Power</th>
<th>Initialization</th>
<th>N. Dens.</th>
</tr>
</thead>
<tbody>
<tr>
<td>WISA WSAN/FA</td>
<td>2</td>
<td>8</td>
<td>Low</td>
<td>-</td>
<td>60</td>
</tr>
<tr>
<td>WLAN</td>
<td>100</td>
<td>40</td>
<td>High</td>
<td>seconds</td>
<td>60</td>
</tr>
<tr>
<td>ECMA-368</td>
<td>22</td>
<td>1.6k</td>
<td>High</td>
<td>seconds</td>
<td>60</td>
</tr>
<tr>
<td>ZigBee</td>
<td>135</td>
<td>20</td>
<td>Very Low</td>
<td>seconds</td>
<td>60</td>
</tr>
<tr>
<td>WHART</td>
<td>40</td>
<td>133</td>
<td>Very Low</td>
<td>seconds</td>
<td>60</td>
</tr>
<tr>
<td>LTE</td>
<td>5</td>
<td>40</td>
<td>High</td>
<td>mseconds</td>
<td>60</td>
</tr>
</tbody>
</table>

number of RBs, 150 users are the maximum that can be supported. 75 users have a cycle-time of 5 ms. The achievable lowest cycle-time is 3 ms due to the TDD configuration. In FDD this would be as low as 1 ms.

3.4.7 Technology summary

The cycle-times are investigated fixing the number of users to 60. Tab. 3.1 shows the supported packet length and cycle-time of each technology. The ECMA has the highest packet size. The WSAN/FA has the lowest cycle-time of 2 ms. When both the packet length and the cycle-time is compared at the same time, LTE has the best trade-off. The problem with LTE, UWB and HCCA is that they do not support low power devices. The limitation of WSAN/FA with the a maximum of 120 users and of ECMA to 94 users, is a problem for scalability. Even though IEEE 802.11 does not have a protocol defined limit, the algorithm has a practical limit around 60 users. Other technologies do not have any standardized limits.

3.5 Evaluation

In this section we highlight two major problems for fulfilling the quality of service requirement as a result of the model we proposed. More specifically, we aim to extract communication reliability requirements of each technology given the application requirements. Thus, we use an exemplary application of cabin lighting which requires a 36 byte messages each 200 ms. This application has a safety requirement of $10^{-5}$ failures per flight. There are 60 sensors for this application that is the number of users in our evaluation.

Two main aspects of the quality of service problem is the communication reliability and the number of users. We can investigate one by fixing the other and vice-versa. Initially, we fix the number of users to 60 and investigate the required communication reliability.

We assume perfect layer 3 fragmentation without overhead, and if the packet size is bigger than supported by the technology, it is fragmented and sent in consequent fragments.
Fragmentation is used to adjust cycle-times for the technologies in order to meet the required packet length. Using the values given in previous section some technologies cannot support the payload in one cycle such that we need 4 and 2 times the cycle-time for WSAN and IEEE 802.15.4 to deliver the payload, respectively. This results in updated cycle times for both technologies of 8 ms and 270 ms, respectively. We see that IEEE 802.15.4 is not able to meet the delay constraint as one cycle-time is larger than the time window. The next step is the calculation of transmission attempts $N_p$ through Eq. 3.9 which results in $P_{app}$ with Eq. 3.8. As same application is considered the flight layer mapping is done only once. Using $N_p$ values of each technology, this is then mapped to the required communication reliability $P_{comm}$.

Table 3.2 shows that LTE requires $P_{comm}$ of less than 70%. As discussed in previous section, LTE turned out to be the best solution. It is followed by WSAN thanks to low cycle-time that allows for multiple retransmissions. Feasibility of these required reliability values is investigated in Chap. 6. The short conclusion is that time-diversity is a promising solution to achieve safety requirements of aircraft applications.

In a second step, we assume that the radio transmission has perfect reliability and no errors occur on the air. Through this we inspect the maximum number of users supported by each technology for a delay constraint of 200 ms. In this comparison we do not need the number of re-transmissions as the communication has perfect reliability. But still we need to scale the cycle-time with increasing number of users until it reaches the delay constraint. This gives the maximum number of users supported with perfect communication reliability in Tab. 3.2 on the last row. We did not consider signaling related or protocol related limitations. These are summarized in the previous sections. In short, the results show that scalability is also a limitation in most of the technologies even though a lot of bottlenecks are abstracted.

### 3.6 Summary

In this Chapter we provided a model to connect the certification requirements existing in aircrafts to Quality of Service (QoS) requirements that will be imposed on wireless technologies. We have used simplifying assumptions to compare the best-case scenario for the commercial
off-the-shelf technologies. We have demonstrated that even with a perfect physical layer assumption, some technologies are totally unable to fulfill the QoS requirements like the standardized contention free IEEE 802.15.4 and the others suffer from scalability.

Scalability is limited mostly due to scheduled resource allocation. To overcome this problem, in some technologies resources are allocated in a shared manner contrary to what we assumed in this Chapter, namely via the contention based access. However, to the best of our knowledge no contention based access protocol exists for strict delay constraints. We investigate and improve the access decisions of users to overcome this challenge in Chapter 5. However, an algorithmic solution is only feasible if the number of users accessing the system is in accord with the number of resources available in the system.

In order to provide effective guarantees, the user activity should be known by the access algorithm. In Chapter 4, we investigate the effect of user activity on the reliability of contention based access schemes. We demonstrate that user activity estimation is a solution to overcome the scalability limitation caused by the sporadic activity.
Chapter 4

Evaluation of User Activity for Delay-Constrained Reliable Access

In Chapter 3 we have broken down the system requirement to radio requirements. Following, we have identified that the two major sources of failure is the reliability of a single packet transmission and the multiplexing of the users on the radio resources. Reliability of a single packet transmission is investigated in Chapter 6. In Chapter 4 and 5 we focus on the latter problem, that is the multiplexing of the users to radio resources. In Chapter 5 we investigate an algorithmic approach for multiplexing users for strict stochastic and deterministic delay bounds. In this Chapter we start with evaluating state of the art protocols with respect to defined challenges and later on focus on the effect of user activity for this problem.

Reciting from Chapter 2, in a collaborative setting, the broadcast is an advantage for downlink communication such that every user can receive the message at the same time. However, for the uplink this means that users cannot communicate simultaneously or they will interfere with each other.

The BS, knowing the traffic profile of users, can broadcast the radio resource allocation for users to avoid interference. In other words it can set the activity parameter $\delta$ of each user as introduced in Chap. 2. This concept is called scheduling and can be formulated as an optimization problem constrained with user requirements and optimized with respect to efficient use of resources. However, the BS does not allocate resources in a proactive way, it reacts to the users. The reaction is triggered by requests of the users. Following, the BS distributes resources announcing it with a broadcast. In order to limit the overhead of distributing the scheduling decision, the BS does the scheduling with a certain frequency. Hence, the requests are accumulated and the decision can be made at the same time for many requests.
The collection of requests use a shared channel, named random access channel, in the current mobile networks. The users re-transmit until successful. However, the re-transmission behavior may result in continuous interfering of users with each other resulting in an unstable behavior. One of the reasons for such an unstable behavior is a burst of requests at the same times. The bursty behavior may be a result of machine communications due to correlations among users compared to the human communication that is independent in short time scale. Thus, the prior analysis of the stability of radio resources is not valid anymore and new solutions have to be developed regarding analysis of the new user activity.

The current solutions in random access algorithms encompass smoothing of the bursty distribution through shaping algorithms and expanding resource pool for re-stabilizing the access algorithm. Even when relaxed delay constraints are considered such as 10 minutes, these solutions fall short to provide a reliable access, or use abundant resources as we demonstrate in Sec. 4.2 of this chapter. The content in Sec. 4.2 is mostly from our work in [Gür+17b] and [GAK17a]. Sec. 4.2 demonstrates the problem of over-dimensioning as the only used solution. To solve this problem in Sec. 4.3 we undertake the problem of optimal resource provisioning by guaranteeing higher resource efficiency for delay constrained access, by theoretically estimating the activity of users. Sec. 4.3 is based on our work in [GKS19]. We show that estimating the activity of users improves resource efficiency when tight delay constraints are considered or with bursty arrivals. A practical user activity scheme is developed and analyzed in Sec. 4.4 where we propose the use of an admission control to guarantee delay-constrained reliable access in a scenario with limited resources such as an LTE cell, as based on our work in [Gür+19a].

4.1 Background and Related Work

In this section a short background on the radio resource management in cellular networks is given. Following, the related work that evaluates the effect of M2M activity, estimation performance and delay-constrained algorithm is included to emphasize the contributions.

4.1.1 System Model

We focus on a single cell with a homogeneous population of \( n_{\text{tot}} \) users that access the common base station (BS). The traffic is assumed to be uplink only. The users are randomly and sporadically activated, and their activity is modeled via a batch arrival of \( N_a \) users. In general, \( n_{\text{tot}} \) (or some upper bound on it) is assumed to be known, while \( N_a \) is a random variable. The time-frequency resources in the uplink are divided in a grid consisting of time-frequency slots (denoted simply as slots in further text), and without loss of generality, we assume that
the slot-bandwidth and slot-duration are of a unit size. We use the collision channel model
i.e., channels have 3 distinct states, idle (0, no request), singleton (1, 1 request) or a collision
(e, >1 requests) simplifying the interference effect. Unless physical layer enhancements are
assumed the central entity cannot differentiate two or more users and treats them equally.
We assume no capture capability. We also assume an instant feedback. Implementation of
such feedback channels is discussed in previous work [GAK17a]. In order to distinguish,
re-transmitting users and initially transmitting users, we will use the term backlogged user for
the collided users and initial arrival for the first transmission of a user.

4.1.2 Machine-to-Machine (M2M) Traffic

In case of an emergency alarm, re-synchronization event, or system start e.g., in an aircraft,
the \( n_{\text{tot}} \) users will try to simultaneously access the resources. The behavior of the users can
be in general investigated in three different categories: Delta, Poisson and Beta arrival.

**Delta** An elementary M2M traffic model, the so-called Delta model, lets the \( n_{\text{tot}} \) users access
in the same single slot, i.e., the synchronous arrival period (activation time period) is \( T_A = 1 \).

**Poisson** The arrival distribution of \( N_a \) can be modeled by a Poisson distribution if a set of
independent users are considered. For the Poisson distribution, we have

\[
\Pr[N_a = n_a | \lambda] = \frac{\lambda^{n_a}}{n_a!} e^{-\lambda}
\]  

(4.1)

where the mean number of arrived users is \( E[N_a] = \lambda \), assumed to be known.

**Beta** If the users are expected to react similarly to a timely event, then their traffic profile
should be correlated. This correlation can be reflected with a Beta distribution. A sophisticated
M2M traffic model can be based on the beta distribution [Kim+14; LAA14a; 11]. According
to the beta distribution, the probability that a device is activated in time instant \( t \in [0, T_A] \) is
given by

\[
p(t) = \frac{t^{\alpha-1}(T_A - t)^{\beta-1}}{T_A^{\alpha+\beta-1} \text{Beta}(\alpha, \beta)}
\]  

(4.2)

where \( \text{Beta}(\alpha, \beta) = \int_0^1 t^{\alpha-1}(1 - t)^{\beta-1} dt \), \( \alpha \) and \( \beta \) are shape parameters, and \( T_A \) is
the activation time. We assume the 3GPP model [3rd00], where \( \alpha = 3, \beta = 4 \) and \( T_A = 10 \) s.
Assuming that the activation time is discretized into \( L \) time units\(^1\), the probability of \( n_a \)

\(^1\)I.e., we assume that the arrivals are gated in batches of \( L \) time units.
Table 4.1: Summary of main model notations.

<table>
<thead>
<tr>
<th>User parameters</th>
<th>System Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n_{tot}$</td>
<td>$M$</td>
</tr>
<tr>
<td>Number of users (machines) = total number of user requests</td>
<td>Number of preambles</td>
</tr>
<tr>
<td>$T_A$</td>
<td>$\Gamma$</td>
</tr>
<tr>
<td>Activation time period of the $n_{tot}$ user requests</td>
<td>Number (const.) of back-off slots with index $\gamma = 1, 2, \ldots, \Gamma$</td>
</tr>
<tr>
<td>$n_a$</td>
<td>$B_\gamma$</td>
</tr>
<tr>
<td>Active users at one slot</td>
<td>Number (rand. var.) of users in given back-off slot $\gamma$</td>
</tr>
<tr>
<td>$N_a$</td>
<td>$\Pi_{\gamma,\pi}$</td>
</tr>
<tr>
<td>Random variable for active users at one slot</td>
<td>Number (rand. var.) of users on given preamble $\pi$ in given back-off slot $\gamma$</td>
</tr>
</tbody>
</table>

Arrivals in interval $t_s, t_s \in [0, \cdots, \frac{T_A}{L} - 1]$, can be approximated as,

$$\Pr[N_a = n_a|t_s] \approx \left(\frac{n_{tot}}{n_a}\right)P[t_s]^{n_a}(1 - P[t_s])^{n_{tot} - n_a} \quad (4.3)$$

where the total number of $n_{tot}$ users is assumed known and $P[t_s]$ is given by

$$P[t_s] = \int_{t_s L}^{(t_s+1) L} p(t) \, dt. \quad (4.4)$$

The exact probabilities would require a partitioning based analysis. This approach is reminiscent of the one taken in [Lan+13a], where the discretization yields a time-modulated Poisson process, whereas in our case we deal with a binomial one, as indicated by Eq. (4.3).

4.1.2.1 Synchronous Arrival Detection

Access protocols for M2M traffic generally rely on some M2M traffic (synchronous arrival) detection mechanism to switch from regular (non-M2M) operation to the M2M random access operation mode and back to the regular mode when the M2M traffic subsides. For instance, the eNB can monitor an energy detector that detects a high number of MSG3 collisions, indicating the onset of M2M traffic [MSP14a]. For specific system settings, there may be outside triggers for switching to M2M traffic mode, e.g., alarms in smart meters [Che+12], or specific alarms or system start-up signals in an aircraft cabin. However, a system can also work dynamically adapting the operation on the fly for M2M and non-M2M through estimation techniques. This option is evaluated in the last section of this chapter.
4.1.3 Radio Resource Management in Cellular Networks

In LTE a hybrid radio resource management is utilized to allocate resources for users. This hybrid approach splits the request and the payload on different phases. When a user has a packet to transfer, first the BS is informed about the request using a Random Access Channel (RACH). RACH is a shared channel and user may fail due to lack of coordination if both users access the same resource at the same time. The failure is referred to as a collision in the rest of this chapter. Following the request reception, the BS allocates radio resources for the UL transmission with a downlink message. The payload can be transmitted on this resource without contention. The hybrid scheme is resource efficient for large payload and low request frequency. In case the payload decreases, the overhead of the request becomes significant. Or similarly, if the request frequency increases the contention based access becomes inefficient and takes too long. As these characteristics exactly represent the profile of M2M communication, the random access channel performance is evaluated in this chapter first in LTE scope with hybrid access scope followed with 5G adaptation that is the contention based access scope called the grant free access.

4.1.3.1 LTE Random Access Channel (RACH)

As specified by the 3rd Generation Partnership Project (3GPP), the random access scheme of the Long Term Evolution (LTE) wireless standard [16] is based on a variant of Slotted ALOHA with four message transfers. A resource block (RB), the basic unit of the resource grid of LTE, is a defined group of sub-carriers within a slot. As any other LTE channel, the RACH works by using multiple assigned RBs. On top of that, any RACH message is sent by means of orthogonal preambles. These preambles are Zadoff-Chu sequences [Pop92], which are orthogonal to one another. Therefore, several preambles can be transmitted at the same time without causing decoding problems at the receiver.

The operation of the Random Access Procedure (RAP) of LTE is illustrated in Fig. 4.1. RAP is initiated by either the Radio Resource Control or PDCCH order on the user side, which is detailed in [16]. First step in the RAP is the preamble selection, which is controlled via the parameters, the Physical RACH (PRACH) Mask Index and ra_preambleindex. In case these parameters are not set, the user selects and transmits a random preamble. After the transmission, the user calculates on which resource block it will receive the response inferring it through the selected preamble and waits for it. Then, an active preamble is detected by the eNodeB, and it answers with a Random Access Response. This answer includes (1) the UL Grant that describes which preamble is allocated to which UL Shared Channel, (2) the target power for the MSG3, and (3) the timing advance to correct the synchronization of
Figure 4.1: The messages exchanged for Random Access Procedure. The abstraction of first two messages and the periodic possibility to re-use RACH enables this process to be seen as a Slotted ALOHA.

the user. The user expects this message within a transmission time interval if MSG3 is not received then the first step is repeated. If successfully received, the user answers with its own identity and connection establishment details in MSG3. After that, the user waits for a \textit{mac-ContentionResolutionTimer} until it receives the Collision Resolution (CR) from the eNodeB, which includes the Cell Radio Network Temporary Identifier (C-RNTI), mapping to a certain set of RBs. Successful reception of CR concludes the RAP. If the CR message is not received, the process starts over again from the first step. The reason of not receiving CR is usually two users interfering with each other causing a collision. The collision happens with the MSG3. Assuming successful reception of message 1 and message 2, as this is determined by the transmission power settings, we can focus on the message 3 and 4. Focusing on these two messages we can abstract the RAP as a Slotted ALOHA (SA) system. If we consider multiple preamble selection possibilities, this creates a multi-channel SA (MC-SA).

In Fig. 4.2 the LTE RACH is depicted such that each column illustrates one subframe used by the RACH (called Random Access Opportunity or simply RAO), and each row represents a different preamble. As usual with SA, if a collision occurs, the user detects it with a timer, selects a random back-off time, and tries again. Stability is guaranteed by limiting the number of re-transmissions. Following, after certain number of trials a packet has to be dropped, such that it will never be transmitted. This is unacceptable for high reliability requirements. For simplicity of exposition, we model the LTE RACH to operate on a slot-by-slot basis, thus as a multichannel Slotted ALOHA, whereby each slot provides $M$ preambles.

4.1.3.2 Slotted ALOHA

Commonly, LTE RACH is abstracted as a Slotted ALOHA system with $n_a$ users and $M$ preambles (which are equivalent to channels). In a given slot, each user uniformly selects one of the $M$ preambles for transmission with a uniform probability of $1/M$. The probability that
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Figure 4.2: Grid depiction of the transmission of the preamble within the first step of the LTE RAP. As collided users decide which preamble to re-select in a independent manner.

Table 4.2: The variation of success probability $p_s$ varying with number of preambles kept equal to number of users as $M$.

<table>
<thead>
<tr>
<th>$M$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>8</th>
<th>10</th>
<th>12</th>
<th>14</th>
<th>16</th>
<th>18</th>
<th>20</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_s$</td>
<td>0.5</td>
<td>0.45</td>
<td>0.42</td>
<td>0.41</td>
<td>0.40</td>
<td>0.39</td>
<td>0.39</td>
<td>0.39</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
<td>0.38</td>
</tr>
</tbody>
</table>

a given preamble contains one successful transmission is

$$\left( \begin{array} {c} n_a \\ 1 \end{array} \right) \left( \frac{1}{M} \right) \left( 1 - \frac{1}{M} \right)^{n_a-1}.$$  \hspace{1cm} (4.5)

If we control the system such that the number of users $n_a$ contending for transmission in a slot is equal to the number of preambles $M$, i.e., $n_a = M$, the probability of successful transmission becomes

$$p_s = \left( 1 - \frac{1}{M} \right)^{M-1}.$$  \hspace{1cm} (4.6)

Tab. 4.2 summarizes that the probability of successful transmission on a given preamble in a slot, and thus the throughput of the slotted ALOHA access system, increases with decreasing number of preambles $M$, while controlling the number of users $n_a$ to match the number of preambles ($n_a = M$).

4.1.3.3 Framed Slotted ALOHA

The slotted ALOHA works on a slot by slot basis. Each user after accessing a slot makes a decision when to re-transmit the packet. If a user decides to re-transmit immediately, the initial arrivals transmitting on the next slot interfere with this user. The interference can be avoided if coordination can be achieved between these users. A windowing approach, where users decide on a basis of $n$ slots instead of a single slot, ensures that no new users can access the frame [Sch83a]. All the new users have to wait until the start of a new frame. This adds an initial delay on average half of the size of the frame. However, variations in the user activity
is smoothed and if the window size is large enough, a similar behavior in each frame can be expected. A smoother activity results in decreased variance in number of users per slot. Thus, the user behavior estimation techniques are more accurate and can be deployed.

Another way to deploy an algorithm that reacts to the number of users is to use tree algorithm.

### 4.1.3.4 Tree Algorithms

Tree algorithms are designed to stabilize the resource efficiency for uncoordinated uplink radio resource management. The algorithm assumes certain capabilities in the communication system such as: slotted time, collision channel and instant central feedback.

In the following, the operation of selected types of Tree Algorithms is briefly explained. The principle behind the tree algorithm is a user splitting strategy. First, users access a slot randomly. If multiple users access the slot at the same time the result is a collision. After the initial collision, all the initial arrivals are blocked. After the collision, users draw a random number, e.g., either 0 or 1 for Binary Tree Algorithm (BTA). Those which selected 0 are allowed to transmit in the following slot and those which selected 1 wait until at least a second slot.

The feedback message reports the outcome of a slot to all users. If the feedback is a success, then all of the users decrement their waiting counter by 1. If the feedback is a collision, users increment their waiting counter by one. When the feedback is a collision, the collided users select one or zero randomly to increment their waiting counter by that value. Each user transmits when their waiting counter is 0. The random splitting is repeated after every collision until no collision appears. Extensions from binary to Q-ary is also possible and more details can be found in [Mas81], [MF85].

The operation of a BTA can be depicted as a tree diagram, like the one shown in Fig. 4.3. In such a diagram, each group of users with the same split decision is represented by a node. The number inside each node reflects the number of users that have reached that node. In case of collision, that is, if the number of users in the node is greater than one, two new branches sprout from the collided node, since the users are divided into two new groups. The numbers by each branch represent the two possible choices that a user can make.

Tree algorithms are a reactive solution against user activity to regulate the use of resources through feedback. However, a proactive way against user activity is collision avoidance that can be used to proactively control users with feedback before their initial access such as in access barring.
4.1.3.5 Access Barring

In access barring, the eNB broadcasts an Access Class Barring (ACB) parameter between zero and one to all users. A user independently draws a random number between zero and one and compares its random number with the ACB parameter. If the user’s number is smaller than the ACB parameter, then the user re-tries until it passes the access barring. If the user’s number is larger than the ACB parameter, the user immediately advances to the LTE random access.

Dynamic Access Barring algorithm (DAB) [Dua+16] adjusts the ACB parameter dynamically based on the collision history and the resulting estimate of the number of user requests that will advance to the random access contention in the upcoming slot. DAB broadcasts the updated ACB parameter to the users in each slot. Pre-back-off is a similar technique that requires users to wait a certain time before their initial transmission.

Techniques used in LTE are mostly covered, in the following part the grant free access for 5G RRM is introduced.

4.1.3.6 Grant Free Access

In previous sections we have introduced contention based access to collect requests of the users. However, a contention based access for user payload is also possible. This is a logical option with smaller payloads. The payload based contention is called grant free access. The name comes from the hybrid access logic where the requests are sent on a contention basis to receive a grant for payload transmission. As this scheme disregards grants, it is named as grant free access.

Analytical models used to evaluate delay of a packet or a request is the same for random access and grant free access. The only difference is the assumption for a slot size matching
the size of a packet or a request. This also makes the payload size a part of the analysis. So assuming homogeneous payload among applications makes the analysis similar to the request based analysis.

4.1.4 Related Work

We briefly review the general area of random access strategies for M2M traffic. We then review in detail the related studies on collision avoidance and on collision resolution. Furthermore, the state-of-the-art access algorithms are evaluated against delay-constraints. Lastly, the admission control related work is included.

4.1.4.1 General Random Access Strategies for M2M Traffic

Wei et al. \[WCT12; WCT13\] have analyzed LTE random access for synchronous M2M traffic. In a follow-up work, Cheng et al. \[Che+15\] and Wei et al. \[WBC15a\] have proposed to estimate traffic arrivals and to dynamically allocate resources for M2M traffic. Cheng et al. \[CLL11\] have examined prioritization to serve M2M traffic according to its delay tolerance. Inaltekin and Wicker \[IW08\] have conducted a Nash equilibrium analysis of M2M arrivals with a game-theoretic perspective of selfish users reaching the random access channel. Lioumpas and Alexiou \[LA11\] investigated the effects of uplink scheduling for mitigating M2M arrivals. They proposed dynamic allocation of different random access resources to better accommodate the variable M2M arrivals. The general strategy of allocating additional random access resources for M2M traffic has been examined from a number of perspectives. A resource control perspective has been considered in \[ST12\] while a game theory based perspective has been investigated in \[Pan+14\]. The perspective of reporting based resource allocation has been introduced in \[MSP14a\] while delay requirements were considered in \[Jia+13; OHL15\] and a context-aware perspective has been considered in \[PLW16\].

Alternative strategies for the challenging synchronous M2M traffic have been explored in several studies. Based on examining the signaling for random access, data transmission schemes have been proposed in \[And+13; Dhi+14; She+11\]. Grouping-based radio resource management \[LCL11; CZB14\] has been proposed to trade off between different user groups. Prioritized random access (PRADA) \[Lin+14\] generalizes the grouping approach. Learning mechanisms for random access slot selection have been explored in \[BMG14\]. A code expansion random access strategy has been introduced in \[Pra+12\].
4.1.4.2 Collision Avoidance for M2M Traffic

For one-shot M2M arrivals, Duan et al. [DSW13; Dua+16] have examined Dynamic Access Barring (DAB) in an LTE system. Duan et al. dynamically modify the LTE Access Class Barring (ACB) parameter according to the collided and successful preamble transmissions. Effectively, DAB strives to modify the arrival rate so as to maintain a uniform arrival rate to the random access channel. DAB requires a new parameter transmission to all registered devices in the network at the end of each frame. Ko et al. [Ko+12] have exploited timing advance information in the random access messages to develop a novel access scheme for fixed location devices. The resolution of the timing advance information requires two contending users to be at least 156 meters apart. Wang and Wong [WW15a] merged DAB with the timing advance information approach. The parameters of both techniques were molded into a single optimization problem and the effects of the parameters were investigated under heavy M2M traffic.

Group paging, where a set of distributed user nodes need to be connected to a central eNB node, is closely related to synchronous M2M traffic models. Jiang et al. [JWD14] introduced a pre-backoff approach for group paging and analyzed the optimal paging size for a given initial number of M2M devices. However the suggested technique has a scaling problem due to the LTE backoff mechanism after a collision [Har+15]. The scaling problem is partially solved in [DW15] by forming different clusters for group paging and treating the cluster heads at a different phase as another group paging process. This solution assumes that the cluster heads are able to carry the data transmitted in their cluster within a single slot as an optimized (aggregate) forwarding operation. This aggregate forwarding operation in turn gives rise to a new scaling problem [DW15].

Further solutions for M2M overload based on access barring have been examined in a few studies. In [Phu+12; Tsa+12], access class barring variations have been investigated, while a full rejection of M2M traffic depending on the traffic load has been investigated in [KHT12]. Fast Adaptive Slotted ALOHA (FASA) with access barring was introduced in [Wu+13] and arrival estimation for access barring was investigated in [He+15]. For one-shot arrivals, Lien et al. [Lie+12] proposed a cooperative access barring scheme for multi cellular M2M communications. The multitude of picocells is exploited to offload some M2M communication between cells depending on the arrival density; thus essentially smoothing the M2M traffic load across a spatial region. Wali and Das [WD14] proposed heterogeneous networks as a solution to overload M2M traffic scenarios.
4.1.4.3 Tree Based Random Access for M2M Traffic

General stability analyses of tree-based collision resolution for bursty traffic models have been conducted in [VB04]. For simultaneous batch arrivals from an unknown number of devices, the batch resolution algorithms in [CS88; PFP05; Zan12a] estimate the number of devices and conduct random access for their requests.

Madueno et al. [MSP14b] proposed a collision resolution method using a $q$-ary tree splitting algorithm for synchronous M2M arrivals in LTE. The tree splitting algorithm splits the available preambles into groups. Preamble groups are assigned to the collided requests with a specific back-off timer. Although the tree splitting approach serves all the requests faster compared to previous approaches, it achieves a long run average throughput (of successful request per preamble per slot) of only 0.20. Energy harvesting aspects of tree based random access for M2M traffic have been examined in [VAA16].

4.1.4.4 Tree Resolution Algorithm

Tree resolution algorithm has been extensively studied for (non-synchronous) Poisson process arrivals. Capetanakis [Cap79a] showed that the stable throughput (of successful requests per slot) of the binary tree algorithm, that uses a dedicated binary tree to resolve the collisions, is 0.34. The optimum (dynamic) tree protocol [Cap79a, Section III-A.] with an optimal branch size for the first branch, followed by binary tree branching increases the throughput to 0.4295. Extensions of the optimum tree protocol generally exploited specific feedback information or interference cancellation techniques to achieve further throughput increases. For instance, the modified tree algorithm [Mas81] uses the data of an empty or a collided resource to estimate and resolve a wasted slot before it occurs, achieving a throughput 0.4622. The First Come First Served (FCFS) based contention resolution [Gal78] adapts the decision of joining a slot or not and the number of available slots with the resource use feedback, achieving a throughput of 0.4877. The successive interference canceling tree algorithm extracts data from collided slots to achieve a throughput of 0.693 [PVB07; YG07].

4.1.4.5 Hybrid Random Access

A hybrid random access scheme that shares resources between the random access channel and data transmission channel was investigated by Wiriaatmadja and Choi [WC15]. Wiriaatmadja and Choi and modeled human to human (H2H) traffic and M2M traffic in order to optimally allocate resource for the data channel and the random access channel. Liu et al. [Liu+14] and Verma et al. [Ver+16] combined conventional carrier sense multiple access for collision resolution with a reservation based time division multiple access. Hybrid random access
combining a contention-based and contention-free access has been examined for M2M in a home setting in [Yu+15].

Introducing the wide set of random access protocols we move on to state of the art on consideration of delay constraints for random access.

4.1.4.6 Delay constrained random access

A branch of work in delay constrained random access assumes that the arrival distribution is known such that the resolution can provide guarantees for that arrival setting. In this branch, the total number of devices is assumed to be known. However, the exact activation time of each device is not known. Thus, contention algorithms are optimized with the knowledge of the total number of devices. In [Ste+13], authors suggest that devices are polled to the access channel. After each passing time-slot the probability of access decreases where after some time there are only idle channels. They also suggest that probability is modified exponentially. The set of outcomes is fed to a maximum likelihood estimator to provide the total number of backlogged devices. Through the knowledge obtained from polling they allocate required number of resources for contention. However, in case polling is done periodically it can translate into added delay. Another work with known number of users is [SLP17] where authors have investigated resolution of certain number of users via successive interference cancellation capability within a certain limited amount of time. A recent work [Vil+18a] uses stochastic network calculus to provide stochastic bounds on the delay for dynamic access barring. Work [Jia+17a] derives delay distribution for the multichannel slotted ALOHA.

Previously, the request based contention is defined as random access and packet based contention is defined as grant free access. As the study also covers evaluation of 5G based access algorithms introduction to state of the art on delay constrained grant free access is necessary.

4.1.4.7 Delay constrained grant free access

Grant-free access from the system level perspective was investigated in [Jac+17], for an outdoor 3GPP urban scenario with multiple cells. The main contribution of the paper are simulation-based results that outline the setups in which the grant-free approaches outperform the grant-based ones, for the case of Poisson arrivals. Another work evaluates user activity with Bernoulli arrivals with different activation probabilities for grant-free scenarios in [Kot+18], proposing a new hybrid scheme that benefits from the advantages of both grant-based and grant-free schemes and focusing on the achievable data rates.
The capabilities of grant free access can be further increased through interference cancellation capabilities, as assumed to be provided by the 5G physical layer. Recent work have been focusing on this capability.

### 4.1.4.8 Delay constrained random access with interference cancellation:

A system level integration of grant free $K$-MPR in the 5G setup is evaluated via simulations in [SC17], comparing the effects of the channel estimation failure and contention failure on the access protocol design. In [Sin+18], $K$-MPR FSA is evaluated and the authors provide analytical expressions for collision probability under Poisson arrivals; we note that the extension for other arrival types is not trivial. Moreover, the resource-efficiency perspective is neglected, as the throughput is not evaluated, and there is no discussion on how increasing $K$ affects the throughput. An extension of Irregular Repetition Slotted ALOHA (a slotted ALOHA-based scheme with successive interference cancellation) for the scenarios with multiple classes of Beta arrivals with different reliability-latency constraints is investigated in [Abb+17].

Finally, after we introduce the state of the art in admission control. The admission control before random access is totally novel up to our best knowledge. In the following, we discuss the admission control in wireless networks for scheduled access.

### 4.1.4.9 Admission control:

There are works that use admission control after random access for access grants. A work from Bell Labs [KLE95] proposes a protocol that is called Distributed Queuing Request Update Multiple Access (DQRUMA). A controller keeps track of a distributed queue. The distributed queue is the buffer status of multiple users. When a user has a packet, it can place a request on the random access. This request can collide and the collision is resolved with a tree resolution algorithm. This is called the request part of the algorithm. Through the state of the queues the controller decides whom to grant access. If a user is allocated a resource, then it can send a packet. At the end of a packet, a one bit header is added to notify that it has more packets. This approach is called piggy-backing and it updates the distributed queue. In general, it has a similar structure as the LTE system in terms of access grant logic. Two particular differences are that tree resolution is used and through piggy-backing the load on the random access channel is decreased. A similar adaptation for the current mobile networks is also proposed in [Lay+16]. Distributed Queuing is an adaptation of the tree resolution protocol for requests. Thus, long waiting times for long data packets are avoided through transmission of request packets. Up to the best of our knowledge stochastic delay constraint access has been neglected by the DQ protocols. Some of the most recent work on DQ have taken a load reactivity direction.
4.1.5 Notation

The sets are denoted with calligraphic capital letters \( \mathcal{A} \). Sequences are denoted with bold lower-case letters \( \mathbf{a} \). Sequences of sequences are denoted with bold upper-case letters \( \mathbf{A} \). \( \mathbb{E}[\cdot] \) is used for expectation and \( e \) denotes the natural exponent. \( \hat{\cdot} \) is used for the estimated quantities. Probability mass functions are given with \( p[\cdot] \) while probability density functions are denoted as \( p(\cdot) \).

4.2 The effect of user activity on average delay constraints in cellular networks and hybrid solutions

This section evaluates a class of state of the art radio resource managements protocols for synchronous user activity called as M2M traffic. We examine collision avoidance techniques, such as pre-smoothing and access barring, with tree collision resolution to form the class of hybrid collision avoidance-tree collision resolution protocols.

As we have taken the safety-critical intra-aircraft communications for our use-case, we apply the state of the art solutions for intra-aircraft requirements, as defined in Sec. 3, to compare them. The worst case for such a machine to machine (M2M) scenario will be an alarm or the re-synchronization after a power shortage, since all of the M2M devices at that moment will try to reach the network simultaneously this will make a reliable communication almost impossible with the available LTE system, which is a candidate for the in-aircraft communications with the possibility of LTE-U chip sets \([\text{LTE15}]\). With the advances in wireless sensor technology and their widespread deployment on aircraft it will be important to develop effective communication protocols for synchronous M2M communication in Wireless Aircraft Intra Communications (WAIC) settings.

4.2.1 Scheduled access for M2M

A basic approach to multiple access is to use static time division multiple access scheduling, in which the devices are pre-assigned slots and thus their mutual interference is avoided. However, this approach makes sense if the activity patterns of the users are a-priori known (or can be precisely forecast) or if \( n_a \) is close to \( n_{\text{tot}} \), when the base station schedules the resources to all \( n_{\text{tot}} \) devices in the cell. Otherwise, if \( n_a \ll n_{\text{tot}} \) and the user activation is random, static scheduling results in a very low efficiency as can be seen in Fig. 4.4. Indeed, for the static scheduling, the number of resources needed per user, namely the throughput is simply

\[
T = \frac{\mathbb{E}[N_a]}{n_{\text{tot}}} \quad (4.7)
\]
as all active users are successful without any contention, i.e., $N_a = N_i$, and the reliability of this approach is $r(g, L, n_a) = 1$.

An alternative to scheduled scheme is to use dynamic scheduling of the slots to the active devices. In this approach, the BS first learns both $n_a$ and active user identities, such that it can instruct them which slots to use. This is achieved using a separate resource reservation phase, which is standard request based access. In the resource reservation phase, the active users contend for resources with special packets containing their identifiers (i.e., metadata) in order to inform the BS of their activity and receive notification of the slot assignment for the subsequent transmission of the packets containing data.

We first summarize how the collision avoidance techniques that are introduced in the background synergies with resolution techniques.

### 4.2.2 Collision Avoidance

In this section we examine collision avoidance mechanisms for M2M traffic. We consider PreBO smoothing and conduct a probabilistic analysis of the PreBO dynamics. We then consider DAB as an alternative collision avoidance mechanism.

**Arrival Smoothing as Enabler for Optimal Dynamic Tree Resolution Algorithm**

Generally, the high-performance dynamic tree resolution algorithm mechanism [Cap79a] requires accurate estimates of the number of requests colliding on a preamble in order to initiate the tree
resolution algorithm with the optimal number of tree branches. However, in the LTE system, the number of the collided users on a preamble in a given slot is not available. The direct estimation of the Beta distributed M2M request arrivals is also very challenging [Lan+13b]. Moreover, in the LTE RACH, the request arrivals are distributed over $M$ preambles; thus, the estimation of the collided requests on a given preamble is prone to large estimation errors.

The preBO strategy can bypasses this challenging estimation of the arrivals. The pre-backoff uniformly distributes the requests over $\Gamma$ back-off time slots with $M$ preambles available in each slot. This uniform distribution shapes the request arrival process to follow approximately a Poisson distribution, as illustrated in Section 4.2.2.2.

Capetanakis [Cap79a, Section III-A.] showed that the optimal number of branches for the initial branching in a tree algorithm should be the first integer greater than the constant $\mu$ divided by 1.15. $\mu$ is the mean of the Poisson distributed number of request. Instead of configuring the number of tree branches, we configure the number of pre-back-off slots $\Gamma$ as a novelty. Importantly, our number of pre-backoff slots is analogous to the number of initial tree branches in [Cap79a]. Based on this key insight, we configure the number of pre-back-off slots $\Gamma$ as follows. We first note that with a total of $n_{tot}$ UE requests and $M$ preambles per slot, there are on average $n_{tot}/M$ UE requests to be processed on a given preamble (across all pre-back-off slots). Noting that $n_{tot}/M$ is a moderately large number in typical M2M scenarios, the optimal number of pre-back-off slots is

$$\Gamma = \left\lceil \frac{n_{tot}}{1.15M} \right\rceil,$$

which we round up to obtain an integer number of pre-back-off slots.

The second key insight about the arrival smoothing of pre-back-off is that the uniform random distribution of the $n_{tot}/M$ UE requests on a preamble into $\Gamma$ back-off slots corresponds to executing the initial tree branching of the optimal tree protocol [Cap79a, Section III-A.]. For the subsequent tree branching, two branches, i.e., the binary tree is optimal [Cap79a, Section III-A.].

### 4.2.2.1 User activity smoothing

The correspondence between the user activity smoothing with PreBO and the optimal tree protocol [Cap79a, Section III-A.] is introduced in section. M2M requests may arrive over a time period of multiple $T_A$ slots, see Section 4.1.2. We set the number of PreBO slots

$$\Gamma = \left\lceil \frac{n_{tot}}{1.15M} \right\rceil,$$

equal to the number of optimal branches. Specifically, the $n_a, n_a \leq n_{tot}$, UE requests arriving in a given slot $t$ are uniformly randomly distributed over the next $\Gamma$ slots. That is, each UE
node independently randomly selects a given back-off slot $t + \gamma$, $\gamma = 1, 2, \ldots, \Gamma$, with uniform probability $1/\Gamma$.

### 4.2.2.2 User activity smoothing analysis

For the analysis in this section, we consider $n_{\text{tot}}$ arrivals in a single slot, i.e., the Delta M2M traffic model. The motivation is to provide a best-case analysis. Later on this analysis is compared with simulations for both Delta and Beta arrivals in Section 4.2.5. Independently randomly distributing $n_{\text{tot}}$ UEs into $\Gamma$ back-off slots results in the probability mass function (pmf)

$$P_{B_{\gamma}}[b] = \binom{n_{\text{tot}}}{b} \left( \frac{1}{\Gamma} \right)^b \left( 1 - \frac{1}{\Gamma} \right)^{n_{\text{tot}}-b}, \quad b = 0, 1, \ldots, n_{\text{tot}},$$

(4.10)

for the number $B_{\gamma}$ of UEs in a given backoff slot $\gamma$, $\gamma = 1, 2, \ldots, \Gamma$. Fig. 4.5 illustrates the pmf $P_{B_{\gamma}}[b]$ for a group of sensors that can be modeled by the beta distribution. We observe from Fig. 4.5 that for the typical large number of requests $n_{\text{tot}}$ (on the order of thousands) relative to the number of preambles $M$, the pmf $P_{B_{\gamma}}[b]$ closely approaches the Poisson distribution with mean $1.15M$. Moreover, we observe from Fig. 4.5 that the support of the pmf $P_{B_{\gamma}}[b]$ can reasonably be approximated by the Poisson distribution to the range $1.15M/2, \ldots, 3 \cdot 1.15M/2 = 27, \ldots, 81$ (for the considered typical number of preambles $M = 54$).
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Figure 4.6: Probability mass function (pmf) for number $\Pi_{\gamma,\pi}$ of UE requests on a given preamble $\pi$ within a given PreBO slot $\gamma$ for different given numbers $B_{\gamma}$ of UE requests in a given backoff slot $\gamma$. The pmf of $\Pi_{\gamma,\pi}$ approximates the pmf of a Poisson random variable with mean 1.15.

Through conditioning on the number $B_{\gamma}$ of UEs in a given back-off slot $\gamma$, we obtain the pmf for the number $\Pi_{\gamma,\pi}$ of UEs on a given preamble $\pi$, $\pi = 1, 2, \ldots, M$, within a given pre-back-off slot $\gamma$, $\gamma = 1, 2, \ldots, \Gamma$, as

$$P_{\Pi_{\gamma,\pi}}[i] = \sum_{b=i}^{n_{\text{tot}}} P_{B_{\gamma}}[b] \left( \frac{1}{M} \right)^i \left( 1 - \frac{1}{M} \right)^{b-i}, \quad i = 0, 1, \ldots, n_{\text{tot}}. \quad (4.11)$$

Alternatively, pre-back-off can directly distribute the $n_{\text{tot}}$ UE requests uniformly randomly over the $\Gamma M$ preambles covered by the $\Gamma$ back-off slots. Then,

$$P_{\Pi_{\gamma,\pi}}[i] = \left( \frac{n_{\text{tot}}}{i} \right) \left( \frac{1}{\Gamma M} \right)^i \left( 1 - \frac{1}{\Gamma M} \right)^{n_{\text{tot}}-i}, \quad i = 0, 1, \ldots, n_{\text{tot}}. \quad (4.12)$$

Inserting $\Gamma$ from Eqn. (4.8) gives

$$P_{\Pi_{\gamma,\pi}}[i] = \left( \frac{n_{\text{tot}}}{i} \right) \left( \frac{1.15}{n_{\text{tot}}} \right)^i \left( 1 - \frac{1.15}{n_{\text{tot}}} \right)^{n_{\text{tot}}-i}, \quad i = 0, 1, \ldots, n_{\text{tot}}. \quad (4.13)$$

In order to avoid notation clutter, we abbreviate $P_{\Pi_{\gamma,\pi}}[i]$ to $P_{\Pi}$. Notice that the mean of $\Pi_{\gamma,\pi}$ is 1.15. Also, notice that for large M2M systems, i.e., for $n_{\text{tot}} \to \infty$, the binomial distribution in Eq. (4.13) converges by the Poisson Limit Theorem \cite{Bil12} to the Poisson distribution with parameter 1.15, i.e., to $P_{\Pi}[i] = e^{-1.15} (1.15^i/i!)$. Fig. 4.6 illustrates the pmf $P_{\Pi}$ for the typical range of numbers $B_{\gamma}$ of requests in a given backoff slot ranging from $B_{\gamma} = 27$ to $B_{\gamma} = 81$. We observe from Fig. 4.6 that with probability
of roughly one third there is only one request on a given preamble, resulting in successful random access. We also observe that if there are multiple requests on a given preamble, i.e., a collision occurred, then the number of collided requests is typically small, in the range from two to five. A higher number (of six or more) collided requests occurs only rarely.

### 4.2.3 Tree based Random Access (TRA) for M2M Traffic

In contrast to the prior studies on tree resolution algorithm, we combine the collision avoidance mechanism from Section 4.2.2 with tree resolution algorithm to efficiently serve bursty M2M traffic.

More specifically, prior studies on dynamic tree resolution algorithm access employed estimation methods with Poisson traffic. The bursty M2M traffic would require novel traffic estimation methods for the dynamic tree resolution algorithm. The effect of user activity also motivates the subsequent sections in this chapter. The challenging estimation problem is bypassed by executing a collision avoidance mechanism prior to feeding the UE requests into the TRA. As we demonstrate in Section 4.2.2.2, the pre-back-off smooths the bursty arrivals to approximate a Poisson distribution. Thus, after the pre-back-off, any of the tree algorithms can be employed to achieve high performance reliable random access in LTE. However, signaling and the decision timings have to be adapted to fit the LTE system.

#### 4.2.3.1 Specification of the TRA Protocol

After the collision avoidance mechanism, the tree-based random access (TRA) protocol sequentially processes the UE requests on a given preamble. In particular, in case of the PreBO collision avoidance, the $\Pi_{\gamma,\pi}$ UE requests on preamble $\pi$ in a given pre-back-off slot $\gamma$ are processed as follows. If $\Pi_{\gamma,\pi} = 1$, then the single UE request is successful. If $\Pi_{\gamma,\pi} \geq 2$, then we sequentially launch a binary (two branches) tree resolution algorithm (collision resolution) for these UE requests. Specifically, these UE requests are directed to a preamble group consisting of two preambles in an upcoming slot. Note that with $M$ preambles there are at most $M/2$ preamble groups for binary tree collision resolution in a slot. The process of directing UE requests to a preamble group is repeated until all of the UE requests have been served.

### 4.2.4 Hybrid Collision Avoidance-Tree Resolution Protocols

#### 4.2.4.1 Pre-Backoff Tree-based Random Access (PreBOTRA)

**Protocol Specification** The PreBOTRA protocol is a concatenation of the pre-back-off (PreBO) specified in subsection 4.2.2.1 and the tree resolution algorithm (TRA) specified
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Figure 4.7: Example illustration of PreBOTRA operation for $M = 6$ preambles: 57 preambles out of the $6\Gamma$ preambles during the PreBO collision avoidance phase have a collision, i.e., were randomly selected by a set of $\Pi_{\gamma,\pi} \geq 2$ UE requests. Collisions are resolved through binary TRA, i.e., each set of collided UE requests is directed to a group of two preambles.

in Section 4.2.3.1. The operation of the resulting PreBOTRA protocol is illustrated for an example with $M = 6$ preambles in Fig. 4.7. In the illustrated example, 57 preambles (out of the total of $6\Gamma$ preambles available for PreBO) experience a collision, i.e., contain two or more UE requests. Starting with slot $\Gamma + 1$, the binary TRA is launched for each of the 57 collisions. For the binary TRA with the $M = 6$ preambles, there are $M/2 = 3$ preamble groups in each slot during the TRA collision resolution. In the illustrated example, collision 1 from the first PreBO slot results in one success and one collision (C58) in the first TRA slot. Such new collisions are then recursively resolved with TRA. In the illustrated example, a total of $96 - 57 + 1 = 40$ new collisions occur during the TRA.

Generally, when synchronous M2M arrivals are detected (see Section 4.1.2.1), PreBOTRA initiates the PreBO with $\Gamma$ (see Eq. (4.9)) slots. UE requests arriving for any slot during the activation time period $T_A$, $T_A \geq 1$, are distributed by the PreBO over slots $T_A$, $T_A + 1, \ldots, T_A + \Gamma - 1$, as illustrated for Delta arrivals with $T_A = 1$ in Fig. 4.7. For simplicity of the protocol, the TRA collision resolution always starts $\Gamma$ slots after the beginning of the synchronous M2M arrivals, as illustrated in Fig. 4.7, even when $T_A > 1$. Thus, for $T_A > 1$,
the PreBO phase of late arriving UE request overlaps with the TRA phase of early arriving
UE requests. In this case, the newly (late) arriving UE requests, distributed by the PreBO,
simply randomly contend for individual preambles; while these preambles are also utilized in
groups of two for the binary TRA.

4.2.4.2 Throughput and Delay Analysis

We analyze the throughput of PreBOTRA by evaluating the number of slots required to
successfully complete all $n_{\text{tot}}$ UE requests. PreBOTRA distributes the $n_{\text{tot}}$ requests over $\Gamma$
back-off slots, each with $M$ preambles. Thus, the number $\Pi_{\gamma,\pi}$ of UE requests on a given
preamble $\pi$ in a given back-off slot $\gamma$ is characterized by the pmf $P_{\Pi}$ (4.11), resp. (4.13). The
binary tree-based collision resolution is executed for these $\Pi_{\gamma,\pi}$ UE requests.

The expected number $f_{ST}(n_{a})$ of slots required to complete the static binary tree resolution
algorithm for $n$ requests is given as [MP93a]:

$$f_{ST}(n_{a}) = \begin{cases} 
1 & \text{if } n_{a} = 0 \\
1 & \text{if } n_{a} = 1 \\
5 & \text{if } n_{a} = 2 \\
7.667 & \text{if } n_{a} = 3 \\
& \text{.} \\
& \text{.} \\
2.88n & \text{if } n_{a} = n_{a}. 
\end{cases} \tag{4.14}$$

The expected number $f_{ST}(n_{a})$ of slots covers the initial transmission attempt of a given set of
$\Pi_{\gamma,\pi}$ UE requests on preamble $\pi$ in back-off slot $\gamma$, plus the slots required for the resolution if a
collision occurs, i.e for $n_{a} > 2$. Thus, the expected number of slots required to serve the set of
$\Pi_{\gamma,\pi}$ UE requests on a given preamble $\pi$ in a given pre-back-off slot $\gamma$ is $\sum_{n_{a}=0}^{n_{\text{tot}}} P_{\Pi}[n_{a}] f_{ST}(n_{a})$.
Noting that a total of $\Gamma M$ sets of UE requests (on the $\Gamma M$ preambles across the $\Gamma$ PreBO
slots) need to be served, a mean number of $\Gamma M \sum_{n_{a}=0}^{n_{\text{tot}}} P_{\Pi}[n_{a}] f_{ST}(n_{a})$ slots are required to
serve all sets of UE requests on one preamble. Each slot provides $M$ preambles. Thus, a
mean number of

$$S_{\text{PreBOTRA}} = \Gamma \sum_{n_{a}=0}^{n_{\text{tot}}} P_{\Pi}[n_{a}] f_{ST}(n_{a}) \tag{4.15}$$

slots are required for the last set of UE requests to complete PreBOTRA. On average, a given
UE request will experience slightly more than the half of this time duration as PreBOTRA
delay, as a request is more likely to be resolved towards the end of the algorithm. But the
Figure 4.8: Expected PreBOTRA throughput Eq. (4.17) as a function of the mean of $\Pi_{\gamma, \pi}$, i.e., of the mean number of UE requests on a preamble in a PreBO slot. Fixed parameters: $M = 54$ preambles, $n_{\text{tot}} = 10,000$ nodes. Setting the number $\Gamma$ of PreBO slots according to Eq. (4.8) to achieve a mean number of 1.15 UE requests per preamble in a PreBO slot achieves the maximum expected throughput of 0.4295 (successful UE requests per preamble per slot) of the optimal dynamic tree [Cap79a].

success probabilities do not vary drastically. Thus, a lower bound to the average UE request delay in slots is

$$D \geq \frac{\Gamma}{2} \sum_{n_a=0}^{n_{\text{tot}}} P_{\Pi}[n_a] f_{ST}(n_a).$$  \hspace{1cm} (4.16)$$

In order to derive the expected PreBOTRA throughput, we neglect that UE request are dropped when exceeding the number of transmission attempts permitted by LTE. As evaluated in Section 4.2.5, this is a reasonable assumption as the drop probabilities are typically very low. Thus, we consider that $n_{\text{tot}}$ UE requests are successfully served during the total PreBOTRA time span of $S_{\text{PreBOTRA}}$ slots. Each slot has $M$ preambles available. Hence, the expected throughput in successful UE requests per preamble per slot is

$$T = \frac{n_{\text{tot}}}{\Gamma M \sum_{n_a=0}^{n_{\text{tot}}} P_{\Pi}[n_a] f_{ST}(n_a)}. \hspace{1cm} (4.17)$$

which simplifies with Eq. (4.8) to

$$T = \frac{1.15}{\sum_{n_a=0}^{n_{\text{tot}}} P_{\Pi}[n_a] f_{ST}(n_a)}. \hspace{1cm} (4.18)$$

In Fig. 4.8, we plot the expected throughput as a function of the mean number of UEs per preamble, i.e., we vary the mean of $\Pi_{\gamma, \pi}$ around 1.15. The plot verifies that setting the
Table 4.3: Summary of evaluation benchmarks with theoretically expected maximum throughput and added complexity with respect to standard LTE.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>Description</th>
<th>Exp. Tpt.</th>
<th>Added Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>LTE+PreBO</td>
<td>LTE with PreBO [Har+15]</td>
<td>0.367</td>
<td>Synch. arrival detection</td>
</tr>
<tr>
<td>LTE+DAB</td>
<td>LTE with DAB [DSW13; WW15a]</td>
<td>0.367</td>
<td>AB update in each slot</td>
</tr>
<tr>
<td>LTE+TRA</td>
<td>Tree for each collision [MSP14b]</td>
<td>0.2</td>
<td>Collision based feedback</td>
</tr>
<tr>
<td>PreBOTRA</td>
<td>PreBO /w tree, Sec. 4.2.4.1</td>
<td>0.4295</td>
<td>LTE /w PreBO + Tree</td>
</tr>
<tr>
<td>DABTRA</td>
<td>DAB /w tree, Sec. 4.1.3.5</td>
<td>0.4295</td>
<td>LTE /w DAB + Tree</td>
</tr>
</tbody>
</table>

number of PreBO slots $\Gamma$ according to Eq. (4.8) to achieve a mean of $\Pi_{\gamma,\pi}$ equal to 1.15 achieves the maximum expected throughput of 0.4295 successful UE request per slot. The plot also illustrates that small deviations of the mean of $\Pi_{\gamma,\pi}$ from 1.15 cause only minuscule throughput degradations.

4.2.4.3 DABTRA

Analogously to PreBOTRA, the overall DABTRA protocol is a concatenation of the DAB collision avoidance specified in [Dua+16] (and briefly summarized in Section 4.1.3.5) and the TRA collision resolution specified in Section 4.2.3.1. For protocol simplicity, similar to PreBOTRA, we let the TRA always start $\Gamma$ slots after the beginning of the synchronous M2M arrivals. Alternative DABTRA variations could vary the start of the TRA phase, e.g., the TRA could start right away as soon as UE requests that have passed the DAB experience a collision on a preamble. As the name suggests DABTRA provides a dynamic adaptation to the arrivals. In that sense, it is sensitive to instantaneous changes in user activity while it is self adapting to smooth changes in user activity.

4.2.5 Performance Evaluation

In this section we compare the performance of two forms of the proposed hybrid collision avoidance-tree resolution algorithm, namely PreBOTRA and DABTRA, against existing benchmarks listed in Tab. 4.3 that employ either collision avoidance or tree resolution.

4.2.5.1 Evaluation Setup

We conducted the evaluations through discrete event simulations of a standard LTE RACH system in MATLAB with a maximum of eight transmission attempts for a given UE request and $M = 54$ preambles. For each combination of M2M traffic model and number of UE
requests \( n_{\text{tot}} \), we simulated 100 independent replications, resulting in 95\% confidence intervals that are smaller than 5\% of the respective sample means. The confidence intervals are not plotted to avoid clutter.

### 4.2.5.2 Benchmarks

We have compared three benchmark protocols, summarized in Tab. 4.3, with the PreBOTRA and DABTRA protocols. Generally, all protocols operate with the underlying standard LTE random access procedure with at most eight transmission attempts. The protocols without DAB do not employ access barring. The protocols without TRA back off uniformly over at most \( \Gamma \) slots after a collision. The LTE with PreBO benchmark invokes the pre-back-off when synchronous arrivals are detected. This LTE with PreBO benchmark represents the pre-back-off collision avoidance focused approaches, as for instance examined in \[\text{Har+15}\]. The LTE with DAB benchmark employs dynamic access barring for collision avoidance, as examined in \[\text{DSW13; Dua+16; WW15a}\]. The LTE with tree benchmark resolves collisions with a binary tree. This LTE with tree benchmark represents the tree resolution focused approaches, as for instance examined in \[\text{MSP14b}\].

### 4.2.5.3 Performance Metrics

We define the mean throughput as the number of UE requests \( n_{\text{tot}} \) divided by the mean time period in slots from the starting instant of the synchronous M2M arrivals until all \( n_{\text{tot}} \) requests are either successful or dropped. We define the mean delay as the mean time period in slots required to serve a UE request from the time instant of request generation (activation) until the request is either successfully transmitted or dropped. We define the UE request drop probability as the ratio of the number of dropped UE requests to the total number of \( n_{\text{tot}} \) UE requests.

### 4.2.5.4 Evaluation Results

In Figs. 4.9, 4.10, and 4.11, we plot the performance metrics obtained from simulations as a function of the number of UE requests \( n_{\text{tot}} \). We also plot the expected throughput (see Eq. (4.18)) and delay (see Eq. (4.16)) from the PreBOTRA analysis abbreviated as (ana.) in the Figure. We observe from Fig. 4.9 that for Delta arrivals, PreBOTRA essentially attains the theoretically expected maximum mean throughput of 0.4295. On the other hand, for Beta arrivals, PreBOTRA gives throughput below 0.4 for relatively small numbers of users, while the throughput approaches the theoretical maximum for large numbers of users. As described in Section 4.2.4.1, for simplicity, PreBOTRA always employs the PreBO interval \( \Gamma \) specified in Eqn. (4.9), which assumes that all \( n_{\text{tot}} \) UE requests are distributed over the \( \Gamma \) PreBO slots.
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Figure 4.9: Mean throughput, i.e., mean number of successful UE requests per preamble per slot, as a function of number of UE requests $n_{\text{tot}}$ arriving either in $T_A = 1$ slot (Delta arrival model) or over $T_A = 50$ slots (Beta arrival model). Fixed parameter: $M = 54$ preambles.

Figure 4.10: Mean delay in slots as a function of number of UE requests $n_{\text{tot}}$.

However, for an activation time period $T_A > 1$, the $n_{\text{tot}}$ UE requests are distributed by the PreBO over more than $\Gamma$ slots (see Section 4.2.4.1). Thus, the mean number of UE requests on a preamble is lower than the optimal 1.15, leading to the throughput degradation outlined in Subsection 4.2.4.2 and illustrated in Fig. 4.8. That is, we are operating to the left of the optimal dynamic tree point in Fig. 4.8. Increasing the number of UE requests $n_{\text{tot}}$ for fixed
activation time period $T_A$ moves the operating point to the right, i.e., we are approaching the optimal dynamic tree point in Fig. 4.8 from the left.

Turning to DABTRA, we observe from Fig. 4.9 low throughput for Delta arrivals. By adapting the access barring based on the observed history the original DAB version reacts slowly to the sudden Delta arrivals, leading to excessive congestion on the preambles, and accordingly high drop probabilities (see Fig. 4.11) and accordingly low throughput. A modified DABTRA version that is provided with information about the $n_{tot}$ Delta arrivals, denoted as “DABTRA n” in Fig. 4.9, achieves nearly the same throughput as PreBOTRA for Delta arrivals. The collision avoidance provided by DABTRA n effectively reduces the preamble congestion. However, the Delta arrivals are not optimally shaped (with the optimum $\Gamma$, see Section 4.2.4.1) for TRA, leading to slightly lower throughput than PreBOTRA. For Beta arrivals, the original DABTRA gives slightly higher throughput than PreBOTRA for low user numbers $n_{tot}$, while both PreBOTRA and DABTRA achieve essentially the same throughput for high user numbers $n_{tot}$. The more gradual Beta arrivals (compared to the sudden Delta arrivals) give DAB sufficient time to dynamically adapt the access barring, providing effective collision resolution. In practical systems, perfectly synchronized arrivals are typically due to some system reset, for which the modified DAB can be activated, or the arrivals are spread out over several slots (which have on the order of 10 ms duration). Thus, the performance of the modified DABTRA for Delta arrivals and the original DABTRA for Beta arrivals can be considered to reflect the DABTRA performance possible in practical systems.
We observe from Fig. 4.9 that the benchmarks employing only collision avoidance, followed by the conventional LTE collision resolution with uniform backoff, i.e., LTE+PreBO and LTE+DAB, achieve very similar throughput that approaches the theoretical maximum of \(1/e\) for increasing number of UE requests \(n_{\text{tot}}\). In contrast, we observe from Fig. 4.9 that the benchmark without collision avoidance, i.e., LTE+Tree gives very low throughput below 0.02. The results underscore the importance of collision avoidance for synchronous M2M arrivals. Without collision avoidance, the synchronous M2M arrivals cause excessive congestion on the preambles. The tree resolution cannot resolve the resulting excessive collisions within the LTE re-transmission limit (of eight in the considered scenario), leading to high drop probabilities (see Fig. 4.11). On the other hand, the LTE+PreBO and LTE+DAB results indicate that after collision avoidance, the standard LTE collision resolution can achieve moderate throughput levels. Adding the tree resolution after the collision avoidance to form the hybrid collision avoidance-tree collision resolution protocols significantly increases the throughput levels (compared to the benchmarks employing only collision avoidance with standard LTE collision resolution), as indicated by the PreBOTRA and DABTRA results.

Importantly, we observe from Fig. 4.10 that the increased throughput with the hybrid collision avoidance-tree collision resolution protocols (compared to collision avoidance with standard LTE collision resolution) does not come at the expense of increased delays. Rather, we observe that the mean delays of PreBOTRA and DABTRA are very slightly lower than the delays of the collision avoidance benchmarks LTE+PreBO and LTE+DAB. This is because the tree resolution optimizes the utilization of the preambles in the collision resolution.

We observe from Fig 4.11 that the hybrid collision avoidance-tree collision resolution protocols achieve consistently low drop probabilities around \(10^{-2}\) in the considered scenario with an LTE limit of at most eight transmission attempts. In order to assess the effects of increasing the number of transmission attempts on PreBOTRA we have run simulations with \(n_{\text{tot}} = 10000\) Delta arrivals and for increasing number of transmission attempts. In particular, for 8, 12, 16, and 20 transmission attempts, the mean drop probabilities are 0.009, \(5 \cdot 10^{-4}\), \(5 \cdot 10^{-5}\), and \(2 \cdot 10^{-6}\), respectively, while the mean delays are 227, 230, 231, and 231 slots. These results indicate that the required level of reliability can be set via the maximum number of permitted transmission attempts. The results also indicate that this adjustment of the reliability level has negligible impact on the mean delay.

### 4.2.6 Summary

In this section the class of hybrid collision avoidance-tree resolution protocols for the medium access control (MAC) of machine-to-machine (M2M) traffic is proposed. Specifically, the PreBOTRA protocol combines pre-backoff with tree collision resolution, while the DABTRA
protocol combines dynamic access barring with tree collision resolution. These protocols are based on the knowledge of the total number of communicating machines (devices), which is commonly available for wireless communication systems on board of an aircraft.

The knowledge for the number of devices is available but the unpredictable activation times representing as beta arrivals affects the throughput and reliability (the drop rate in this study). This emphasizes the impact of the burst arrival effect on the radio resource efficiency and capability.

Another assumption of this study is the detection of the start of the burst arrival used to switch from conventional access mode to burst access mode. Even though application layer estimation techniques are assumed to be available to trigger this switch, incorporation of a cross layer solution can be complex. Instead a MAC layer activity estimation can be investigated to guarantee radio resource efficiency and burst arrival detection.

In the following section we investigate the question of whether we can deal with the over-dimensioning of resources through estimating the instantaneous activity of the user. If the activities of the users are known, radio resources can be allocated dynamically i.e. more efficiently.

### 4.3 Evaluation of throughput with user activity estimation in cellular networks

As the resource efficiency is the main goal of radio resource management it is used as the main utility and it is maximized after the delay-reliability constraints are fulfilled. In the previous section we demonstrated that most state of the art techniques sacrifice the resource efficiency to fulfill these constraints. The reason for the lack of resource efficiency is the unexpected activity of users. Thus, the radio resource manager has to be conservative and allocate resources as if the worst-case scenario would happen.

As the root cause of the over-dimensioning of the resources is the unexpected activity of the users, we can estimate the user activity to overcome this problem. In this section we investigate this new perspective.

One important remark here is we investigate whether the estimation would improve the resource efficiency. We actually do not estimate the arrivals in the scope of this section, we assume a precise estimation is available. The implementation of an estimator and its effects are investigated in the following section.

The cellular networks, currently LTE, are characterized by reservation-based access, which involves a random-access based, signaling-intensive connection-establishment pro-
procedure [Tya+17]. This approach is highly inefficient when short packets are sporadically exchanged, which is characteristic for IoT use-cases [LAA14b; Mad+16]. Moreover, each stage of the connection-establishment has the potential to compromise reliability and increase latency [Eri+18; Pop+19]. Thus, 3GPP has decided to standardize a grant-free access method, alongside the existing resource-reservation, in which the users will contend with their data packets in random-access fashion [18]. In short, the random access channel problem has morphed into a grant free access problem in the scope of 5G as the payload is used for contention based access.

In this section, we investigate the throughput maximization of the grant-free access from the perspective of medium-access control considering the overhead of estimation. Specifically, we analyze how the knowledge of number of arrived (i.e., contending) users can be used to boost the throughput, providing the following contributions:

- We give a formal definition of reliability under predefined latency constraint for the batch arrival, developing it for the cases when the number of arrived users is exactly known, or given by a certain arrival distribution. We also formally define throughput for both cases, providing insight on the role of the knowledge of the number of arrived users.

- We derive throughput under the reliability-latency requirements for framed slotted ALOHA (FSA) with $K$-multipacket reception (MPR), i.e., we assume that the operation of physical layer can be represented with successful reception up to and including $K$ packets that occur simultaneously in a slot.

- We instantiate the analysis for the cases of Poisson and Beta arrivals, which are standard models of IoT traffic, and evaluate the impact of $K$-MPR and the knowledge of the number of arrived users. We show that increasing $K$ as well as the knowledge of the number of arrived users pay off in throughput.

- The last insights suggest that estimation of the number active users in grant-free access can be beneficial, as this information is typically not readily available. In this respect, we investigate the impact of the potential estimation errors on the throughput, showing that for high reliability-latency requirements the gains are still considerable, even with high error levels.

This section is organized as follows: Section 4.3.1 introduces the system model. Section 4.3.2 defines the analytical framework composed of reliability-latency requirement and throughput maximization, which is then applied to FSA with $K$-MPR in Section 4.3.3. Sec-
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4.3.4 evaluates the performance of FSA with $K$-MPR under Poisson and Beta arrivals and the effect of user activity estimation.

4.3.1 Model

As in the previous section we consider a single cell scenario with a single base station (BS) and a total of $n_{\text{tot}}$ users. At any time-instance only $n_a$ of the users are active and access the resources in a random fashion.

$N_a$ is a random variable denoting the number of active users at a time instance. The distribution is modeled as either the Poisson and or the Beta distribution as introduced in Sec. 4.1.2. This is specified separately for each analysis. $N_a$ is also the random variable that is estimated to improve the resource efficiency.

We assume that the available slots are grouped in $K$-superslots: a $K$-superslot is dimensioned such that if there are up to and including $K$ simultaneous transmissions occurring in it, all of them are successfully received (and the corresponding users become resolved). Otherwise, if there are more than $K$ transmissions occurring in a $K$-superslot, none of them can be successfully received. In other words, we assume that the physical layer operation can be represented by $K$-MPR. The signaling overhead required to obtain the channel estimation needed to enable K-MPR is evaluated in [Gür+18] and in this study we assume the channel state information is available. We also assume that a $K$-superslot contains $K$ slots in order to achieve the $K$-MPR capability and note that the linear increase in the superslot size with $K$ is a reasonable assumption, cf. [GSP18; MDA17]. Finally, we assume that the users are aware of the superslot boundaries. This type of synchronization could be achieved via means of a downlink control channel, which is the typical scenario in cellular systems. Fig. 4.12 shows an example of 6-superslot.

For $K = 1$, the above model reduces to the standard collision channel model. Moreover, although simplistic, this model of $K$-MPR can be used as an approximation for systems in which other sources of diversity are employed to achieve multipacket reception, like the use of spreading codes, or multiple antennas.

The access decision of users is regulated via a grant-free access algorithm, whose goal is to ensure a predefined level of reliability $R(L)$ of user resolution under a predefined latency constraint $L$ in time units, see Fig. 4.12. We denote this requirement as the reliability-latency requirement in further text. Note that in the proposed setup, the number of frequency channels $g$ assigned to the access procedure is the degree of freedom that can be optimized such that the target reliability $R(L)$ is achieved. This reflects a typical radio resource management problem.
Figure 4.12: The resource grid comprising $L$ time slots and $g$ channels; $L$ is given by the latency budget and $g$ is optimized such that target performance is achieved. The figure also shows a 6-superslot defined over 2 channels and 3 time slots.

4.3.2 Performance Parameters

4.3.2.1 Reliability-latency

Formally, denote by $\xi_u$ the event that an active user $u$ becomes resolved and by $L$ the maximum allowed latency of the resolution in time-units. In case of batch arrivals, the access algorithm should satisfy the following reliability-latency definition

$$r(g, L, n_a) = \Pr[\xi_u, L \leq L|g, n_a, n_{tot}] \geq R(L)$$

(4.19)

for all active users $u$ in the batch, where it is assumed that the realization $n_a$ of $N_a$ is known. Assuming that the access algorithm does not output false positives in (i.e., the noise can not be decoded as a packet from an inactive user), the above condition can be expressed as

$$r(g, L, n_a) = \sum_{k=1}^{n_a} \frac{k}{n_a} \Pr[N_r = k, L \leq L|g, n_a, n_{tot}]$$

$$= \frac{E[N_r]}{n_a} \geq R(L)$$

(4.20)

where $N_r$ is the number of resolved users, and $\frac{k}{n_a}$ is the probability that active user $u$ is among the $k$ resolved ones. In the assumed system model, $g = g(n_a)$ should be chosen such that the condition (4.20) becomes satisfied.

If the realization $n_a$ is not known, the use of condition (4.20) is not possible. However, if the probability mass function (pmf) of $N_a$ is known, the reliability-latency condition could be
defined as:

\[ r^*(g^*, L) = \sum_{n_a} r(g^*, L, n_a) \Pr[N_a = n_a] \geq R(L) \]  (4.21)

where \( g^* \) should be chosen such that condition (4.21) is satisfied.

It is natural to assume that for any reasonable access algorithm, the following holds:

\[ r(g, L, n) \leq r(g + 1, L, n), \forall n \]  (4.22)

i.e., increasing the number of frequencies (which increases the total number of resources) will not lower chances to fulfill the reliability-latency condition. Under this assumption, it could be shown that there exists minimal values for \( g(n_a) \) and \( g^* \), for which (4.20) and (4.21), respectively, hold. Along the same lines, one can formulate optimization problems according to which these minimal values can be found, respectively

\[ g_{\min}(n_a) = \arg \min_g r(g, L, n_a) : r(g, L, n_a) \geq R(L) \]  (4.23)

\[ g^*_{\min} = \arg \min_g r^*(g, L) : r^*(g, L) \geq R(L) \]  (4.24)

For the sake of brevity and with a slight abuse of notation, in the rest of the text we will assume that \( g(n_a) = g_{\min}(n_a) \) and \( g^* = g^*_{\min} \), respectively, i.e. always the minimum number of channels is used.

### 4.3.2.2 Throughput

The number of resources dedicated to the resolution is \( g L \), see Fig. 4.12. We define the throughput as the expected number of resolved users vs. the number of resources

\[ T = E \left[ \frac{N_r}{g L} \right]. \]  (4.25)

In the proposed model, \( N_r \) is determined by the employed reliability-latency condition and the throughput is maximized by minimizing \( g \). Specifically, when (4.20) is used, the throughput becomes

\[ T = \frac{R(L)}{L} \sum_{n_a} \frac{n_a}{g(n_a)} \Pr[N_a = n_a], \]  (4.26)

where we recall that \( g(n_a) \) is chosen such that \( r(g, L, n_a) = R(L), \forall n_a \). In case when (4.21) is used, the throughput is

\[ T^* = \frac{R(L)}{g^* L} \sum_{n_a} n_a \Pr[N_a = n_a] = \frac{R(L) E[N_a]}{g^* L}. \]  (4.27)

where we also recall that \( g^* \) is chosen such that \( r^*(g^*, L) = R(L) \). Obviously, there is a difference between \( T \) and \( T^* \), which will be further investigated in Section 4.4.6.
4.3.3 Grant-Free Access with FSA

In the considered scenario, the frame consists of \( g \cdot L \) slots grouped in \( K \)-superslots. Thus, there are \( \left\lfloor \frac{gL}{K} \right\rfloor \) \( K \)-superslots. In FSA, each of the active users transmits its packet in a uniformly randomly chosen \( K \)-superslot of the frame.\(^2\)

For the given \( n_a, L, g \) and \( K \), the reliability of FSA can be calculated as

\[
 r(g, L, n_a) = (1 - \pi)^{n_a-1} \sum_{i=0}^{K-1} \binom{n_a - 1}{i} \left( \frac{\pi}{1 - \pi} \right)^i \tag{4.28}
\]

where \( \pi = \frac{1}{\left\lfloor \frac{gL}{K} \right\rfloor} \) is the probability of choosing a certain \( K \)-superslot. The proof of (4.28) is given in Appendix A. Using (4.28), as well as substituting it into (4.21), one can find the values of \( g(n_a) \) and \( g^* \) through (4.23) and (4.24), as well as of \( T \) and \( T^* \) through (4.26) and (4.27), respectively.

In order to illustrate the effect of increasing \( K \) on reliability-latency performance, we consider an example where \( g = 10 \) and \( L = 5 \), i.e., there are \( gL = 50 \) slots available. Fig. 4.13 shows how \( r(g, L, n_a) \) behaves when \( n_a \) is varied in such setup. Obviously, for \( n_a \leq 50 \), increasing \( K \) has a beneficial effect on \( r(g, L, n_a) \); such trend would continue until \( K \) reaches 50, when \( r(g, L, n_a) \) would become 1. On the other hand, the optimal \( K \) for \( n_a > 50 \) depends on \( n_a \). Nevertheless, note that for \( n_a > gL \), the achievable levels of \( r(g, L, n_a) \) are small, as there are more arrived users than the number of slots.

In the next section, we turn to the throughput maximization for FSA with \( K \)-MPR when the reliability-latency requirement is fixed to \( R(L) \).

\(^2\)A related analysis to the one considered here is made in [Sin+18], where the authors derived only \( T^* \) for the case when \( K \) is fixed to 8, but there is neither investigation of the behavior of \( T \), nor the impact of varying \( K \).
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Figure 4.14: Scenario: \(1 - r^*(g^*, L)\) for different values of \(K\), and (a) Poisson and (b) Beta arrivals, when \(L = 5\) and \(R(L) = 0.99\). The reliability constraint is demonstrated with a red line, and the simulation results are illustrated with bar plots. It is demonstrated that the reliability constraint is satisfied with different \(K\) levels. However, with increasing \(K\) the constraint tends to be more overshot.

Figure 4.15: \(T^*\) for different values of \(K\) and Poisson and Beta arrivals, when \(L = 5\) and \(R(L) = 0.99\); the subplots depict results obtained for the same expected number of arrived users per frame.

4.3.4 Evaluation

In this section, we compare the throughput \(T\) and \(T^*\), given by (4.26) and (4.27), respectively, for varying \(K\) and fixed \(L\).

In order to take into account the non-stationarity of Beta arrivals, we adapt (4.21) in the following way

\[
r^*(g^*, L) = \frac{1}{T_A/L} \sum_{t_a=1}^{T_A} \sum_{n_a} r(g^*, L, n_a) \Pr[N_a = n_a | t_a] \frac{1}{T_A/L} \geq R(L),
\]

where \(\frac{1}{T_A/L}\) is the probability to select any of the \(T_A/L\) intervals, used according to the law of total probability to calculate the expected number of users per interval. Finally, in the rest of the text, we assume that duration of \(L\) is equal to 10 ms for the Beta arrivals.

4.3.4.1 Comparison of analysis and simulations

In order to validate the analysis, we have implemented a discrete-time Monte Carlo simulator in MATLAB. We used Poisson arrivals and Beta arrivals with matching expected number of
arrived users per slot (i.e., average access load), varying $K$, fixing $L = 5$ and $R(L) = 0.99$.\footnote{We recall that duration of $L$ is assumed 10 ms for Beta arrivals, which is equal to 5 generic time units in this section.} For the sake of precision, we have run $10^6$ iterations for each scenario. At the start of each simulation run, the algorithm is provided $g \in \{1, \ldots, 40\}$ channels to select the minimum from, using (4.23) and (4.24); the number of channels is limited to demonstrate a realistic scenario. If no value of $g$ is able to fulfill the reliability-latency constraint for the given $K$, the algorithm outputs $g = 0$ and that scenario is not simulated.

Fig. 4.14 shows simulated $r^*(g^*, L)$ of FSA with $K$-MPR when $g^*$ is chosen according to (4.24), for Poisson and Beta arrivals and $R(L) = 0.99$ (note that $K = 1$ can not fulfill the requirements in the considered scenario). The results reveal that, as $K$ increases, $r^*(g^*, L)$ becomes larger than the requirement $R(L)$. This is due to the fact that with increasing $K$, i.e., increasing size of $K$-superslots, reflects in the granularity of the choice in $g^*$ (recall that $L$ is fixed), and consequentially in the granularity of potential values of $r^*(g^*, L)$. This overshooting of the reliability requirement also influences the throughput performance, as discussed next.

Fig. 4.15 shows throughput performance for the same settings as in Fig. 4.14. For the analytical solution, the Eq. (4.21) or Eq. (4.29) is used to calculate the $g^*_{\text{min}}$. This is followed by inputting the $g^*_{\text{min}}$ into Eq. 4.27 to calculate the analytical throughput. The circles and pluses denote the simulation and analytical results, respectively; obviously, the results match. It can be seen that higher throughput can be achieved for Poisson arrivals, which can be expected due to the bursty behavior of Beta arrivals. Further, increasing $K$ benefits the throughput in general. However, depending on the interplay between the values of the average load, $K$, $R(L)$ and $L$, it may turn out that throughput drops after $K$ exceeds some value; this is shown in Fig. 4.15(a), where the optimal $K$ is 5 and not 10, which reflects the identified overshooting of the reliability-latency requirement shown in Fig. 4.14. The similar effect also exists in Figs. 4.16 and 4.17.

### 4.3.4.2 Comparison of throughput with and without estimation

We now compare throughput given by (4.26) and (4.27), to analyze the sensitivity to the exact knowledge of the number of arrived users. We assume that $R(L) \in \{0.99, 0.99999\}$, $L = 5$, and investigate throughput performance for Poisson arrivals with $\lambda \in \{3, 15\}$ and Beta arrivals with $n_{\text{tot}} \in \{3000, 15000\}$, outputting the same average arrivals per slot with 1000 slots.

Fig. 4.16 is dedicated to resource efficiency with Poisson arrivals and latency-reliability constraints and shows that the estimation based throughput $T$ outperforms the no-estimation
throughput $T^*$, as it could be expected. This effect is more pronounced for the higher value of $R(L)$.

Since the number of arrived users is typically not known a priori, but has to be estimated, we investigated the impact of the estimation error on the throughput performance. Specifically, we assume that the relative estimation error $\epsilon$ is bound as $|\epsilon| \leq \epsilon_{\text{max}}$, e.g., if the error bound is $\epsilon_{\text{max}} = 0.2$ and the realization is $n_a = 10$ users, the estimation never estimates that there is $\hat{n}_a = 13 > n_a \cdot (1 + \epsilon_{\text{max}})$ active users. The algorithm for selection of the number of frequency channels in (4.23) over-provisions by assigning $g_o(n_a) = g(\lceil n_a \cdot (1 + \epsilon_{\text{max}}) \rceil)$ frequency channels. In the rest of the text we use $\epsilon$ instead of the maximum $\epsilon_{\text{max}}$. The impact of the estimation error (and the related over-provisioning) on $T$ is also depicted in Fig. 4.16, assuming that $\epsilon_{\text{max}} = \{0.2, 0.4\}$, which may be considered as quite high values. Obviously, the over-provisioning plays its role by decreasing $T$, such that for $R(L) = 0.99$, $T$ becomes similar or worse than $T^*$ Nevertheless, for higher $R(L)$, $T$ with over-provisioning may significantly outperform $T^*$, as shown in Fig. 4.16(b).

With an estimation error $\epsilon$, we force the algorithm to allocate more channels $g(\lceil n_a \cdot (1+\epsilon) \rceil)$, compared to $g(n_a)$. $T^*$ behaves similar as $T$ with $\epsilon = 0.2$ for Poisson arrivals with low reliability.

In Fig. 4.16(b) with a higher reliability constraint we see that for certain $K$ values, the throughput $T^*$ is 0. This is due to an infeasible reliability constraint. However, we have a feasible solution with estimation and throughput $T^*$ is not zero.

Fig. 4.17 corresponds to the case of Beta arrivals, showing that, in comparison to Fig. 4.16, the gains in performance of $T$ are more pronounced. For instance, $T$ with $\epsilon_{\text{max}} = 0.2$ fares better than $T^*$ when $R(L) = 0.99$. When $R(L) = 0.99999$, $T$ is better than $T^*$ even with $\epsilon_{\text{max}} = 0.4$. We also note that both Fig. 4.16 and Fig. 4.17 show that estimation is able to
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<table>
<thead>
<tr>
<th>Scenario</th>
<th>Arrival</th>
<th>$K = 1$</th>
<th>$K = 3$</th>
<th>$K = 5$</th>
<th>$K = 10$</th>
</tr>
</thead>
<tbody>
<tr>
<td>R=0.99</td>
<td>$\lambda = 3$</td>
<td>0.0374</td>
<td>0.0743</td>
<td>0.0036</td>
<td>0.0224</td>
</tr>
<tr>
<td></td>
<td>$\lambda = 15$</td>
<td>$\infty$</td>
<td>0.0731</td>
<td>0.1793</td>
<td>0.2870</td>
</tr>
<tr>
<td></td>
<td>$n_{tot} = 3000$</td>
<td>$\infty$</td>
<td>0.3650</td>
<td>0.2049</td>
<td>0.1274</td>
</tr>
<tr>
<td></td>
<td>$n_{tot} = 15000$</td>
<td>$\infty$</td>
<td>0.2095</td>
<td>0.4491</td>
<td>0.3779</td>
</tr>
<tr>
<td>R=0.99999</td>
<td>$\lambda = 3$</td>
<td>$\infty$</td>
<td>7.7919</td>
<td>3.0286</td>
<td>0.1488</td>
</tr>
<tr>
<td></td>
<td>$\lambda = 15$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>0.5767</td>
</tr>
<tr>
<td></td>
<td>$n_{tot} = 3000$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>3.5643</td>
<td>0.6601</td>
</tr>
<tr>
<td></td>
<td>$n_{tot} = 15000$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>$\infty$</td>
<td>0.9521</td>
</tr>
</tbody>
</table>

Table 4.4: Normalized throughput gain $\frac{T - T^*}{T^*}$. The cases that are infeasible for (4.21) and feasible for (4.20), are denoted by $\infty$.

“unlock” the use of lower values of $K$, with respect to case when only the knowledge of the arrival distribution is used to dimension $g$. For instance, in Fig. 4.17(b), one cannot have $K = 1$ in the latter case, as $R(L)$ constraint cannot be satisfied and the throughput $T^*$ is 0. On the other hand, $K = 1$ can be used if the estimation of the number of arrived users is performed, even with a high relative estimation error $\epsilon$. The overall conclusion that when we are dealing with high number of users, it makes sense to estimate the number of users rather than to allocate resources based on the arrival distribution. One more specific conclusion is when $K = 1$ estimation can be really crucial for certain scenarios. So in systems where $K > 1$ cannot be deployed, estimation can enable high reliability constraints.

In Tab. 4.4 we shared the values of the ratio $\frac{T - T^*}{T^*}$, which could be understood as the measure of the normalized gain in throughput if the number of arrived users is known. We see that the gain increases with increasing $R(L)$ and increasing average load. Also, the gain for Beta arrivals is higher, as the distribution has a higher variance compared to Poisson arrivals.

Finally, in order to additionally illustrate the benefits of the knowledge of the number of arrived users, we consider a scenario in which the number of resources, i.e., $L$ and $g$ are fixed to $L = 5$ and $g = 40$. Further, we assume that $R(L) \in \{0.99, 0.99999\}$, and investigate for FSA with $K$ the following: (i) what is the maximum number of users that can be admitted in the system at any given moment, (ii) average number of users that can be admitted in case of Poisson arrivals, and (iii) average number of users that can be admitted in case of Beta arrivals, Fig. 4.18 shows the corresponding results. Obviously, with increasing $K$, the gap between Poisson and Beta arrivals increases (i.e., $\lambda$ becomes increasingly larger than $\frac{n_{tot}}{T_{A/L}}$), and the trend holds for the maximum number of users versus the Poisson and Beta arrivals. This implies that, if one is able to estimate the actual number of arrived users, then one could use the existing resources much better, by letting in the system more users besides the ones that belong to the Poisson/Beta arrival process.
4.3. Evaluation of throughput with user activity estimation in cellular networks

Figure 4.17: Comparison of the throughput (y-axis) $T$ and $T^*$ for different reliability constraints as a function of multi-packet reception capability $K$ (y-axis), $L = 5$, Beta arrivals.

Figure 4.18: Number of users supported per frame (y-axis) for different reliability constraints as a function of multi-packet reception capability $K$ (y-axis), $g = 40$, $L = 5$.

4.3.5 Summary

In this study, we have evaluated grant-free access scheme with reliability and latency constraints. We based our analysis on framed slotted ALOHA with $K$-MPR. FSA represents a single shot transmission algorithm, i.e. without any re-transmissions, while $K$-MPR is an abstraction of non-orthogonal multiple access schemes, seen as potential multiplexing solution in the coming 5G systems.
To stress the radio resource management perspective, we provide a definition of throughput for reliability-latency constrained grant-free access. The throughput is evaluated given different information on user activity i.e., the knowledge of the actual number of arrived users or just the knowledge of the arrival distribution. We have shown that with increasing reliability-latency requirements, the knowledge of the number of arrived users becomes more beneficial for the throughput performance. In this section we have assumed that the estimation for number of active users is available without any cost.

Contrary to our assumption in this section, the information about the number of arrived users is typically not available in grant-free access, but could be obtained using an estimation algorithm. In turn, the estimation algorithm involves an estimation error and also requires time-frequency resources for its execution, where it is reasonable to assume that the estimation error decreases as the number of resources dedicated to the estimation increase. However, such effects have to be analyzed.

Estimation algorithms are analytically characterized for their limitations in [Mag+18]. We take a more practical approach and develop a low-complexity estimation algorithm and compare the delay-constraint performance with the state of the art in the following section. The estimation algorithm empowers an admission control. Most importantly, the use of the admission control before resolution is critical to guarantee delay constraints.

4.4 A system level solution for stochastic delay constraints with user activity estimation: AC/DC-RA Admission Control based Delay Constraint-aware Random Access

In the previous section it is demonstrated that the use of estimation improves the resource efficiency. However, a perfect estimation is assumed with no cost in terms of radio resources. In this section we provide a practical example of an estimation algorithm and compare it with state of the art algorithms in terms of resource efficiency.

As there are limited number of resources in a practical system, more resources cannot always be allocated for more active users. Some of these users have to be rejected by the system. To overcome this practical limitation we introduce an admission control before the random access and after the user activity estimation process.

This can be achieved if the base station can use a means of direct intervention before an initial access of a user. This is similar to admission control in networks, where users are rejected if no capacity is left. Adaptation of the admission control for random access is enabled through separation of the initial access and the re-transmissions. The users are only
allowed to re-transmit, after the initial access, if an admission control allows them to use the resolution capacity.

To this extent, in this section we present Admission Control based Delay Constrained Random Access (AC/DC-RA) protocol, that provides stochastic delay bounds. *Stochastic Delay Constraint* is enabled through an *Admission Control* decision that is based on a novel collision multiplicity estimation algorithm.

Our contributions are four-fold:

1. We use a novel admission control decision, that takes place before the contention resolution (Sec. 4.4.4). This enables guarantees for traffic agnostic stochastic delay constraints for random access.

2. A novel user activity estimator is provided that is based on the famous Coupon Collector’s Problem (Sec. 4.4.3.2).

3. We make use of a Parallel Multi-Channel Tree Resolution that re-arranges exploration of the contention slots in order to achieve stochastic delay bounds (Sec. 4.4.3.4).

4. We provide a dimensioning model for the suggested AC/DC-RA protocol which provides optimized use of system resources.

### 4.4.1 System Model

This section inherits the system model description in Sec. 4.1.1 and only new aspects are introduced here.

We define Quality of Service (QoS) as the reliability \( R(L) \) that a packet is received at the destination within a certain delay constraint \( L \) after it is generated. We denote a set of sensors that have the same QoS requirement as class \( j \) and its reliability requirement as \( R(L)_j \) and delay constraint as \( L_j \). The delay \( L \) incorporates delay stemming from re-transmissions due to collisions and reflect the performance of the random access channel. Any delay stemming from channel fading is not considered in this paper and only a radio resource perspective is evaluated.

We will use the term outer protocol for the traffic shaping part of the protocol that is achieved via the admission control and the term inner protocol for the contention resolution part.
4.4.2 Proposal

We propose an outer protocol that separates the initial arrivals from backlogged users. An inner protocol that resolves each set of backlogged users in an isolated manner. The outer protocol is used for initial arrivals only. Users may collide through the use of the outer protocol. An admission decision is given for the collided users through the outer protocol. If admitted, the collided users access the inner protocol. The outer protocol uses an Admission Channel (AC) and the inner protocol uses a Resolution Channel (RC).

The admission is based on the stochastic delay constraint of the user, the collision multiplicity and the available capacity of the resolution channel. In the following, we explain in detail how this decision is taken.

The set of resources $\mathcal{M}_{AC}$ and $\mathcal{M}_{RC}$ form Admission Channel (AC) and Resolution Channel (RC) respectively where $M_{AC} + M_{RC} = M$ being the total number of resources with $M_x = |\mathcal{M}_x|$ denoting the cardinality of the set. There may be multiple admission channels with respect to each QoS class $j$ denoted as $\mathcal{M}_{AC_j}$ and $\sum M_{AC_j} = M_{AC}$.

This protocol can be summarized with a flow diagram as given in Fig.4.19. When an event notification is received, the user is activated and starts using the outer protocol.
selects the admission channel that is appropriate for the QoS class. There are more than one admission channel so that the system can infer the QoS from the channel. Then it selects one of the resources in that channel. This selection is done with pre-set probabilities known to the user. It transmits the packet using that resource. This terminates the outer protocol. The outcome of the transmission can be a success or a collision. The central entity observes the outcome for that resource. If it is a success, the user is informed via a broadcast and it goes back to sleep mode. If a collision occurred, then an admission control decision is taken for that resource by the central entity. All users that have used that resource are either rejected or admitted and informed via a broadcast feedback. In case of a rejection, a user may have another radio interface. Or the sensor can report the failure to higher layers and trigger higher layer solutions e.g. switch to local control. In case of an admission, the inner protocol is initiated. The inner protocol used is a binary tree algorithm such that after each collision users have to re-select one of two new resources. The users are informed about the resources via a broadcast feedback. The feedback and the allocation method of these resources guarantee that all admitted users are successfully resolved by the inner protocol before the delay constraint.

An example for the resource allocation is illustrated in Fig. 4.20. The illustration shows the allocation of Admission Channel and Resolution Channel resources on the resource grid, where the horizontal axis represents time and the vertical axis represents frequencies. Resource use is colored in pink for initial access and in gray for backlogged access. The boxes depict the resources allocated to the respective resolution in RC. The rejection of an initial access is depicted with a red cross. For clarification of the example ternary outcome \((0, 1, e)\) of the resource use is illustrated with different symbols. A user that is required to report a fire within 100 ms with 0.99 reliability selects the admission channel 2 that represents its QoS requirement in this case. It transmits the data packet on frequency two at time-slot 1 which is a resource of that Admission Channel. The outcome is a collision as other users have selected
the same resource. Then the number of users that accessed this resource is estimated. The admission control decides that the resolution is possible within the delay constraint (100 ms) with the given reliability. The delay constraint is represented with 6 time-slots in the example. The admission control calculates the number of frequencies as 2 needed for parallelization. Then it checks if it is possible to allocate 2 frequencies in the resolution channel for that resolution. As there is available capacity in RC, the user in our example and all the other users that have collided with it are admitted to RC and resolved with a tree resolution. The allocated resource grid for the resolution is illustrated as a gray box surrounded with black lines. Within this gray box the collided users make a random selection on each time-slot bound to frequency 4 and 5. On time-slot 2, three of the users have selected the frequency 4 while one user has selected the frequency 5. In this case outcome on frequency 4 is a collision and on frequency 5 is a success. The collided users re-select one of the frequencies randomly again on the time-slot 3. This time one user has selected the frequency 4 and two users have selected the frequency 5. This results in another success. Two of the users still need to be resolved. Thus, this process continues until time-slot 6 where both of the users have selected their own resource. The resolution is completed before the delay constraint as guaranteed by the admission decision. In the meanwhile other sensors that collided at time-slot 3 are rejected since required capacity is not available in the RC to resolve these sensors in time.

4.4.3 AC/DC-RA - Outer Protocol

The outer protocol is used for the initial access of the devices. We do not use any collision avoidance mechanism to avoid delay before any user can reach the system.

Our proposal is based on two design choices. First, there are multiple Admission Channels and the user should select the one that is appropriate for the Quality of Service class. Second, we customize the resource selection probabilities within any of the Admission Channels to enable collision multiplicity estimation for arbitrary number of active users. Lastly, the Outer Protocol is terminated when this information is transferred to the admission control which is the gateway between two sub-protocols.

4.4.3.1 Separate Admission Channels - QoS Information

We assume that all the users have gone through an initial connection establishment or have overheard a broadcast. Through this information exchange, each user is aware of the appropriate admission channel for the required QoS.

There are multiple ACs for the initial access for different QoS classes, such that all the users in the same AC require the same delay bound and reliability. The AC is a set of resources
\( \mathcal{M}_{AC} \), e.g. for QoS class \( j \). Sum of all the resources orthogonal to time in the admission channels results in cardinality of the admission channels \( M_{AC} \). As detailed in Section 4.4.1 a resource represents a single cell in the resource grid.

### 4.4.3.2 Resource Selection Probabilities - Collision Size Estimator

We assume that a set of users of size \( n_a \) at time instant \( t \), selects randomly one resource from a set of resources in the admission channel at the same time. Depending on this selection a user may collide or be successful. Also some resources maybe unoccupied. The central entity can only observe the ternary outcome \((0, 1, e)\) of these resources. From this outcome it has to make a collision size guess.

A similar estimation problem has already been investigated in the state of the art for RFID tag readings [KN06] for throughput optimization. However, the estimation time scales at best linearly with the number of users \( n_a \). However, the work relies on Poisson approximation that is valid only with high number of resources. Usually, such resources are scarce and costly in terms of delay. To solve this problem, another work has considered the resource selection probabilities as a design parameter trading off precision for estimation speed [Ste+13]. Here, we aim at generalizing such an estimation to any number of active sensors and map it to the well-known Coupon Collector’s Problem (CCP).

**Coupon Collector’s Problem** There are \( M \) unique coupons that are obtained through independent draws from an urn with replacement. The problem is to find the expected number of draws until all \( M \) coupons are collected. Coupons may have equal or unequal selection probabilities. We will refer to selection probability of the \( i^{th} \) coupon as \( p_i \) such that,

\[
1 = \sum_{i=1}^{M} p_i. \tag{4.30}
\]

This problem is solved for equal and unequal coupon selection probabilities [AOR03]. We do not focus on expected number of draws until all \( M \) coupons are collected, but we will focus on the expected number of draws given a certain set of uniquely drawn coupons \( \mathcal{M}_{s+c} \). Thus, we are guessing the expected number of draws that have been made given that a certain set of unique collected coupons.

**Analogy to Collision Size Estimation** We define a contention in a single time-slot \( t \) as an experiment. Suppose there are \( n_a \) users selecting \( M \) resources randomly on a contention basis at time-slot instance \( t \). We observe the outcome of the contention on these \( M \) resources. We define the outcome on a contention resource \( i \) as \( o_i \) where a sequence of outcome is \( o = \)
Table 4.5: Expected number of draws for Coupon Collector’s Problem with $M = 18$ for various distributions.

<table>
<thead>
<tr>
<th>Dist. $\hat{N}_{max}$</th>
<th>Geom 102</th>
<th>Pois. 2 · 10³</th>
<th>$p^0 = 10^{-2}$</th>
<th>$p^0 = 10^{-3}$</th>
<th>$p^0 = 10^{-4}$</th>
</tr>
</thead>
</table>

$(o_1, o_2, o_3, o_4) = (1, 0, e, 1)$ for an example with $M = 4$. The ternary outcome $o_i \in \{0, 1, e\}$ of the contention for resource $i$ is converted to the set of coupons collected. We consider idle resources as not-selected coupons, i.e., the $\mathcal{M}_{s+c}$ can be defined as,

$$
\begin{cases}
    i \in \mathcal{M}_{s+c} & \text{if } o_i \neq 0 \\
    i \notin \mathcal{M}_{s+c} & \text{if } o_i = 0.
\end{cases}
$$

(4.31)

Using this set we calculate the expected number of draws $E[Z]$, corresponding to the estimated number of users at time-slot $t \hat{n}_a$. Then, the set of selected coupons can be written as $\mathcal{M}_{s+c} = \{1, 3, 4\}$ since resource 2 is idle. Using the probability of selecting any of the $M$ resources.

The estimated number of active users $\hat{n}_a$ is given with expected number of draws given a set of uniquely drawn coupons with unequal probabilities

$$
\hat{n}_a = E[Z|\mathcal{M}_{s+c}] = \sum_{z=0}^{\infty} \left( 1 - \prod_{i \in \mathcal{M}_{s+c}} (1 - e^{-p_i z}) \right).
$$

(4.32)

where the probability that a user did not select a resource $i$ is multiplied for each resource for $z$ users. Then this is subtracted from one to calculate the probability that all of these resources are selected at least once. Then the expectation is taken over $z$. The sum is up to infinity to calculate the probability of an outcome given there are up to infinite users. For large enough $z$, probability that a resource is not selected converges to 0. So Eq. (4.32) gives us the expected number of users given the outcome. Further explanation for Eq. (4.32) is given in App. B.

It is clear that each different selection $\mathcal{M}_{s+c}$ may give a different result in terms of number of users. We define the highest expected number of users as $E[Z|\mathcal{M}_{s+c}] = \mathcal{M} = \hat{N}_{max}$ for, $\mathcal{M}$, the outcome of the complete set, i.e., $\forall i \ o_i \neq 0$, where we have a collision or success on all resources. The estimation range for the number of active users $n_a$ is up to $\hat{N}_{max}$. Therefore, the resource selection probabilities $p_i$ should be adjusted, such that $\hat{N}_{max}$ is larger than the worst case number of active users. On the other hand it is intuitively clear that adjusting $p_i$ to increase $\hat{N}_{max}$ results in further decrease in precision of the estimation. Otherwise we can decrease $p_i$ to increase $\hat{N}_{max}$ to infinity.

In Table. 4.5 we have summarized $\hat{N}_{max}$ with different distributions of $p_i$. We have used the constraint in Eq. (4.30) in order to calculate $p_i$ for various distributions. The $p_i$ for each
distribution is as follows: (1) for geometric distribution with a fixed \( p \) we set the selection probability as \( p_i = (1 - p)^i \cdot p \), (2) for Poisson distribution with a mean \( \lambda \) we set the selection probability as \( p_i = \frac{\lambda e^{-\lambda}}{i!} \), (3) for power series, defined the selection probability as \( p_i = p_0 \cdot \alpha^i \). We have to set \( p_0 \) and adjust \( \alpha \) accordingly. We then used the Eq. (4.32) to calculate \( \hat{N}_{max} \).

In Table. 4.5 we see that \( p_0 \approx \frac{1}{N_{max}} \). Thus, using the power series we can easily adjust the estimation.

**Collision Size Estimation**  After we have the estimated number of active devices \( \hat{n}_a \), we will use the maximum likelihood to partition these devices into each resource. In the following parts we will use \( n_a \) instead of \( \hat{n}_a \) for ease of reading.

The problem is now to partition \( n_a \) users to \( M \) bins. The partitioning is constrained with the outcome \( o \), i.e., collision on resource 2 and success on resource 5 translates in to \( o_2 = e, o_5 = 1 \). Possible guesses \( g \) will be sequences that fulfills the outcome constraints. The guess of resource \( i \) in the \( x \)th sequence is \( g_i^x \). We also use \( g_i \) for a guess for resource \( i \), and \( g^x \) as the guess sequence \( x \). Now we can write the constraints

\[
g_i \begin{cases} = 0 & \text{if } o_i = 0 \\ = 1 & \text{if } o_i = 1 \\ \geq 2, \leq (n_a - \sum_{j=1}^{i-1} g_j) & \text{if } o_i = e. \end{cases} \quad (4.33)
\]

We define the guess set \( \mathcal{G} \) such that it involves all guess sequences fulfilling a given outcome sequence \( o \) and the number of active devices \( n_a \). For example, with \( M = 3 \) and a outcome sequence of \( o = (o_1 = 1, o_2 = e, o_3 = e) \) where we have \( n_a = 7 \) we will have \( \mathcal{G} = \{(1, 2, 4), (1, 3, 3), (1, 4, 2)\} = \{g^1, g^2, g^3\} \), such that \( g_3^2 = 3 \) and \( g^2 = \{1, 3, 3\} \).

We can calculate the probability of a correct guess as in

\[
p_i[g] = \prod_{i \in M} \left( ^{n_a - \sum_{j=1}^{i-1} g_j}_{g_i} \right) (p_i)^{g_i}. \quad (4.34)
\]

This will enable calculation of the most likely partition, to have an estimate on how many users contend each resource as

\[
\hat{u} = \arg \max_g p_i[g], \forall g \in \mathcal{G}, \quad (4.35)
\]

where \( \hat{u} \) is the sequence for the collisions size estimation for all resources. The equation is complex to calculate with increasing dimensions of \( g \) as it is a combinatorial maximum likelihood calculation. It depends on \( N_{max} \) and cardinality \( |g| \) such that \( N_{max}^{|g|} \) cases may
be evaluated depending on the feedback. For practical implementations a heuristic estimator
can be used an example is as such
\[
\hat{u}_i = \begin{cases} 
  [p_i \cdot \hat{n}_a] & o_i = e \\
  o_i & o_i \neq e 
\end{cases},
\]
(4.36)
where \(\hat{n}_a\) is the total number of user estimation given by Eq. (4.32) that uses the outcome
sequence \(o\) and \(N_{max}\) as input

**Comparison**  As a comparison for our estimation technique, we choose two maximum-
likelihood estimators (MLE). First one is based on the observation of non-idle resources only
\(M_{s+c} \triangleq \sum_{i=1}^{M} 1_{o_i \geq 1}\) (that is, without knowledge of the number of idle resources), where \(1\) is the indicator function . The MLE operates on the following exact probability of observing
\(M_{s+c}\) non-idle resources, given a total of \(M\) resources and a total of \(n_a\) sensors:
\[
P_{MLE}[M_{s+c}|M, n_a] = \frac{\binom{n_a}{M_{s+c}} M!}{M^{n_a} (M - M_{s+c})!},
\]
(4.37)
where \(\binom{n_a}{M_{s+c}}\) are the Stirling number of the second kind.

Second comparative technique is adaptation of the work from Zanella [Zan12b] on the
RFID collision set estimation. The work is based on observing the number of collided \(M_c\)
and successful \(M_s\) resources, and, using the approximation of the exact expression, computes
the maximum-likelihood \(n_a\) by finding the roots of the expression, i.e. finding the number of
resources that maximizes the idle likelihood while minimizing the collision likelihood as in:
\[
\frac{n_a - M_s}{M_c} = \frac{n_a (e^{\frac{n_a}{M_c}} - 1)}{e^{\frac{n_a}{M_c}} - 1 - \frac{n_a}{M_c}}.
\]
(4.38)

The average collision size is then computed from \(\hat{n}_a\) as in \(\frac{\hat{n}_a - M_s}{M_c}\). It has to be noted
that, since neither of MLE approaches vary the resource selection probabilities (i.e., both use
uniform probabilities), none of them can give a reliable estimate above a certain total number
of active devices \(N_{max}\), i.e., whenever \(M_c = M\) is observed.

We have conducted Monte Carlo simulations in MATLAB for comparing the estimators.
The resource selection probabilities are set with respect to power distribution calculated in
section 4.4.3.2 for CCP and \(N_{max}\) values are set as 500, 1000 and 2000. The resource
selection probabilities are set uniformly for the baseline case. The reason for this selection
is that the state of the art uses the Poissonization of the outcomes which is a valid approach
only with equal resource selection probabilities. In Fig. 4.21 collision size estimation error is plotted with 18 resources $M$. The absolute estimation error is calculated as $|\hat{u}_i - u_i|$ taking the difference between estimated and actual number of users per resource $i$, which is then averaged as in $E[|\hat{u}_i - u_i|]$ over multiple runs and multiple resources. CCP is compared against the state of the art with varying the number of active users from 1 to 1000. Each number of active users are simulated for 1000 runs. The limitation of uniform resource selection is observed from the results. The MLE estimator saturates with $M = 18$ after 100 users since the observation is always a set of collisions when the resource blocks have equal probability to be accessed. Thus, the MLE estimates 100 users with full collision set and the error linearly grows with the number of active users. In CCP, with increasing number of users an idle occurs and this enables scalability up to $N_{\text{max}}$ active users.

We have also evaluated an error in the setting of $N_{\text{max}}$ and how such a wrong setting will affect the system in Fig. 4.21. The $N_{\text{max}}$ set to 500 represents the case where we may have more users accessing the medium than the allowed maximum. We see that the absolute estimation errors are almost the same up to 500 active users. After this point the estimation error grows linearly with increasing number of users similar to the state of the art. On the other hand the case where $N_{\text{max}}$ is set to 2000 represents that we always have a higher limit for maximum number of users compared to active number of users. This has a less critical effect compared to setting a lower maximum limit. This can be observed in Fig. 4.21 where the absolute error has increased slightly but is in general lower compared to the previous case. Thus, it can be concluded that a relatively high $N_{\text{max}}$ can be selected to avoid the saturation effect.
The scalability comes with the cost of precision loss with low number of active users. Even though, the mean error difference is approximately 1 user up to 200 active users, the state of the art is better than the CCP.

The precision of the estimation is evaluated on average. Thus, the strictness of the stochastic delay constraints provided through the use of the estimator is valid on a set of realizations, but not for each realization of the random process. Also, the stochastic delay constraint would be valid if the number of arriving users is upper-bound so the exact estimation can be converted to an upper-bound for reliability. We enable this via adding the mean estimation error $E[|\hat{u}_i - u_i|]$ from the analysis as a pessimism factor on top of the collision multiplicity estimate $u_i$. This makes sure that the stochastic delay constraint is not violated due to estimation error. We have evaluated the results for the guarantees where the estimator is integrated in the system in Sec. 4.4.6.

The outcome of the estimation and the QoS requirement is obtained from the initial access of the users to the admission channel. Given these information the delay of the contention tree resolution can be obtained through stochastic analysis. This information enables the admission control decision. In the following section we investigate the stochastic delay analysis of the inner protocol.

### 4.4.3.3 AC/DC-RA - Inner Protocol

In this subsection, we first shortly introduce the inner protocol and we investigate the stochastic analysis for delay constraints. The details of the inner protocol and the analysis can be found in Chapter 5.

The resolution algorithm used is a version of binary tree resolution for each collision. The algorithm uses a breadth-first exploration of the tree. An advantage of breadth-first is a possible exploration of multiple contention slots simultaneously. We call this parallelization of the resolution and $M_P$ denotes the number of parallel allocated resource for a resolution. An example with two possible tree algorithm parallelizations is given in Fig. 4.22. The resolution starts with 8 users and with the first split 3 users select one resolution slot while the remaining 5 select the other resolution slot. The users are resolved with a parallelization of 2 and 4. In the case of parallelization of $M_P = 2$ the resolution needs a capacity of 2 frequencies for a duration of 4 time-slots to schedule all resolution slots. However, with a parallelization of $M_P = 4$ the resolution needs a capacity of 4 frequencies for a duration of 3 time-slots. Thus, required capacity increases since higher amount of parallel resources are blocked for faster resolution.
4.4.3.4 Delay Constrained Resolution

In this section, we investigate how the analysis for the inner protocol can be used for the admission control.

For a stochastic delay constraint $L$ and reliability $R(L)$, e.g., $R(L) = 0.95$, means that the delay constraint $L$ should be achieved 95 percent of the time.

Stochastic delay bounds for MP-CTA are given in [GAK17b] for different number of users. These values can be placed in a look up table (LUT) for varying $N$ number of users, $L$ the delay, for a specific reliability $R(L)$ as in Tab. 4.6. The LUT then outputs the minimum number of parallelization $M_P$ required to fulfill the stochastic delay constraint of all the devices in the contention resolution. If it is infeasible then it returns zero. For example, given 10 users and a delay constraint of 5 slots, it is infeasible to achieve a resolution where all users are resolved with 0.95 reliability. This is denoted as $M_P = 0$. However, a delay constraint of 10 slots is achievable with a parallelization of $M_P = 3$.

We use this analysis and define a function $f$ that outputs the number of resources $M_P$ given the required reliability and delay constraint with the number of users,

$$f(L_i, R_i, N) = \begin{cases} 0 & \text{if infeasible} \\ M_P & \text{if feasible.} \end{cases}$$

(4.39)

Infeasibility is invoked when allocation of all the $M_{RC}$ frequencies in the resolution channel cannot achieve the required delay then $f = 0$ is returned.
### Table 4.6: The parallelization $M_P$, given in table, needed to resolve certain number of users for varying delay constraints $L_j$ and a reliability level $R(L)_j = 0.95$. The reliability level is not a dimension of the table.

<table>
<thead>
<tr>
<th>Delay Constraint</th>
<th>5</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
<th>35</th>
</tr>
</thead>
<tbody>
<tr>
<td>Users</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
<td>----</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>15</td>
<td>0</td>
<td>4</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>20</td>
<td>0</td>
<td>6</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>25</td>
<td>0</td>
<td>8</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>30</td>
<td>0</td>
<td>9</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>35</td>
<td>0</td>
<td>11</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>40</td>
<td>0</td>
<td>13</td>
<td>6</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

We can check a concrete example using the values shared in Tab. 4.6. An example would be for a delay constraint of 15 slots with 20 users and a reliability of 0.95 percent. We can read the cross-section of these values to see the required parallelization. This can be formulated as $f(15, 0.95, 20) = 3$ such that we can use a parallelization of 3 to achieve the stochastic delay constraint in an efficient manner. The required parallelization is 2 for 10 users, and 4 for 25 users. Thus, we can allocate just the right number of resources to achieve the stochastic delay constraint.

In this section we have shown that a delay constrained resolution is achievable through the MP-CTA. In the following section we explain how the information provided via the outer protocol will enable guarantees though use of the inner protocol, this leads us to the admission decision.

### 4.4.4 AC/DC-RA - Admission Control

AC/DC-RA is not improving the throughput of random access but limiting delay for a resolution. Thus, dealing with increasing number of users is still an issue. In order to investigate the scaling problem, we have to consider the capacity of the Resolution Channel.

We define capacity as a set of resolution resources. The resources for resolution is fixed in terms of frequency and time. For instance, the capacity required to resolve a collision given in Fig. 4.20 is a 2 frequency 5 time-slot grid. The 2 frequencies are blocked for 5 time-slots. The capacity of the Resolution Channel is also defined in terms of frequencies $M_{RC}$. It is clear that not all collisions will fit in the RC. Thus, to guarantee that users admitted to the system are always served within the stochastic delay constraint, we have to reject some of

---

The values shared in the table are calculated using the analysis in Chapter 5.
the users. The decision whether to reject the users or to admit them to RC is done by the admission control of AC/DC-RA.

4.4.4.1 Admission Control

The admission is decided through evaluation of QoS information, collision size information against the resolution channel capacity. We zoom in the admission block from Fig. 4.19. We provide another flow diagram for the admission control decision in Fig. 4.23. The QoS information is extracted in terms of $L_j$ and $R(L)_j$ from the selected admission channel index $j$. The collision size estimation returns the vector $\hat{u}$ where $\hat{u}_i$ is the collision size estimation for the $i^{th}$ resource. We add the mean estimation error for the expected $N_{\text{max}}$, calculated with $E[|\hat{u}_i - u_i|]$ as a pessimism factor to each collision multiplicity estimation that gives $\hat{u}_i^\dagger$. As the realization $n_a$ is unknown, the estimation $\hat{u}_i^\dagger$ has to be used in this case for the delay constrained resource allocation calculation. The admission control feeds this information to the stochastic tree analysis $f(L_j, R_j, \hat{u}_i) = M_{P,j,i}$ to obtain the number of required resources. In case the QoS is not achievable, i.e., $M_{P,j,i} = 0$, the devices are directly rejected. If not, the requested number of resources are compared against the available number of resources in RC. If there is enough capacity the users are let into the system for resolution or else are rejected. The admission decision $D_{j,i}$ that is given for all users in resource $i$ of the admission channel $j$ can be summarized as in,
\[ D_{j,i} = \begin{cases} 
\text{Reject} & \text{if } M_{P_{j,i}} = 0 \text{ or } M_{P_{j,i}} > M_{RC}^t \\
\text{Accept} & \text{if } M_{P_{j,i}} \leq M_{RC}^t, 
\end{cases} \tag{4.40} \]

where \( M_{RC}^t \) is the number of available resources in the resolution channel at time-slot \( t \) and is updated as \( M_{RC}^t \leftarrow M_{RC}^t - M_{P_{j,i}} \) after an accept decision. It is initialized as \( M_{RC}^t = M_{RC} \) and after each resolved contention, the freed resources are added back.

The system will operate in a resource limited environment such that allocation of resources to admission channel and resolution channel will impact the behavior of the system. In order to analyze this trade-off we propose an analytical model.

### 4.4.5 Analysis

We propose a Markov Chain model to analyze the system given in Fig. 4.24. We simplify the system to five different states. Initial state is an \( \text{Off} \) state that represents the user activation characteristics with respect to the application. When active with the probability \( p_{\text{on}} \), the user goes to the transmission state \( \text{Tx} \). This state is the initial access state, and the user selects one of the resources, \( i \), in the \( j \)th admission channel \( M_{AC_j} \) and transmit a packet with that resource. This selection is done on the appropriate admission channel for QoS class.

The initial access is a success with probability \( 1 - p_{c} \). Then the user may go to success state \( \text{Suc} \). After the transmission is completed it goes back to \( \text{Off} \) state. If the initial access results in a collision it goes to the admission state \( \text{AR} \) with probability \( p_{c} \). In this state the number of collided users with that specific user is estimated and a decision whether resolution time is within QoS class of the user is given.

After initial access, the user is admitted with probability \( 1 - p_{r} \). After successful contention resolution it proceeds to the \( \text{Suc} \) state. If the user cannot be admitted then it is rejected with probability \( p_{r} \) and goes to the fail state \( \text{Fail} \) where it informs higher layers before going to the \( \text{Off} \) state.

We can extract the state probabilities in terms of state transition probabilities as,

\[
P_{\text{Off}} = \frac{1}{1 + 3p_{\text{on}} + p_{\text{on}}p_{c}(1 - p_{r})} \tag{4.41}
\]

\[
P_{\text{Tx}} = \frac{p_{\text{on}}}{1 + 3p_{\text{on}} + p_{\text{on}}p_{c}(1 - p_{r})} \tag{4.42}
\]

\[
P_{\text{AR}} = \frac{p_{c}p_{\text{on}}}{1 + 3p_{\text{on}} + p_{\text{on}}p_{c}(1 - p_{r})} \tag{4.43}
\]

\[
P_{\text{Suc}} = \frac{(p_{r}p_{c} - p_{r}p_{r})p_{\text{on}}}{1 + 3p_{\text{on}} + p_{\text{on}}p_{c}(1 - p_{r})} \tag{4.44}
\]

\[
P_{\text{Fail}} = \frac{(1 - p_{r}p_{c} + p_{r}p_{r})p_{\text{on}}}{1 + 3p_{\text{on}} + p_{\text{on}}p_{c}(1 - p_{r})}. \tag{4.45}
\]
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We investigate the state transition probabilities as follows: The activation probability depends on the application. For the sake of steady state analysis we consider Poisson arrivals in this scenario, which is usually assumed for machine activity \cite{Dem+09} and \cite{3GP12}. To provide an average dimensioning we assume the probability that a user generates any packet between two random access opportunities, and the total mean arrival rate as $\lambda$ with activation probability $p_{on} = 1 - e^{-\lambda}$.

4.4.5.1 Collision Probability $p_c$

For the calculation of the collision probability we suggest modeling the problem as a bins and balls problem with unequal probabilities that gives the final equation for $p_c[u]$ probability of collision with $u$ users as $p_c[u = n] = \sum_{j=1}^{J} \sum_{x \in S_j} (P_x^j[n] \cdot j)$, where partitions with size $u$ are counted $P_x^j[u]$ up to $J$ repetitions and weighed accordingly for partitioning $N$ users in $M$ bins. Further proof of this equation is given in App. B.2. Thus, we can calculate the probability of a collision $p_c$ as, $p_c = 1 - p_c[1] - p_c[0]$.

After the Transmission State then we move to the Admission State.

4.4.5.2 Admission Rejection Probability $p_r$

Collisions are resolved with the tree algorithm. Each of these resolutions occupy $M_P \cdot L$ resources where $M_P$ is selected with respect to the number of collided users and $L$ is the delay constraint in terms of time-slots. As we have finite resources in our system, allocating resources to the resolutions can be considered as a serving process. Thus, we model the serving of a resolution as a queue, Random Access Queue (RAQ), process, where each
resolution resource is a server and arrivals are collisions to be served. It is a queue with no buffer since the admission decision is given instantly. In this section, we investigate the RAQ model in order to analytically provide the blocking probability in such a queue, that will be representing an admission rejection probability \( p_r \) decision due to insufficient amount of resources in RC.

We model each collision as an arrival to the RAQ. Since we expect a collision on all resources to use admission channel effectively, the average number of collisions can be written as \( \lambda_{RAQ} = M_{AC_j} \) for class \( j \). Thus, on heavy load, we expect a collision on all AC resources, i.e., deterministic arrivals. With low load, we expect probabilistic number of collisions thus, a Markovian number of arrival to the RAQ. The analysis is based on the assumption of deterministic arrivals.

In order to guarantee the resolution time we reserve frequencies during the resolution. For serving time we have a deterministic value \( h_{RAQ_j} = L_j \), such that the serving time for each QoS class depends only on the delay constraint.

The number of available resources is converted to the number of servers. The number of servers is determined by the expected parallelization of the resolution in the system. We can calculate the expected level of parallelization as in,

\[
E[M_P] = \sum_{u=0}^{N_{max}} f(L_j, R(L_j), u) P_c(u), \quad (4.46)
\]

where \( P_c(u) \) is the probability that a collision with size \( u \) occurs and given with Eq. (4.4.5.1). Thus, each resolution needs on average \( M_P \) resources. And we have \( M_{RC} \) resources in total. Via dividing the total number of resources to the average number of resources per resolution we can calculate the expected number of on-going resolutions as

\[
M_G = \left\lfloor \frac{M_{RC}}{E[M_P]} \right\rfloor, \quad (4.47)
\]

where \( M_G \) represents the average number of servers in the resolution channel.

Through this we can write the admission rejection probability \( p_r \) as

\[
p_r = \frac{(L_j M_{AC_j})^{M_G}}{M_G!} \sum_{o=1}^{M_G} \left( \frac{L_j M_{AC_j}}{o!} \right)^o. \quad (4.48)
\]

The proof is driven using call blocking probabilities in [Gim65] and details are given in Section B.3. Finally, we have all the parameters required to analyze the protocol.
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4.4.6 Evaluation

In this section we first evaluate the suggested algorithm in a prioritization scenario. Following this we compare our analysis with simulation results to show that the analysis provides a reasonable estimate to enable analytic dimensioning of the system. All the simulations are done in a MATLAB based discrete time simulator.

We make the following assumptions in our simulator. There is zero propagation time. A collision channel model is implemented based simulator on MAC layer and perfect channel conditions are assumed. Costless and immediate feedback is assumed which is necessary for both tree and access barring based solutions. A single cell scenario for uplink traffic is investigated. Resources are organized in time and frequency.

4.4.6.1 Comparison with Analysis

We investigate the behavior of the protocol with various resource separation decisions and to show validity of the analysis we simulate the AC/DC-RA with varying number of resources for admission channel $M_{AC}$ and resolution channel $M_{RC}$ and compare with our analysis. While varying the size of one channel we fix the other to $\{15, 25, 45\}$. We assume a Poisson arrival rate with average of 30 users per time-slot.

We compare the analysis of number of arriving collisions with simulations in Fig. 4.25 where we plotted the varying number of resources in admission channel $M_{AC}$ against the collision probability. The collision probability is the expectation with a given Poisson arrival. Since in simulations we use Poisson arrivals, we use the law of total probability over the
probability of observing different number of devices as

\[
p_a^c[N_c] = \sum_{i=0}^{\infty} e^{-N_c} \frac{(N_c)^i}{i!} p_a[i],
\]

where \( p_a^c[N_c] \) is the probability adjusted for Poisson arrivals with mean \( N_c \).

We see that the with the pre-selected resource selection probabilities we can trace the collision probabilities with the given analytic. It is important to emphasize that since the complexity of the calculation grows exponentially it can only be used for offline dimensioning of the algorithm. Another observation is that the power series has a higher success rate than expected when it comes to sacrificing the throughput on the admission channel. For instance with 4 resources and 10 users, only 60% of the resources have seen a collision on average. Since we expect 1 out of 4 resources to be free so that the estimation works on the edge, we expect around 75% collisions.

In Fig. 4.26 we varied number of resources in resolution channel and admission channel on the x-axis and we plotted the admission rejection probability on the y-axis. The analysis is given with a solid line while the simulation is marked with data points. Due to the unequal resource selection probabilities, the users will forcefully collide. Through this, we have the same number of collisions as the number of resources in the admission channel for high arrival rates. Thus, the assumption of deterministic number of collided resources is valid for low number of resources for admission channel. However, this assumption does not hold if we have high number of resources in the admission channel \( M_{AC} \) such that more than 1 slot may be empty. Thus, the analysis should rather be used with low number of resources in admission channel \( M_{AC} \).

For varying the number of resources in resolution channel \( M_{RC} \), almost a linear behavior is observed for the rejection ratio. This is expected, since a better parallelization is enabled and resolutions with high number of users are almost linearly parallelizable.
The results for varying $M_{RC}$ in Fig. 4.26: the increase in parallelization results in decreased rejection ratio as expected. For the really low $M_{RC}$ region, the curve has a better fit as explained previously. After the deterministic behavior for the number of arrivals vanishes, the curve deviates. Here we can emphasize a take out message for $p_r$. With low $M_{AC}$, increasing the $M_{AC}$ exponentially decreases $p_r$ then after a certain number of resources it saturates to a linear decrease. This behavior is similar to that of a queue close to the stability limit. For $M_{RC}$ we have a linear decrease with a greater pace compared to the linear region of $M_{AC}$. Thus, we can conclude that a rule of thumb for dimensioning the resources for $M_{AC}$ and the $M_{RC}$ is: (1) allocate enough resource to $M_{AC}$ such that exponential $p_r$ behavior is overcome and (2) all the remaining resources are allocated to $M_{RC}$. The exponential region limit can be determined Eq. (4.48) and taking the dip of the waterfall region as observed from Fig. 4.26. For example in Fig. 4.26b, $M_{AC} = 5$ and in Fig. 4.26a $M_{AC} = 4$ should be selected and all other resources should be allocated to $M_{RC}$.

Through the provided insights for the dimensioning of the algorithm, we now set the resources of AC/DC-RA accordingly and compare with the state of the art.

### 4.4.6.2 Comparison with Baseline

We select the Dynamic Access Barring (DAB) algorithm as a baseline [WW15b]. This algorithm is an improved version of the access class barring algorithm currently used in LTE RACH. Through a backlog estimation the barring factor is updated dynamically. The barring of users enables optimal saturation throughput of Slotted ALOHA. It is also used with multiple QoS classes such that one class is prioritized over other and the no-priority class is fully barred when there are requests from the prioritized class. A dynamic barring factor is still applied to the prioritized class to guarantee optimal throughput.

For AC/DC-RA we allocate 4 resources for each admission channels for each Class 1 and 2 and 12 resources for the resolution channel allocating 20 resources in total. For DAB algorithm we also allocate 20 resources to have a fair comparison. We use a deadline to refer to the delay constraint for comparison.

For AC/DC-RA we enable such prioritization through admission control, where one class is only accepted after the other class is fully admitted. Since we want to emphasize the priorities and the guarantee aspects, we use the same requirements for both classes. In order to show that the system can outperform the state of the art in extremely critical situations, we assume a Beta distributed arrival scenario representing bursty arrivals of M2M communications [3rd00]. We have an activation time of $T_A = 100$ slots for the beta arrival and we have other parameters of the distribution set as in the reference. The total number of users accessing the system is denoted as $n_{tot}$. There is an imbalance between different traffic classes. The imbalance reflects
a population ratio difference between traffic of two classes. We keep the naming as Class 1 and Class 2 where Class 1 denotes the prioritized class. However, an adjective is added to the classes to point out the traffic imbalance situation. These adjectives are Low and High, where the High class has 10 times more users than the Low class.

In Fig. 4.27 we have plotted the AC/DC-RA against the baseline with the traffic imbalance. In Fig. 4.27a we have plotted the drop plus rejected ratio for varying delay constraints for Low Class 1 with \( n_{\text{totlow}} = 200 \) users and High Class 2 with \( n_{\text{tothigh}} = 2000 \) users. The decrease in the number of users in the Low Class 1 results in an increased percentage of serviced users and most of the High Class 2 is blocked out. In Fig. 4.27c we have plotted the drop plus rejected ratio for varying delay constraints for Low Class 2 with \( n_{\text{totlow}} = 200 \) users and High Class 1 with \( n_{\text{tothigh}} = 2000 \) users to represent a more scarce scenario. The Low Class 2, that uses DAB, achieves a lower drop ratio thanks to low number of users. Some of the users from High Class 1 cannot be resolved in time even though the delay constraint is large. This is due to limited resource in RC that cannot react to burst arrivals. Interestingly for DAB, with larger delay constraints both classes achieve lower drop ratios compared to AC/DC-RA. This stems from the fact that obtaining delay and multiplicity information in the scenarios with relaxed delay constraints is not necessary for timely resolution. And the loss in resources to obtain this information cannot be made up with increased efficiency in the resolution channel.

In Fig. 4.27b and Fig. 4.27d the drop plus rejected ratio is plotted against varying number of users. The x-axis depicts the number of users for High Class 2 in Fig. 4.27b and High Class 1 in Fig. 4.27d. For Low Class 1 almost no user is rejected and resolution is optimized with respect to multiplicity information. Thus, the information obtained from AC is used. However, the multiplicity information obtained for High Class 1 cannot help as there is not enough capacity in the resolution channel and these users have to be rejected irrespective of their multiplicity. This guides us to an important conclusion that if there is low amount of resolution channels and relaxed delay constraints the state of the art protocols can perform better. In Fig. 4.27f and Fig. 4.27e we have enabled admission of the users to a later available resource such that a certain waiting is enforced before accessing the resolution channel. We observe that this improves the performance but as the number of resources are limited all of the Class 2 users cannot be served.

In this section we introduce a new system level protocol AC/DC-RA - Admission Control based Traffic-Agnostic Delay-Constrained Random Access. This protocol changes the random access paradigm with an addition of an admission control decision. The admission control decision is based on a novel user activity estimation and analytical modeling of the resolution. This estimation enables an accurate guess for the delay of a contention resolution and as
4.4. A system level solution for stochastic delay constraints with user activity estimation: AC/DC-RA

Admission Control based Delay Constraint-aware Random Access

Figure 4.27: Comparison of AC/DC-RA with DAB varying the delay constraint $L$ and fixing the total number of devices $n_{\text{tot}}$. The traffic imbalance is introduced the one class has the number of users depicted as on the x-axis (denoted as High) while the other class has 10% of these users (denoted as Low).
demonstrated improves the resource efficiency with respect to algorithm that do not work with estimation.

4.5 Summary

In this chapter, we show that access protocols can double their efficiency if the distribution of the user activity is known. We later on showed that, given the distribution of the user activity, it is beneficial to deploy an on the fly estimation technique. Lastly, we have considered a system level integration of such an estimation through an admission control and we have given a practical example of an estimation algorithm. Finally, we have validated through simulation that such a system improves resource efficiency versus state of the art algorithms for delay constraints.

In the following chapter we focus on capabilities of the access algorithm in terms of latency-reliability constraints. We modify and analyze the access algorithms to provide stochastic and deterministic delay-constraints.
Chapter 5

Delay Constrained Reliable Access for Cellular Networks using Tree Algorithms

In the Chapter 4 we have shown that user activity estimation improves the radio resource efficiency. In this chapter we focus on the access algorithms. We investigate algorithmic improvements for access algorithms to support delay constraints. We assume the knowledge of user activity is available, and evaluate the performance of access algorithms under delay-constraints and inspect how they can be improved. Two main insights we provide is: (1) algorithms cannot be easily adapted to delay-constraints by adding more resources in the system and there is a performance loss. This loss is related to the reduction of feedback that would be normally sent after each time slot but reduced due to parallelization. Algorithmic adaptations are required to guarantee minimal loss. (2) the successive interference cancellation based tree algorithm has the potential to outperform scheduled access irrespective of the activity pattern.

The performance for access algorithms have been characterized via taking the expectation of the traffic model, giving the performance in terms of delay and throughput. However, with reliability and delay constraints, expectation is not sufficient any more. A realization based analysis is needed instead of the expectation.

The section is organized as follows: The Sec. 5.1 explains the need for an access algorithm with feedback, i.e. Tree Algorithms. The Sec. 5.2 introduces the background and the state of the art related to the Tree Algorithms. The Sec. 5.3 introduces a novel tree algorithm and up to authors best knowledge the first algorithm to guarantee full resolution capability to achieve delay constrained reliable access. This section is based on our work in [GAK17b]. The Sec. 5.5 considers a more complicated receiver capability, namely successive interference cancellation. The work extends the previous work [YG05] done for tree algorithms for interference cancellation and through use of identities of the users provides deterministic
delay bounds with increasing resource efficiency. This section is based on our work in [GGK19].

5.1 Motivation: Tree Resolution Algorithm the prominent candidate for Reliability and Delay constraints

Uplink access algorithms can be mainly separated in two categories depending on whether they use feedback or not. The main reason to avoid feedback in an access algorithm is that it requires downlink resources and failure in feedback can cause inconsistencies in the coordination of multiple users. The failure in feedback can be avoided with error detection methods and the effects can be limited if deadlocks are avoided. The downlink resource requirement is then the main reason of avoiding the feedback but can be compensated if the resource efficiency is improved on the uplink more than the feedback would consume on the downlink.

Information theoretic value of feedback in terms of exponential decrease in error probability have already been pronounced in the literature [Kra69] [GN10]. The multiple access channel model is used to evaluate the improvement through the intermittent feedback and these have been adapted to many practical schemes [SDG05], [SG10]. As required by the information theoretic framework, the results abstract many practical limitations away such as transmit to receive switching times of the hardware and are not directly applicable for radio resource management. Thus, gains of feedback for radio resource management (RRM) is not analyzed.

In RRM, binary acknowledgement (ACK) or non-acknowledgement (NACK) feedback is assumed. The feedback is used to inform the transmitter so the transmitter can declare success or repeat the transmission against channel failures. If resources are not dedicated but contended, same feedback informs the failure due to a contention [Abr70]. For design of contention algorithms, a static channel behavior with channel coding is assumed to avoid failures due to fading. The role of feedback in this case is limited to report contention failures.

The frequency of the feedback varies for contention algorithms. In the very first versions feedback is optionally included [Abr70]. This has been sufficient for low load cases. But caused problems for the packets that are lost due to contention. As the transmitter is unaware of the outcome the packets, it just transmitted the next packet. On later algorithms feedback after each contention slot is assumed [KL75], this increased the success rate as retransmissions are enabled if the packet is lost. However, the retransmissions increased the load and this increased the contention probability.
So retransmissions are needed to increase the reliability, but too many retransmissions cause system to become unstable, since too many retransmissions meant that the average transmission per contention slot surpassed a certain value. So retransmissions should be limited to keep the average number of users per contention slot to an acceptable average value. Capetanakis [Cap79a] found the solution by setting different retransmission rules for the current contention and the previous contention with tree resolution algorithm. In tree algorithms, the current contenders are prioritized and on the next contention slot only the current contenders are allowed to re-transmit. The feedback, hibernates the other transmissions to a following contention slot until the current contention is resolved. Even though the delay still increased exponentially after a certain load, as the users just kept being postponed, the modification to the feedback guaranteed a stable contention behavior with increasing load. The reasoning behind the stable behavior is a *binary search like* logic, where $n$ users are asked to select one of the two following contention slots until only 1 user selects the following contention slot. This guaranteed a success in finite number of contention slots, more precisely on average each $\log_2 n$ contention slots.

In Fig. 5.1 the throughput on y-axis versus load on x-axis is illustrated for different random access algorithms with and without feedback and also with and without successive interference cancellation. It is clear that in low load regions feedback does not have any effect for both cases. But in high load regions it guarantees that the throughput can be sustained. It is important here to mention as with increasing load an non-increasing throughput the delay increases.

Later works [Sch83b], [Bin00] have demonstrated that guaranteeing a success within finite number of slots is also possible through the use of estimation techniques. Capetanakis have previously shown in [Cap79a] that estimation also decreases the average contention slots.
required to reach a success. However, with an inaccurate estimate the algorithm still reaches a success at worst on average each $\log_2 n$ contention slots. This is not true for other algorithms and stability is lost with errors on the estimation [Kos16].

In short, the stability, in terms of success in finite number of contention slots, of the tree algorithm is guaranteed even against load estimation errors as the binary search like logic acts as a built-in estimator. The structured feedback that acts as a built-in estimator makes the tree resolution algorithms the most prominent candidate for reliability and delay constraints. In the following sections we will use the structured properties to analytically define the worst-case performance of tree algorithms.

5.2 Background, State of the Art

The intuitive logic of the tree algorithms have been introduced in Chapter 4. In this Chapter a detailed background on tree algorithms is discussed.

5.2.1 Scenario

We consider a star topology where the central entity is called the gateway and leaf entities of the star are called devices. We consider an uplink scenario where only devices transmit a packet to the gateway. There are $n_{\text{tot}}$ devices attached to the gateway. Considered resources in the system are slots of a single channel with a TDM scheme.

For the first section we assume a collision channel and on the second section we assume a perfect SIC channel model where perfect cancellation is possible if clean packets are received. These assumptions are common in MAC layer research to focus on a layer 2 based solution. Each device is synchronized perfectly to the slots defined by the TDM structure. The devices are randomly and sporadically activated and the number of active devices at any slot is $n_a$, such that $n_a < n_{\text{tot}}$. The devices have a homogeneous radio latency constraint $L$ and reliability constraint $R$. We investigate the multiple access problem of maximizing throughput that we abstract as maximizing number of successfully used slots.

5.2.2 Background on Tree Algorithms

Here we introduce a small discussion about the naming of the algorithm to give a historical lookout on tree algorithms. A reader that is only interested in the analysis can skip this part.

The naming of the contention tree algorithms has been a problem within the medium access community. Capetanakis called the algorithm, the tree algorithm [Cap79b]. This made
distinguishing of the algorithm hard with other tree algorithms that are used in fields such as computer science. Gallager, to tree algorithms as the *splitting algorithm* [Gal78]. This name had a wider coverage in terms of multiple access while still having the problem of overlapping with other fields. Massey, in order to solve this problem, called it *Capetanakis Tybakov Mikhailov Collision Resolution Algorithm* [Mas81] with respect to the authors suggesting the algorithm. But this name did not get reused in the community. Afterwards, Huang named them *Interval Searching Algorithms* [HB85] while Kaplan used *Multiple Access Trees* [KG85] during the same era. The former was indeed too general for tree resolution while the latter did not encapsulate the resolution perspective. Finally, Jansen coined the term *contention tree algorithms* [JJ00] which we believe is reverting back to Massey with gracefully dropping the contributor names. We use the name Tree Algorithms for brevity in our work.

![An exemplary binary tree](image)

**Figure 5.2:** An exemplary binary tree

### 5.2.2.1 Preliminaries

At this point we introduce the terminology for graph theoretic trees and contention based access. The tree lexicon is important to visualize different steps of the algorithm. An exemplary tree is illustrated in Fig. 5.2. The source of the tree is called the *root*. Each element in the tree except the first one is called a *node*. The maximum number of branches stemming from a *node* is called the branching factor and denoted as $Q$. A level of a node is the distance, i.e, the minimum number of nodes until the root of the tree and the level of the root is zero.

In contention tree algorithms, each collision except the initial collision stems from a previous collision. This dictates the tree analogy. The initial collision is referred to as the *root*. Each node in the tree will be also referred to as a *contention slot* as one is the more
specific name used for contention tree algorithm. Immediate children of the same contention slot are called contention frames as a group. A contention frame will contain at maximum $Q$ contention slots.

The user will be referred to as contender. Channel is time-slotted. The physical layer behavior of a channel is abstracted with the collision channel. We assume immediate feedback from BS to all contenders. There are multiple channels that are available to be used in parallel. A bundle of $H$ channels for a single time instance is called a time slot as illustrated in Fig. 5.3.

5.2.2.2 State of the art on Analysis for Adaptive Multichannel Contention Algorithms for Delay Constraints

The adaptivity of an access algorithm to delay constraints can be achieved in two ways: First, the physical layer algorithms can use extra bandwidth for each resource that enables k-multipacket reception (K-MPR) capability [GVS88] or the bandwidth can be used to build orthogonal channels that can be deployed by the medium access layer algorithm. Initially, we investigate the possibility to use orthogonal decoding techniques where the extra bandwidth is distributed in a medium access control fashion, leaving the physical layer exactly the same.

Multichannel access algorithms have been in use for a long time [BM82]. However, the delay constraint analysis for multichannel algorithms has only recently provoked interest. This is due to upcoming machine type communication. The initial solution has been to analyze the capability of current cellular networks. Currently deployed access algorithm for the cellular networks can be abstracted as a Multichannel Slotted ALOHA (MC-SA) system. The delay distribution given the number of users using MC-SA for varying number of channels is ana-
lyzed in [Jia+17b]. This work is extended in [Vil+18b] through shaping capabilities provided with Dynamic Access Barring with a stochastic network calculus framework. However, none of these algorithms can sustain high throughput with high reliability like tree algorithms. This motivates the use of multichannel tree algorithms for high reliability requirements. We first explain in detail the state of the art in the tree algorithms.

5.2.3 State of the art on Tree Algorithms

We summarize the types of tree algorithms under delay constraints and throughput scope. As the main contribution of this study is on multichannel aspects of tree algorithms, the state of the art on this aspect is summarized.

5.2.3.1 Multichannel Tree

A prior work for the multichannel use is investigated in [Cho85]. The author assumes a resource grid with $H$ channels. The algorithm proceeds as a $Q$-ary tree algorithm in time perspective. On top of that at each time instance users select one of each $H$ channels randomly. So even though they call it a $Q$-ary tree, effectively it is a $H \cdot Q$-ary tree as two splits are enforced after each collision. The authors have shown the algorithm decreases latency as well as the resource efficiency with increasing number of channels. The work in [Cho85] is the first work that enables $H$ channel parallelization of the tree, however with the cost of changing the tree from a $Q$-ary tree to a $H \cdot Q$-ary tree. In our work, we enable a $H$ channel parallelization without losing the high resource efficiency of tree algorithms.

A solution to parallelization of trees is allocating different channel resources for each collision in a centralized fashion. The central allocation is investigated in [Gür+17b] and [GAK17a]. Both works show that the problem becomes a scheduling problem of resolution resources, where the trade-off is decreasing the minimum latency with increasing maximum latency or vice-versa. The problem of allocating resources for multiple tree resolutions in a multichannel environment is demonstrated in our own work [Gür+17b], that is described in Chapter 4. Furthermore, different centralized resource allocation for multichannel tree algorithms is discussed in our own work [GAK17a]. Centralized algorithms comes with the cost of increased feedback message size. Even though these proposals showed improvement in terms of reliability, none of these provided a distributed algorithm and analytical evaluation of the performance. A distributed algorithm is necessary to avoid inconsistencies in an uplink access scenario.
In our algorithm we make use of a binary tree and parallelize it over $H$ channels. This makes sure that the efficiency does not change with the number of channels deployed. It is well-known the efficiency is related to the selection of the branching factor $Q$ \cite{Mas81}.

5.2.3.2 Delay Analysis

Delay is the time required to resolve a contender, i.e., number of time slots from the root of the tree to the successful slot of the contender. Each time slot is composed of $H$ channels. The delay is bound to the number of simultaneously usable channels and the exploration technique of the tree. The exploration technique dictates that a node in the tree gets allocated a certain slot. The information of the total number of contenders $n_a$ has been a common assumption in most of the previous work \cite{JJ+00}. We believe that using this assumption extends the analysis open to many arrival distributions and we will also use this approach.

**Single Channel** ($H = 1$) In a single channel tree algorithms the delay maps to the total number of nodes (contention slots). For instance, the probability of a success at $i$th contention slot maps to the probability of having a delay of $i$ slots for a user in single channel tree algorithm. The probability mass function of delay in single channel tree algorithm can be found in \cite{MP93b}.

**$Q$ Channels** ($H = Q$) In a $Q$ channel tree algorithm a contention frame can be explored in parallel at the same time slot. In this case, the delay will map to the probability distribution of success in a contention frame. Allocating each contention frame to one time slot keeps the tree structure intact. Similar recursive analysis to the one used for a success in node can be used for contention frame. In \cite{KG85} details for this analysis can be found.

**Infinite Channels** ($H \geq Q^m$) The case where the number of channels is larger than the number of contention slots in any level of the tree is referred as infinite channel case. In this case, all the contention slots in one level of the tree can be explored at the same time slot. Thus, the probability of a success in $m$th level of the tree can be used as delay of one user in the tree. The probability of success of a contender in level $m$ conditioned on the initial number of contenders for $Q$-ary trees are given in \cite{JJ+00}. The authors provide the probability that the tree terminates at level $M$ conditioned on the initial number of contenders. Even though the use of infinite channels results in the minimum delay any $Q$-ary tree can achieve, it is not practical as the number of channels required for each time slot grows exponentially per level with respect to $Q$, i.e., $Q^m$ at level $m$. 


5.2. Background, State of the Art

AnArbitrary number of Channels In a practical scenario, the number of channels used by a tree algorithm may vary. The state of the art does not cover this scenario. This will be discussed in the Sec. 5.3.

5.2.4 Query Tree Algorithm

The query tree replaced the random decisions of the tree algorithm with the ID of the devices. The idea of limiting the size of the tree to introduce a maximum latency is initially introduced by Capetanakis [Cap79b]. As the tree algorithms are mostly used in RFID solutions, the practical implementation of this idea has been also in the scope of this community [LLS00]. Practically, the RFID related work exchanges the binary feedback with queries since RFID tags are powered with a query device. Theoretically, the same algorithm can be constructed with the binary feedback instead of a query.

Query Tree Algorithm (QTA) is suggested in [CLL07]. In QTA every device has a unique id formed of \( u \) bits. This limits the total number of devices attached to the gateway to \( n_{\text{tot}} = 2^u \). In QTA queries are used instead of feedback but the overhead is the same. In QTA devices are queried with respect to their id bits. The queries start with an empty query. A single bit is appended to the list of queries after each collision, starting from the left-most bit. For the next collision it appends the next bit. As each device has a unique id, this guarantees that two devices have a unique access decision in worst-case after \( u \) transmissions (if all previous \( u - 1 \) bits are the same for two devices). The gateway implementation of QTA is given in Alg. 2, where the device implementation is only answering to the matching queries.

A detailed example is given for \( M = 4 \) in Fig. 5.4a. We have named the 4 devices as \{A,B,C,D\} with addresses \{000,001,100,101\} respectively. Each circle denotes a slot in the tree. The time-wise progression of the tree is given with slots above the tree. The address size, \( u \) is fixed to 3.

In the first slot, 4 devices transmit at the same time and collide. Next slot, the address 0\( xx \) is queried. Only, A and B transmit. It is again a collision. On the following slot, the query for address 1\( xx \) is also a collision so the algorithm moves one level down. The address 00\( x \) is queried and both devices transmit. The query for 01\( x \) result in an idle slot. Queries for address 001 and 000 is done on slot 6 and 7, respectively and both are successes. The right branch goes through a similar process.

5.2.5 Successive Interference Cancellation Tree Algorithm

The interference cancellation capability is initially introduced to a MAC layer algorithm and to tree algorithms in the work of Yu [YG05].
that the throughput of random access algorithms is able to break the 0.5 limit reaching 0.69 packets per slot. Introducing the SIC capability for tree algorithms required the modification of the feedback. The feedback has to be extended from binary to k-ary. In case of an idle the feedback reported 0, in case of a collision it reported e and in case of a success it tried to cancel this success from previous slots and reported k. The k depicts how many packets are recovered in total including the success and the interference cancellation rounds.

5.3 Delay Constraint aware Multichannel Contention Tree Algorithm M-CTA

This section investigates a radio resource management problem for reliability and delay constraints, with the assumption that the number of users is known. The validity of this assumption have been investigated in Chap. 4. Up to our best knowledge there are only limited adaptive algorithms and respective analysis for delay constraints given the number of active users \(n_a\) and especially none for the tree algorithms. Important note is all the other algorithms have an error floor while the tree algorithms do not.

To this end the take out message for this section contribution is two-fold: First, we provide a multichannel contention tree algorithm, that can adapt the number of channels it deploys. Second, we provide a novel delay analysis for contention tree algorithms with arbitrary
number of channels. Through extensive simulations, we show that our analysis is valid and the algorithm can be used to adapt the number of channels to meet different requirements including delay.

The structure of this section is as follows. In subsection 5.3.2 we introduce our model and the analysis. In subsection 5.4 simulations are given to show that analytical assumptions match realizations.

5.3.1 Multichannel Contention Tree Algorithm (M-CTA)

The Multichannel Contention Tree Algorithm (M-CTA) is introduced here for dynamic adaptation to the delay requirements of the contenders. The algorithm makes use of up to \( H \) channels per time slot for timely resolution of contenders. This limitation is enforced such that the algorithm uses exactly the required number of channels.

Similar to the distributed contention tree algorithm that works with ternary feedback \( \{0, 1, e\} \), this algorithm broadcasts a list of ternary feedback to inform the contenders about the outcome of \( H \) channels with a feedback list \( f = (f_1, f_2, \cdots, f_H) \) with \( f_i \in \{0, 1, e\} \). The reception of the feedback does not require that contenders monitor all the channels as the concise\(^2\) feedback can be received from a single broadcast channel. The contenders make distributed decision with the feedback list. This decision is enabled through keeping three separate counters at the contender side as summarized in Alg. 1. All the counters are updated via the feedback received from the channel and the \( Q \)-ary decisions of the contender at each level.

If the contender receives a collision feedback, it makes a \( Q \)-ary decision for level \( m \), which is denoted as \( b_m \in \{0, 1, \cdots, Q - 1\} \). Thus, the list of all decisions up to and including level \( m \) is a list with \( m + 1 \) elements \( b = (b_0, b_1, \cdots, b_m) \). Each contender keeps track of its decision.

The algorithm running on the contender side is given in Alg. 1 that is initialized for the values at level 0. At each time slot, contenders know which level of the tree is resolved through updating the \( m \) parameter. This is calculated after the feedback. The first collision observed in the channel denotes the level 0 of the tree. Only after the collision at level 0, an additional feedback to inform the contenders about the selected branching factor \( Q \) and parallel factor \( G \) is broadcast by the central entity. The number of total channels \( H \) can be calculated from these values as

\[
H = Q \cdot G. \tag{5.1}
\]

\(^2\)Of course with increasing \( H \) the feedback will not be concise anymore. For instance, \( H = 100 \) results in 200 bits as 3 states are reported, and this is smaller than the expected payload of 32 bytes for machines.
Algorithm 1 The algorithm running on contender side for the multichannel tree algorithm.

Initialize $m = 0$, $t_m = 1$, $i = 1$, $q_m = 1$, $r_m = 0$.

while $f_{r_m}^{q_m,m} \neq 1$ do
  if ($i = q_m$) then
    Transmit on channel $r_m$
  end if
  Receive and save feedback list $f_{i,m}$.
  if ($m = 0$) then
    Save $G$ and $Q$
  end if
  $i \leftarrow i + 1$
  if ($i > t_m$) then
    $m \leftarrow m + 1$, $i = 1$
    Update $t_m$, $q_m$, $r_m$
  end if
end while

The reason both values are separately announced is clarified later on. The number of time slots for each level is calculated via the feedback received from the previous level. The feedback list for time slot $i$ and level $m$ can be denoted as $f_{i,m}^i$ and there are $t_m$ such feedback lists, one for each time slot at level $m$. Thus, the number of time slots for level $m$ can be calculated as,

$$t_m = \left\lceil \sum_{i=1}^{t_m-1} \sum_{j=1}^{H} \left[ f_{j}^{i,m-1} = e \right] \frac{G}{j} \right\rceil,$$  \hspace{1cm} (5.2)

where $[\cdot]$ is the Iverson bracket, which returns 1 if the proposition is true. The Eq. (5.2) calculates the number of contention frames in level $m$ from the feedback of all time slots at level $m - 1$. The calculation is done by each contender such that the contender can transmit at the right channel. The contender calculates the $q_m$th time slot and $r_m$th channel for a transmission at level $m$ of the tree via

$$q_m = \left\lfloor \frac{z_m}{H} \right\rfloor \text{ and with } r_m = z_m - (q_m - 1) \cdot H,$$  \hspace{1cm} (5.3)

where $z_m$ is the location of the contender in that level of the tree and it is given by

$$z_m = \sum_{i=1}^{m} Q^{m-i} \cdot b_i - s_m,$$ \hspace{1cm} (5.4)

where $b_i$ is the Q-ary decision of the contender at level $i$ and $s_m$ is the skipped number of slots at that level of the tree with successes and idle slots and is given by

$$s_m = \sum_{k=1}^{m} Q^{(m-k)} \left( \sum_{i=1}^{q_m-1} \sum_{j=1}^{H} \left[ f_{j}^{i,m-1} \neq e \right] + \sum_{j=1}^{r_m-1} \left[ f_{j}^{q_m-1,m-1} \neq e \right] \right) \text{ with } m > 0.$$  \hspace{1cm} (5.5)
Figure 5.5: Diagram for the evolution of the tree depicted with omitted slots. After each success or idle following children slots are omitted. Using this information, a contender can keep the structure of the full tree intact and only deduce the omitted slots to calculate on which time slot it should transmit.

These calculations may look like complicated operations but they are just counters. The detailed equations are shared for the sake of completeness. It is possible to update these counters level by level in a recursive way and the feedback lists does not need to be saved. Further optimization is an implementation issue and it will not be discussed further in this section.

In the following part of this work we consider a binary tree algorithm (BTA) thus, $Q$ is set to 2. This means that as we may have up-to $H$ channels per time slot we have $G = \frac{H}{2}$ contention frames per time slot. We will use $G$ and $H$ for multiple contention frames and channels respectively, for sake of readability.

Allocation of time slots for each level of the tree is given in Fig. 5.5. A contention tree structure with 4 levels is illustrated, where some of the slots are omitted. Each level is divided into time slots, where each time slot is composed of $H = 4$ channels. We see that level 3 and level 4 requires 2 time slots whereas level 0, 1 and 2 requires only 1. This figure points out that at maximum there are $2^n$ slots at each level of the tree as this is a binary tree. If a slot results in a success or an idle, no further children emerge from that slot. For instance, the idle at level 2 of the tree, would have had 2 children$^3$ at level 3, and 4 children at level 4. The number of omitted slots at any level of the tree can be calculated through the knowledge of a

---

$^3$Virtual children, no real family is involved in the process.
success or idle. This information is used by the contenders to deduce how many time slots are required for each level and where exactly they would transmit.

Let us build a more specific example from Fig. 5.5. For illustrative purposes we assume that upper branch represents a selection of 0 and lower branch depicts a selection of 1. At first level of the tree some of the contenders have selected \( b_0 = 0 \) and the others \( b_0 = 1 \) as we have collisions in both slots. From the contenders that have selected \( b_0 = 0 \), none have selected \( b_1 = 1 \) as we have an idle on the lower slot branching out. But, they have selected all 0s that can be depicted as \( b = (b_0 = 0, b_1 = 0) \). Thus, the feedback list at time slot 1 for level 2 is \( f^{1,2} = (f_1 = e, f_2 = 0, f_3 = e, f_4 = e) \). This is broadcast directly after the outcome and the contenders are aware that they have to skip some slots on the following level. The contenders at the upper slot of the tree have \( z_2 = 0 \), with \( b_0 = 0 \) and \( b_1 = 0 \) as a result of their selections. This translates into \( r_2 = 0 \) for those contenders. Checking Eq. (5.5) we see that these contenders neglect all the feedback from the previous level as the summation is limited with \( r_m - 1 \), that is zero in this case. On the other hand, the contenders with \( z_2 = 2 \) have to calculate the number of skipped slots as \( s_3 = 2 \) with Eq. (5.5). We know that contenders with \( z_2 = 2 \) have selected \( b_0 = 1 \) and \( b_1 = 0 \) and if a contender has selected \( b_2 = 1 \), this results in \( z_3 = 5 - s_3 = 3 \) and \( r_3 = 3 \) due to the skipping. Thus, this contender transmits in time slot 1 of that level due to the skipped slots which would be time slot 2 without the skipping logic.

This concludes the algorithmic description of M-CTA. In the following sections, a complete analysis of the statistics of the number of time slots that are required to complete the tree is derived.

### 5.3.2 Analysis

In Table 5.1 the most relevant variables which are used in this section are presented.

The grouping of contention frames into time slots erases the recursive properties of tree algorithms. As a consequence, a recursive approach to obtain the length of the tree (in terms of time slots) is not an option. On the contrary, a level-wise approach such as the one presented in [KG85] will be the basis of the analysis. We first need the definition of the total and level-wise number of time slots.

**Definition 5.3.2.0.1.** Let \( T^N \) be the random variable modeling the number of time slots needed to complete a M-CTA given \( N \) contenders.

**Definition 5.3.2.0.2.** Let \( T_m^N \) be the random variable modeling the number of time slots at level \( m \).
Table 5.1: Most relevant variables for computing $p_{TN}(t)$

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
<th>Definition index</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of initial contenders</td>
<td>-</td>
</tr>
<tr>
<td>$G$</td>
<td>Parallelization parameter</td>
<td>-</td>
</tr>
<tr>
<td>$m$</td>
<td>Level index</td>
<td>-</td>
</tr>
<tr>
<td>$M$</td>
<td>Number of considered levels</td>
<td>-</td>
</tr>
<tr>
<td>$TN$</td>
<td>Number of time slots</td>
<td>5.3.2.0.1</td>
</tr>
<tr>
<td>$TN_m$</td>
<td>Number of time slots at the level $m$</td>
<td>5.3.2.0.2</td>
</tr>
<tr>
<td>$KN_m$</td>
<td>Number of collisions at the level $m$</td>
<td>5.3.2.0.5</td>
</tr>
<tr>
<td>$KN_m$</td>
<td>Number of contenders at the level $m$</td>
<td>5.3.2.0.6</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of children collisions of a parent collision with $\eta$ contenders</td>
<td>5.3.2.0.12</td>
</tr>
</tbody>
</table>

From these two definitions, it follows that the total number of time slots in the M-CTA, or just tree for simplicity, can be expressed as:

$$T_N = 1 + \sum_{m=1}^{\infty} T_{N_m},$$

with 1 added for the root of the tree. Our aim is to obtain the probability mass function (pmf) $p_{TN}(t)$ of the number of time slots in the tree, provided the number of contender $N$. In order to derive this pmf, we can use (5.6). But, we require the pmf of $T_{N_m}$ to calculate the pmf of $T_N$. $T_{N_m}$ is a joint pmf. However, such a joint pmf of an infinite set of variables is too complex to deal with. Therefore, we have to set a limit for our variables such that the difference between the finite and the infinite result is negligible. With this in mind, we define a new, finite set of random variables with cardinality $M$.

**Definition 5.3.2.0.3.** Let $\hat{T}_{N_m}$ be the set of random variables $T_{N_m}$ from $m = 1$ to $m = M$:

$$\hat{T}_{N_m} \triangleq \{ T_{N_m} : m \in \mathbb{N} \land m \leq M \}.$$  

The selection of $M$ and its effects on the accuracy of the result are discussed in App. C.

We can now define the joint pmf of the variables in $\hat{T}_{N_m}$ as follows.

**Definition 5.3.2.0.4.** Let $p_{T_{N_1},...,T_{N_m}}(t_1,...,t_M)$ be the joint pmf of the variables in the set $\hat{T}_{N_m}$, that is:

$$p_{T_{N_1},...,T_{N_m}}(t_1,...,t_M) \triangleq \Pr\{ T_{N_1} = t_1, ..., T_{N_m} = t_m \}$$

$$= \Pr\{ \langle T_{N_1},...,T_{N_m} \rangle = \langle t_1,...,t_M \rangle \}.$$
In (5.9), a vectorial notation was used instead of the standard notation, that is needed in the subsequent analysis.

All the statistical information of the number of time slots in the tree is contained in the joint pmf of $p_{TN,1\ldots,T_M}(t_1,\ldots,t_M)$. Therefore, if this joint pmf is known, $p_{TN}(t)$ can be calculated as in

$$p_{TN}(t) = \sum_{\mathcal{S}} p_{TN,1\ldots,T_M}(t_1,\ldots,t_M),$$  \hspace{1cm} (5.10)

where

$$\mathcal{S} = \left\{ \langle t_1,\ldots,t_M \rangle : \sum_{m=1}^{M} t_m = t - 1 \right\}$$  \hspace{1cm} (5.11)

is the set of vectors from $\tilde{\mathcal{X}}_M$ whose sum is $t - 1$. The root is not considered in the calculation and this is where the $-1$ stems from. Each vector in $\mathcal{S}$ represents the number of time slots in each level such that the total number of time slots in the tree is $t$. Hence, we just need to sum the probability of occurrence for all these vectors to obtain the probability of $T^N = t$.

The next step is to derive an expression for $p_{TN,1\ldots,T_M}(t_1,\ldots,t_M)$ as a function of $N$ and $G$. However, the derivation of this joint pmf is rather difficult, since we are facing the problem of finding out the relation among numerous variables that are all dependent from one another. Therefore, we use a Markovian re-definition that exploits the level-by-level expanding nature of the trees.

The number of time slots $T^N_m$ in one level of the tree only depends on the partitioning of $k$ contenders $\mathcal{P}^{k,m-1}$ in the previous level $m-1$ of the tree:

$$\Pr\{T^N_m = t_m | T^N_{m-1} = t_{m-1}, \ldots, T^N_1 = t_1, \mathcal{P}^{k,m-1} = \pi^{k,m-1}\}$$ \hspace{1cm} (5.12)

$$= \Pr\{T^N_m = t_m | T^N_{m-1} = t_{m-1}, \mathcal{P}^{k,m-1} = \pi^{k,m-1}\}. \hspace{1cm} (5.13)$$

By conditioning the number of time slots on the partitioning of contenders in the previous level we can re-write the Eq. (5.10) as multiplications of conditional probabilities:

$$p_{TN}(t) = \sum_{\mathcal{S}} \sum_{\mathcal{P}} p_\mathcal{P} \prod_{m=2}^{M} p_{TN,m|T^N_{m-1},\mathcal{P}^{k,m-1}}(t_m, t_{m-1}, \pi^{k,m-1})$$  \hspace{1cm} (5.14)

where $\mathcal{P}$ is the set of constrained vectors due to causality relations between partitioning of contenders that will be detailed later and

$$p_\mathcal{P} = p_{\mathcal{P}^{k,1},\ldots,\mathcal{P}^{k,M-1}}(\pi^{k,1}, \ldots, \pi^{k,M-1})$$  \hspace{1cm} (5.15)
is the joint probability distribution for the partitioning of contenders in each level of the tree. We re-write it with the number of contenders at each level independently:

\[ p_{P}(P) = \prod_{m=1}^{M-1} p_{P_{k,m}}(\pi_{k,m}). \] (5.16)

However, this is only valid as long as the selected partitions obeys the *causality constraints* which will be introduced later on. This can be controlled via the set of vectors that the sum is taken over. However, to simplify the formula we group the two products by adjusting the variable \( m \). Taking advantage of this simplification and using a non-constrained sum in order to apply the law of total probability we re-write the Eq. (5.14) as

\[ p_{T_{N}}(t) = \sum_{\phi} \sum_{P} p_{T_{N}}(t_{1}) \prod_{m=2}^{M} p_{P_{k,m-1}}(\pi_{k,m-1})p_{T_{N|m-1},p_{k,m-1}}(t_{m}, t_{m-1}, \pi_{k,m-1}, t_{m-1}) \] (5.17)

\[ \approx \sum_{\phi} \sum_{P} p_{T_{N}}(t_{1}) \prod_{m=2}^{M} p_{T_{N|m-1}}(t_{m}, t_{m-1}). \] (5.18)

This is an approximation as the sum is not taken over all possible partitions but over only a subset of these partitions that fulfill the *causality constraints*. This is a rough approximation as the *causality constraints* are not enforced strictly but stochastically. But, the each time-slot probability is conditioned on the number of time slots in the previous level and this provides a good fit as demonstrated in the Sec. 5.4 with previous analytical results and simulations. This simplification enables less complex and precise results for tree algorithms to be used for high reliability applications.

This simplification implies that the number of time slots in a given level is only influenced by the number of time slots in the previous level such that tree depicts Markovian properties. This assumption holds perfectly for all levels of the tree until a success or idle occurs in the previous level, as the partitioning of contenders is not constrained due to causality constraints. This interesting result is pointed out in the later parts of the paper. This means that the tree structure is not crucial for analysis of delay of the contention tree resolutions, up to the level where the first success or idle node is observed.

With this simplification we focus on the derivation of the conditional pmfs of the number of time slots at any level of the tree, provided the number of time slots at the previous level. We will tackle this problem by analyzing first the number of collisions (the number of nodes with more than one contender) at each level. The number of collisions at a certain level can be easily translated into the number of time slots at the next level, as it will be shown. But first, we need to define a variable to model the number of collisions.

**Definition 5.3.2.0.5.** Let \( X_{N}^{N} \) be the random variable modeling the number of collisions within the level \( m \), provided \( N \) initial contenders.
The conditional probability $p_{\mathcal{T}_m|\mathcal{T}_{m-1}}(t_m|t_{m-1})$ of obtaining $t_m$ time slots at the level $m$, provided $t_{m-1}$ time slots at the level $m-1$ can be expressed as:

$$p_{\mathcal{T}_m|\mathcal{T}_{m-1}}(t_m|t_{m-1}) = \begin{cases} 
\sum_{i=0}^{G-1} p_{X_{m-1}|X_{m-2}}(0|G \cdot t_{m-1} - i) & t_m = 0, \\
\sum_{i=0}^{G-1} \sum_{j=0}^{G-1} p_{X_{m-1}|X_{m-2}}(G \cdot t_{m-1} - j|G \cdot t_{m-1} - i) & t_m > 0,
\end{cases} \tag{5.19}$$

where $p_{X_{m-1}|X_{m-2}}(x_m|x_{m-1})$ is the conditional probability of obtaining $x_m$ collisions at the level $m$, provided $x_{m-1}$ collisions at the level $m-1$. We know that every collision at one level produces two new nodes at the next level due to binary tree structure. One time slot contains $2G$ nodes. Thus, we can convert collisions to time slots as follows:

$$\mathcal{T}_m = \left\lceil \frac{\mathcal{X}_{m-1}}{G} \right\rceil. \quad \tag{5.20}$$

Owing to the presence of the ceiling function, the relation is not bijective, but several values of $\mathcal{X}_{m-1}$ map to the same value of $\mathcal{T}_m$. Indeed, given $\mathcal{T}_m = t_m$ and $\mathcal{X}_{m-1} = x_{m-1}$, any $x_{m-1}$ in the set $\{G \cdot t_m - i : 0 \leq i \leq G - 1\}$ fulfills (5.20). Hence, the conversion between the marginal probability $p_{\mathcal{T}_m}(t_m)$ of obtaining $t_m$ time slots at the level $m$ and the marginal probability $p_{\mathcal{X}_{m-1}}(x_{m-1})$ of obtaining $x_{m-1}$ collisions at the level $m-1$ is just:

$$p_{\mathcal{T}_m}(t_m) = \begin{cases} 
p_{\mathcal{X}_{m-1}}(0) & t_m = 0, \\
\sum_{i=0}^{G-1} p_{\mathcal{X}_{m-1}}(G \cdot t_m - i) & t_m > 0.
\end{cases} \tag{5.21}$$

Hence, in order to deduce the relation between $p_{\mathcal{T}_m|\mathcal{T}_{m-1}}(t_m|t_{m-1})$ and $p_{\mathcal{X}_{m-1}}(x_{m-1})$, exactly the same procedure needs to be applied, but this time with two variables instead of one which proves Eq. (5.19).

Provided Eq. (5.19), the problem is to find an expression for $p_{\mathcal{X}_{m-1}}(x_{m-1})$. In order to calculate this pmf, we need to know the number of contenders in each of the $x_{m-1}$ collisions of the level $m-1$. Thus, we need to consider every different possibility and then apply the law of total probability. In order to do so, we define a variable for the number of collided contenders at each level.

**Definition 5.3.2.0.6.** Let $K_m^N$ be the random variable modeling the total number of contenders which have been involved in collisions at the level $m$, i.e. the number of collided contenders at the level $m$, provided $N$ initial contenders.

We are interested in the statistical properties of the distribution of contenders over nodes in the tree. We can directly transform our *contenders-into-nodes* problem into an equivalent
balls-into-bins problem. This simplifies the understanding of the problem and allows us to use existing solutions from the literature.

The next two lemmas deal with the number of ways to distribute balls into bins such that some condition about the number or size of collisions is fulfilled. The results will be useful for subsequent lemmas.

**Lemma 5.3.2.0.1.** The number of ways \( \Psi^u_{m,n} \) to arrange \( u \) balls into \( m \) bins such that \( n \leq m \) of them have more than one ball can be obtained by means of the recursion

\[
\Psi^u_{m,n} = n \Psi^u_{m,n-1} + (m-n+1) \Psi^u_{m,n-1} + \Psi^u_{m-1,n-1},
\]

with initial conditions \( \Psi^u_{u,0} = 1, \Psi^1_{1,0} = 1, \Psi^1_{1,1} = 0, \) and \( \Psi^u_{1,1} = 1 \).

**Proof.** The derivation of this recursion can be found in [WBC15b].

**Lemma 5.3.2.0.2.** The number of ways \( \Gamma^u,v_{m,n} \) to arrange \( u \) balls into \( m \) bins such that \( n \leq m \) bins have more than one ball and that the total number of balls occupying those \( n \) bins is \( v \leq u \), can be computed as:

\[
\Gamma^u,v_{m,n} = \Psi^u_{n+u-v,n} \binom{m}{n+u-v} (n+u-v)!,
\]

where \( \Psi^u_{m,n} \) was given in Lemma 5.3.2.0.1.

**Proof.** There are \( u \) balls, \( v \) of which are with more than one ball in their bins. This implies that \( u - v \) balls are alone in their bins. Therefore, we have a total of

\[
\alpha = n + u - v.
\]

occupied bins, \( n \) with more than one ball and \( u - v \) with single balls. Knowing this, we can compute the number of ways to arrange \( u \) balls into \( \alpha \) bins such that \( v \) of them have more than one ball, as given in Lemma 5.3.2.0.1. As each partition must have at least one contender, by distributing the \( u \) contenders over \( \alpha \) bins and \( n \) bins with more than one ball we force the the number of contenders in those bins to add up to \( v \). Finally, we just need to compute the number of ways to choose \( \alpha \) bins out of \( m \) possible bins — \( \binom{m}{\alpha} \) — and the number of ways to arrange those bins — \( \alpha! \). As a result, our final expression is:

\[
\Gamma^u,v_{m,n} = \Psi^u_{\alpha,v} \binom{m}{\alpha} \alpha!.
\]

After combining (5.24) and (5.25), we obtain (5.23).
The number of bins with more than one balls \(n\) map to number of bins with collisions \(x_m\), the total number of bins \(m\) map to the number of nodes in one level of the tree \(2^m\), the total number of balls in bins with more than one ball \(v\) maps to the collided contenders \(k_m\) and the total number of balls \(u\) maps to the number of users \(N\). The probability of occurrence for \(K_m^N = k_m\) collided contenders given there are \(X_m^N = x_m\) collisions at the level \(m\) is

\[
p_{K_m^N|X_m^N}(k_m|x_m) = \frac{\Gamma_{N,k_m}^{2^m,x_m}}{\sum_{j=0}^{N} \Gamma_{N,j}^{2^m,x_m}},
\]

where the number of ways to have \(k_m\) collided contenders with \(x_m\) collisions is divided with the number of ways to have any number of collided contenders with \(x_m\) collisions.

The probability of \(x_m\) collisions at level \(m\), given \(x_{m-1}\) collisions and \(k_{m-1}\) contenders at level \(m-1\) is required for \(p_{X_m^N|X_{m-1}^N}(x_m|x_{m-1})\) introduced in Eq. (5.19). We will treat this probability with a number theory perspective, through which we break this problem into integer partitions as illustrated in the following example. These partitions will force our distribution to obey the *causality constraints* stochastically.

**Example 5.3.2.0.1.** Let us consider a scenario where \(x_{m-1} = 4\) and \(k_{m-1} = 12\). There are five different ways to decompose 12 contenders into 4 collisions, which are the five different partitions of 12 in 4 parts, such that every part is greater than one. Namely, these partitions are:

\[
(2, 2, 2, 6) \quad (2, 2, 3, 5) \quad (2, 2, 4, 4) \quad (2, 3, 3, 4) \quad (3, 3, 3, 3).
\]

At this point, it is easy to see why it is interesting to decompose \(k_{m-1}\) into partitions. Given a certain partition of contenders at the level \(m-1\), say \((2, 2, 3, 5)\), it is immediate to compute the probability of \(x_m\) collisions at the level \(m\). Given the number of contenders it is trivial to calculate the probability of collisions that these contenders generate. We only need to compute the probability of generating 0, 1 or 2 new collisions for each collision (i.e., for every part of the partition), which is now simple since we know the number of contenders in each one. We first need to compute the probability of each partition to appear.

**Definition 5.3.2.0.7.** Let \(\mathcal{P}_k^x\) be the set of partitions of \(k\) in \(x\) parts greater than 1. An element of \(\mathcal{P}_k^x\) is a partition \(\pi_i^{k,x}\), such that:

\[
\mathcal{P}_k^x \triangleq \left\{ \pi_i^{k,x} : i \in \{1, \ldots, \Pi(k, x)\} \right\},
\]

where \(\Pi(k, x)\) is the number of partitions of \(k\) in \(x\) parts greater than 1.

**Definition 5.3.2.0.8.** Let \(\mathcal{P}_k^x\) be the random variable modeling the process of randomly selecting a partition out of set \(\mathcal{P}_k^x\). That partition represents the distribution of the collided balls after an uniformly random allocation of \(N\) balls into \(m\) bins.
Definition 5.3.2.9. Let \( p_{p,k,x}(\pi_i^{k,x}) \) be the pmf of \( \Psi^{k,x} \):

\[
p_{p,k,x}(\pi_i^{k,x}) \triangleq \Pr \left\{ \mathcal{P}^{k,x} = \pi_i^{k,x} \mid \mathcal{X}_m^N = x, \mathcal{K}_m^N = k \right\},
\]
which represents the probability of the event of selecting the partition \( \pi_i^{k,x} \) from the set \( \Psi^{k,x} \).

Definition 5.3.2.10. Let \( \eta_{i,j}^{k,x} \) be a part of the partition \( \pi_i^{k,x} \), for \( j \in \{1, \ldots, x\} \). The following relations hold:

\[
\eta_{i,j}^{k,x} > 1.
\]
Each part is bigger than one as each part represents a collision. The summation of all collisions represent the total number of contenders at that level

\[
\sum_{j=1}^{x} \eta_{i,j}^{k,x} = k.
\]
Each partition can be written as a list of parts,

\[
\pi_i^{k,x} = \left\langle \eta_{i,1}^{k,x}, \eta_{i,2}^{k,x}, \ldots, \eta_{i,x}^{k,x} \right\rangle.
\]

Definition 5.3.2.11. Let \( \#_{i,a}^{k,x} \) be the number of occurrences of the number \( a \) within the partition \( \pi_i^{k,x} \). We can formally define this new variable as follows:

\[
\#_{i,a}^{k,x} \triangleq \sum_{j=1}^{x} \left[ \eta_{i,j}^{k,x} = a \right],
\]
where \( \left[ \cdot \right] \) is the Iverson bracket, which returns 1 if the proposition inside is true.

With these definitions, we can compute the probability \( p_{p,k,x}(\pi_i^{k,x}) \) as follows.

Lemma 5.3.2.3. The probability to have the specific partitioning \( \pi_i^{k,x} \) given \( k \) contenders and \( x \) collisions is

\[
p_{p,k,x}(\pi_i^{k,x}) = \frac{k!}{\Psi_i^{k,x} \prod_{j=1}^{x} \eta_{i,j}^{k,x} \#_{i,a}^{k,x}}.
\]

Proof. The derivation of (5.33) is explained in the Appendix C.2.

We introduce an expression for the probability of generating certain number of child collisions, provided that we know the size of the parent collision.

Definition 5.3.2.12. Let \( \mathcal{Y}_\eta \) be the random variable modeling number of child collisions of a parent collision of \( \eta \) contenders. Since we are analyzing a Binary Tree Algorithm, the sample space of \( \mathcal{Y}_\eta \) is simply \( \{0, 1, 2\} \), i.e., at most two collisions can be children of one parent collision.
**Lemma 5.3.2.0.4.** The probability $p_{\mathcal{Y}_n}(y_\eta)$ of generating $y_\eta$ children collisions, provided a parent collision of size $\eta$ is:

$$p_{\mathcal{Y}_2}(y_2) = \begin{cases} 
\frac{1}{2} & y_2 = 0 \\
\frac{1}{2} & y_2 = 1 \\
0 & y_2 = 2 
\end{cases} \quad \text{If } \eta = 2, \quad (5.34)$$

$$p_{\mathcal{Y}_\eta}(y_\eta) = \begin{cases} 
0 & y_\eta = 0 \\
(\eta + 1) \cdot \left(\frac{1}{2}\right)^{\eta-1} & y_\eta = 1 \\
1 - (\eta + 1) \cdot \left(\frac{1}{2}\right)^{\eta-1} & y_\eta = 2 
\end{cases} \quad \text{If } \eta > 2. \quad (5.35)$$

As last step, we need to stitch together all the results that we have obtained in order to get a closed-form expression for $p_{\mathcal{X}_m|\mathcal{X}_{m-1}}(x_m|x_{m-1})$. The following three lemmas build upon the previous lemmas and yield such an expression.

**Lemma 5.3.2.0.5.** The probability of having $x_m$ collisions at the level $m$, provided $x_{m-1}$ collisions and $k_{m-1}$ contenders partitioned in $\pi_i^{k_{m-1},x_{m-1}}$ at the level $m-1$ is

$$p_{\mathcal{X}_m|\mathcal{X}_{m-1},k_{m-1}^{x_m,x_{m-1}}}(x_m|x_{m-1},k_{m-1},\pi_i^{k_{m-1},x_{m-1}}) = p_{\mathcal{Y}_n^{k,x}}(y_{\eta_{i,1}}) \ast \ldots \ast p_{\mathcal{Y}_n^{k,x}}(y_{\eta_{i,x_{m-1}}}), \quad (5.36)$$

where $\ast$ denotes the discrete convolution.

**Proof.** Given a certain distribution (partition) of contenders, we can use $p_{\mathcal{Y}_n(y_\eta)}$ to compute the probability that some collision (part) at the level $m-1$ generates 0, 1 or 2 collisions at the level $m$. Furthermore, since the subtrees generated by the parent collisions are not related, variables $\mathcal{Y}_n$ are independent from one another. Therefore, we can compute the pmf of the sum of all $\mathcal{Y}_n$ as the discrete convolution of all of them. \hfill $\square$

**Lemma 5.3.2.0.6.** The probability to have $x_m$ collisions at the level $m$, given $x_{m-1}$ collisions and $k_{m-1}$ contenders at the level $m-1$ is

$$p_{\mathcal{X}_m|\mathcal{X}_{m-1},k_{m-1}^{x_m,x_{m-1}}}(x_m|x_{m-1},k_{m-1}) = \sum_{\pi \in \mathcal{P}^{x_m,x_{m-1}}} p_{\mathcal{X}_m|\mathcal{X}_{m-1},k_{m-1}^{x_m,x_{m-1}}}(x_m|x_{m-1},k_{m-1},\pi) \cdot p_{\mathcal{P}^{x_{m-1},x_{m-1}}}(\pi). \quad (5.37)$$

**Proof.** This lemma is just an application of the law of total probability combining the expressions of Lemma 5.3.2.0.3 and Lemma 5.3.2.0.5. \hfill $\square$
Lemma 5.3.2.0.7. The probability to have $x_m$ collisions at the level $m$ given $x_{m-1}$ collisions at the level $m-1$ and $N$ initial contenders is

\[
p_{X_N X_{m-1} X_{m-1}} (x_m | x_{m-1}) = \sum_{k_{m-1}=0}^{N} p_{X_{m-1} X_{m-1}} (x_m | x_{m-1}, k_{m-1}) \cdot p_{K_{m-1}} (k_{m-1} | x_{m-1}).
\]

(5.38)

Proof. This is again a direct application of the law of total probability that combines the expressions of Lemma 5.3.2.0.6 and Eq. (5.26).

The result of Lemma 5.3.2.0.7 is quite important as it represents probability to have so many number of collisions at level $m$ given the number of collisions at level $m-1$ for any binary tree. Future work that wants to apply any specific modification on the tree algorithm can make use of this result. This is also what we do here for delay constrained access that result in M-CTA. The grouping of collisions is enforced with variable $g$ as in Eq. (5.20). Finally, we have all the required ingredients to write down a close-form expression for the pmf of $T^N$, which is shown in the following theorem.

Theorem 5.3.2.0.1. The probability of tree successfully completing with $t$ time slots before level $M$ given $N$ initial contenders is

\[
p_{T_N} (t) = \sum_{t_1} \prod_{m=2}^{M} p_{T_{m-1} T_{m-1}} (t_m, t_{m-1})
\]

(5.39)

Proof. Plugging the Eq. (5.19) in (5.18), then using Lemma 5.3.2.0.7, we conclude the proof.

5.4 Evaluation

In this section, we compare our analysis to previous results and simulations to provide convincing outcomes that approves the use of Markovian approximation.

5.4.1 Analytical Evaluation

The suggested algorithm provides the flexible parallelization of the resolution. As there are already algorithm with fixed parallelization, we can use the analytical results of these algorithms to compare our analysis. In this part, we will take two algorithms to compare against, first one is the branch based parallelization such that $G = 1$ and the second one is
Figure 5.6: Analytical results of the inverted cumulative mass functions of the number of time slots until resolution of all contenders in a single channel tree for $G = 1$, given $N = 5$ initial contenders in log and linear. The inverted cumulative mass function represents the probability that a tree is not completely resolved with $T^N$ time slots.

Figure 5.7: Analytical results of the inverted cumulative mass functions of the number of time slots until resolution of all contenders in a single channel tree for $G = 1$, given $N = 60$ initial contenders in log and linear. The inverted cumulative mass function represents the probability that a tree is not completely resolved with $T^N$ time slots.

full parallelization with $G = \infty$. As we cannot have infinite parallelization we will select a really high $G$ value such that the tree is always parallelized.

In Fig. 5.6 the branch parallelized tree analysis in [JJ+00], which is presumed to be exact, is compared to our analysis. The x-axis depicts the number of time slots until completion of the tree and the y-axis depicts the probability mass. The analyses are compared with $N = 5$ contenders. The values are compared in linear and logarithmic plot for the inverted CMF. The linear plot shows that the CMF obtained from the Markovian approach has up to 2.5% difference with low number of time slots and converges to the same result with increasing $T$. This behavior shows the limitation of Markovian assumption. The assumption we used for analysis is the following, the number of collisions in one level of the tree is strictly depicted by the number of collisions in the previous level of the tree disregarding the number of
Figure 5.8: Analytical results of the inverted cumulative mass functions of the number of time slots until resolution of all contenders in a tree for $G = \infty$, given $N = 60$ initial contenders in log and linear. The inverted cumulative mass function represents the probability that a tree is not completely resolved with $\mathcal{T}_N$ time slots.

Increasing number of contenders will decrease the probability of an early termination of the tree and lead to a better fit of the CMF. In order to point this out we have plotted the same comparison with $N = 60$ contenders in Fig. 5.7. Here, we see that the big difference for low number of time slots have decreased to less than 0.5% and follows the shape better. On the other hand there is slight mismatch for high number of time slots since some partitioning cases, have become highly probable with changing number of users and we see a slight difference. However, the difference is indeed small as emphasized with the logarithmic plot.

In Fig. 5.8 the full parallelized tree analysis in [KG85] is compared to our analysis. The x-axis depicts the number of time slots until completion of the tree and the y-axis depicts the probability mass. The CMF obtained from the Markovian approach seem to match the analysis in [KG85] perfectly. However, in order to focus on corner cases we take the logarithm of the inverted CMF to see that the exact match is valid also for higher order of precision. This leads us to the projection that the Markovian assumption holds perfectly with increasing
As the algorithm is designed for delay constrained applications it will be mostly used with high parallelized ($G > 1$) cases and use of the approximation is validated.

### 5.4.2 Simulation results

In order to check the accuracy of the model, simulations were performed and their results were compared with the predicted values. The simulator was written in MATLAB, and the selected parameters were $N = \{5, 60\}$ contenders and $10^5$ runs for each value of $N$.

In the Fig. 5.9, the theoretical and the empirical CMFs of the number of time slots for the completion of the tree for $G = \{1, \ldots, 8\}$ are plotted together for comparison. The x-axis depicts the number of time slots and the y-axis denotes the probabilities. For $G = 1$, we see a slight but noticeable difference between the model and the actual results, as a consequence of the model. Nevertheless, this difference is rather small and the accuracy of the analytical model improves rapidly when $G$ increases.

In the Fig. 5.10, the theoretical and the empirical inverted CMFs of the number of time slots until resolution of all contender for $G = \{1, \ldots, 8\}$ are plotted again but in log-scale to emphasize the match. The y-axis is limited to $10^{-3}$ due to the resolution of the simulations. For $G = 1$, the predicted and the actual result differ slightly but the difference is the same on each log-scale. For the remaining values of $G$, it can be observed that the model becomes more accurate when $G$ increases. Thus, we conclude that the Markovian approximation is valid for reliabilities up to $10^{-3}$. In the Fig. 5.11, we have also plotted the inverted mass function for $N = 5$ and we see the validity of the fit compared to simulations even with decreasing number of contenders.
Apart from the validity of the model, conclusions about the values of the access delay may be drawn as well, now that the predicted values are backed with simulations. Regarding access delay, we see how the maximum access delay for $G = 7$ might be lowered up to a 10% of the delay of a single channel Tree Algorithm, which is obtained after multiplying by two the result for $G = 1$. Hence, a tenfold reduction of the access delay can be achieved if $G = 7$, and larger reductions are possible is $G \geq 7$. Nevertheless, the higher $G$ the lower the number of trees that can be executed in parallel if the number of channels is limited, therefore the optimum value of $G$ needs to be carefully chosen depending on the application.

It is shown that the delay constraints can be reacted to for different levels of stochastic guarantees by adjusting the number of channels allocated to the tree algorithms. As discussed in Chapter 3 the budget of reliability used in terms of stochastic delay constraints is decreasing the budget on the other aspects of the communication such as physical layer reliability as discussed in Chapter 6 or estimation reliability in Chapter 4. It is therefore logical to investi
methods that can guarantee deterministic delay constraints which forms the motivation of the next section.

5.5 Hard Delay Guarantees with Successive Interference Cancellation Query Tree Algorithm SICQTA

This section introduces a deterministic delay constraint algorithm that is based on tree algorithms. Interference cancellation capability is used to improve the resource efficiency. Furthermore, the space of random user decisions are limited with user identities. This limitation imposes a maximum on total number of users supported while guaranteeing deterministic delay constraints.

SIC enables recovery of overlapping packets through signal processing. This has increased the throughput of random access algorithms from 0.5 packets per slot up to 1 packet per slot with infinite number of devices, reaching the efficiency of scheduling based solutions. The trade-off is the decoding complexity. Through edge-cloud processing and distributed computing, complexity is expected to be dealt with for radio access algorithms [EIS+18].

Successive interference cancellation is initially explored for tree algorithms in [YG05]. They showed that the throughput for tree algorithms is increased from 0.35 to 0.69. SIC requires that a clean packet is received so that it can be removed from a collision. In [YG05] this is guaranteed with feedback, forcing devices to split from each other. However, too much structure is inefficient and in [Liv11] it is shown that the same trees can be built through random decisions. The random decisions are shaped with a degree distribution tailored to the number of devices. It is shown that the algorithm reaches a throughput of 1 in the asymptotic region when $M$ goes to infinity.

Another work [SPV12] adapts the SIC work to a frameless structure where the degree distribution is replaced with setting a Binomial probability to transmit at each slot. Compared to framed structure the results show that [SPV12] has a better performance in the non-asymptotic region. However, neither of these algorithms can provide a hard guarantee on the latency. Also both of them are susceptible to varying the number of active devices. The hard guarantees can be provided via setting the decisions uniquely for each device.

This problem is initially investigated by Massey under the name "protocol sequences" for de-synchronized devices in [MM85]. These algorithms are too pessimistic to be applied to tight latency constraints as the time offset between transmission time of devices is the main issue there and it is not the main problem any more thanks to the improvement in hardware design. The unique decisions for each device for hard guarantees is investigated in a recent
work [BVT18a] under the name "access codes", where each device transmits packets with respect to a unique code. The design of these codes is of combinatorial complexity. The results are limited, as we detail in subsection 5.7. Moreover, the use of feedback is neglected in their work.

Uniqueness of the access decisions can be guaranteed through feedback to overcome the complexity of the proposed protocol. This idea is introduced with Query Tree Algorithms in [CLL07]. However, the algorithm lags behind in throughput compared to SIC-capable algorithms. The idea to use Interference Cancellation for Query Tree Algorithms is introduced in [Kum+11]. However, the explanation of the algorithm in [Kum+11] is unclear. The throughput they have shown is capped to 0.69 which have already been shown by [YG05] for TA with SIC capabilities. Hard latency guarantees are not investigated and the difference to [YG05] is left unclear.

In our study we propose a novel Successive Interference Cancellation for Query Tree Algorithm, SICQTA. We provide analytical hard upper and lower bounds to and compare it with simulations to show the validity. It is shown that the algorithm easily extends to any number of active devices unlike access codes, and it provides a higher throughput compared to previous SIC based works. On top of that, hard latency guarantees make it a suitable candidate as a solution of the uplink resource allocation problem with unknown number of active devices.

The section is organized as follows: In subsection 5.6 we introduce shortly the Query Tree Algorithm and Successive Interference Cancellation Query Tree Algorithm. In subsection 5.7 the latency bounds are derived and we compare our solution to the access codes and to the simulations. Further discussions are given in subsection 5.8.

5.6 Algorithms with Feedback

5.6.1 Query Tree Algorithm with SIC (SICQTA)

SIC allows recovery of packets from a slot where a collision is observed. If for instance device A and B have transmitted a packet in slot 1, due to collision channel model, the outcome "A+B", is treated as a collision and slot is considered wasted. However, if device B has transmitted its packet in slot 2, the SIC model let us subtract B from "A+B" and enables recovery of A from slot 1. Instead of breadth first as did by QTA, the SICQTA goes depth-first. After the initial success, it checks if it can cancel the clean packet from previous collisions. If the packet is successfully cancelled then the algorithm skips the direct siblings of those slots. The algorithmic description of SICQTA is given in Alg. 3.
A detailed example for worst-case behavior of SICQTA is given in Fig. 5.12b for $M = 4$. $u = 3$ is set such that maximum number of devices is $n_{tot} = 2^u = 8$.

In the first slot, all the devices are queried and it is a collision. On the second and third slot, addresses 0xx and 00x are queried, respectively. Both are collisions. The following slot, 000 is queried and it is a success. 001 is not queried, as the gateway recovered the packet from slot 2 and 3. This results in $k = 3$ as 2 slots are successfully recovered and this slot is a success. Addresses in query list $Q$: 001 and 01x is not queried and skipped. Thus, 10x is queried, that results in a collision. Following, 100 is queried and is a success. The gateway recovered D from slot 5 and the algorithm is terminated.
Algorithm 2 Query Tree Algorithm

1: procedure GENERATE QUERY
2: \( Q \leftarrow \{ '0', '1' \} \) \nonumber \quad \triangleright \text{Initialize Q list with '0' and '1'}
3: \( \textbf{while} \ Q \text{ is not empty} \ \textbf{do} \)
4: \( q \leftarrow Q[0] \) \nonumber \quad \triangleright \text{q is the first element of Q}
5: \( \text{Transmit query at the beginning of time-slot} \)
6: \( \text{Save received packets as } r \)
7: \( f \leftarrow |r| \) \nonumber \quad \triangleright \text{Number of received packets}
8: \( Q.pop \) \nonumber \quad \triangleright \text{Delete } Q[0]
9: \( \textbf{if } f = 0 \text{ or } f = 1 \textbf{ then} \)
10: \( \text{pass} \) \nonumber \quad \triangleright \text{Idle or success slot}
11: \( \textbf{else if } f > 1 \textbf{ then} \)
12: \( Q.append('q0', 'q1') \) \nonumber \quad \triangleright \text{Append 0 and 1 to the last query}
13: \( \textbf{end if} \)
14: \( \textbf{end while} \)
15: \( \textbf{end procedure} \)

5.7 Analysis & Evaluation

In this section we will evaluate the latency of QTA and SICQTA and give bounds to its performance. We will also compare the performance of our work and [BVT18a] as we share the same problem definition. Finally, mean delay is compared with state of the art in tree algorithms to show that the stability region is extended.

5.7.1 QTA

An upper-bound for latency \( y \) of QTA is given in [LLS00]:

\[
y \leq M \left( u + 2 - \log M \right), \quad (5.40)
\]

where \( M \) is the number of active devices. This is a tight bound for \( M \ll N \). For \( M = N/2 \) it has the most slack. Using the tree structure we can provide a tighter upper-bound for latency \( y \) as,

\[
y \leq \left\lfloor \frac{M}{2} \right\rfloor 2 \left( u + 1 - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) - 1 \quad (5.41)
\]

Similarly, the tree structure can be used to provide a lower-bound of latency as:

\[
y \geq 2M - 1. \quad (5.42)
\]

The proofs are given in App. D and D.2, respectively.

We explain why the example in Fig. 5.12a is the worst-case of a QTA with \( M = 4 \) also shedding light on the proof of the bounds. Four devices are separated into 2 groups of 2 as
close as possible to the root of the tree, so they cover as much as non-overlapping slots as possible. Following, devices have repeated the same collision, until the last level of the tree. We observe that for this scenario the total number of slots is \( y = 11 \). Using Eq. (5.40) we get 13. As expected the bound is valid and tight for this setting.

5.7.2 SICQTA

Intuitively, the efficiency of the [YG05] comes from the possibility to skip some slots in the tree. As it is shown in [YG05], the throughput of BTA is doubled. However, the throughput is the expected number of slots and this result cannot be directly translated to worst-case latency of SICQTA from QTA. We have to adapt the Eq. (5.40) for SICQTA using the skipping capability of SIC. The total number of skipped slots \( S \) compared to worst-case of QTA, given \( M \) active devices can be written as,

\[
S = \left\lfloor \frac{M}{2} \right\rfloor \left( u - 1 - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) + \sum_{i=1}^{\lfloor \log_2 M \rfloor} \left\lfloor \frac{M}{2^i} \right\rfloor. \tag{5.43}
\]

The proof is given in D.3.
We can use this finding to provide an upper-bound for latency of SICQTA using Eq. (5.41) and removing the skipped slots,

\[ y \leq \left\lceil \frac{M}{2} \right\rceil (u + 4 - \lfloor \log_2 M \rfloor) - 1 - \sum_{i=1}^{\lfloor \log_2 M \rfloor} \left\lceil \frac{M}{2^i} \right\rceil. \quad (5.44) \]

Intuitively, the algorithm needs at least \( M \) slots for \( M \) active devices and a lower-bound for latency of SICQTA can be given as,

\[ y \geq M. \quad (5.45) \]

This is given without any proof, as in best-case no repetition occurs such that every slot is recoverable from another.

The upper-bound for latency can be used for the throughput calculation of the SICQTA. If number of active devices is the same as the number of total devices, i.e., \( M = n_{\text{tot}} = 2^u \). Then we expect SICQTA to have a throughput of 1, as each slot in the tree should be different from one another.

Eq. (5.44) is a relaxed bound, but it becomes tight for integer values of \( \log_2 M \). Plugging in \( M = 2^u \) we get,

\[ 2^u \leq y \leq 2^{u+1} - 1 - 2^{u+1} + 2^u + 1 = 2^u. \quad (5.46) \]

Thus, we have a throughput of 1 as expected. The proof is given in App. D.4.

We can check the bound via the example in Fig. 5.12b. We see that in total 6 slots are used for SICQTA in the example. Using Eq. (5.44) we get 6 showing that the bound is valid and tight for this scenario.

In Tab. 5.2 we have compared the number of devices \( n_{\text{tot}} \) supported by Combinatorial Access Codes with SIC [BVT17] (CAC-SIC) with SICQTA. The number of active devices are fixed to \( M = 3 \) for CAC, because these are the only available results in [BVT18a]. For SICQTA, we see that with relaxed delay constraint the number of devices supported increases exponentially. And even though the results are similar for low latency constraints, the difference increases with increasing \( L \). Also the results for SICQTA is easily extensible to other \( M \) values, while an exhaustive search is required to build codes for CAC-SIC. On the other hand effect of feedback is neglected in our analysis.

In Fig. 5.13 we have plotted the bounds versus simulation for SICQTA. x-axis depicts the varying active number of devices \( M \) and the y-axis presents the latency. We have set \( u = 6 \) so implicitly \( N = 64 \), and we have varied the number of active users \( M \). We see that with \( 10^4 \) iterations for each data point in simulations the bounds are never surpassed and the difference between the lower and the upper bound is quite low.
Table 5.2: Number of devices supported by CAC-SIC for fixed number of active devices $M = 3$, with varying latency constraint, compared to SICQTA.

<table>
<thead>
<tr>
<th>Constraint</th>
<th>$L = 4$</th>
<th>$L = 5$</th>
<th>$L = 6$</th>
<th>$L = 7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAC-SIC [BVT18a]</td>
<td>7</td>
<td>11</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>SICQTA $M = 3$</td>
<td>8</td>
<td>16</td>
<td>32</td>
<td>64</td>
</tr>
<tr>
<td>SICQTA $M = 4$</td>
<td>4</td>
<td>8</td>
<td>8</td>
<td>16</td>
</tr>
</tbody>
</table>

Figure 5.13: Excessive simulations show the validity of the bounds. The maximum number of levels is set to $u = 6$, $N = 64$ and $M$ is varied (x-axis).

As we deal with worst-case latency, this is the latency of the last device. In Fig. 5.13b we have evaluated the throughput with varying active number of devices $M$. Mean throughput is almost always above 0.8 while the tail is also quite constrained, especially with increasing $M$.

In Fig. 5.14 we extend the delay vs throughput comparison in [YG05] with SICQTA. In this simulation scenario continuous arrivals are considered. If a device gets a packet to transmit while there is an on-going resolution, the device is queued until the end of that resolution, reflecting the setting in [YG05]. Each data point is simulated $10^6$ times. We see that SICQTA enables a new throughput region that extends to throughput of 0.93 with $u = 4$. Also with $u = 6$ the throughput with stable latency is around 0.86. Of course SICQTA becomes similar
to SICTA with increasing $u$ value. This is logical as SICTA can be considered as a special setting of SICQTA with $u = \infty$. Here, it is shown with $u = 10$ that the behavior is almost the same as SICTA. It is worth mentioning that the average resolution time is increased as we see a shift on the y-axis compared to SICTA. We have also simulated higher values of $u$, i.e., $u = 16$ and did not observe any difference so they are not plotted here for clarity. For decreasing $u$ the throughput is expected to increase further reaching 1.

### 5.8 Discussions

One important point for SICQTA compared to QTA is that the knowledge of number of active devices $M$ does not improve the upper-bound of latency. The knowledge of $M$ would be used in this case to skip to level $\lfloor \log_2 M \rfloor$. However, in the worst-case all collisions happening before this level consist of different devices, and under a SIC framework, they can all be recovered from each other to obtain useful slots. So the number of skipped slots with knowledge of $M$ would be equal to those skipped due to SIC. However, application of knowledge of $M$ to QTA can improve the worst-case performance and bring it close to SICQTA.

We have compared the feedback based algorithms to non-feedback based algorithms here. However, we assumed that the feedback is instantaneous and costless. In reality that is not the case. The latency incurred due to transmission and reception may even involve hardware delays such as switching from transmit to receive and vice-versa. We leave this open for future work.
5.9 Summary

This chapter investigated contention resolution for tight delay constraints from two aspects. First aspect is the use of resources orthogonal to time. We have shown that the access delay decrease is approximately inversely proportional to parallel resources. There is a loss of performance that is caused either due to structure of the algorithm or due to hardware limitations such as single radio chip on devices. We have described and then analyzed how would the parallelization work for tree algorithms. These results can be integrated to the admission controlled random access scenario proposed in Chapter 4 or upcoming 5G contention based scheduling that has to support tight delay constraints.

Second aspect is increasing efficiency of contention resolution algorithms. Recent work has shown that random access based successive interference cancellation can achieve a throughput of 1 packet per slot with high number of users. However, this is not true with low number of users. For some of the successive interference cancellation based algorithms the throughput even degrades lower than the conventional algorithms. For the throughput of 1 packet per slot, the uncorrelated activity of users is required that is why high number of users are required. The correlation is defined as the probability to select the same slot. The throughput is calculated with number of users divided by the number of slots in a frame. For instance with 2 users, to reach a throughput of one a frame with 2 slots 2 is required. As the readers can imagine with lower frame size, the correlations increase.

On the other hand compared to successive interference cancellation algorithms without feedback, e.g, Irregular Repetition Slotted ALOHA [Liv11], the tree algorithm benefits from correlations in user activity and the throughput increases with low number of users. This is because the randomness is limited and the feedback can quickly guide users to separate from each other. We have shown in Section 5.5 that even further limiting the access decisions to identities of the users, we can achieve the throughput of 1 with low number of users in tree algorithms, which is not possible with randomization based algorithms.

All in all, in this Chapter we have proposed solutions to two challenges. (1) the access algorithms have to make use of orthogonal resources to time and these resources have to be integrated in the analysis of the algorithms for delay constraints. (2) we have designed an algorithm to unlock the high throughput for low number of users and for tight delay constraints as emphasized in Fig. 4.4.

The algorithmic capabilities are investigated in an ideal MAC model. However, in a real system like the mobile networks some MAC parameters such as the resource bandwidth and duration. In this case the algorithms have to evaluated against these limitations as we
have done in our work in [Gür+19c]. The 5G integration of successive interference based contention access protocols is not further investigated in this thesis.

The capabilities of SIC based algorithms are based on a certain set of assumptions such as: no external interference, white noise and perfect cancellation. For a practical evaluation some of these constraints have to be integrated to analysis and their effects have to be characterized. On the next chapter we explain practical limitations with real implementations.
Chapter 6

IEEE 802.15.4 based prototype of Delay-Constrained Reliable Access

In the previous chapter we have investigated the capabilities of access algorithms. We have demonstrated that an improved receiver capability, namely successive interference cancellation (SIC), can double the resource efficiency if combined with an access algorithm design that is SIC-aware. In this chapter we investigate the practicality of such capabilities and test further assumptions in practical settings. For instance, independent frequency channel in an intra-aircraft communication system and hardware effects for SIC receiver is evaluated via prototyping sensors used for IEEE 802.15.4.

Layering based research demands that lower layers can be treated as a black-box. The black-box has input and output parameters. The function connecting the inputs and the outputs can be assumed. However, these assumptions can be specific to certain scenarios, too complex or unrealistic. Thus, the assumptions have to be tested. One way is theoretical evaluation of the assumptions that is doing an evaluation via adding each assumption one at a time. Another way is the measurement based characterization of the black box. As measurements are based on real data, it sets a limit on what is currently available. However, measurements are limited to underlying hardware and to the system under test. Due to this, measurements provide limited insight for forecasting future capabilities of black boxes. But depiction of current limitations is exact and leads to improved algorithm design. In this chapter we follow the practical approach that enables the deployment of previously discussed algorithms.

The parameters that can affect the reliability from a physical layer perspective are: frequency band, co-existence, coding, modulation scheme, mobility, wireless channel quality, transmission power, hardware quality and many more. First, the use of frequency bands is regulated and rules set the inter-technology interference. In case multiple technologies use the same band, co-existence rules have to be set to minimize this interference. Second;
coding, modulation scheme and transmission power are system design parameters that have to be selected carefully with respect to the wireless channel quality. These parameters can be pre-set or adjusted dynamically with respect to the channel quality information. The aim here is to operate the system close to capacity and under the required error probability. This can be achieved with characterization of the scenario for expected wireless channel quality variations and setting the design parameters accordingly. Lastly, with respect to the hardware cost and quality of the device, the device characteristics may deviate from the specifications. These hardware effects are also to be taken into account for selecting the right design parameters to guarantee that in practice the devices achieve a reliable communication.

We have introduced the intra-aircraft communications as a use-case and motivation for reliable uplink radio resource management. So, we also use it to break down the motivation for this chapter that is the reliability on the physical layer. Currently, the wireless communication in the aircraft is using the ISM band. ISM band is an unlicensed band such that it is free for everyone to use for Industrial, Scientific or Medical purposes. It is also used in process and factory automation. An aircraft and a factory is a private place and can be regulated by the owner such that no ISM band can be used without appropriate allowance. The deployment for ISM band can vary for factories but currently it is used for information and entertainment, infotainment, systems with IEEE 802.11 technology. The 2.4 GHz ISM band has a 80 MHz bandwidth that can be partitioned for different technologies such that no inter-technology interference occurs. This requires measurements and evaluations of different frequency planning settings under different traffic scenarios.

One can argue that, deploying safety critical applications with ISM band is not necessary, as there is Industrial 5G for factories or Wireless Aircraft Intra-Communication (WAIC) standardization upcoming that is making use of a licensed band. However, even for those licenced bands, it can be expected that multiple applications that deploy different technologies may co-exist. A frequency planning based solution is necessary due to scarcity of any band.

Even though all kinds of interference is avoided, the wireless channel has its own challenges to be solved. Each wireless signal is affected randomly by the wireless channel. These stochastic effects stem from; fading, shadowing, reflections and other natural phenomena such as lightning and have to be limited or overcome such that the signal is received reliably. Transmission power adjustment is used to overcome damping of the signal, coding is used to recover bursty effects on the signal, correct modulation is used to limit the effect of phase shifts or amplitude shifts. These techniques are of lesser importance if the stochastic behavior of the channel is well known. As the effects of the channel on the signal is characterized, it is possible to recreate the original signal undoing the wireless channel effects. These effects can well be characterized in a static indoor environment like factories and inside of an aircraft, as
the walls provide a shielding for external effects and if there is no mobility. Even though the wireless channel can be characterized to undo its effects, it is not the only reason for stochastic changes on the received signal. There is one mostly neglected aspect that is the hardware effects.

As the wireless sensors are to be deployed in thousands at a factory or in an aircraft, it is expected that each sensor costs less than two digits of the currency. This has its drawbacks as the waveform or the wireless signal may behave imperfectly that induces different effects. This can stem from many imperfections such as bandpass filtering, low noise amplifier and oscillator circuitry and many more. This creates another channel, hardware channel, that has other stochastic effects on the signal than the wireless channel. Most importantly, this channel, as the wireless channel, is unique among a transmitter receiver pair and is asymmetric as different RC components are used on each sensor on a receive and transmit operation. Some of the effects of this channel is undoable such as increased noise floor, so characterization of the channel is important to use MAC layer recovery methods as failures are inevitably foreseen.

This chapter is organized as follows: The Sec. 6.1 introduces required background on IEEE 802.15.4 and successive interference cancellation. In the Sec. 6.2 we introduce our measurements in an intra-aircraft-like testbed with IEEE 802.15.4 sensors, this section is based in our work in [Gür+16]. We especially investigate the wireless channel behavior with and without interference. In the Sec. 6.3 we demonstrate with measurements the practicality of the Uncoordinated Uplink algorithm, SICQTA, introduced in Sec. 5.5, that is based on in our work in [GVK19]. Following, the insights obtained from the measurements resulted in a practical resource efficiency model reflecting the hardware effects.

6.1 Background and Related Work

As our prototyping efforts focus on IEEE 802.15.4, details of the standard is summarized here.

The IEEE 802.15.4 is deployed with the MAC layer of TSCH (Time-Slotted Channel Hopping) as this enables use of set of channels are used for hopping that provides frequency diversity. The set can be selected dynamically or statically depending on the scenario. Here we consider static setting of this set of channels.
6.1.1 **802.15.4e TSCH**

The basic idea behind the TSCH amendment to the 802.15.4 is to introduce a MAC scheme, which (a) allows a deterministic behavior and (b) provides higher reliability by frequency diversity. 802.15.4e TSCH supports multi-hop topologies, however, in the scope of this work, only single-hop is considered. The scheduling algorithm, as well as the length of the time slots, are design choices and not defined by the standard.

For network wide synchronization Absolute Slot Number (ASN), is propagated via a beacon to nodes, which is then used for the channel selection:

$$\text{CH} = \text{HS}[\text{ASN}\%16], \quad (6.1)$$

where HS is the hopping sequence of channels, and CH is the resulting channel for a given ASN. For the measurements, we consider two different hopping sequences. Firstly, the full sequence, as defined in the minimal implementation of a 6TiscH Network (with a slight modification of using the advertising channel as second on the list for ease of implementation) [VP16] of OpenWSN [Wat+12]: $\text{HS}_{\text{full}}$: [16, 20, 23, 18, 26, 15, 25, 22, 19, 11, 12, 13, 24, 14, 17, 21], and reduced sequence: $\text{HS}_{\text{wl}}$: [15, 20, 25, 26]. Reduced sequence takes into account only the channels free from Wi-Fi interference, thus the non-overlapping frequency planning solution, and is referred to as whitelist hopping throughout this paper.

6.1.2 **Related Work**

6.1.2.1 **Co-existence measurements for IEEE 802.15.4**

In previous work from Blanckenstein et al. [Bla+15] TSCH is implemented in an aircraft in order to provide the bit error rate and loss characteristics in the presence and absence of passengers to model the effect of a realistic flight environment. The interference effect of WiFi entertainment system on WSN is not included, but rather multiple access points are offered as a solution for reliability increase. In other works from Gonga [Gon+12] and Du [DR12], WiFi coexistence of TSCH based WSN is investigated in an office environment in order to extract the effect of interference and frequency diversity. The first conclusion was that packet drop rate was not directly correlated to WiFi interference due to uncontrolled environment. Several correlations between consequent packet losses on different channels is extracted, but no conclusion is deducted.

6.1.2.2 **Influence of Hardware effects on reliability for Interference Cancellation**

The evaluation of hardware effect is crucial to output practical limits, and this is investigated in terms of radio irregularity In [Zho+06] the main causes in radio irregularity is summarized
as irregularities with antenna angle and battery power. A recent work [TBG11] demonstrates that sensors cannot reach the documented maximum transmission powers in their data-sheets. In [ZK07], the authors analyze hardware variance and outputted packet reception rate with no interference cancellation. These work neglected the impact on SNR of other hardware effects such as that of the oscillator.

In [HAW08], the authors develop a receiver employing Successive interference cancellation for IEEE 802.15.4 for intra-slot interference cancellation. The packet of the strongest user in a collision is decoded and canceled from the same time slot. Authors in [Lv+11] implemented intra-slot SIC for scheduling in IEEE 802.15.4. There have been many implementations of successive interference cancellation that perform modification at the physical layer such as [GK08] and [KL15] which is out of scope for us, as we intend to use the improvement to work with standard compliant IEEE 802.15.4 PHY.

A SIC-SINR model based on residual interference power for imperfect successive interference cancellation is introduced in [Web+07]. The authors provide bounds on the transmission capacity for imperfect successive interference cancellation wherein a fraction of the interference power is left behind after cancellation. In our work, we decompose this model into specific errors related to channel estimation and phase estimation to provide insights on the limitation of the CoTS hardware, validated through measurements.

### 6.2 Packet Level Measurements for Inter-Technology Co-existence

Co-existence of multiple technologies is a challenge of the ISM band. The main challenge is the technologies using the overlapping bandwidths should not affect each other’s performance. Different technologies can be deployed by different entities, and certain techniques are incorporated in standards to guarantee fair usage of the band. Listen before talk and carrier sense techniques are two among many techniques. However, these techniques provide only stochastic performance guarantees. If multiple technologies are deployed by the same entity, the behavior of the technologies can be limited in terms of frequency or time to minimize interference with each other. Such an approach is also used for the cellular networks to be able to re-use parts of the spectrum over geographically separated areas.

The main challenge of frequency planning is allocating frequencies for geographically separated cells. The deciding factor in such scenarios are the setting the distance with respect to repeating the use of same frequency as no side-band interference is assumed idealistically [Arn80]. However, adjacent frequency interference is a practical issue. This stems from imperfect bandpass filters and harmonics of other frequencies. As the interference effect of
adjacent frequencies may differ with respect to used hardware the best solution is to avoid use of adjacent channels. However, due to capacity requirements this is not possible and at that case the most practical solution is to use measurement based evaluation [Ang+11].

Frequency planning is a well investigated topic for cellular networks, however the importance of it only comes recently for ISM band using standards such as IEEE 802.15.4 and IEEE 802.15.1. We are focusing on IEEE 802.15.4 as a proof of concept for evaluating the co-existence with the IEEE 802.11. The frequency planning for a controlled industrial environment covering IEEE 802.15.4 is an open issue that we want to investigate through selection of different frequency planning scenarios.

In this section, we examine the allocation of frequencies in a controlled interference environment, while assessing the reliability. The contributions are two-fold: (1) mitigation of WiFi interference in a controlled environment through a frequency planning called whitelisting, is validated for TSCH based WSN with real implementation; (2) we demonstrate that the assumption of uncorrelated loss for subsequent packet drops against interference is a good approximation to calculate the application failure rate from individual packet drops with limited transmissions for application.

The measurement setup and details on WiFi and WSN network are provided in the next section. Measurement results in terms of reliability are introduced in subsection 6.2.4.

## 6.2.1 Measurements Setup

The setup entails a realistic aircraft environment, where the simultaneous communication of a Wi-Fi network and a Wireless Sensor Network occurs over the unlicensed ISM 2.4 GHz bandwidth. All the measurements are performed in an isolate environment where no external interference is present. The final setup of the scenario is depicted in Fig. 6.1.

### 6.2.1.1 Wi-Fi network

The purpose of the Wi-Fi network is to provide an entertainment service to the passengers of the flight. The communication occurs between 59 Raspberry Pi clients and three different Base Stations (BS) occupying non overlapping portions of the spectrum, in particular, the channels 1, 6 and 11. Every BS serves 20 or 19 clients simultaneously.

The network deploys the 802.11g standard at the MAC layer with CSMA-CA and back-off mechanism, and it is unaware of the underlying WSN. Every client emulates the behavior of a passenger’s device streaming video during flight. Every client is mimicked via a Raspberry Pi streaming 1296 kbit/s data continuously which results in 24 – 25 Mbit/s average traffic on each channel.
Figure 6.1: Scenario of Wi-Fi network and WSN co-existence in an aircraft environment. Room dimensions: 5.5m × 6.35m

6.2.1.2 WSN

The WSN is deployed to replace the fixed wired aircraft communication network with a reliable and flexible infrastructure. For this reason, the network consists in 13 randomly deployed nodes, and it has a star topology configuration. Every node is programmed through OpenWSN open stack implementation of IEEE 802.15.4 for physical layer and IEEE 802.15.4e TSCH protocol, which is followed by the 6TiSCH and IPv6 on network layer [Wat+12].

Each mote is running a 15 time slot schedule. The PAN coordinator is entitled to transmit the Enhanced beacon (EB) during the first time slot containing the scheduling of the entire network. Once synchronized, every mote is allowed to transmit on a single reserved time slot with transmission power equal to −3 dBm, while during the other time slots it sleeps. Reliability is achieved by means of channel hopping and two additional MAC re-transmissions. A visual representation of the scheduling of the network is shown in Fig. 6.2. Due to this 15 slotted slotframe structure with 15 ms slot size $T_s$, each slotframe lasts 225 ms. This gives a transmission opportunity (TXOP) to each mote every 225 ms.

Every mote is running an uplink application that generates a packet of 53 Bytes every 700 ms. The packet generation rate from the application allows three TXOP for each packet before a new one is generated. When a packet is generated it is transmitted on the next available
TXOP, and BS answers back with an ACK after the TXOP. If there is no ACK received back from the BS, it is re-transmitted on the next available TXOP.

We limit the maximum number of transmissions \( N_p \) including retransmissions and initial transmission to 3. Within each 700 ms a packet is generated and either successfully sent or dropped due to maximum number of retransmissions.

### 6.2.2 Scenarios

In order to evaluate the effects of different hopping strategies on the co-existence with Wi-Fi, we have performed the measurements with and without WLAN interference for three hopping options, resulting, in total, in six scenarios:

- **NINH**: No Wi-Fi Interference, No Hopping: all motes use one assigned frequency channel 20.

- **NIFH**: No Wi-Fi Interference, Full hopping: the motes hop over the full list of 16 available channels.

- **NIWH**: No Wi-Fi Interference, Whitelist Hopping: since an aircraft is a controlled environment, we can determine in advance which channels are free from or less prone to the Wi-Fi interference. Thus, we have whitelisted these channels and defined a hopping sequence consisting of channels: \{15, 20, 25, 26\}.

![Scheduling grid in time/frequency domain deployed in the setup.](image)
Table 6.1: Parameters and Notation Summary

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Explanation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_s$</td>
<td>Time Slot Duration</td>
<td>15 ms</td>
</tr>
<tr>
<td>$SFS$</td>
<td>Slotframe size in timeslots</td>
<td>15</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Maximum number of allowed transmissions</td>
<td>3</td>
</tr>
<tr>
<td>$N_{cc}$</td>
<td>Number of clear channels</td>
<td>4</td>
</tr>
<tr>
<td>$N_{tc}$</td>
<td>Number of available channels</td>
<td>16</td>
</tr>
<tr>
<td>$ASN$</td>
<td>Absolute Slot Number</td>
<td></td>
</tr>
<tr>
<td>$HS[i]$</td>
<td>Hopping Sequence</td>
<td></td>
</tr>
<tr>
<td>$HSS$</td>
<td>Hopping Sequence Size</td>
<td>16</td>
</tr>
<tr>
<td>$CH_{j,i}$</td>
<td>$i^{th}$ TXOP Channel after $CH_{j,1} = CH_j$</td>
<td>1 − 16</td>
</tr>
<tr>
<td>$P_{comm_j}$</td>
<td>Single packet loss probability on Channel $j$</td>
<td></td>
</tr>
<tr>
<td>$P_{app_j}$</td>
<td>Application failure probability on Channel $j$</td>
<td></td>
</tr>
</tbody>
</table>

- **WINH**: With Wi-Fi Interference, No Hopping.
- **WIFH**: With Wi-Fi Interference, Full Hopping.
- **WIWH**: With Wi-Fi Interference, Whitelist Hopping.

The duration of the measurements have been varied from 70 minutes to 900 minutes depending on the level of precision that is aimed for that measurement. A summary of the number of packets generated on mote and channel basis with the total number of packets can be seen in Tab. 6.2.

### 6.2.3 Reliability Analysis

Different measurements for application failure and the packet drop rate enable to assess the real measurements against the reliability assessment provided in [Gür+15]. The assumption in the paper was that we can neglect the correlation between subsequent packet drops in order to provide the application failure tolerance. I want to test this assumption against the real measurements to see if it holds and, furthermore, to determine the possible extension for more accurate modeling.

#### 6.2.3.1 Top-Down Limits

The assessment of reliability with the top bottom approach using medium access parameters from our application can be evaluated. It is common practice to assume five nines for the
target reliability [Hel04], and we use this assumption for the loss rate above the link layer $P_{app}$ of the star network as $P_{app} = 10^{-5}$. The assumption at this point is that higher layers have a reliability of one, since it is a one hop network. $N_p$ is set to 3 with the slotframe length and the deadline of the application. Then, this information is converted to the packet loss on physical layer $P_{comm}$ as in

$$P_{comm} = (P_{app})^\frac{1}{N_p}, \quad (6.2)$$

we can calculate the maximum tolerable packet drop rate as $P_{max_{comm}} = 0.021$.

### 6.2.3.2 Reliability Calculations with Frequency Hopping

The channel hopping enables such that each retransmission is done on a different channel than the previous one. However, due to static slotframe and static hopping sequence, each of the retransmission channels can be calculated beforehand when the initial transmission channel $CH_{j,1}$ is known. In order to use the reliability assessment with frequency hopping, we have to modify the way we approach the calculations. The modeling of drops with constant $P_{comm}$ is not feasible since every channel has its own characteristics due to the interference or frequency selective multipath.

To overcome this problem, after $CH_{j,1}$ is selected for the first transmission with the hopping sequence, we calculate the next frequencies used for the retransmissions with

$$CH_{j,i} = HS[(ASN_{CH_{j,1}} + SFS \cdot (i - 1)) \% HSS] \quad (6.3)$$

where $CH_{j,i}$ is the channel for $i^{th}$ transmission after the initial channel $CH_{j,1}$, $HS[]$ is the Hopping Sequence, HSS is the Hopping Sequence Size, ASN is the absolute slot number used and SFS is the slotframe size. $N_p$ is 3 in our application. Let’s assume a sensor have selected the channel 13. For the first transmission, $i = 1$ the SFS part is zero and this means that the ASN is 12 inside modulo 16. The SFS is 15, and the ASN increases by 15 with each slotframe, as $i$ is incremented. For $i = 2, 3$, this results in ASNs of 27, 42 which outputs 12, 11 for the second and third transmission respectively. In short, the selected channels for 3 transmissions are 13, 12, 11. The combined error rates are

$$P_{app_j} = \prod_{i=1}^{N_p} P_{comm_{CH_{j,i}}}, \quad (6.4)$$

This structure allows the use of drop rate for each of the channels in order to calculate the application failure probability with all possible combinations. In Eq. ((6.4)) the drop rate
Figure 6.3: RSSI values of received packet vs. distance to PAN coordinator (# moteId) for NINH scenario.

Probability for initial channel $j$ is introduced. Since all of the $j$ initial channels are selected randomly for a transmission, we calculate the average application failure probability with

$$P_{app} = \frac{\sum_{j=1}^{HSS} P_{appj}}{HSS}. \quad (6.5)$$

For worst case analysis, the drop rate should be limited to the worst $P_{appj}$.

6.2.4 Measurements Results

For every scenario, received packets are recorded together with the corresponding channel, Received Signal Strength Indicator (RSSI), sequence number, and MAC transmission count. In Fig. 6.3, the values of RSSI for every mote are presented. Scenario NINH is set as the base case. I observe that the distance alone is not sufficient to determine the channel quality. The RSSI fluctuations are high, and there is no correlation to the distance within our environment. Also, RSSI values are recorded only for the successfully received packets, thus, a large portion of packets (not received due to the RSSI smaller than a threshold, or discarded after the checksum check) is not included in the figure.

6.2.4.1 Reliability

For assessing the reliability, two metrics are used and compared, as defined in section 6.2.3: $P_{comm}$ as packet drop rate and $P_{app}$ as application failure probability. Figs. 6.4 and 6.5
illustrate these values for all six scenarios. Every box presents the distribution of the values for the set of motes, and the green line represents the averages weighted by the number of samples for every mote. We observe that, as expected, both application and communication failure rates are significantly lower for an interference-free scenario. It is also observed that the whitelist hopping reduces the average packet drop rate by 25%, whereas the application reliability is decreased by 5%. Since the channel choice for no hopping scenario is 20 (among whitelisted channels), difference between WINH and WIWH is minimal.

As the effects of hopping sequence selection is evident to investigate further, we proceed with evaluating the drop rate on a per-channel basis. The statistics for per-channel measurements are presented in Fig. 6.7 for drop rate per single channel. Also the total drop rate per "channel combination" including the re-transmission are given in Fig. 6.6.

The compliance of the measurements with the analytical values obtained with the framework in section 6.2.3 using per-channel measurements is evaluated. First, we use the packet drop for NIFH scenario 0.1783 and plug it in Eq. (6.6):

$$P_{app} = (P_{comm})^{N_p},$$  \hspace{1cm} (6.6)

with \(N_p = 3\) transmissions, to obtain \(P_{app}(ana) = 0.0057\). Then, we compare this result with the overall application failure measured for the scenario \(P_{app}(meas) = 0.0062\). Following, for the interference scenario WIFH we get an application failure rate of \(P_{app}(ana) = 0.0813\). When this result is compared with the overall application failure measured \(P_{app}(meas) = 0.0825\),

Figure 6.4: Packet drop rate for every scenario; weighted average considers number of packets every mote has generated.
Figure 6.5: Application failure rate for all scenarios. Boxplot captures the distribution of the rate among all motes.

Figure 6.6: Combined Packet Drop Rate $P_{app}$ including retransmission in IEEE 802.15.4 channels against Wifi interference in channels 1, 6 and 11

0.0940, the difference is low. An important observation here is that in both of the cases the error is around 10%. This error, as explained in section 6.2.3, is, in fact, showing that effect of correlation is small when full channel list is used.

The whitelist scenarios are also evaluated with the calculations as shown in section 6.2.3. For NIWH and WIWH, the measured average packet drop rates are 0.08 and 0.09 respectively.

The application failure rate with the analysis and the measurements are summarized in Table 6.2. The analytical calculation assumes that there is no correlation between retrans-
missions. However, in the real system, this is not the case and there are different levels of correlation. From the table it can be seen that highest order of error is present for single channel measurements, which represents high correlation. We can notice that this effect decreases in whitelisted hopping where four channels are used and the assessment and measurement results are almost the same for full hopping.

As we can see from Fig. 6.6, only for channel 26 the measured packet drop rate is close to the tolerated value of 0.021. However, the channel 26 is not a solution for intra-aircraft communications since it is not part of ISM band in all of the countries. An alternative solution can be through use of re-transmissions with the whitelist. We have seen that with whitelist, the maximum tolerated application failure rate is not surpassed. For higher reliability requirements or lower latency requirements further techniques such as channel estimation, coding and/or transmission power settings is required.
6.2.5 Summary

In this section we present a reliability analysis of the co-existence of IEEE 802.15.4e TSCH Wireless Sensor Network with Wi-Fi in closed and controlled environments, such as an aircraft. We have conducted measurements on a real testbed for interference-free and interference scenarios, and evaluated packet drop rates and application failure rates. The measurements are compared to the analytical results.

The results emphasize the importance of controlling interference in case shared bands such as ISM band is used. Following, it is also shown that even without interference the reliability of some channels are not perfect. A dynamic algorithm to adjust the allocation of frequencies is investigated in our work in [Zop+17]. In the next section we investigate these imperfections for interference cancellation.

6.3 Bit level Measurements for Hardware Effects

In the previous section the effect of interference is investigated. In this section we assume the interference is controlled in a non-public area. Following, we prototype the SICQTA algorithm proposed in Sec. 5.5 with IEEE 802.15.4 commercial of the shelf sensors.

IEEE 802.15.4 [Sta] is one of the frequently available standards in factories thanks to its energy efficiency. The PHY layer is fixed in most of the devices as this is embedded in the radio chip but the MAC layer behavior is controlled through the network protocol. Thus, a lot of work in IEEE 802.15.4 [Wan+10] [DZG16] is focusing on optimizing the MAC protocol that can be updated easily for the deployed sensors. A large group of researchers focus on the coordination of the periodical monitoring sensors to optimize the use of the wireless medium. However, periodic monitoring is not fit for IIoT, as those devices are reacting to sporadic events. Random access, investigated as grant-free in 5G networks [3GP18], is a flexible solution for this problem. However, previous works on random access that consider low-latency and reliability constraints [Gür+19a] [Abb+17] [SLP17] assume a perfect physical layer performance that does not represent the practical limitations. In this section we evaluate a practical implementation to highlight the limitations with off-the-shelf hardware.

In this section, the interest is on a cell-based star topology using a time-division multiple access system. The time is divided into time-slots and only a single channel is used. Multiple users are attached to a central station. The users are not transmitting regularly. They are only reacting to events. The users can hear the broadcast downlink channel, but have to contend for the resources in the uplink. Thus, the resource is allocated in a distributed manner, using a random access algorithm, guided by the downlink feedback of the central station. As the load increases, the efficiency decreases quickly, making the solution unsuitable for traffic
bursts. It is shown that successive interference cancellation based random access algorithms can achieve efficiency matching that of the scheduled access without giving up the flexibility of random access [NP12].

In this section, we deploy an inter-slot successive interference cancellation, that fulfills low-latency and reliability constraints through inter-slot interference cancellations with an IEEE 802.15.4 network. We measure the practical performance in terms of resource efficiency, defined as packets received per slot. We extend the signal-to-interference-noise ratio (SINR) with hardware specific parameters to characterize the effect of commercial off the shelf (CotS) hardware. We use the extended SINR model to output a MAC model that shows a good match with the measurements and validate our model. The model provides insights for not only the state of the current devices but also the development of future hardware that uses successive interference cancellation (SIC).

The hardware we deploy are Z1 motes from Zolertia. Z1 motes are boards composed of off-the-shelf available chips such as CC2420 radio chip and a MSP430F2617 micro-processor both from Texas Instruments that can be bought for less than 10$. Such hardware fit perfectly for the vision of cheap hardware that will enable IoT for many use-cases including industrial communications.

Section 6.3.1 introduces the SINR model and extends it with the hardware effects. Section 6.3.2 introduces the MAC algorithm and the model used to calculate the practical throughput. The measurement setup and description of the data-set are introduced in Sec. 6.3.5 and the model is compared with measurements.

6.3.1 PHY Model

The SIC implementation employs an inter-slot interference cancellation scheme, where a replica of the packet involved in the collision is available in a different time slot without interference. This interference free signal is used to create a noise-free version of the packet. However, the channel effects have to be added over the recreated signal to properly cancel it from the collision slot. The distortions to the signal due to the channel as well as the hardware have to be estimated.

Mobility is not considered and the channel is assumed to be static. The wireless channel introduces a signal attenuation and multipath propagation in which, the copies of the signal traveling in different paths interfere at the receiver causing inter-symbol interference ISI. The channel effects are estimated using the symbol averaging method introduced in [HAW08], where the signal of the selected sequence of bits is found and averaged over the whole frame. This imitates the ISI and cancels out the noise representing the effects on that sequence of bits.
We investigate hardware effects such as phase noise by introducing a new parameter, $v$. The transmitter hardware noise effect is represented by a Gaussian random variable with variance $v$ fitting a distribution to hardware effect based measurements. Let us assume the interference-free received signal is

$$r_i = x_i v_i h_i + n_i,$$

where, $x_i$ is the modulated signal, $v_i$ is the coefficient representing the effect of uncertainty coming from the transmitter hardware noise, $h_i$ is the channel gain and $n_i$ is the Additive White Gaussian Noise (AWGN) in the channel.

The channel estimation includes constant phase drift stemming from the hardware effects. However, this estimation depends on the hardware and is much worse when estimated in a collision slot. This error is defined inter-slot estimation and is represented as a constant $\epsilon$, as introduced in [CH02].

The channel of the user 1 is estimated to be $h_1$ but it is $h_1^0$, with a constant empirical estimated mean $\epsilon$,

$$h_1^0 = h_1(1 + \epsilon).$$

Hence, the residual signal, when the re-created signal with the estimated channel is removed from the received signal, $r_1$ is,

$$r_1 - x_i h_1 = x_i v_i h_1 - x_i h_1 + x_i v_1 h_1 \epsilon + n_i.$$  \(6.7\)

The SNR in an interference slot is the signal power $\gamma_i$ divided by the residual power caused by hardware noise that is $\gamma_i^p$, the residual power caused by channel estimation error $\gamma_i^c$ and the noise power $\gamma_i^n$

$$SINR_i = \frac{\gamma_i}{\gamma_i^p + \gamma_i^c + \gamma_i^n}. \quad (6.8)$$

For the case with successive interference cancellation, the SIC-SINR (SSNIR) of the $i^{th}$ user is given by,

$$SSINR(i, S, C) = \Theta_i^{S,C} = \frac{\gamma_i}{\sum_k (\gamma_k^p + \gamma_k^c + \gamma_k^n) + \sum_j^{S/C} \gamma_j} \quad (6.9)$$

where $S$ is the set of all packets transmitted at the same time and $C$ represents the set of canceled packets including $i$.

---

1The phase noise is considered separately and not included in the channel.
6.3.1.1 Measurements for SSINR model

The model parameters are obtained by performing measurements with Zolertia Z1 motes transmitting to a USRP B200-mini receiver. Channel gain $h$ is estimated at the receiver. The statistics of noise, $n$, are collected from the portion of the received signal where no other signal is transmitted. The statistics of signal affected by the transmitter hardware noise and channel gain $xvh$ for different users are estimated from the slots where the users’ packets do not face any interference. Since the noise $n$ is additive, knowing its mean and variance, the statistics of $v$ are calculated treating them as the combination of 2 AWGN distributions with different mean and variance.

In our work, we adopt most of the PHY receiver chain of [HAW08] and adapt it for inter-slot interference cancellation adding cross slot channel estimation with phase drift estimation. The phase offset for a particular time slot can be determined by calculating the mean of the difference in phase between the ideal signal and the received signal over the length of the packet. The ideal signal is known from the interference-free replica of the packet.

The validity of the SIC-SNR model and the selected parameters is illustrated in Fig. 6.8 where measurements are given with 95% confidence intervals and compared to Eq. (6.9). The $v$ parameter is set for each device through measurements. The typical values for the mean and variance of the $v$ parameter as observed in the measurements for a Zolertia Z1 mote are around 1 and 0.01 respectively. The $\epsilon$ value is set as 0.2 representing channel estimation error when $i \neq k$ and set as 0.001 when $i = k$. 

Figure 6.8: SIC-SNR model versus measurements showing validity of the selected parameters.
6.3.1.2 SNR to BER mapping

It has been reported that theoretical mapping from Signal to Noise Ratio (SNR) to Bit Error Rate (BER) is not too reliable for wireless sensor networks [Wu+12]. Channel models such as [Zhe+11], that represents the measurement setup, are discussed in state of the art. We will use the Rician SNR to BER mapping function \( f_B(\gamma) \) for QPSK as given in [SA98],

\[
f_B(\gamma) = \frac{1}{\pi} \int_{0}^{3\pi/4} \mathcal{M}_\gamma \left( -\frac{\sin^2(\pi/4)}{\sin^2(\theta)} \right) d\theta
\]

where, \( \mathcal{M}_\gamma(s) = \frac{1 + K}{1 + K - s} e^{\frac{K\gamma}{1 + K - s}}. \) (6.10)

We set \( K = 4 \), fitting the measurements, that represents the relative strength of line of sight signal compared to non line of sight signal. The function outputs the bit error rate that can be converted to packet error rate or the decoding probability \( P_d \) using the packet length \( P_l \) in bits,

\[
P_d(\Theta^{S,C}) = \left( 1 - f_B \left( \Theta^{S,C} \right) \right)^{P_l}. \quad (6.11)
\]

6.3.2 MAC Model

This section introduces the analytical modeling for the effect of user activity. We first introduce the typical MAC evaluation with interference cancellation channel model. Then, we extend this model with imperfect reception and cancellation, to show the MAC layer can provide versus the PHY layer errors.

6.3.2.1 Query Tree Algorithm with SIC (SICQTA)

In this work, we focus on an instant-feedback based RA algorithm that is the tree algorithm that is discussed in detail in chapter 5. SIC for tree algorithms is introduced in [YG05]. However, maximum latency in this algorithm is not bounded and the feedback is related to the addresses of the users to achieve latency bounds as introduced in [GGK19]. SICQTA algorithm is one of two algorithms that have deterministic latency bounds along with the access codes introduced in [BVT18b].

In SICQTA, every device has a unique ID composed of \( u \) bits. This limits the total number of devices attached to the central station to \( N = 2^u \). In SICQTA, queries are used as feedback but the overhead is the same. Queries include a part of the address bits. The initial query is an empty query and all active users \( M \) answer to the query. A single bit is appended to the list of queries after each collision, starting from the left-most bit. Each new collision appends a new bit. As each device has a unique id, this guarantees that two devices have a unique access
decision in worst-case after $u$ transmissions (if all previous $u - 1$ bits are the same for two devices).

A detailed example for the worst-case behavior of SICQTA is given in Fig. 5.12b for $M = 4$ and $u = 3$, users A,B,C,D have addresses \{000, 001, 100, 101\} respectively. In the first slot, all the devices are queried and it is a collision. On the second and third slot, $0xx$ and $00x$ are queried, respectively. Both are collisions. In the following slot, 000 is queried and it is a success. 001 is not queried, as the gateway recovered the packet from slot 2 and 3. This results in $k = 3$ as 2 slots are successfully recovered and this slot is a success. Ids in query list $Q$: 001 and 01$x$ are not queried and skipped. Thus, 10$x$ is queried, that results in a collision. Consequently, 100 is queried and is a success. The gateway recovered D from slot 5 and the algorithm is terminated.

### 6.3.3 User Activity Analysis

In this section the MAC layer model for performance is detailed.

We are interested in the actual performance of a SIC algorithm but initially, we introduce the performance a specific setting of the SICQTA algorithm with perfect cancellation and perfect reception. In our setting, the users have a $u = 3$ bit address. Hence, there are $N = 8$ users.

Consider the scenario that $M = 2$ users have collided while querying the first bit. Two possible ways in which this tree could split after this stage is as shown in Fig. 6.10. If a collision of two users happens multiple times, as in Fig. 6.10a, two slots are wasted and throughput is only 0.5 while in Fig. 6.10b throughput is 1. Thus, not all loss comes from the physical layer but due to lack of coordination in MAC.
The average MAC throughput $\rho$ is calculated by the formula,

$$\rho = \sum_i P_{occ_i} \cdot \rho_i$$

where $P_{occ_i}$ is the probability of occurrence of the $i^{th}$ scenario and $\rho_i$ is the throughput of that scenario. A scenario is the way the tree is formed.

Consider the scenario shown in Figure 6.10. The users are selecting slots uniformly. The probability of occurrence of the worst-case configuration given $M = 2$ is $\frac{1}{2} \cdot \frac{1}{2}$, as two users have done the same selection twice and $\frac{1}{2}$ for the best-case. The throughput is $\frac{2}{4}$ for worst-case and $1$ for best-case scenario. In this way the throughput of all scenarios can be calculated.

### 6.3.4 Scenario Resolution Probability

The previous scenario neglected decoding errors. In order to calculate the actual throughput, we have to take into decoding errors into account. We define a scenario with errors if a decoding error occurs for any of the packets. If no decoding errors occur, scenario $o$ can be fully decoded with probability $P_{res_o}$.

Thus, the throughput can be calculated as,

$$\rho = \sum_o P_{occ_o} \cdot P_{res_o} \cdot \rho_o,$$

(6.12)

The resolution probability $P_{res_o}$ is assumed 1 in MAC throughput. Practically, the accumulation of noise and instantaneous variations in fading results in the SNR falling below the decoding threshold.
The probability of resolution can be calculated as the joint probability distribution for successfully decoding all slots as in,

\[ P_{\text{res}} = \prod_{t=1}^{n} P_d(\Theta_{S_t^o, S_{t-1}^o}), \]  

(6.13)

where \( S_t^o \) is the list of all users that transmitted in slot \( t \) with scenario \( o \). Slots in the frame can be depicted as \([S_1^o, S_2^o, \cdots, S_n^o]\) where \( n \) is the number of slots in a frame and \( S_0^o \) is defined as an empty set. \( i \) is a packet that can be decoded from set \( S_t^o \) given set \( S_{t-1}^o \) is cancelled. The \( \Theta_{S_t^o, S_{t-1}^o}^i \) depicts the SINR for packet \( i \) of a packet in slot \( t \) after the set \( S_{t-1}^o \) is cancelled. 

An example of how sets are defined can be seen in figures 6.9 and 6.10, in both examples \( S_1 \) contains only A, while \( S_2 \) contains A and B. As the tree structure is traceable thanks to the feedback, we assume that the slots are always ordered to make cancellation possible.

Idle slots are left out of the list as they have no effect on resolution. However, if two sets are equal, it means that the same packets are transmitted on two different slots. Thus, the success is decoding of either one of these slots. That can be calculated by checking the failure of either of values. For instance, given a scenario where the initial slot is repeated \( k \) times, Eq. (6.13) can be re-organized as,

\[ P_{\text{res}} = \left(1 - \left(1 - P_d(\Theta_{S_1^o}^i)^k\right)\right) \cdots P_d(\Theta_{S_n^o, S_{n-1}^o}). \]  

(6.14)

The hidden assumption here is, the realization on two different time-slots is not exactly the same in terms of noise and if cancellation is not possible with one, it can be with the other slot. This modification demonstrates that repetitions for successive interference cancellation increase the reliability exponentially. This will be further evaluated in the results section.

Figure 6.11: Experimental setup
6.3.5 Measurements

In this section we explain our experimental setup, the code deployed on sensors and the measurements collected. Furthermore, the results are post-processed using the models in section 6.3.2.

6.3.5.1 Experimental setup

A testbed of 5 Zolertia Z1 nodes and a USRP B200-mini receiver is set up as shown in Figure 6.11, to collect measurements.

Four Z1 nodes act as the transmitters and each has a direct line of sight path to a fifth Z1 node acting as the network coordinator and central station. All of the Z1 used are 5 years old representing a mid-life of an industrial sensor. A USRP node is set up to act as a sniffer. It has a direct line of sight path to the transmitters and receives all the packets. All nodes in the network communicate on the IEEE 802.15.4 channel 26 which is centered at 2480 MHz. A single slot is of duration 4 ms and is implemented through OpenWSN.

We are measuring a SICQTA scenario of $M = 4$, $N = 32$. The users, as illustrated with upper nodes, are set to transmit 128 byte packets. We repeated this scenario for 100 consecutive frames. The sniffed data\(^2\) captured with the SDR is processed in MATLAB.

6.3.5.2 Processing measurements

The raw data file sampled at 4 MHz is read into MATLAB and the beginning of a frame is detected by comparing the signal strengths to a noise and interference threshold. The threshold is manually set by observing the received data as 0.1 which is above the interference level and below the signal level.

Firstly, all time-slots with a single packet are decoded. The location of the replicas can be traced back thanks to the tree structure. Then the replicas are canceled from time-slots with collisions. After each SIC iteration, a canceled slot is decoded and the decoded packets are again canceled from other slots. A scenario is considered successful if all packets involved in the scenario are canceled. Following this, the measurement success probability is calculated.

6.3.6 Evaluation

In Tab. 6.3 we have listed the measurements and the model. The resolution probabilities in Tab. 6.3 is re-arranged using Eq. 6.12 and summarized in Tab. 6.4 among the MAC layer throughput.

\(^2\)We plan to make the data and the processing scripts available in the camera-ready version of the paper
Firstly, the measurement results confirm that inter-slot SIC can be used to improve throughput for contention based access using the CotS IEEE 802.15.4 hardware with throughput reaching at least 0.58 and up to 0.72. When $M = 4$ the radio latency is at maximum 72 ms representing 3 frames with the worst-case scenario and on average 24 ms. In terms of data-rate using contention based access and a single channel this translates to a reliable 170 kbit/s. In case all 16 channels are used, this can be further boosted approximately to 2.7 Mbit/s. The results are promising for industrial scenarios with sporadic activity and a delay constraint of 100 ms.

Table 6.3: Resolution probability $P_{res}$ for the different scenarios of 2, 3 and 4 user collisions

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Meas.</th>
<th>Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>2221</td>
<td>1</td>
<td>0.9997</td>
</tr>
<tr>
<td>221</td>
<td>0.98</td>
<td>0.9954</td>
</tr>
<tr>
<td>21</td>
<td>0.9</td>
<td>0.9324</td>
</tr>
<tr>
<td>3221</td>
<td>0.9</td>
<td>0.8757</td>
</tr>
<tr>
<td>322</td>
<td>0.82</td>
<td>0.7498</td>
</tr>
<tr>
<td>321</td>
<td>0.74</td>
<td>0.7024</td>
</tr>
<tr>
<td>3311</td>
<td>0.98</td>
<td>0.9391</td>
</tr>
<tr>
<td>3121</td>
<td>0.9</td>
<td>0.9324</td>
</tr>
<tr>
<td>311</td>
<td>0.87</td>
<td>0.7352</td>
</tr>
</tbody>
</table>

Table 6.4: Comparison of theoretical and Practical throughputs

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Perfect PHY</th>
<th>Measured</th>
<th>SSINR Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>4 users</td>
<td>0.875</td>
<td>0.5837</td>
<td>0.6026</td>
</tr>
<tr>
<td>3 users</td>
<td>0.8344</td>
<td>0.6926</td>
<td>0.6465</td>
</tr>
<tr>
<td>2 users</td>
<td>0.7917</td>
<td>0.7273</td>
<td>0.7495</td>
</tr>
</tbody>
</table>

Figure 6.12: Sweep analysis for the hardware noise variance $\sigma^2_v$ using Eq. 6.12. Two different set of parameters are evaluated with ideal and measured variables. In the ideal parameter setting every parameter except the hardware noise variance is set to best possible values.
Taking a deeper look in the results, the MAC layer throughput loss is 20% compared to 7% due to PHY problems with 2 users. As SICQTA performs better with more users e.g., 4, the MAC layer throughput loss in this case is 12.5% while the PHY loss is 29%. Thus, quickly for increasing number of users the perfect physical layer assumption is far from reality and the SSINR model becomes significantly important. The model shows a good match overall. SIC for 4 users is quite common in most inter-slot SIC algorithms and the perfect PHY assumption can be replaced with the model we provide here for realistic evaluations. Another approach is clearly use of better hardware that can decrease the worst-case latency if no re-transmissions are needed.

Encouraged by the match of the model and the measurements, we do a sweep analysis of hardware variance using the model. In Fig. 6.12 we have plotted MAC throughput on y-axis versus the hardware noise variance in the x-axis. As expected increasing hardware noise variance decreases the SIC capability. As the un-cancelled portion of the signal increases, the SIC success probability decreases. The results show that even with a really high channel gain and no estimation error, after $\sigma^2_v = 0.03$, having $M = 2, 3, 4$ outputs the same throughput as the collisions with more users have an increased decoding error probability. The results show that hardware effects impose a big limitation to implement inter-slot SIC. In case new IEEE 802.15.4 hardware will be bought the phase noise can be evaluated to decide to consider the SIC capabilities using the switch point depicted in Fig. 6.12.

The effect of the channel gain is illustrated in Fig. 6.13. The measured parameters reflect that after a channel gain of 0.01 the maximum reachable throughput is reached due to estimation error and hardware noise. With ideal parameters the channel gain required to
reach the MAC limit is around 0.05. This evaluation reflects the required transmission power, antenna selection and placement of the sensor to reach the required MAC throughput.

### 6.4 Summary

In this chapter, we have presented a reliability analysis of the co-existence of IEEE 802.15.4e TSCH Wireless Sensor Network with Wi-Fi in closed and controlled environments, such as an aircraft. We have evaluated the expected application and communication reliability levels for an exemplary application. Then, we have conducted measurements on a real testbed for interference-free and interference scenarios, and concluded the effects of frequency planning. A critical observation during this measurement setup is the packet success rate varies heavily for each hardware.

Motivated by the observed behavior, we have analyzed the effect of hardware in depth. We introduced a practical SINR model including the hardware effects that we have validated through experimental results in our testbed. We have demonstrated that CotS IEEE 802.15.4 chips, in a contention based access, can achieve a similar throughput compared to scheduled access. This is achieved through using a successive interference cancellation MAC algorithm in the receiver that does inter-slot interference cancellation. To the best of our knowledge, it is the first experimental evaluation of inter-slot SIC for IEEE 802.15.4, which is particularly challenging due to variations in the signal from slot to slot due to cheap hardware.

This chapter serves as a proof of concept for the discussed algorithms in chapter 4 and 5. Even though the exact same performance is not reached, the measured performance is better than the state of the art algorithms. Thus, this chapter validates the previous assumptions partially showing with measurements that the suggested algorithms indeed outperform state of the art algorithms as implemented with off-the-shelf chips.
Enabling the safety critical applications over wireless networks for industrial internet of things requires involvement of, from bottom to the top, all communication layers. In this thesis a similar approach is followed, starting from the definition of safety for aircraft applications until inclusion of hardware variance of sensors to make it a part of bottom to top reliability figure. This allowed us to pinpoint the most critical parts in the big picture for scaling and the physical layer reliability.

We have analyzed the scaling capability by introducing an adaptive step to the access algorithm. This step is an estimation algorithm for adapting the resources in the system. The resources are adapted with respect to the required quality of services. While guaranteeing resource efficiency, also a mechanism which reacts to unexpected events without sacrificing quality, is created.

As the physical layer is another aspect susceptible to unexpected events we also characterized such events for inter-technology interference and hardware effects. The inter-technology interference effects are characterized for an aircraft scenario where a controlled network is assumed. The effect of hardware variance on the MAC layer performance is modeled and validated with measurements that need to be considered for wireless network planning.

We believe both aspects solves a practical yet crucial problem using analytical insights, taking us one step closer to the enabling of migration and enabling of safety critical tasks over wireless networks to unleash the full potential of industrial IoT.

### 7.1 Future Work

In this work we have provided crucial steps towards enabling safety critical applications through wireless communications for industrial internet of things. However, there are many more steps required to achieve a complete infrastructure for industrial internet of things.
Some of these aspects are not directly related to wireless communication, such as safety and dependability for artificial intelligence and control systems; reliable and reactive code testing algorithms; digital twin systems that enrich the outcome space to foresee unlikely events and prepare the system accordingly.

The use of channel estimation pilots to improve wireless decoding quality is clear to everyone in wireless communications society. The pilots use precious network resources but their provided gain for decoding, makes this trade-off logical. This thesis demonstrates the usefulness of estimation for the user activity. Further evaluation has to be done with real wireless network traces. More concrete results have to be shown to prove that user activity estimation pilots can contribute to wireless decoding. In future we can see user activity detection signals implemented in mobile networks standard.

In Chapter 5 we have introduced a new type of random access algorithm that has deterministic delay bounds. However, this requires that the number of address, i.e., number of users is limited. For different delay guarantees, users may have to be separated to different address spaces. Feasibility and the overhead of this separation is important to analyze to prove the practicality of the proposed algorithms. Otherwise, they may lose the competition to the Combinatorial Access Codes.

Security is another one of the further challenges in wireless communications. Security can be decomposed in vulnerability to jamming; man in the middle attacks and data privacy. Such solutions can lie in the space of using multiple radio access technologies in combination that is investigated under the name MultiRAT.

Another problem is enabling diverse quality of services in the same network that is investigated under radio access network slicing. The effects among different slices to each other is still an open topic.

Going deeper in to physical layer, a missing piece is precise models for wireless channels that is appropriate for high reliability constraints. Also, channel estimation methods that are valid for high reliability is another aspect that needs deeper inspection.
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Appendix A

Reliability of FSA with K-MPR

We start with the basic definition given in Eq. (4.20)

\[ r(g, L, n_a) = \frac{E[N_s]}{n_a}. \]  \hspace{1cm} (A.1)

For FSA with K-MPR, we can calculate \( E[N_s] \) as the product of the expected number of resolved users in a \( K \)-superslot and the number of \( K \)-superslots

\[ E[N_s] = \left\lfloor \frac{gL}{K} \right\rfloor E[N_s] \]  \hspace{1cm} (A.2)

where \( N_s \) is the random variable denoting the number of resolved users in a \( K \)-superslot.

The expected number of resolved users in a \( K \)-superslot can be calculated in the following way

\[ E[N_s] = \begin{cases} \sum_{i=1}^{K} i \binom{n_a}{i} \pi^i (1 - \pi)^{n_a-i} & \text{if } n_a \geq K \\ \pi n_a & \text{else,} \end{cases} \]  \hspace{1cm} (A.3)

where \( \pi \) is the \( K \)-superslot selection probability by an arrived user, given by \( \pi = \frac{1}{\left\lceil \frac{gL}{K} \right\rceil} \). We simplify the expectation further for \( n_a \geq K \) as

\[ E[N_s] = \pi n_a (1 - \pi)^{n_a-1} \sum_{i=0}^{K-1} \binom{n_a - 1}{i} \left( \frac{\pi}{1 - \pi} \right)^i. \]  \hspace{1cm} (A.4)

Finally, by plugging (A.4) into (A.2) and then into (A.1), we get

\[ r(g, L, n_a) = (1 - \pi)^{n_a-1} \sum_{i=0}^{K-1} \binom{n_a - 1}{i} \left( \frac{\pi}{1 - \pi} \right)^i. \]  \hspace{1cm} (A.5)
Appendix B

Proofs related to sporadic user activity evaluated in Chapter 4

In this appendix we share proofs for some of the closed form equations used in Chapter 4.

B.1 Proof for expectation calculation of Coupon Collector’s Problem with unequal probabilities

We start by repeating the probability $p_i$ that any user accesses a channel $i$. If we have $z$ users in the system, we have a mean arrival of $\lambda_i = p_i \cdot z$ on the $i^{th}$ resource. Thus the idle probability on that resource is $e^{-\lambda_i} = e^{-p_i \cdot z}$. Non idle probability on that resource is $1 - e^{-p_i \cdot z}$. If we multiply this probability for all resource that had a busy signal we get, $\prod_{i \in M_{s+c}} (1 - e^{-p_i \cdot z})$, which is the probability to have non-idle on all the busy resource. This probability can be used with a maximum likelihood and the resulting $z$ will be maximum allowed $z$ in the system. However, if we take the probability of observing at least one non-idle in the busy resources $1 - \prod_{i \in M_{s+c}} (1 - e^{-p_i \cdot z})$, we have a decreasing equation. We can take then the expected value of the effect of each user added to the system over the probability of observing at least one non-idle in the busy resources. Thus, it gives us

$$E[Z|M_{s+c}] = \sum_{z=0}^{\infty} \left( 1 - \prod_{i \in M_{s+c}} (1 - e^{-p_i \cdot z}) \right).$$

(B.1)
B.2 Proof for collision probability with $u$ users accessing $M$ preambles with unequal probabilities

Collision probability $p_c$ is a sub problem of probability of observing $u$ balls in any bins, with $N$ balls into $M$ bins with unequal probabilities. We start this with re-defining the set of possible frequencies as $\mathcal{M} = \{1, \ldots, M\}$. Then we define $S^J$ that denotes the sequence for all possible $J$-ary combination sequences of the elements of set $\mathcal{M}$. An example would be $S^2 = \{(1, 2), (1, 3), (2, 3)\}$, with $\mathcal{M} = \{1, 2, 3\}$ and $J = 2$. We will also use the term $S^J_{x,y}$ where $x \in (1, \ldots, (M^J))$ denotes different sets in the sequence and $y \in (1, \ldots, J)$ denotes different elements of each combination sequence. From the example we have $S^2_{1,2} = 2$ and $S^2_{3,2} = 3$. We will also use $S^J_x$ when we want to refer to just the set.

Now we denote $W^L_{x,y}[u]$ as the probability function for selecting $u$ users out of $N$ users for the $L$th time as given in $W^L_{x,y}[u] = \left(\frac{N-u(y-1)}{u}\right) \left(\frac{p_{x,y}}{p_{y,x}}\right)^u$. Now we denote $Z^J_{x,y}[u]$ as the probability function for $N - J \cdot u$ users out of $N$ users selecting all the other frequencies except the ones denoted by the set $x$ as given in $Z^J_{x,y}[u] = \left(1 - \prod_{z=1}^{y} p_{z,x,x}\right)^{N-J-u}$. Using these we define the probability function to obtain $J$ occurrence of $u$ users out of $N$ users with a recursive calculation

$$P^J_x[u] = \left(\prod_{y=1}^{J} W^J_{x,y}[u]\right) Z^J_{x,y}[u] - \sum_{j=J+1}^{\max(J)} \sum_{x \in \{S^J_i \subset S^J_x\}} P^j_x[u]$$

(B.2)

where $\max(J)$ is maximum number of occurrence of $u$ given $N$ users which is given with $\min\left(\left\lfloor \frac{N}{u} \right\rfloor, M\right)$. In Eq. (B.2) the upper part calculates the joint probability of having $J$ occurrence of $u$ users, while the lower part is subtracting the probabilities for $j > J$ occurrences. After we have non-overlapping probabilities for all occurrences of $u$, i.e., probability to have just $J$ occurrence of $u$ users, we can sum them up to have the probability to obtain $u$ users,

$$p_c[u] = \sum_{j=1}^{J} \sum_{x \in S^J_x} (P^j_x[u] \cdot l)$$

(B.3)

where we multiply with the occurrence of $u$ users since we treat each outcome independently and we have to weigh accordingly.

B.3 Proof for admission rejection probability $p_r$

The analysis of loss system is used for call blocking probabilities in [Gim65]. We can use the same analysis for loss probabilities in our system. The Erlang-B formula is given via,

$$p_B = \frac{\frac{A^N}{N!}}{\sum_{a=1}^{N} \frac{A^a}{a!}}$$

where $A$ denotes the traffic, $N$ the number of servers and $B$ is the blocking
probability. The mean number of resources needed as in \( A = h_{RAQ} \cdot \lambda_{RAQ} = L_j \cdot M_{AC_j} \).

The number of servers are taking into account the parallelization factor. Each parallel tree can solve a different collision. Finally we have,

\[
p_r = \frac{(L_j \cdot M_{AC_j})^{M_G}}{\sum_{o=1}^{M_G} \binom{M_G}{o} (L_j \cdot M_{AC_j})^o}.
\]

(B.4)
Appendix C

Parameter justification for Multichannel Tree Algorithm

In this appendix, we justify certain parameter selections for multichannel tree algorithm in Chap. 5.

C.1 Selection of $M$ for limiting the infinite sum

$M$ will be the maximum level that we will consider in the analysis of the pmf of $T^N$.

Since any node trespassing level $M$ will not be taken into account in the computation of the pmf, we want to set $M$ as high as possible. On the other hand, the greater $M$ the bulkier the operations will be, as more terms will be considered in them. In order to choose an optimum $M$, we need to compute the probability of a tree reaching the level $M$. With that objective in mind, let us define $M^N$ as the random variable modeling the last level reached by a tree of $N$ contenders. In [JJ+00], the authors provide the pmf of this random variable:

$$p_{MN}(m) = \mu(2^m, N) - \mu(2^{m-1}, N),$$

(C.1)

where

$$\mu(\alpha, \beta) = \begin{cases} 0, & \text{if } \alpha < \beta, \\ \frac{\alpha!}{(\alpha-\beta)!\alpha^\beta}, & \text{if } \alpha \geq \beta. \end{cases}$$

(C.2)

Provided that we have chosen an accuracy $\epsilon$, we need to select $M$ such that:

$$\epsilon \geq \sum_{m=1}^{M} \left( \mu(2^m, N) - \mu(2^{m-1}, N) \right),$$

(C.3)

which can be easily accomplished by numerical search. Then, we can choose the required $M$ for a desired accuracy. Fortunately, $M$ grows slowly as we increase either the required
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accuracy or the number of contenders, since the maximum number of nodes at each level grows exponentially, and so do the number of opportunities to successfully transmit. For instance, only $M = 36$ is required to guarantee that at least $\epsilon = 99.9\%$ of trees will be finished even if $N = 10000$, and $M = 30$ for $\epsilon = 99.99999\%$ with $N = 60$.

C.2 Derivation of the probability of a given partition

In (5.33), the probability of obtaining a partition $\pi_i$ with $k$ balls and $x$ bins was presented as:

$$p_{\pi,x}(\pi_i^{k,x}) = \frac{k!}{\Psi_{x,x}^{k,x}} \frac{1}{\eta_{k,x}! \cdot \#_{k,x}!}.$$  \hspace{1cm} (5.33)

In this Appendix, the derivation of this expression will be tackled, using a slightly simplified notation for clarity. Let us start by computing the number of ways $Z_{\eta_1}^{k}$ to choose $\eta_1$ balls out of a total of $k$ balls:

$$Z_{\eta_1}^{k} = \binom{k}{\eta_1}. \hspace{1cm} (C.4)$$

Moreover, the number of ways $Z_{k-\eta_1}^{\eta_2}$ to choose $\eta_2$ balls out of a total of $k - \eta_1$ balls is:

$$Z_{k-\eta_1}^{\eta_2} = \binom{k-\eta_1}{\eta_2}. \hspace{1cm} (C.5)$$

In general, the number of ways $Z_{k}^{\eta_n}$ to choose $\eta_n$ balls out of a total of $k - \sum_{i=1}^{n-1} \eta_i$ balls is:

$$Z_{k}^{\eta_n} = \binom{k - \sum_{i=1}^{n-1} \eta_i}{\eta_n}. \hspace{1cm} (C.6)$$

If every part $\eta_n$ in the partition $\pi$ with $x$ parts is different, the total number of ways $A^\pi$ to generate such partition is simply:

$$A^\pi = \prod_{j=1}^{x} Z_{k}^{\eta_j} = \prod_{j=1}^{x} \binom{k - \sum_{i=1}^{j-1} \eta_i}{\eta_j}. \hspace{1cm} (C.7)$$

After some basic manipulation based on the definition of the binomial coefficient, we can rewrite (C.7) as:

$$A^\pi = k! \prod_{j=1}^{x} \frac{1}{\eta_j! \#_j!}. \hspace{1cm} (C.8)$$

Nevertheless, if some parts have the same value, e.g. $10 = 4 + 4 + 2$, the number of ways to select those parts would be counted multiple times, yielding an incorrect result. In order to solve this issue, we have to correct by the number of ways to arrange those repeated values:

$$A^\pi = k! \prod_{j=1}^{x} \frac{1}{\eta_j! \#_j!}. \hspace{1cm} (C.9)$$
Finally, the probability of partition $\pi$ is obtained by dividing the number of ways $A^\pi$ to generate that specific partition by the total number of ways to generate any partition, which is given by $\Psi_{x,x}^k$, i.e. the number of ways to arrange $k$ balls in $x$ groups, $x$ of which have more than one ball. Therefore, we have reached our final result:

$$p_{ps,x}(\pi) = \frac{k!}{\Psi_{x,x}^k} \prod_{j=1}^x \frac{1}{n_j!\#_j!}$$  \hspace{1cm} (C.10)

We just need to use the full notation in (C.10) to obtain (5.33).
Appendix D

Bounds for QTA latency

In this appendix we will investigate the proofs for latency bounds of Query Tree Algorithm.

D.1 Proof for upper-bound for latency of QTA

The worst-case for QTA is illustrated in Fig. D.1. An intuitive explanation is as follows: A device can re-transmit at maximum $u$ times in the worst-case as that is the size of IDs and every device has a unique ID. In this case the device is successful with the $u^{th}$ transmission and it has experienced $u - 1$ collisions. In order to have a collision we need at least 2 devices, and at the worst-case all devices are grouped into two, thus $\lfloor \frac{M}{2} \rfloor$ groups. Each group collides separately $u - 1$ times, where there will be idles on the unexplored slots so $2 \cdot (u - 1)$ slots, followed with 2 transmissions for success of each device, we get

$$y \leq \left\lfloor \frac{M}{2} \right\rfloor 2 \cdot (u - 1 + 1) \quad (D.1)$$

slot uses in total. We take into account, the activity of the groups of two only after the level $\lfloor \log_2 \frac{M}{2} \rfloor$. As the initial levels have a lot of overlap, we can remove these levels and consider

\[ \text{Figure D.1: The worst-case tree structure for Query Tree Algorithm.} \]
them separately as
\[
y \leq \left\lfloor \frac{M}{2} \right\rfloor 2 \cdot \left( u - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) + \tau,
\]
where \( \tau \) represents the overlapping slots. The number of overlapping slots can be calculated by summing the total number of slots up to level \( \log_2 \frac{M}{2} \geq \left\lfloor \log_2 \frac{M}{2} \right\rfloor \) of the tree. We can calculate the total number of nodes in this upper part of the tree as,
\[
\tau \leq 2^m + 1 - 1 = 2^{\log_2 \frac{M}{2} + 1} - 1 = M - 1.
\]

Plugging this in Eq. (D.2) we get,
\[
y \leq \left\lfloor \frac{M}{2} \right\rfloor 2 \cdot \left( u - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) + M - 1,
\]
and
\[
y \leq \left\lfloor \frac{M}{2} \right\rfloor 2 \cdot \left( u + 1 - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) - 1.
\]

### D.2 Proof for lower bound for latency of QTA

The best-case in the tree with \( M \) devices, is that they are organized as a triangle, guaranteeing they are as close as possible to the root. So the level of the successes are almost the same. However, the level of the devices can be the same only if \( \log_2 M \) is an integer. If it is not an integer, the best-case would be some of the devices are successful at level \( l_1 = \lceil \log_2 M \rceil \) and the others are at \( l_2 = \lfloor \log_2 M \rfloor \). In order to have a complete triangle we would need that devices at level \( l_2 \) would each have 2 children at \( l_1 \). So the number of slots at \( l_1 \) is equal to the sum of number of devices at \( l_1 \) plus twice the number of devices at \( l_2 \). The number of slots at a level can also be written as \( 2^l \) so we can write,
\[
2^{l_1} = M_{l_1} + 2 \cdot M_{l_2}
\]
where \( M_{l_1} \) and \( M_{l_2} \) is the number of devices successful in \( l_1 \) and \( l_2 \) respectively. We know that the total number of devices is \( M = M_{l_1} + M_{l_2} \). So we can re-write Eq. (D.6) as
\[
M_{l_1} = 2 \cdot M - 2^{l_1}.
\]

If we do not consider the level \( l_1 \), the tree is a full triangle up to level \( l_2 \). We can calculate the the lower bound \( y_{LB} \) for the total number of slots in the tree for through calculating the number of slots for the full tree up to \( l_2 \) and adding \( M_{l_1} \)
\[
y_{LB} = 2^{l_2 + 1} - 1 + M_{l_1}.
\]
By definition of flooring and ceiling operation \( l_2 + 1 = l_1 \) if \( \log_2 M \) is not an integer. And we can plug Eq. (D.7) in to get,

\[
y_{LB} = 2^{\lfloor l_{1} \rfloor} - 1 + 2 \cdot M - 2^{\lfloor l_{1} \rfloor}
\]

\[
= 2 \cdot M - 1.
\]

(D.9) \hspace{1cm} (D.10)

When \( \log_2 M \) is an integer the lower-bound is directly given with \( 2^{\log_2 M + 1} - 1 \), which is equal to the result so we do not mention it separately.

### D.3 Proof for number of skipped slots

The skipping in SICQTA consists of two different parts. First part is skipping the idles \( S_I \) and second part is skipping the cancelled slots \( S_C \). So we can write the total amount of skipped slots \( \xi = S_I + S_C \).

The upper-bound for latency of QTA is derived using groups of 2 devices sticking together until the last level of the tree. At the last level they transmit separately, each as a success. The idles occur after separation from the top triangle until the end of the tree. We have \( \lfloor \frac{M}{2} \rfloor \) collisions and the number of levels until the end of the tree gives us the number of skipped idle slots as

\[
S_I = \left\lfloor \frac{M}{2} \right\rfloor \left( u - 1 - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) .
\]

(D.11)

Thanks to SIC, after one success the other device does not have to transmit anymore, as after one success the other device can be recovered from the previous collision. Thus, at least \( \frac{M}{2} \) slots are skipped for the last level of the tree.

This skipping can be applied to also formation of groups of 2. Groups of 2 are formed from groups of 4. Thus, for the first group formed out of 4 devices, the other group can be recovered from the collision, so one slot can be saved for each separation. In this step we can save \( \frac{M}{4} \) slots. This logic can be extended up to \( \lfloor \log_2 M \rfloor \) separations as we have a binary splitting process. This gives us,

\[
S_C = \sum_{i=1}^{\lfloor \log_2 M \rfloor} \left\lfloor \frac{M}{2^i} \right\rfloor .
\]

(D.12)

Finally, we can write,

\[
\xi = \left\lfloor \frac{M}{2} \right\rfloor \left( u - 1 - \left\lfloor \log_2 \frac{M}{2} \right\rfloor \right) + \sum_{i=1}^{\lfloor \log_2 M \rfloor} \left\lfloor \frac{M}{2^i} \right\rfloor .
\]

(D.13)
D.4 Proof for number of skipped slots with high number of active users

We plug in $M = 2^u$ to Eq. (D.12)

$$\xi = \left\lfloor \frac{2^u}{2} \right\rfloor \left( u - 1 - \left\lfloor \log_2 \frac{2^u}{2} \right\rfloor \right) + \sum_{i=1}^{\left\lfloor \log_2 2^u \right\rfloor} \left\lfloor \frac{2^u}{2^i} \right\rfloor = \sum_{i=1}^{u} 2^{u-i}.$$  \hspace{1cm} (D.14)

As $u$ is the number of maximum levels and is an integer we can remove the floor operation getting,

$$\xi = \sum_{i=1}^{u} 2^{u-i} = 2^u \left( \sum_{i=0}^{u-1} 2^{-i} - 1 + 2^{-u} \right)$$

$$= 2^u \left( \frac{1 - 2^{-u}}{1 - 2^{-1}} - 1 + 2^{-u} \right) = 2^{u+1} - 2^u - 1.$$ \hspace{1cm} (D.15)

So we can plug it in Eq. (5.44) to get,

$$y \leq \left\lfloor \frac{2^u}{2} \right\rfloor (u + 4 - \left\lfloor \log_2 2^u \right\rfloor) - 1 - 2^{u+1} + 2^u + 1.$$ \hspace{1cm} (D.16)
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4.4 Resource efficiency (x-axis) is plotted against the device activity (y-axis). Scheduled access and random access schemes are set to separated into regions on the figure as efficient solutions in different settings. Right hand side as separated by the scheduled line defines the scheduled region. Top left hand side is currently infeasible as no algorithm demonstrated capabilities to achieve such throughput for this region. Below the successive interference cancellation (SIC) region is able to push the throughput up to levels of 0.8 from the limit of 0.367 of simple Slotted ALOHA.

4.5 Probability mass function for number $B_\gamma$ of UE requests in a given pre-backoff (PreBO) slot $\gamma$ out of a total of $\Gamma = \lceil n_{\text{tot}} / (1.15M) \rceil$ PreBO slots for $M = 54$ preambles and different numbers of UE requests $n_{\text{tot}}$.

4.6 Probability mass function (pmf) for number $\Pi_{\gamma,\pi}$ of UE requests on a given preamble $\pi$ within a given PreBO slot $\gamma$ for different given numbers $B_\gamma$ of UE requests in a given backoff slot $\gamma$. The pmf of $\Pi_{\gamma,\pi}$ approximates the pmf of a Poisson random variable with mean 1.15.

4.7 Example illustration of PreBOTRA operation for $M = 6$ preambles: 57 preambles out of the 6$\Gamma$ preambles during the PreBO collision avoidance phase have a collision, i.e., were randomly selected by a set of $\Pi_{\gamma,\pi} \geq 2$ UE requests. Collisions are resolved through binary TRA, i.e., each set of collided UE requests is directed to a group of two preambles.

4.8 Expected PreBOTRA throughput Eq.(4.17) as a function of the mean of $\Pi_{\gamma,\pi}$, i.e., of the mean number of UE requests on a preamble in a PreBO slot. Fixed parameters: $M = 54$ preambles, $n_{\text{tot}} = 10,000$ nodes. Setting the number $\Gamma$ of PreBO slots according to Eq.(4.8) to achieve a mean number of 1.15 UE requests per preamble in a PreBO slot achieves the maximum expected throughput of 0.4295 (successful UE requests per preamble per slot) of the optimal dynamic tree [Cap79a].

4.9 Mean throughput, i.e., mean number of successful UE requests per preamble per slot, as a function of number of UE requests $n_{\text{tot}}$ arriving either in $T_A = 1$ slot (Delta arrival model) or over $T_A = 50$ slots (Beta arrival model). Fixed parameter: $M = 54$ preambles.

4.10 Mean delay in slots as a function of number of UE requests $n_{\text{tot}}$.

4.11 UE request drop probability as a function of number of UE requests $n_{\text{tot}}$.

4.12 The resource grid comprising $L$ time slots and $g$ channels; $L$ is given by the latency budget and $g$ is optimized such that target performance is achieved. The figure also shows a 6-superslot defined over 2 channels and 3 time slots.
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