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Zusammenfassung

Um etwas zu verbessern, müssen wir es erst verstehen. Mathematische Modelle werden oft
verwendet, um die physikalische Welt zu erfassen und helfen die Auswirkungen besser zu
verstehen. Diese Dissertation ist ein Beispiel, wie man mathematische Modelle einsetzen
kann, um ein Problem im Bereich der Optischen Übertragungstechnik zu lösen, nämlich :
Beseitigung linearer und nicht-linearer Verzerrungen in den Komponenten des Senders.

Die Disseration beginnt mit der Einführung der Einschränkung von den Komponen-
ten und untersucht dann eine berühmte Methode der digitalen Vorkompensastion. Ein
mathematisch speicherpolynomisches Modell wird verwendet um die Komponenten zu
modelliern. Danach wird die Inverse Funktion des Systems erzeugt durch eine bekannte
Methode, der indirekten Lernarchitektur. Mit den Gründlagen von mathematischen Mod-
ellen, der indirekten Lernarchitektur und der Digitalsignalverarbeitung, wird eine Digi-
talvorvezerrungsprozess erstellt, der in der heutigen und nächsten Generation des optis-
chen Transponders ohne Probleme integrieren werden kann.

Ein wesentlicher Beitrag der Dissertation ist der Entwicklung des Digitalvorvezerrungs-
blocks, der letzendlich Geld und Zeit spart, beim Automatisieren der Charakterizierung der
Komponenten und deren Entzerrung.

Abstract

To make something better, we often need to �rst understand it. Mathematical models
capture the essence of the physical world and help us to better comprehend the e�ects. This
thesis is one such example of using mathematical models to understand and solve one such
problem faced in the optical transmitter of high data rate optical systems, speci�cally the
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linear and non-linear e�ects in the transmitter components.
This thesis starts with �rst laying down the several limitations of these components

and then reviewing a very famous technique of digital pre-compensation. A mathematical
memory polynomial model is utilized to capture the working of the transmitter compo-
nents and then approach the problem of producing the inverse of the transmitter compo-
nents with a known scheme called the indirect learning architecture. Together with the
principles of mathematical modeling, indirect learning architecture and clever digital sig-
nal processing (DSP) techniques, a robust DPC architecture is established which can be
conveniently assimilated in the present and next-generation optical transponder design.

A substantial contribution of the thesis is in the development of a DPC block which can
ultimately save time and money by automating the characterization and mitigation of the
transmitter e�ects.
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1
Introduction

Background

Optical communications form the backbone of the present day communication network.
Invisible to the eye, buried deep in the ground and under the sea, optical �bers are carrying
terabits of data every moment of the day. Whether it is a phone call, a high-de�nition
movie, a banking transaction, the next �ight ticket that needs to be booked, each and every
bit of information is supported by millions of �bers laid around the planet.

It was in the 1970s when optical �bers started to make their way into the telecommu-
nications industry. In 1977, General Electronics and Telephone successfully transmitted
6 Mbit/s over a �eld deployed �ber in Long Beach, California [1]. Fast forward to year
2018, at the time of writing this thesis, researchers have demonstrated a transmission ex-
periment with a data rate of 159 Tb/s over 1045 km [2], leading to a record bit-rate distance
product of 166 Pb.km/s. To put things into perspective, 6 Mbit/s is the data rate received
by a wireless mobile phone now.

The evolution of optical communications in the last 50 years has seen commercial sys-
tems based on intensity modulation direct-detection (IM-DD), delivering bit rates of 10 Gb/s
to coherent systems capable of transmitting bit rates up to 600 Gbit/s on a single wave-
length.

The arrival of the Internet in the 1990s and the subsequent bloom in the plethora of
internet services such as �le sharing, movie streaming, gaming, social networking, cloud
computing etc., led to a huge demand and need for higher bandwidth and data rate com-
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munication systems. For optical communications, it meant to re-visit an old scheme of
coherent systems, which, in contrast to the legacy IM-DD system, has the potential to
support higher data rates and deliver better performance. Combined with DSP, coherent
systems provided a better alternative to the legacy system. It was then, in early 2000s, that
research was rekindled in coherent systems and by the end of 2010, commercial coherent
systems supporting bit rates of up to 100 Gbit/s were already being deployed.

As the data rates evolved from 10 Gb/s to 600 Gbit/s on a single wavelength, the optical
transponder saw signi�cant upgrades in its hardware components. The legacy systems,
based on IM-DD were made up of a light ampli�cation by stimulated emission of radia-
tion (LASER) module and an external modulator at the transmitter. At the receiver side,
there was a simple photodiode capable of converting incoming optical �eld to an electrical
current.

Coherent systems, on the other hand, exploit the amplitude and phase information of the
optical �eld. Another dimension of the optical �eld which can be used to transmit informa-
tion is the polarization [1,3]. Two states of polarization, which are the X and Y are utilized
in coherent systems to transport information. With the combination of the two polariza-
tions, amplitude and phase of the optical �eld, DP-mQAM (m is the modulation order of
QAM) signals can be constructed. For transmission of such signals, transmitter systems are
made up of additional hardware components comprising of the digital to analog converter
(DAC), driver ampli�er (DA), and dual-polarization Mach-Zehnder Modulator (DP-MZM).
The receiver, combined with suitable DSP becomes signi�cantly more complicated than
the IM-DD receiver, capable of harvesting even the phase information of the optical signal.

Ever since, extensive research and development is being directed towards making the
performance of coherent systems even better, to be able to transmit even higher data rates,
over even longer distances.

Motivation

In order to meet the ever-growing demands for higher data tra�c [4], the optical commu-
nity has come up with several solutions. Some of the solutions to enable high data rates
using standard single mode �ber (SSMF) are :

• Transmit higher number of wavelengths

• Transmit higher baud rates (> 32 GBaud)

2



• Transmit higher modulation formats (> 4QAM)

Using more wavelengths means utilization of a higher number of components at the
transmitter. This adds to additional costs for the overall transponder, and ultimately the
cost per transmitted bit increases. The design goal of the system is, to achieve the highest
data rate possible with the lowest possible number of wavelengths, for the available electro-
optics and CMOS technologies [5]. This means increasing the baud rate and modulation
order of each carrier (wavelength). However, increasing the baud rate or the modulation
order of the system is not as straightforward.

The DAC, driver ampli�er and DP-MZM are indispensable components and lie at the
heart of a high data rate optical communication system. All these components are not ideal
and exhibit various linear and non-linear e�ects which hamper the quality of the transmit
signal even before the signal makes its way into the optical �ber. The linear e�ects, such
as bandwidth limitation and I/Q skew become even more signi�cant as the baud rate of the
transmit signal increases. Non-linear e�ects from the DA and DP-MZM start to manifest
when higher modulation formats are transmitted.

Not accounting for these e�ects and failure to compensate for them can lead to degrada-
tion of bit error rate (BER) and the system’s overall bit-rate distance product. Additionally,
not compensating for the linear and non-linear e�ects leads to an ine�cient utilization of
the transmitter components.

DPC consisting of digital pre-emphasis (DPE) and digital pre-distortion (DPD) is a very
well known technique to mitigate various linear and non-linear e�ects at the transmitter.
The principle behind the scheme is pretty simple. The DPC block is an additional �lter
at the transmitter which manipulates the incoming signal with the inverse of the overall
channel response at the transmitter.

With the advent of coherent systems, intensive research has been conducted in certain
linearization techniques to mitigate the e�ects of non-ideal components. Many of the pro-
posed techniques are quite static and don’t take into consideration the temporal e�ects of
degradation of the components. Other techniques are measurement based and require an
accurate characterization and measurement of the individual components which is a time
consuming process. Moreover, the proposed techniques can only mitigate the e�ects of
the DAC, DA and DP-MZM individually.

This dissertation is an attempt to understand the various linear and non-linear e�ects
of the non-ideal components of an optical transmitter. After an analysis of such e�ects,
a robust method is introduced which avoids the need for factory characterization of the

3
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transmitter components, and also delivers a substantial performance improvement by tack-
ling all transmitter impairments at once.

1.1 Outline

Following the introduction chapter, the thesis starts with Chapter 2 where the Principles
of Digital Pre-Compensation are presented to the reader. The reader is provided with a
brief introduction to the problem statement. Following this, the working principle of the
digital pre-compensation DPC block in modern-day optical transponders is discussed. This
chapter also updates the reader with various solutions available in literature and practice
to implement DPC. After discussing the previous works, the chapter draws comparisons
of the DPC block developed in this thesis with the previous works and concludes by sum-
marizing the major contributions of this work.

Next follows Chapter 3 which gives an introduction to the coherent transponder’s
components. It starts with the basic overview of the LASER, the digital to analog con-
verter DAC, the electrical driver ampli�er DA and the dual-polarization Mach-Zehnder
Modulator. Next a detailed discussion of the various linear and non-linear e�ects of the
transmitter components is given. The e�ect of the limitations is evaluated with the sup-
port of various measurements. The receiver components are then brie�y covered and the
chapter concludes with a short description on the components of the DSP blocks which
enable the transmission and reception of signals in transponders.

Chapter 4 forms the backbone of this thesis and is the most signi�cant part which
describes the theory essential for designing the DPC blocks. It lays down the foundations of
the building principles of the memory polynomial model, the indirect learning architecture.
This is the essential chapter on the how-to of the DPC. It gives a detailed derivation of the
estimation of the DPC coe�cients. The two modes of the DPC block namely training
and working are also undertaken here. The distinct system models are illustrated in this
chapter and are clari�ed with supplementary block diagrams and the required DSP blocks.
To encapsulate, this chapter is the go-to recipe for implementing DPC in practice.

Once the theory is established in chapter 4, we make our way to Chapter 5 where
the experimental results of DPC are extensively discussed in diverse setups and system
scenarios. We evaluate the performance of the algorithm to compensate the linear e�ects
and then test the feasibility of it in a non-linear transmitter environment. This chapter
also examines the accuracy of the DPC algorithm by assessing the estimated transmitter

4
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I/Q skew values over several runs of the algorithm.
Chapter 6 documents the results of two �eld trials which were conducted during the

course of the thesis. It further elaborates on the dynamic use of the algorithm to character-
ize the transmitter components in an on-�eld environment. The chapter showcases �eld
trial transmission of single carrier 200 Gbit/s and 400 Gbit/s signals with state-of-the-art
transmitter components.

Towards the end, Chapter 7which is the conclusion o�ers the user a concise description
of the thesis at one place and captures the essential contributions of this thesis.
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2
Principles of Digital
Pre-Compensation

2.1 Coherent Transmi�er Overview

An overview of the various components of a dual polarization coherent optical transmitter
is shown in Fig. 2.1. The coherent transmitter consists of a high sampling rate 4-channel
DAC, a high gain 4-channel electrical DA required for linearly amplifying the low output
signal from the DAC, a DP-MZM which modulates the analog signal and a LASER source.

In addition to the hardware components, the transmitter comprises of transmitter DSP.
The transmitter DSP is a crucial part of the coherent transponder. In the past 5-8 years, the
DAC has become one of the cardinal components of the transponder. Combined with the
DSP techniques, which include forward error correction (FEC), root raised cosine (RRC)
�ltering, pre-compensation [6, 7], various complex analog waveforms can be generated.
Jointly with the electro-optic components, DP-mQAM (m is the modulation order ∈ {4, 8,
16, 32, 64, 128, 256}) signals can then be constructed at the transmitter [5, 8].

The electronic and electro-optic transmitter components, which include the DAC, DA
and DP-MZM have speci�c operating conditions, under which their performance is ideal.
However, when made to run at their technology limits, the components exhibit various lim-
iting e�ects such as 3-dB bandwidth limitation [7,9–14] and transmitter I/Q skew [15–17].
The transmitter I/Q skew is a critical impairment for high-baud rate and high modulation
format systems and arises due to the the uneven length of electrical connections at the
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Figure 2.1: Dual polarization coherent optical transmitter

transmitter circuits. The generation of multi-level signals for higher order QAM requires
the driving of the electrical DA and DP-MZM with higher input voltage signals. Moreover,
it is highly desirable in design of some systems to achieve as high a transmit power as
possible in order to boost the transmit optical signal to noise ratio (OSNR) and preserve
the quality of the transmit signal. This is only achieved by increasing the gain of the driver
ampli�er, which ultimately leads to manifestation of various non-linearites and distortions
in the transmit signal [18–23].

A suitable method is then needed to measure and mitigate the above mentioned limita-
tions of the DAC, DA and DP-MZM.

2.2 Digital Pre-Compensation

Digital pre-compensation is a well-known DSP method borrowed from the wireless com-
munity [18,18–20,23]. In such a scheme, a digital algorithm, hereby termed DPC is imple-
mented at the transmitter DSP, as shown in Fig. 2.2. Ideally, the DPC block implements
the inverse transfer function of the transmitter components on the input signal. When
the distorted input signal passes through the transmitter block, the combination of the
pre-distorted input signal and the characteristics of the transmitter components becomes
unity. Thus, the output signal becomes equal to the input signal.

The DPC block consists of a set of algorithms to mitigate the 3-dB bandwidth limitation,
transmitter I/Q skew and other non-linear e�ects of the transmitter components. The DPC
block in this thesis is made up of following :

• Linear digital pre-compensation (L-DPC)
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Figure 2.2: Digital pre-compensation at the transmitter DSP

– Digital pre-emphasis (DPE) which overcomes only the 3-dB bandwidth limita-
tion of the components

– Transmitter I/Q skew compensation

• Digital pre-distortion (DPD) which overcomes additionally the non-linear e�ects of
the components

In the remaining of the thesis, the above terminology is adopted when discussing the
mitigation of linear and non-linear e�ects.

2.3 Related Works

One of the earliest works on electronic pre-equalization for coherent optical communi-
cation was conducted in [24–26] where a static pre-equalizer was implemented at the
transmitter to generate RRC Nyquist pulses. In [24] pre-equalization of the the band-
limiting e�ects of the arbitrary waveform generator (AWG) and the single-polarization
Mach-Zehnder modulator (MZM) was carried out in the frequency domain. The transfer
function of the AWG and MZM was measured under small signal driving condition, by
exciting the components with 11 Gb/s 215 De Bruijin PSK signals. Moreover, more than
100 measurements were conducted to get an accurate average of the frequency response
of the transmitter.

In [26], the authors demonstrate transmission of 144 Gbit/s DP-64QAM signal. The
transmitter, however, consisted of a single polarization MZM. In order to calculate the
transfer function of the transmitter, 12 GBaud BPSK signals were sent in a back-to-back
link with self-homodyne detection. The transfer function was obtained by comparing the
fast fourier transform (FFT) of the transmitted and received signals. This process was done
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only for one of the tributaries, i.e. the I channel of a QAM signal, and the same transfer
function was used for the Q tributary. While such an assumption is quite normal, it can,
however lead to improper compensation of the respective tributaries.

In [12], the frequency response of the DAC was measured by sending sinusoid wave-
forms at di�erent frequencies. Additionally, the combined response of the transmitter at
the output of the DP-MZM was measured and compared with the ideal Nyquist pulse sent
at the input by comparing the two spectrums. The authors additionally noted that the
bandwidth limitation was mainly due to the DAC. The pre-equalizer was implemented
in the frequency domain to enable generation of 28 GBaud and 32 GBaud Nyquist RRC
quadrature phase shift keying (QPSK) signals with 11.3 GHz bandwidth DAC. The signals
were received with a 20 GHz analog bandwidth analog to digital converter (ADC).

The work in [21] reported on implementation of a non-linear pre-equalizer structure
in front of the modulator for optical orthogonal frequency division multiplexing (OFDM)
signals to linearize the output of the modulators used in high speed optical OFDM. The
work was based on implementation of a DPD algorithm based on a polynomial model and
an indirect learning structure.

This was followed by the work in [13], where spectral pre-emphasis for frequency com-
ponents up to 20 GHz was implemented with a digital high pass �lter to suppress the lower
frequency components by 6 dB and demonstrate the generation of DP-64QAM 42.66 GBaud
signals with high GSamples/second DAC. The signals were received with an ADC with
33 GHz bandwidth at 88 Gs/s. At the same time, the group [14], introduced the possibil-
ity of using the linear equalizers at the receiver combined with a decision directed least
mean squares (DD-LMS) to estimate the frequency response of the transmitter in back-
to-back setup with only single polarization and then implement a suitable time domain
pre-equalizer structure at the transmitter.

In [9], the authors thoroughly investigated the impact of DAC bandwidth on system
performance. In the same work, they proposed a novel DPE algorithm based on the mea-
surement of the actual frequency response of the DAC. The desired frequency response
�lter is �rst initialized according to the symbol rate and then optimized based on the BER
from the receiver through a feedback channel. The DPE �lter was implemented in the fre-
quency domain using 512 taps. Experimental results of the same were shown in [11] where
Tera-bit transmission of 4 36 GBaud superchannel was demonstrated.

While work on this thesis was being developed, [10,17] were simultaneously published.
In [10] the authors discussed a DPE scheme based on mean square error (MSE) approach
which required the measurement of the electrical DAC frequency response. In [17], the
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authors devised a DPD scheme using Volterra modelling of the transmitter components.
They however, depend also on exclusive measurements of the DP-MZM characteristics. In
the work, two di�erent models were employed; one for the compensation of the DP-MZM
and another for compensation of DAC and DA.

The authors in [16, 27, 28] also presented various low cost transmitter characterization
approaches for DP-64QAM signals. The work [27] aimed at characterization of transmit-
ter I/Q skew, bandwidth limitation and non-linear e�ects. The characterization was done
sequentially for each tributary, i.e. for a dual-polarization setup, the measurement was
carried out four times to get an estimate of the linear and non-linear e�ects.

In [16], the authors proposed receiver based monitoring and mitigation of transmitter
impairments. In [28], the authors discussed a self-calibration scheme using low bandwidth
components for measuring frequency response and time delay.

2.4 This Work

As mentioned in Sec.2.3, there were already various DPC methods present when work
on the thesis begun. The main drawback of the reported methods is that they assume a
precise knowledge of the frequency response of the DAC, DA and DP-MZM. Some of the
methods measure just one of the tributaries and simply assume the same response for the
other tributaries. In order to save time during calibration, the authors could assume an
approximate typical frequency response for each of the tributaries and implement a DPC
�lter. Nonetheless, this would yield only sub-optimum performance due to the mis-match
of the actual and the assumed transfer characteristics.

In addition to this, at the beginning of this thesis, to the best of author’s knowledge, no
work was published which had investigated the impact and compensation of transmitter
I/Q skew and non-linear distortion in coherent optical communication transponders.

The proposed methods come with their own advantages and disadvantages. One advan-
tage of the method published in [12] is the exact measurement of each of the tributaries by
exciting the individual channels with sine waves of di�erent frequencies and amplitude.
But, nothing comes for free. Such an accurate measurement needs a longer time and ad-
ditional hardware at the transmitter, which does not necessarily belong to the traditional
transmitter design.

Experience has taught us that exact measurements of each of the components requires
an additional step and is a time consuming process. Characterization of a single transpon-
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der might be achieved without any great e�ort, but extending it to a higher number of
transponders and for each of the four tributaries for a dual-polarization coherent system
quickly escalates to a time and cost intensive task. Additionally, such characteristics of-
ten vary over baud rates, modulation formats and DP-MZM optical output power, which
exacerbates the problem for multi-rate multi-format transceivers.

When re�ecting on the proposed methods, and weighing the advantages and disadvan-
tages of the suggested methods, it was realized that a fresh approach is needed to address
the problem of DPC and design a method which is able to address the following two re-
quirements :

• The new DPC method should avoid the need for any time-consuming measurement
of the individual transmitter components.

• It should deliver a substantial system performance improvement by tackling all trans-
mitter impairments at once.

2.4.1 Contributions

The main contribution of the thesis was the development of an adaptive accurate DPC
scheme based on the indirect learning architecture (ILA) [18] and memory polynomial
model of the transmitter [19, 20]. The main principle of the suggested DPC is shown in
Fig. 2.3.

The adaptive DPC algorithm requires a feedback from the receiver. The algorithm makes
use of two identical models H, one for training of the inverse system and the other for the
pre-compensation. The training aims at minimizing the power of the error signal e[n] by
a least-squares algorithm. As e[n] reaches zero, the training model synthesizes the inverse
of the transmitter. If the optimal coe�cients are copied to the pre-compensation block,
the cascade of pre-compensation block and transmitter becomes the identity operator, and
y[n] becomes equal to x[n].

Depending on the e�ects to be compensated i.e., linear or non-linear e�ects, a suitable
model H is chosen and a corresponding DPC block is calculated. Once the inverse is syn-
thesized, the �lter coe�cients are used for pre-distorting the input signal x[n]

The proposed algorithm is capable of estimation and joint mitigation of transmitter fre-
quency response, I/Q skew and non-linear e�ects without any extensive calibration. The
algorithm was veri�ed with various experimental scenarios and results were reported in
publications [15, 22, 29–36].
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Figure 2.3: Principle of the DPC method.

For all the reported experiments, state-of-the-art transmitter components, designed for
transmission of 32 GBaud signals were utilized.

This included an 88Gs/s 16 Ghz DAC with e�ective number of bits (ENOB) 5.5, an elec-
trical DA with a bandwidth of 30 GHz and a DP-MZM with a 3-dB bandwidth of 23 GHz.

In [15], a linear model of the transmitter was considered and DPC was used to jointly
mitigate the frequency response and transmitter I/Q skew in an electrical back-to-back
scenario.

In [29], DPC was then extended to include DPD in an optical back-to-back setup. An
additional polarization de-multiplexing block was introduced in this paper. Substantial
gains were reported for modulation formats DP-4QAM to DP-64QAM over baud-rates up to
56 GBaud. It was also used in the long haul �eld trial transmission of terabit superchannels
[37]

The DPD algorithm was applied to realize successful transmission of a DP-128QAM 569
Gbit/s (gross rate) single carrier signal with state-of-the-art components. In [33, 34], DPD
coe�cients were generated automatically without any prior measurements. This led to the
demonstration of dense wavelength division multiplexing (DWDM) DP-64QAM and DP-
128QAM 400G signals over a Telecom Italia legacy metro system, achieving a net spectral
e�ciency of 7.11 b/s/Hz. Additionally, various 200 Gbit/s con�gurations with DP-4QAM
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2 Principle of Adaptive Digital Pre-Distortion

at 57 GBaud, DP-8QAM at 42 GBaud and DP-16QAM at 33.01 GBaud were compared in the
Telecom Italia �eld test environment.

Additionally, a memory polynomial based DPD to compensate for non-linear e�ects in
high power transmitter components was evaluated in [22] and gains were reported for
various transmit output powers for a DP-64QAM system.

Furthermore, a variant of the DPC where the DPC block receives feedback from a far
end receiver was investigated in [34]. This was followed by an accurate estimation of
the transmitter I/Q skew by implementing an additional phase noise compensation before
the DPC block in [35]. An accuracy assessment of transmitter I/Q skew estimation was
reported in [38].
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3
Coherent Optical Communication
Transponder Setup

In this chapter, a detailed description of a coherent optical communication system is given.
After explaining the construction of the system, a thorough explanation of each of the
components is provided.

Coherent optical communication system

The setup of a dual polarization coherent optical communication system is shown in Fig-
ure 3.1. The system is made up of several electronic, optical and electro-optic components.
It consists of an optical transmitter part, a �ber channel and an optical receiver part [1].
Accompanying the hardware components at the transmitter and receiver are the DSPs.

The carrier in coherent optical communication systems is a LASER source at the trans-
mitter. In order to exploit the two existing orthogonal polarization components of light, for
transmitting data independently on both the polarizations, [1,3] the LASER carrier is split
into it’s two orthogonal components, X and Y using a polarization beam splitter (PBS).
The two split carriers , X and Y are then fed into a structure called the dual-polarization
Mach-Zehnder Modulator (DP-MZM) which is made of two simple single MZM.

Digital modulating samples, xi[n] , i = (XI ,XQ, YI , YQ) are generated by a suitable trans-
mitter DSP. Here, X and Y denote the modulation of the two orthogonal polarization states
of the carrier. The X and Y polarization can be modulated independently. The I and Q
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Figure 3.1: Coherent Optical Communication System

denote the inphase and quadrature components of the digital samples which modulate
the inphase and quadrature components of the light carrier. The digital samples are �rst
converted to analog signals by high sampling rates DACs, following which the signals get
ampli�ed by electrical DAs. The ampli�ed signals then modulate the incoming light carrier
with an I/Q modulator, which is a DP-MZM. After modulation, the two orthogonal signals
are combined using polarization beam combiner (PBC) and sent in to a SSMF.

At the receiver, the optical signal is �rst split into two orthogonal polarizations using a
polarization beam splitter (PBS). The signals are demodulated using a construction which
consists of a LASER source and 2x4 90°hybrids. The demodulation can be achieved in three
ways : intradyne, homodyne or heterodyne (explained in detail later). Photo-detectors con-
vert the optical signal into electrical currents. The resulting electrical currents are ampli-
�ed using transimpedance ampli�er (TIA)s. A high sampling rate ADC converts the analog
signal in to digital domain, after which �nally the digital samples can be processed in the
receiver DSP. Note that the black lines indicate the electrical connections and electrical
signal. Optical path and signals are marked with yellow lines.
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Transmi�er Components

The role of the optical transmitter is to modulate the optical source with the information
data and then send the corresponding modulated optical signal over the optical �ber. This
section describes the components of the transmitter, the LASER, DAC, DA and DP-MZM
in detail.

3.1 LASER

The LASER, acronym for "Light ampli�cation of stimulated emission of radiation", is an
essential component of a coherent optical transmitter. The major requirements for an op-
tical source for a high data-rate optical communication transmitter are high optical output
power and a narrow linewidth. While no optical source can be perfectly manufactured, the
semiconductor LASER is a suitable candidate for high data rate systems. State of the art
LASERs are capable of providing optical output power of up to 15-16 dBm with a linewidth
of 100 kHz, and have a higher coupling e�ciency into the SSMF in contrast to the low-cost
light emitting diode (LED)s.

The principle of LASER operation is based on stimulated emission. Matter can interact
with light in three possible ways which are known as absorption, spontaneous emission
and stimulated emission. When a photon, with energy hϑ and frequency ϑ is absorbed
by an atom, the atom gets excited to a higher energy state. Such an excited atom can
then return to its ground state through two ways; spontaneous emission or stimulated
emission. During spontaneous emission, the emitted photons have random direction and
phase characteristics compared to the original photon. In contrast, when a photon emis-
sion is stimulated by a photon, the emitted photon shares same the phase, frequency and
polarization as of the original photon. Such a process then leads to generation of coherent
light [1].

In order to maintain the stimulated emission process in a LASER, population inversion
has to be achieved. This can be easily accomplished by forward biasing a direct band-gap
p-n junction made up of GaAs or InP. Once the rate of stimulated emission exceeds the rate
of absorption, the active region starts to exhibit an optical gain. In order to maintain this
optical gain, the gain medium is placed in a Fabri-Perot cavity which consists of re�ecting
mirrors to maintain the optical feedback.

For high data rate coherent systems, single-longitudinal-mode LASERs are used. Such
LASERs provide a stable carrier frequency, which is necessary for data transmission. In
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optical systems, single-longitudinal-mode (SLM) lasers such as external cavity laser (ECL)
and distributed feedback (DFB) lasers are also used. The ECLs provides higher output
power with narrower laser linewidth ~100 khz which makes it appropriate for >100 Gbit/s
transmission, but at the same time are more expensive. On the other hand, DFB lasers
provide lower output power and broader linewidth ~10 MHz, which makes them cheaper
but unsuitable for high data rate and high modulation order transmission.

For transmission, LASERs are operated in the carrier-wave mode [3] where the injection
current, I is kept constant. This ideally enables a stable output of the LASER with constant
amplitude, frequency and phase. Ideally, the output of a LASER is :

E(t) =
∣∣∣Ê∣∣∣ · e(jωct+ϕc) (3.1)

where
∣∣∣Ê∣∣∣ is the amplitude of the carrier-wave LASER, ωc is the angular frequency of the

carrier wave and ϕc is a constant phase delay. In reality, however, a non-modulated optical
carrier is modelled as :

E(t) =
√∣∣∣Ê∣∣∣2 +

∣∣∣δÊ(t)
∣∣∣2 · e(jωct+ϕc+ϕn(t)) (3.2)

where the amplitude and phase have certain �uctuations due to the spontaneous emis-
sion processes [3]. The amplitude �uctuations give rise to intensity noise,

∣∣∣δÊ(t)
∣∣∣2, which is

negligible in most of the cases. On the other hand, the phase noise (PN) is non-negligible
and has unfavorable e�ects on phase and coherent demodulation

The main cause of the PN are the random phase �uctuations in the LASER cavity. Due
to these phase �uctuations, the power spectral density (PSD) of the LASER is not in�nitely
narrow and has a �nite linewidth, ∆f , also known as the laser linewidth (LLW). The PN
can be modelled as a random walk process [3], given by Eq. 3.3.

∆ϕn(τ ) = ϕn(t + τ ) – ϕn(t) (3.3)

where ∆ϕn(τ ) is a Gaussian random process, with :

E[ϕn(t)] = 0 (3.4)

E[ϕ2
n(t)] = 2π ·∆f · τ (3.5)

where E[] is the expectation operator and τ is the time interval. The higher the LLW,
the higher is the PN and the worse is the e�ect on the system performance [39]. Fig. 3.2
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clearly shows the comparison between an ideal LASER and a LASER with �nite LLW.

−1.0 −0.5 0.0 0.5 1.0

Normalized Frequency [GHz]

−60

−55

−50

−45

−40

−35

−30
Po

w
er

Sp
ec

tr
al

D
en

si
ty

Ideal LASER
∆f = 100kHz
∆f = 1MHz

Figure 3.2: PSD of ideal LASER and LASER with di�erent LLWs.

3.2 Digital to Analog Converter

DACs lie at the heart of an optical transponder. Digital data coming from the DSP is trans-
lated into the analog world using high data rate DACs. With the advancement in elec-
tronics, DACs enable various DSP operations at the transmitter, such as mapping of mod-
ulation data to amplitude and phase, pulse shaping, bandwidth and transmitter I/Q skew
pre-compensation, pre-distortion of various transmitter non-linearities [5, 9].

Ideal DAC

Figure 3.3 illustrates the working of a DAC in time and frequency domain. Basically, the
DAC has to acquire the digital data and convert it into the analog signal shown in Fig-
ure 3.3(b). This can be achieved by �rst converting the digital data into an impulse train,
xp(t) shown in Figure 3.3(c). Sampling in time domain results into several replicas of the
original frequency domain signal, as depicted in the frequency domain of Figure 3.3(c).
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The analog re-construction of the digital signal is governed by the principles of Nyquist
theorem [40] which states that a band-limited continuous-time signal x(t) with highest
frequency component fm can be fully recovered from its discrete time sequence x[nTs], if:

fs >= 2 · fm (3.6)

fs = 1/Ts (3.7)

where Ts is the sampling interval and fs is the sampling frequency.

x[nTs] X(f)

fm-fm
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0 fc-fc
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X̂(f)
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0

-Ts
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Figure 3.3: Time and frequency domain representation of an ideal DAC.

The analog signal is reconstructed from the impulse train xp(t) by passing it through a
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reconstruction �lter hr (t). This reconstruction �lter is a brick-wall �lter in the frequency
domain with a cut-o� frequency fc , such that :

fs = 2fc; Ts = 1
2fc

(3.8)

with a transfer function

Hr (f ) =


1

2fc , |f | ≤ fc

0, |f | > fc
(3.9)

and an impulse response, which is a sinc in time domain given by the equation :

hr (t) = si (πt/Ts) = sin (2πfct)
2πfct

(3.10)

The impulse train xp(t) is written as :

∞∑
n=–∞

x[n]δ(t – nTs) (3.11)

and the reconstructed output x̂(t) is the convolution of xp(t) with the reconstruction
�lter, hr (t) in time domain, calculated as :

x̂(t) =
∞∑

n=–∞
x[nTs]hr (t – nTs) (3.12)

=
∞∑

n=–∞
x[nTs]

sin (π(t – nTs)/Ts)
π(t – nTs)/Ts

= x(t) (3.13)

A closer look at Eq. 3.10 will tell the reader that the ideal reconstruction �lter has an
in�nite length impulse response, and is non-causal. Such an ideal sinc �lter does not exist
in reality. A practical DAC is then realized by employing a zero-order hold circuit at the
output. The DACs then function by holding the last value until a new sample is received.

Practical DAC

Fig.3.4 shows the output of a practical DAC in time and frequency domain. Since, impulse
trains cannot be constructed practically in real systems, a zero-order hold circuit is imple-
mented to generate a rectangular pulse with width Ts and unity height. The spectrum of
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Figure 3.4: Time and frequency domain representation of a practical DAC.

the rectangular pulse is shown in Figure 3.4(b), which is a sinc pulse given as :

Hz(f ) = Ts · si(πf /fs) · e–jπf Ts (3.14)

The convolution of the impulse train with the zero – order hold circuit leads to the stair-
case form plotted in Figure 3.4(c). In the frequency domain, the convolution becomes a
simple multiplication of Hz(f ) and X (f ) resulting into the reconstructed signal, X̂ (f ) which
is a distorted copy of the original analog signal, X (f ). The output su�ers from unwanted
spectral signals which occur at multiples of sampling frequency, fs. Additionally, there is
also amplitude distortion in the resulting spectrum. In order to overcome these spectral
bands, smoothing �lters are used at the output of practical DACs. Such �lters remove the
undesirable spectral components and additionally perform a post-equalization of the low
amplitude at higher frequencies.
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3.3 Driver amplifier

The next electronic component in the transmitter chain is the electrical driver ampli-
�er (DA). Electrical DAs are needed to drive the LiNbO3 modulators which are often char-
acterized by their drive voltage Vπ . Vπ is the voltage required by a modulator to induce a
phase change of 180°. In order to obtain e�cient modulation and reduce modulation loss,
modulators have to be driven in the range from 0 - 2Vπ (more explanation in Section 3.4).

The output signals produced by the DACs however, are in the range of 100 mVp–p to
500 mVp–p, with some DACs recently released reaching 1.3 Vp–p [41]. Such low voltages
are not enough to drive the MZMs which typically have aVπ of 3-4Vp–p [42]. The DP-MZM
used in this thesis has a Vπ of 3.5 V [42].

In order to improve the signal to noise ratio (SNR) and the modulation e�ciency of the
MZM, the output signal of the DACs are ampli�ed using electrical DAs. The electrical
ampli�cation guarantees a good signal quality and su�cient driving voltage to generate
phase modulated signals such as DP-m QAM.

For the thesis, the analog output of the DACs had a range of 0.2-0.5 Vp–p and depending
on the chosen analog driving gain, the DAs could produce output driving signals from
3-6 Vp–p for an input of up to 1 Vp–p.

3.4 Dual polarization Mach-Zehnder Modulator

Generation of higher data rate optical pulses is achieved by using a device called a Mach-
Zehnder Modulator. The MZM is an opto-electronic device which enables external mod-
ulation of the optical signal emitted from a LASER. Owing to their reliable modulation
capabilities to modulate phase and intensity of the optical �eld, LiNbO3 MZMs are the
preferred choice of modulators for transmission of higher data rate optical signals such as
100 Gbit/s and 400 Gbit/s [8].

3.4.1 Principle

The structure of a MZM is based on a Mach-Zehnder Interferometer and the working of
the MZM is dependent on the Pockels e�ect. The Pockels e�ect is a phenomenon which
describes the modi�cation of refractive index of a waveguide as a function of the applied
electrical voltage. As the refractive index of the waveguide changes, a change in the phase
of optical signal travelling through this waveguide is induced. This change in phase of the
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propagating light waves can then be used to modulate the incoming optical light based on
interference and destruction of light waves.

Figure 3.5 shows the structure of a MZM. It consists of a LiNbO3 waveguide and two
electrode plates where external voltages v1(t) and v2(t) are applied [43]. As the applied
electric voltage is changed, the LiNbO3 waveguide induces a phase shift in the incoming
optical signal. Incoming light from the LASER is de�ned as :

Ein(t) = Ê · e(jωct) (3.15)

As seen from the structure, the optical light power from LASER is split in to the two
arms with a splitting ratio ε. Electric �eld at the output of the �rst Y-junction is given as :

E1(t, z = 0) = ε1 · Ê(t) · e(jωct) (3.16)

E2(t, z = 0) =
√

1 – ε21 · Ê(t) · e(jωct) (3.17)
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v1(t)

Figure 3.5: Structure of a LiNbO3 MZM

The split electric �elds then travel through the waveguide and depending on the applied
voltage, a phase shift of ∆φ1(t) and ∆φ2(t) is induced on arm 1 and arm 2 respectively.
The electric �eld at the input of the second Y-junction is then calculated as :
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3.4 Dual polarization Mach-Zehnder Modulator

E1(t, z = L) = E1(t, z = 0) · e(–j∆φ1(t)) (3.18)
E2(t, z = L) = E2(t, z = 0) · e(–j∆φ2(t)) (3.19)

At the output of the second Y-junction, the combined electric �eld, Eout is written as the
weighted sum of the electric �eld,

Eout(t, z = L) = ε2 · E1(t, z = L) +
√

1 – ε22 · E2(t, z = L) (3.20)

which can be �nally written as a function of input electric �eld as

Eout(t, z = L) = Ê(t) · e(jωct)
[
ε1 · ε2 · e(–j∆φ1(t)) +

√
1 – ε21 ·

√
1 – ε22 · e

(–j∆φ2(t))] (3.21)

For equal power splitting ratio, Equation (3.21) reduces to

Eout(t, z = L) = 1
2 · Ê(t) · e(jωct)

[
e(–j∆φ1(t)) + e(–j∆φ2(t))] (3.22)

which can be further written as

Eout(t, z = L) = 1
2 · Ê(t) · e(jωct) · e–j( ∆φ1(t)+∆φ2(t)

2 )[e–j( ∆φ1(t)–∆φ2(t)
2 ) + ej(

∆φ1(t)–∆φ2(T )
2 )] (3.23)

after re-arranging,

Eout(t, z = L) = Ê(t) · e(jωct) · cos
(∆φ1(t) – ∆φ2(t)

2
)
· e–j( ∆φ1(t)+∆φ2(t)

2 ) (3.24)

The phase changes brought about by changing the electric voltages, v1(t) and v2(t), are
linearly related to the voltages and can be described by

∆φ1(t) = π

Vπ
· v1(t) (3.25)

∆φ2(t) = π

Vπ
· v2(t) (3.26)

where Vπ is a constant known as the drive voltage of the MZM. It is de�ned as the
voltage di�erence for which the phase di�erence ∆φ1(t) – ∆φ2(t) becomes 180°.

Substituting Equation (3.25) and Equation (3.26) in Equation (3.24), the following expres-
sion for Eout at the MZM is obtained,
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3 Optical Communication Transponder Setup

Eout = Ê(t) · e(jωct) · cos
( π
Vπ
· v1(t) – v2(t)

2
)
· e–j π

2Vπ
·(v1(t)+v2(t)) (3.27)

where the cos
(
π
Vπ
· v1(t)–v2(t)

2
)

determines the intensity modulation of the optical �eld
and the e–j π

2Vπ
·(v1(t)+v2(t)) term decides the phase modulation.

In order to avoid the chirp arising from the phase modulation term, MZMs are operated
in a push-pull mode. With v1(t) = -v2(t) = v (t)/2, pure intensity modulation is obtained
[44]. However, a perfect chirp free modulation is still not achievable due to the inherent
asymmetry in the MZM structure [45]. Assuming that the applied data voltages on the two
arms are perfectly matched and the data on one of them is inverted, Equation (3.27) is then
written as,

Eout = Ê(t) · e(jωct) · cos
( π
Vpi
· v (t)

2
)

(3.28)
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Figure 3.6: MZM electric �eld and power transfer characteristics.

The electric �eld and power transfer characteristics of the MZM are plotted in Figure 3.6.
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3.4 Dual polarization Mach-Zehnder Modulator
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Figure 3.7: Structure of an I/Q LiNbO3 MZM

The normalized electric �eld follows the graph of the cosine function and the power, P
which is the normalized power, can be calculated as,

P(t) = |Eout |2 =
∣∣∣Ê(t)

∣∣∣ cos2 ( π
Vpi
· v (t)

2
)

(3.29)

Depending on the region of operation, the MZM can be used to generate various mod-
ulation schemes. This is controlled by deciding on the bias point of the MZM and then
choosing the required modulation voltage.

3.4.2 Generation of m-QAM signals

MZMs are also used in coherent optical communication transmitter system to generate m-
QAM signals. One MZM can modulate only the in-phase component of the optical light.
In order to modulate the quadrature component, a second MZM is used in parallel [3]. The
construction of a single polarization I/Q MZM is shown in Figure 3.7.

A parallel arrangement of two MZMs is used to modulate two orthogonal optical car-
riers. The incoming electric �eld, Ein(t) is split in to two parts. One of the paths has an
extra phase modulator, which introduces a permanent 90° phase shift between the upper
and lower electric �elds. Then, for :
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Figure 3.8: Structure of a Dual Polarization I/Q LiNbO3 MZM

Ein(t) = Ê · e(jωct) (3.30)

Eout,PM = Ê√
2
· e(jωct) · e–j π

Vπ
·vPM (3.31)

From Equation (3.28) and Equation (3.31), the output at the I/Q MZM is written as,

Eout(t) = Êout ·
[
cos
(π

2 ·
vI (t)
Vpi

)
+ jcos

(π
2 ·

vQ(t)
Vpi

)]
· e(jωct) (3.32)

3.4.3 Generation of DP-m QAM signals

DP-m QAM (where m is the order of modulation) can be produced by an arrangement of
MZMs as shown in Figure 3.8. The output of a LASER source is a linearly polarized light,
consisting of two orthogonal polarizations, namely X and Y. As shown in the Figure 3.8,
the incoming electric �eld from the LASER, Ein is split in to the two polarizations using a
PBS.

Each polarization is then independently modulated with the digital data with an I/Q
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3.5 Transmitter Limitations

MZM. Depending on the modulation voltages, various m-QAM ( where m = 2n for n = 1, 2,
3..) modulation formats can be produced. After the individual and independent modulation
on both the top and bottom I/Q MZM, the electric �elds are combined using a PBC. The
output electric �eld is then a DP-m-QAM signal.

The process of generation of the DP-m-QAM signals in this thesis was carried out using
the principle of DP-MZM as explained in this section with LiNbO3 technology. State-of-
the-art LiNbO3 modulators are able to support baud rates up to 64 GBaud with a Vπ of 3.5 V
and 3-dB bandwidth of 35 GHz making transmission of 400 Gbit/s on a single wavelength
possible. There is, however, another class of MZMs which is based on the InP technology
[46]. In comparison to LiNbO3, these devices can potentially o�er a lower Vπ , smaller
size and higher bandwidth [47] which make them an attractive alternative for the next
generation power and cost-e�cient coherent systems.

3.5 Transmi�er Limitations

In the previous section, the major components of a high data rate optical communication
were introduced and studied. These comprise of :

• A high sampling rate and bandwidth DAC

• A high bandwidth and linear electrical driver ampli�er DA

• A dual polarization Mach-Zehnder modulator

Each of these electronic and opto-electronic components are not ideal and hinder sys-
tem performance through their imperfections. While the high sampling rate DAC has
been a technology enabler in transmitting DP-mQAM constellations with high baud rate
(> 32 GBaud), it comes with its own limitations. The DA is the second electronic com-
ponent in the chain which further deteriorates the analog electric signal when driven at
higher gains. The DP-MZM is also a non-linear device which additionally impedes the
transmitter output integrity.

The three major limitations of optical transmitters when driven at high data rates and
modulation formats are :

• 3-dB bandwidth limitation

• Transmitter I/Q skew in each polarization

• Non-linear e�ects
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Figure 3.9: Transfer function of a 4-channel DAC for 32 GBaud transmission

3.5.1 Bandwidth Limitation

All the electrical and optical components of a coherent transponder system have a consti-
tutional limitation arising from their bandwidth. The bandwidth of a system is de�ned as
the band of frequencies which are allowed to pass through it when excited with a wide-
band input source. In this respect, the 3-dB bandwidth mark is considered an important
�gure-of-merit for quali�cation of various electronic components.

3-dB bandwidth plays a key role in design of coherent optical transponders [9, 10]. As
data rates grew from 10 G to 600 G, so did the bandwidth demand of the underlying DACs,
DAs and DP-MZM. Alas, the electronics industry doesn’t grow at the same pace as the
demands from the optics industry. For the transmission of 32 GBaud signals, DACs with
bandwidth of approximately 16 GHz were made available in the market [48]. This was
followed by an introduction of a 30 GHz analog bandwidth DAC [41] for the transmission
of 64 GBaud signals, which is likewise insu�cient for the generation of 64 GBaud signals
without adequate DSP at the transmitter.

Transfer characteristics of one such DAC exemplar are shown in Figure 3.9. The DAC
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Figure 3.10: Required optical signal to noise ratio (ROSNR) as a function of increasing baud
rate across various modulation formats

has 4 channels, viz. XI, XQ, YI and YQ signifying the respective lanes for a dual polarization
signal. The transfer characteristics are obtained by stimulating the DAC with white noise
digital signals and then capturing the output signal with a high sampling rate oscilloscope
with 23 GHz bandwidth and 50 Gs/s sampling rate. The output digital signal is compared
with the input signal and the respective transfer functions are obtained by �nding the
di�erence in the PSDs of the input and output signals of the individual tributaries.

Looking at the graph, the following two observations can be readily made:

1. The 4 lanes have a 3-dB bandwidth limitation and the 3-dB bandwidth for all the
lanes lies between 12-14 GHz.

2. The 4 lanes have di�erent transfer characteristics leading to di�erent signal quality
on the four lanes.

In [9,10], authors made deep simulation investigations on the impact of DAC bandwidth
on the transmission performance of baud rates higher than 30 GBaud.
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In this thesis, for the system under test, an experimental analysis of the impact of in-
creasing baud rate due to transmitter limitations was carried out. The measured results
of the same are plotted in Figure 3.10 (shown with continuous lines). The graph is evalu-
ated for the DAC, the transfer characteristics of which are plotted in Figure 3.9. The DA
has a high bandwidth of 30 GHz and the DP-MZM has a bandwidth of 23 GHz. In gen-
eral, the transponders are limited by the DAC bandwidths, since their DA and DP-MZM
counterparts normally have greater 3-dB bandwidths.

Theoretical curves are also drawn. As seen, for every modulation format, doubling the
baud-rate increases the ROSNR by 3 dB. At the same baud-rate, greater OSNR is required
for the higher modulation formats, due to the transmission of more number of bits/symbol,
leading to higher energy requirements per bit. The measured ROSNR follows the trend of
the theoretical results up to a point after which it escalates. This trend is distinguishable
for all the modulation formats. What is more interesting to note is that even though state-
of-the-art components have barely 16 GHz bandwidth, transmission of up-to 50 GBaud
signals with DP-4QAM is feasible (provided a strong FEC is utilized).

The trend is, however, clear that increasing the baud-rate for a �xed transmitter band-
width leads to signal degradation and ultimately results in a higher ROSNR for quality
transmission. Component bandwidth limitations hence, is one of the critical issues to deal
with for present and next generation power and cost e�cient optical transponder systems.

3.5.2 Transmi�er I/Q skew

The next linear e�ect arising from the transmitter components is the transmitter I/Q skew.
Transmitter I/Q skew is de�ned as the di�erent group delay between the in-phase (I) and
quadrature (Q) components of a QAM signal. The root cause of this e�ect lies in the un-
equal lengths of physical interconnections used in the transmitter to connect various com-
ponents, circuit paths and/or uneven transfer characteristics of the components.

Work on transmitter I/Q skew was barely done before the start of this thesis and trans-
mitter I/Q skew was never quite considered. Transmitter I/Q skew is an e�ect which be-
comes crucial for higher baud rates. Up until the optics community was considering bit
rates of 10 Gbit/s and 40 Gbit/s in legacy systems, the consequences of un-equalized I/Q
skew never posed any problems. It, however, became a critical impairment when 100 Gbit/s
and 400 Gbit/s systems were being developed.

Transmission of higher modulation formats such as DP-64QAM and DP-128QAM with
high baud rates (> 32 GBaud) requires higher OSNR at the end of the link for successful
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detection. For such a system, it is inevitable to optimize each and every parameter in the
system chain. There should absolutely be no penalty or loss introduced due to the e�ects
which are deterministic and can be mitigated with e�cient signal processing.
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Figure 3.11: E�ect of transmitter I/Q skew on OSNR for 37.41 GBaud signals

Figure 3.11 shows the OSNR penalty at a BER of 10–3 su�ered by various modulation
formats for 37.41 GBaud signals in simulations. For DP-4QAM signals, there is a grad-
ual increase in the penalty as the residual transmitter skew increases from 0 ps to 3 ps.
However, the penalty is almost negligible, only becoming signi�cant for skew > 3 ps.

As the modulation format increases, the penalty rapidly increases. For DP-64QAM sig-
nal, there is almost a 3dB penalty for a skew of < 1.5 ps. The explanation for higher
modulation formats su�ering more from transmitter I/Q skew lies in the fact that these
modulation formats are more densely packed and hence more susceptible to inter symbol
interference (ISI) resulting from the skew. For DP-128QAM, a residual skew of 1.5 ps can
lead to a OSNR penalty of > 5 dB. If overlooked, transmitter I/Q skew can undermine the
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performance of the system and thus should be estimated and compensated in present and
next-generation optical systems.

3.5.3 Non-linear e�ects

Non-linear e�ects are inherent to all electronic and opto-electronic components. While the
linear e�ects such as bandwidth limitation and transmitter I/Q skew are always present,
non-linear e�ects only surface when the components are operated in high power regions.

Conventionally, coherent systems are preferred to be operated in the linear regime, by
keeping the gain of the DA small, and hence controlling the driving voltage to the MZM
to enable the transmission of the symbols in the linear part of the MZM. Transmission in
linear regime guarantees a low BER. At the same time, this causes a low transmit power and
OSNR. Particularly, in WDM systems, which su�er from additional �lter losses, the quality
of transmit signal degrades signi�cantly even before reaching the �rst booster ampli�er.
This forces the use of per channel EDFAs, which adds further to the cost and complexity
of the transponder. This motivates the functioning of the components in the non-linear
region, which comes with its own set of problems.

The transmission in the non-linear regime is more power and OSNR e�cient, but it
is riddled with various non-linear e�ects. When driven with higher input voltages, DAs
exhibit the well-known phenomena of gain saturation which ultimately leads to output
signal compression [19, 49]. For a higher input signal, the output remains the same, and
the extra power is dissipated in the non-linear harmonics which are generated as a by-
product [50]. The DP-MZM has a constitutional cosine curve (as explained in Section 3.4).

When the input driving voltages are increased, the MZM enters the non-linear part of
the cosine [17, 21, 22, 27, 51]. The consequences of this is depicted in Figure 3.12. The
output power at the MZM is increased by increasing the analog gain of the electrical DA.
Ideally, for an increase in the transmit output power, there would be an increase in transmit
OSNR and then BER should fall leading to low ROSNR. As we see, this is not the case. For
an increase in transmit output power, the ROSNR increases, due to the prevalence of non-
linear e�ects of the components. In addition, the modulation induced optical loss (MIOL) is
also plotted corresponding to the individual output power. The MIOL gives an indication
of the total amount of optical power loss due to insertion losses in the MZM (splitters,
combiners) and modulation scheme. By driving the components in non-linear regime, this
loss reduces, ultimately increasing the output power.

Overall, we would like to achieve a power and cost e�cient design of an optical transmit-
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ter. This can be made possible by driving the components slightly in the non-linear regime.
This must then be supported by a pre-distortion technique which reduces the deteriorating
e�ects stemming from the non-linear e�ects.

3.6 Receiver Components

3.6.1 Optical Coherent Receiver

The optical coherent receiver is the innovative component of the receiver which facilitates
the restoration of the amplitude, phase and polarization of the incoming optical signal in
the electrical domain. Owing to its phase and polarization diversity nature [52], the optical
signal’s phase and polarization is linearly translated to the electrical domain [52].
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Figure 3.13: Optical coherent receiver

The schematic diagram of a coherent front-end to detect a dual-polarization signal is
shown in Figure 3.13. It consists of the following components :

1. Polarization beam splitter (PBS)

2. 2x4 90° hybrid

3. Photodiodes
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3.6 Receiver Components

The PBS splits the polarization of the incoming electric �eld, Erec(t) into two orthogonal
polarizations, EX (t) and EY (t) and can be written as :

Erec(t) =
Ex (t)
Ey(t)

 =


∣∣∣Erec,x (t)

∣∣∣ · ejφx (t) · ej(ωct+φc(t))∣∣∣Erec,y(t)
∣∣∣ · ejφy(t) · ej(ωct+φc(t))

 (3.33)

and the local oscillator (LO) is given as :

Elo(t) = |Elo(t)| · ej(ωlot+φlo(t)) (3.34)

where
∣∣∣Erec,x(t)

∣∣∣ and
∣∣∣Erec,y(t)

∣∣∣ are the modulated amplitudes of the electrical �eld in the X
and Y polarization respectively. φx and φy contain the phase information. ωc is the carrier
frequency and φc(t) is the phase noise in the carrier. ωlo is the LO frequency and φlo(t) is
the phase noise in the LO.

The 2x4 90° component is able to do the simultaneous demodulation of the I and Q
components of the electric �eld. The mixing of the received signal and the local oscillator
signal takes place inside the 90° hybrid. This process is called demodulation. The received
signal is split into two components, and the LO is split, and one of the outputs of the LO is
further rotated by 90° to enable the quadrature demodulation.

Two of such hybrids are utilized individually for theX and Y polarizations of the received
signal. The transmission matrix of an individual 2x4 90° hybrid is given as [3] :


E1(t)
E2(t)
E3(t)
E4(t)

 = 1
2


1 1
1 –1
1 j
1 –j

 .
Erec(t)
Elo(t)



where E1(t), E2(t), E3(t) and E4(t) are the 4 outputs. In case of the dual polarization
receiver, there will be 8 outputs, 4 belonging to X and 4 to Y. For sake of brevity, the
process of demodulation is analysed only for the X polarization. The four demodulated
outputs, Ex,1(t), Ex,2(t), Ex,3(t) and Ex,4(t) are calculated as :

Ex,1(t) = 1
2[Erec(t) + Elo(t)] (3.35)

Ex,2(t) = 1
2[Erec(t) – Elo(t)] (3.36)
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Ex,3(t) = 1
2[Erec(t) + jElo(t)] (3.37)

Ex,4(t) = 1
2[Erec(t) – jElo(t)] (3.38)

From [3, 52], the output of the photodiode is :

i (t) = R · P(t) (3.39)
P (t) = |E(t)|2 (3.40)

where R is the responsivity of the photodiode [3].
Hence, the resulting four currents at the output of the photodiodes are :

ix,1(t) = R ·
∣∣∣Ex,1(t)

∣∣∣2 = R · Ex,1(t) · E∗x,1(t) (3.41)

ix,2(t) = R ·
∣∣∣Ex,1(t)

∣∣∣2 = R · Ex,2(t) · E∗x,2(t) (3.42)

ix,3(t) = R ·
∣∣∣Ex,1(t)

∣∣∣2 = R · Ex,3(t) · E∗x,3(t) (3.43)

ix,4(t) = R ·
∣∣∣Ex,1(t)

∣∣∣2 = R · Ex,4(t) · E∗x,4(t) (3.44)

which can be further expanded as :

ix,1(t) = R
4 · [Erec,x (t) + Elo,x (t)] · [Erec,x (t) + Elo,x (t)]∗ (3.45)

ix,2(t) = R
4 · [Erec,x (t) – Elo,x (t)] · [Erec,x (t) – Elo,x (t)]∗ (3.46)

ix,3(t) = R
4 · [Erec,x (t) + j · Elo,x (t)] · [Erec,x (t) + j · Elo,x (t)]∗ (3.47)

ix,4(t) = R
4 · [Erec,x (t) – j · Elo,x (t)] · [Erec,x (t) – j · Elo,x (t)]∗ (3.48)

Ixi(t) = ix,2(t) – ix,1(t) (3.49)
= R ·

∣∣∣Elo,x (t)
∣∣∣ ·∣∣∣Erec,x (t)

∣∣∣ · cos[(ωc – ωlo)t + (φc(t) – φlo(t)) + φx (t)] (3.50)

and,
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3.6 Receiver Components

Ixq(t) = ix,4(t) – ix,3(t) (3.51)
= R ·

∣∣∣Elo,x (t)
∣∣∣ ·∣∣∣Erec,x (t)

∣∣∣ · sin[(ωc – ωlo)t + (φc(t) – φlo(t)) + φx (t)] (3.52)

The currents in the Y polarization can be obtained likewise.
There are several terms to notice in Equation (3.50) and Equation (3.52) :

• The amplitude of the received wave can be read from
∣∣∣Elo,x (t)

∣∣∣ ·∣∣∣Erec,x (t)
∣∣∣. Moreover,

a stronger signal is obtained for a higher LO power. This directly relates the receiver
performance to the input LO’s power and received signal’s power.

• The phase of the received wave is determined from φx (t).

• ωc – ωlo is the beating term. For perfect frequency synchronization of the transmit
and LO laser, this term reduces to 0.

• φc(t) – φlo(t) denotes the residual phase noise. The residual phase noise can dete-
riorate the information contained in the φx (t) of the received signal and hence it
is critical to implement phase noise estimation and compensation algorithms in the
receiver DSP [53].

Based on the frequency synchronization of the carrier and LO, the received signal can
be demodulated in three ways [52] :

Homodyne Detection

Homodyne detection is the simplest form of demodulation where the transmitter and re-
ceiver LASERs have the same frequency and phase. This means that ωc = ωlo. Such a
scheme eventually leads to a relaxation in the receiver DSP carrier recovery algorithms.
But, at the same time is extremely di�cult to implement in practice, since it demands the
use of an optical phase locked loop (PLL) which makes the overall transponder design
complex [52].

Heterodyne Detection

In heterodyne detection, two free-running LASERs, one at the transmitter and other at the
receiver are used. The frequency di�erence, ωc – ωlo » 1/Ts where Ts is the symbol rate of
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the transmit signal. Such a scheme demodulates the signal to an intermediate frequency
which needs to be further processed, either by an electrical PLL or by suitable receiver DSP
algorithms.

Intradyne Detection

Intadyne detection is the most favorable of all the detection schemes. It requires two di�er-
ent LASERs, one for the transmitter and the other at the receiver, where ωc – ωlo ≈ 0. The
residual frequency and phase noise terms are then separately compensated in the receiver
DSP [54]. Such a scheme relaxes the requirements on the additional PLLs required in the
other detection schemes. In almost all experiments and commercial products, this is the
scheme of choice.

In this thesis, intradyne detection was the most used detections scheme. In one experi-
ment, homodyne detection was used. The use of the schemes will be mentioned individu-
ally in the respective experiments.

3.6.2 ADC

The analog to digital converter (ADC) is the key component in the receiver which makes
various DSP operations possible. ADCs are electronic devices which enable the conversion
of electrical signals from the coherent receiver into digital data which can then be further
processed in the receiver DSP [5].

An ADC consists of two building blocks : a sample and hold (S/H) circuit and a quantizer.
This is seen in Figure 3.14. The S/H circuit maintains a constant voltage to the quantizer
during the time when the conversion is taking place. The output of the S/H circuit mod-
i�es at speci�c intervals, which is regulated by the ADC sampling rate. In the �rst step
the continuous time variable is converted into time-discrete samples. The quantizer then
converts the continuous amplitude values of the signals into speci�c digital values. These
digital values are determined by the quantization bits of the ADC. For an n-bit ADC, there
are 2n levels, meaning that given an 8-bit ADC, the device can convert analog signal in
range from -1 V to 1 V to a digital signal which lies between 0 and 256 or -128 to 127.

Figure 3.15 shows the input analog signal, the corresponding quantized signal and the
quantization error with a 3-bit uniform ADC. The analog signal is between -1 V and 1 V.
The signal is converted in the digital domain, where the signal can hold any digital value in
the range of the 3-bit quantizer. The red curve shows the quantization error, which is also
known as the quantization noise. Essentially, the input analog signal is the summation
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Figure 3.14: Sample and hold and Quantizer in an ADC
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Figure 3.15: ADC analog input and digital output signals

of the quantized signal and the quantization error. In literature, this noise is shown to
be an additive noise which is characterized by a uniform distribution with mean zero and
standard deviation of 1/

√
12 ·LSB, where LSB is the value of the least signi�cant bit [55,56].

Futhermore, the noise is uncorrelated with the input signal. Such a model is mostly adopted
for modelling ADCs with higher resolution bits.

While the resolution of N bits determines the physical number of bits in the ADC, the
ENOB is a �gure of merit which is used to characterize the overall dynamic performance
of the ADC after including other distortions [5]. ADCs are further characterized based
on their analog bandwidth performance. As with the DACs, ADCs also su�er from a 3-
dB analog bandwidth which further puts a limit on the transmission of higher data rate
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signals.
As shown in the Walden plot in [5, Figure 12], the ENOB is inversely proportional to

the frequency of the input signal. As the signal bandwidth increases, the ENOB value
reduces. This decrease in ENOB ultimately causes deterioration in the transmission of
higher modulation formats at higher bandwidths. For coherent systems, the fabrication of
high resolution ADCs is a challenging task. The manufacturing of such ADCs is governed
by the Walden plot [57], where as the sampling rate of the ADC increases, the ENOB
decreases.

In order to overcome the limitation posed by the low ENOBs, authors in [58] presented
a novel modelling technique to compensate for the quantization noise in low-resolution
ADCs.

The ADC used in this thesis was operated at a sampling rate of 80 Gs/s with an analog
bandwidth of 18 GHz.
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3.7 Digital Signal Processing Algorithms

A detailed explanation of each of these blocks can be separately read in [59–61] and the
references mentioned within. We will give an overview here. As a part of the thesis work,
a brief description of the several block will be given in this section. The DSP algorithms
can be divided into two main subparts namely, the transmitter DSP and the receiver DSP.
Throughout this thesis a data-aided DSP was utilized, unless otherwise speci�ed.

3.7.1 Transmi�er DSP

Bits 
Generator

FEC 
Encoder

Bit to 
Symbol 

Mapping

Training 
Symbol 

Insertion

Pulse 
Shaping

Digital Pre-
Compensation

To DACs

Figure 3.16: Description of transmitter DSP blocks

We will take up the distinct blocks in the transmitter DSP chain and describe them in
brief. The transmission starts from a bit source which is the bit generator. In real transmis-
sion these are typically the data bits which have to be communicated. For our purposes,
random bits were generated using a pseudo random binary sequence (PRBS) generator.
The bits are then encoded using a FEC encoder with several overhead percentage, details
of which are out of the scope this thesis. The bits are arranged in frames with distinct
lengths. Thereafter, the encoded bits are mapped to the chosen modulation format, which
can be any of the m-QAM modulation formats (m being the modulation order such that
m = 2n ∀n ∈ {1, 2, 3, 4, 5, 6, 7}. Then, training symbols are inserted periodically at the start
of each frame. These training symbols are later used in the receiver DSP to recover the
frame start. The next step is the pulse shaping block. Pulse shaping has become very pop-
ular in the optical community. Typically RRC pulse shaping �lters with several roll-o�s
are used in this block to produce pulses with speci�c bandwidth generating signals with
better spectral e�ciency and bandwidth requirements [62,63]. Unless otherwise speci�ed,
the pulse shaping �lter in the thesis was operated at a roll o� of 0.2. For detailed description
refer to [64] where an elaborate explanation is provided on the design of such �lters. Fol-
lowing this comes the block of digital pre-compensation DPC which forms essential part of
the thesis. An overview of th DPC block was provided in Chapter 2 and more elaborate dis-
cussion on this block is provided in the following chapters. The digitally pre-compensated
signals are then uploaded to the DACs and after optical modulation sent over the �ber.
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3 Optical Communication Transponder Setup

After the transmission over the �ber, the optical signal accumulates several degrading
linear distortions arising from the optical �ber, component imperfections, clock and carrier
desynchronization. Some of these e�ects are deterministic while others are random. After
obtaining the electrical baseband signal at the output of the coherent receiver, the electrical
signals are converted to digital samples with the aid of an ADC. Next follows the processing
of these digital samples in several blocks which are collectively called receiver DSP. The
�ow of the signal through the receiver DSP is depicted in Figure 3.17.

3.7.2 Receiver DSP

This section describes the standard DSP algorithms which are utilized to recover the re-
ceived signals after transmission. Please note that the blocks explained in this section
are later re-used in the discussion related to the development of receiver DSP required
for performing digital pre-compensation. It is proposed to the readers to regard this as
a standalone section which provides an overview of a typical receiver DSP and take it as
reference for later chapters.
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Figure 3.17: Description of receiver DSP blocks

Resampling and Front-End Correction

The �rst step in the receiver DSP is the resampling of the incoming samples to two times
the symbol rate. This is ideally done by using a sinc interpolation �lter. The upsam-
pling/interpolation is performed for each ith tributary of the received signal.

Receiver I/Q Skew Compensation

The wires from the coherent receiver to the ADC are not perfectly matched. Due to this
there may exist a receiver I/Q skew which needs to be compensated before performing
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any other DSP operation. This is a simple operation which can be implemented either by a
simple shift of samples in the time domain or by converting the samples in the frequency
domain and compensating by a simple multiplication with the corresponding transfer func-
tion. Additional information on the working of the block is provided in Section 4.5.1 where
receiver I/Q skew is compensated for a 4-D real signal.

Chromatic Dispersion (CD) Compensation

Chromatic dispersion (CD) is a linear impairment introduced by optical �bers. While for
legacy IM/DD systems, CD is compensated in-line by using dispersion compensating �ber
(DCF)s, such �bers are irrelevant for state of the art coherent systems. The task of the
estimation and compensation of accumulated CD is executed in the receiver DSP. The
e�ect of CD on an optical pulse, E(z, t) traveling in the �ber can be represented by the
following transfer function, H

(
L, f

)
[60, 61]:

H
(
L, f

)
= e–j λ2

cπ
c D L f 2

(3.53)

where D is the dispersion parameter, which in case of SSMF is typically 16.9ps/nm/km,
L is the length of the �ber, λc is the reference wavelength and c is the speed of light.

The e�ect of CD is independent of the polarization and is just an all-pass �lter which
alters only the phase of the spectral components of the signal and leaves the magnitude
undisturbed. Once the length of the link is �xed, CD value remains quite static and can
be compensated by taking the conjugate of the transfer function shown in Equation (3.53).
This compensation can either be employed in time-domain or in frequency domain. CD
compensation can either be performed by simply calculating the accumulated CD value
or letting it be estimated as done in [59]. In this thesis, a frequency domain based CD
compensation block is used where the accumulated CD value is already estimated using
the link length and dispersion parameter D.

Frame Detector

Since the signal is always transmitted in frames, the frame detector enables the identi�ca-
tion of the start of the frame. In case of data-aided DSP, a copy of the training symbols is
loaded on to the receiver side to enable frame detection. The start of the frame can then
be estimated by performing a correlation between the received and sent signal.
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CFO Recovery

Demodulation is the process of detecting the signal with a LO. The optical signal can be
detected either in homodyne or intradyne con�guration. In case of homodyne (which
is possible only in the lab) the same transmitter LASER is split between transmitter and
receiver. This leads to a perfect matching between the phase and frequency of the receiver
LO and transmitter LASER. Therefore, in Equation (3.50) and Equation (3.52) :

ωc = ωlo (3.54)

φc(t) = φlo(t) (3.55)

Real systems are run with intradyne detection where a frequency o�set in the order of
1 GHz can exist. Perfect hardware synchronization of the transmitter and receiver LASER is
however not possible in real systems. This calls for a further frequency o�set compensation
in the DSP domain. The carrier frequency o�set (CFO) estimation and compensation can be
implemented in various ways. One of the ways is to use the 4th power of the received signal
which removes the modulation and then use time-domain di�erential phase methods or
frequency domain FFT methods to get an estimate of the coarse frequency o�set [54,60,65].
Another way is to do a blind frequency search [65]. There are a class of algorithms based
on training and feedback, which are independent of the modulation formats used [60]. In
this thesis, the CFO recovery block was based on an in-house proprietary algorithm which
in principle is data-aided and exploits the principles of time shift and correlation.

MIMO Equalization

In dual-polarization systems, as the two polarizations travel in the optical �ber, they will
get a�ected by random time-varying polarization coupling and polarization mode disper-
sion [59–61,63]. These e�ects are linear and are compensated by a 2 × 2 MIMO equalizer.
The MIMO equalizer has a typical butter�y structure. Equalizers can be either blind or
data-aided [61]. In case of a data-aided equalizer training symbols are utilized to estimate
the equalizer taps by using a minimum mean square error criterion. In this thesis, a data-
aided equalizer is used which is able to overcome the random polarization �uctuations and
coupling. The coe�cients of the equalizer are updated periodically in order to track the
dynamic variations in the transmit signal.
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Clock Recovery

At this stage the coarse frequency o�set has been removed from the received samples. The
received samples are, however, not synchronized with the frequency and the phase of the
ADC clock. The task of the clock recovery block is to synchronize the received symbols.
Various algorithms and structures exist in research and commercial products which are
used for correcting the sampling frequency and phase o�set error. Some solutions such
as the Gardner’s algorithm and Square Timing Recovery aim to estimate the timing infor-
mation from the received samples [66, 67]. Another famous data-aided algorithm is the
Mueller and Muller algorithm [68].

Typically, the digital clock recovery blocks include an interpolator [60]. Intermediate
samples are then generated and inserted between the actually sampled digital samples. In
this work, the square timing recovery is implemented to perform clock recovery.

Carrier Phase Recovery

Finally, the signals are processed to remove the excess phase noise resulting from the trans-
mit and receiver LASERs. One of the most famous and used algorithms to remove the phase
noise is the Viterbi and Viterbi algorithm [69] which was also employed in the receiver DSP
in the thesis.

FEC Decoder and BER Calculation

Once the samples are free from all the distortions, they are ready to be decoded by the FEC
decoder. FEC has become a powerful technique to aid the transmission of high data rate op-
tical communication systems. FEC codes with various overheads such as, 7%, 15%, 25% and
35% have been published and some have also been deployed in commercial transponders.
For this thesis a proprietary FEC algorithm was utilized wherever necessary.
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4
Adaptive Digital Pre-Compensation

In the previous chapter, an overview of the transmitter and receiver components was pro-
vided. A comprehensive description of the various linear and non-linear e�ects of the
transmitter components was presented as well. Digital pre-compensation (DPC) is a pop-
ular linearization technique to alleviate these e�ects. In Section 2.3, a summary of similar
works related to DPC was provided. In this chapter, the adaptive DPC developed in the
scope of the thesis will be discussed. We will discuss the building principles of the DPC
block in the transmitter. Next, the memory polynomial model of the transmitter is intro-
duced along with the indirect learning architecture (ILA) which form the core of the DPC
block. Thereafter, the procedure to identify the DPC coe�cients is explained. The oper-
ation of the DPC algorithm for various electrical and optical link scenarios is examined.
In that respect, various system models are taken up and the application of the scheme is
further developed and presented. This chapter speci�cally describes the how-to of the DPC
algorithm and lays down steps to implement DPC in an optical transmitter.

TX  
DSP TX RX RX  

DSP

Figure 4.1: A standard transmitter receiver pair. The setup could be back-to-back or con-
nected over a �ber.

Let us start by looking at Figure 4.1. This �gure depicts a simple transmitter-receiver
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TX RX RX  
DSPDPCTX  

DSP

Feedback

Figure 4.2: Proposed digital pre-compensation block architecture. The DPC block becomes
an integral part of TX DSP. The coe�cients within the DPC block can be up-
dated

pair. Note that the two could be connected either directly which is called the back-to-back
scenario or over the link, after transmission. Intuition tells us that in order to overcome
the adverse e�ects of the transmitter components, a DPC block can be placed before the
transmitter. Provided such a block is able to capture and invert the transmitter transfer
function, the combination of the DPC block and the transmitter will produce a better qual-
ity signal. This is the main idea behind the implementation of this block which is depicted
in Figure 4.2. Another notable feature of the proposed scheme is its ability to update the
DPC block characteristics over time. This is shown by the feedback signal provided by the
receiver to the DPC block. The feedback is an imperative part of the scheme. The feedback
signal adds another advantage to the proposed scheme, in that it enables the tracking of
the transmitter characteristics over time, hence being adaptive.

In a nutshell, the adaptive DPC scheme is built on the following foundations:

1. Memory polynomial model

2. Indirect learning architecture

3. Feedback from the receiver with suitable DSP operations

We will examine each of these principles in the following pages.
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4.1 Memory Polynomial Model

A crucial aspect of any DPC scheme is the modeling of the system it is trying to com-
pensate. For this work, we are interested in the modeling of the characteristics of the
optical communication transmitter. The components in the optical transmitter which are
the digital-to-analog converter (DAC), the electrical driver ampli�er (DA) and the dual-
polarization Mach-Zehnder Modulator (DP-MZM) can be unitedly modeled as time invari-
ant non-linear system with memory. In literature it is established, that such systems can
be modeled with Volterra series [70]. Variants of these models, like memory or memory-
less systems are also used in modeling of wireless transmitter’s components [20, 23, 70]
which have their respective advantages and disadvantages. We will start by looking at the
Volterra series and make our way to the memory polynomial model.

In discrete time domain, the Volterra series takes the following form:

y[n] =
P∑
p=1

M∑
m1=0

M∑
m2=0

· · ·
M∑

mp=0
hp[m1,m2, ..mp] ·

P∏
j=1

x[n – mj] (4.1)

where x[n] and y[n] are input and output discrete samples of the system. P is the order,
M is the memory accounted for in the system and hp[m1,m2, ...mp] are the Volterra ker-
nels. Depending on the order and memory chosen, these kernels are the pth order impulse
responses of the system. It is evident that the sheer number of coe�cients for Volterra
series makes it di�cult to implement in practice. Hence, other truncated variants of the
series are adopted for practical applications [20]. In this work, an approximate memory
polynomial model representation of the Volterra series is adopted, which was shown for
the �rst time in [19] and used in [20].

The simplest non-linear model is when M = 0 for which Equation (4.1) becomes :

y[n] =
P∑
p=1

hp[0]xp[n] (4.2)

This is called the memoryless model. Such a model, however, is too simple and will not
account for any memory, and hence is not suitable to capture the memory e�ects such as
the bandwidth limitation of the DAC, DA and DP-MZM.

If, however, we adopt a slightly complicated model and consider the Volterra kernels,
for which

m1 = m2 = · · · = mp = m (4.3)
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we reduce the number of Volterra kernels drastically from ∑P
p=0(M + 1)P to (M + 1)P .

The resulting series can then be written as :

y[n] =
P∑
p=1

M∑
m=0

hm,p[m]xp[n – m] (4.4)

Following non-causal representation for the memory polynomial in Equation (4.4) is
chosen in this thesis:

y[n] =
P∑
p=1

(M–1)/2∑
m=–(M–1)/2

hm,pxp[n – m] (4.5)

Equation (4.5) is utilized to model the non-linearities of order P and memory M in the
transmitter. hm,p are the respective coe�cients.

For P = 1, Equation (4.5) becomes:

y[n] =
(M–1)/2∑

m=–(M–1)/2
hmx[n – m] (4.6)

which is a linear time-invariant �nite impulse response (FIR) �lter. This linear model
is used for modeling transmitter linear e�ects which are the 3-dB bandwidth e�ect of the
transmitter and the transmitter I/Q skew.

As seen in this section, memory polynomials are a good compromise between the full
blown Volterra series and the memoryless system shown in Equation (4.2) in terms of
computational and implementation complexity. Therefore, the memory polynomial model
is chosen as the basis of modeling the transmitter components and for implementing the
inverse of the transmitter transfer characteristics in the DPC block. This section then
concludes the discussion on memory polynomial model which is the �rst principle DPC is
based upon.

4.2 Indirect Learning Architecture

The second principle of the DPC algorithm is the Indirect learning architecture (ILA). ILA
is a measurement procedure which was �rst introduced by Eun and Powers [18]. It is a
suitable method to identify the inverse of any system, namely linear and non-linear systems
with or without memory. The ILA technique is useful to calculate the inverse of the system
without calculating the transfer function of the channel or system under consideration,
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:"error
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e[n]
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Figure 4.3: Indirect learning architecture [18]

hence the name ILA.

In this thesis work, the method is used for identifying the �lter coe�cients of the DPC
block. The block diagram of ILA is drawn in Figure 4.3. Note that there are two identical
blocks, H , one in the feedback path for training the memory polynomial model and the
other block which is a replica of the training block in the forward path of DPC.

The forward path to the DPC block has digital samples, x[n] at its input and z[n] at its
output. The output of the system is y[n] which is also the input to the training block. The
output of the training block is ẑ[n]. Ideally, we want y[n] = x[n]. A suitable model, which
in our case is the memory polynomial model, is adopted for H in the training block. Given
z[n] and y[n], the task is then to �rst �ndH . This phase is called training and the DPC block
is set to identity such that the samples are just multiplied by 1 in this block. The training
mode aims at minimizing the power of the error signal e[n] by a least-squares algorithm.
As e[n] reaches zero, the training model synthesizes the inverse of the transmitter. At this
point, z[n] becomes equal to ẑ[n] and x[n] becomes almost identical to y[n].

After the training mode, the parameters of training block are copied into the DPC block.
The cascade of the DPC block with the system then becomes the identity operator. The
signal z[n] is called the digitally pre-compensated signal. It should be noted that the train-
ing mode can be run during factory calibration or, if the transmitter characteristics drift
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over time, taking into account component ageing, the procedure could be run periodically,
even during operation.

In the next subsection, we will discuss the identi�cation of the parameters of the training
block. Henceforth, the parameters are addressed as the coe�cients of the DPC block.

4.2.1 DPC Coe�icient Identification

The identi�cation of the DPC block coe�cients is realized by utilizing the ILA and the
least-squares algorithm [71].

The identi�cation of the model H is carried out by estimating the coe�cients of the
model denoted as h. This can be achieved by following the given steps:

• Step 1

Collect a block of successive N samples of a digital input signal x and digital output
signal, y, where:

x =
[
x[0], x[1], · · ·x[N – 1]

]T
N×1

(4.7)

y =
[
y[0], y[1], · · ·y[N – 1]

]T
N×1

(4.8)

Normalize signals x and y such that :

x = x
max(x) (4.9)

y = y ·

√√√√∑N–1
i=0 x2

i∑N–1
i=0 y2

i
(4.10)

• Step 2

Choose a suitable model for the system to be equalized. As explained in Section 4.1,
we select the memory polynomial model with initial number of memory taps, M and
order P . In order to characaterize the inverse of the system, the respective signals
are chosen and Equation (4.5) takes the form :

ẑ[n] =
P∑
p=1

M∑
m=0

hm,pyp[n – m] (4.11)
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ẑ =
[
ẑ[0], ẑ[1], · · ·ẑ[N – 1]

]T
N×1

(4.12)

ẑ[n] is the output at the DPC training block. Note that Equation (4.11) models the
inverse of the system in contrast Equation (4.5) which models the system itself.

Let us collect the individual coe�cients, hm,p in a vector h :

h =
[
h0,1, · · hM ,1, h0,2, · · hM ,2, · · hM ,P

]T
(M+1)P×1

(4.13)

and de�ne a matrix B, which will be called the base function matrix and is con-
structed by collecting several time shifted copies of signal y as :

B =
[
y0,1, · · yM ,1, y0,2, · · yM ,2, · · yM ,P

]T
N×(M+1)P

(4.14)

where each column of the matrix is a vector y with a corresponding delay m and
order p de�ned as:

ym,p =
[
ym,p[0], ym,p[1], · · ·, ym,p[N – 1]

]T
N×1

(4.15)

and

ym,p[n] = yp[n – m] (4.16)

We can re-write Equation (4.11) in matrix form as:

ẑ = B · h (4.17)

• Step 3

The next step is to �nd the coe�cients, h such that the error, e is minimized. This
problem can be formulated as :

e = min
ĥ

∥∥∥∥z – B · ĥ
∥∥∥∥ (4.18)
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with the error vector,

e =
[
e[0], e[1], · · ·e[N – 1]

]T
(4.19)

Given y, constructing matrix B is straightforward. In step 1, the DPC block is set to
identity, hence z is set to x. Following this substitution, Equation (4.18) becomes :

e = min
ĥ

∥∥∥∥x – B · ĥ
∥∥∥∥ (4.20)

which is a linear system of equations with more equations than unknowns, popularly
known as an over-determined system in literature [71]. Such a system of equations
often has no solution. However, an estimate of the coe�cients, ĥ can be obtained by
making the error as small as possible and reaching the least–squares–solution [20,71].
This is accomplished by solving the following normal equation,

ĥ = (BT ·B)–1 ·BT · x (4.21)

The least squares solution to Equation (4.21) only exists when (BT ·B)–1 exists. This
can be guaranteed by eliminating all the dependent columns in B beforehand and is
often not an issue in practical applications.

• Step 4

After obtaining the inverse coe�cients, h and plugging into the DPC block, it is seen
that,

x ≈ y (4.22)
z ≈ ẑ (4.23)
e ≈ 0 (4.24)

The estimated coe�cients, h from the training model are then copied to the DPC
block. Input samples, x are then convoluted with h to produce DPC signal z which
can then be further transmitted.
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Input  
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y[n]x[n]

Receiver

Linear/Non-Linear System of ILA

Figure 4.4: Training mode of the implementation. In the training mode, the system is con-
nected in back-to-back.

4.3 DPC Implementation with Feedback from Receiver

Up until now we have discussed the memory polynomial model, the ILA and the procedure
of least squares solution to �nd the DPC coe�cients with it. The third principle upon
which the DPC algorithm is established is getting feedback from receiver. In this section,
we will take up the principle of ILA and combine it with feedback from receiver to achieve
a working implementation of DPC in a system with transmitter and receiver blocks.

The working of DPC can be divided into two modes, namely:

1. Training Mode

2. Working Mode

Figure 4.4 shows the setup when the system is in training mode. In this phase, the system
is connected in a back-to-back scenario to acquire feedback signal from the receiver. The
diagram is similar to Figure 4.3 but with special addition of the transmitter and receiver
blocks which make up the linear/non-linear system. The transmitter is the block we are
interested in compensating for. Digital signals are denoted with black lines and the analog
signal (electrical or optical) between receiver and transmitter is denoted with a blue color.
After receiving samples from the receiver, digital samples, yr[n] are processed with suitable
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Input  
Signal

x[n]
Transmitter Receiver

Linear/Non-Linear System of ILA

DPC
z[n] y[n]

Figure 4.5: Working mode of the implementation.

DSP. These samples are forwarded to the coe�cient estimation block. Once the coe�cients
are estimated, the training mode is concluded and DPC enters the working-phase.

In the working phase, the DPC coe�cients obtained from the training mode are copied
into the DPC block from Figure 4.3 and the system is left to work. In the normal working
of the transponder, any input signal passing through the DPC block will get processed and
then transmitted. Figure 4.5 depicts this phase.

Of course the two phases can be alternated as per requirements. The combined system
architecture for DPC’s training and working mode is depicted in Figure 4.6. The lower
dotted branch is switched on when the DPC coe�cients have to be calculated and copied
into the DPC block. Afterwards, the training branch is switched o� and normal transmitter
operation is carried out with the DPC coe�cients.

           

Suitable  
DSP 

Input  
Signal

x[n]
DPC

y[n]Coefficient 
Estimation 

(ILA)

yr[n]
Transmitter Receiver

Linear/Non-Linear System of ILA

z[n]

Figure 4.6: Combined training and working mode of the implementation.

We have discussed the two phases of DPC implementation. In addition to this, we saw
that a feedback signal from the receiver is a fundamental requirement. This feedback signal
can take various forms, like electrical or optical. In this work, DPC was developed and
implemented for the following feedback scenarios:

1. Electrical back-to-back
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4.4 System Model : Electrical Back-to-Back

2. Optical back-to-back with homodyne and intradyne detection

3. Optical feedback from far-end receiver

In the next section, we will go through each of these feedback scenarios and examine the
application of the DPC scheme along with the block suitable DSP for the respective cases.

4.4 System Model : Electrical Back-to-Back

The design of a dual polarization coherent optical communication system was described in
Chapter 3. Figure 4.7 shows the block diagram of the transponder when the DAC is directly
connected to the ADC. This is known as electrical back-to-back con�guration. It consists
of a transmitter DSP block which is generating transmit samples of various modulation
formats. The digital samples are then uploaded to the DAC which converts the digital
samples to analog signals. The analog signals are then received with a high sampling rate
ADC which converts the electrical signals to digital domain. The received digital samples
can then be suitably processed in the receiver DSP.
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Figure 4.7: Block diagram of electrical back-to-back setup

A baseband equivalent model of Figure 4.7 is shown in Figure 4.8. A dual polarization
system consists of four input tributaries. Let us consider a 4-D input vector, X ∈ R4×N to
represent these 4 signals. This is represented in matrix form as :

X =


x1
x2
x3
x4

 =


x1[0] x1[Ts] x1[2Ts] · · · x1[(N – 1)Ts]
x2[0] x2[Ts] x2[2Ts] · · · x2[(N – 1)Ts]
x3[0] x3[Ts] x3[2Ts] · · · x3[(N – 1)Ts]
x4[0] x4[Ts] x4[2Ts] · · · x4[(N – 1)Ts]


4×N

(4.25)

and Ts is the symbol interval.
The vector of the impulse response of the four individual DACs and the subsequent

connecting wires is denoted by p ∈ R4×Ldac , where Ldac is the discrete �lter length after
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Figure 4.8: Baseband equivalent model of electrical back-to-back setup

sampling. The linear e�ects i.e. the bandwidth limitation and the I/Q skew for each ith

(i = 1, 2, 3, 4) tributary are modeled with a �lter with impulse response pi(t) :

p =


p1(t)
p2(t)
p3(t)
p4(t)


4×Ldac

(4.26)

The transmitter I/Q skew of the four tributaries can be explicitly expressed by the vector
τ ∈ R4×1 with impulse response:
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τ =


δ(t – τ1)
δ(t – τ2)
δ(t – τ3)
δ(t – τ4)

 (4.27)

The linear impulse response of the ADC for the four tributaries is collected in q ∈
R4×Ladc , and can be written analogous to Equation (4.26) with Ladc as the discrete �lter
length after sampling. The receiver skew is represented by the vector, θ, with the impulse
response,

θ =


δ(t – θ1)
δ(t – θ2)
δ(t – θ3)
δ(t – θ4)

 (4.28)

The vector of impulse response of additive white gaussian noise (AWGN), w is added to
each tributary independently.

In the case of electrical back-to-back, the transmitter and receiver I/Q skew are the same
for each ith tributary (as also demonstrated in Figure 5.2). Therefore,

τi = θi (4.29)

The combined channel response of the system is written as the convolution of the im-
pulse responses, pi(t) and qi(t):

si(t) = pi(t) ∗ qi(t) (4.30)

where pi(t) is the impulse response of the ith DAC and wire and qi(t) is the impulse
response of the ith ADC. ∗ is the convolution operator.

The received samples, yr ,i[n] are then obtained as a convolution of x(t) and s(t) and
given as:

yr ,i[n] = yr ,i[nTo] =
∞∑

m=–∞
xi[mTs] · si(nTo – mTs – τi) + wi(nTo) (4.31)

where To is the sampling period and Ts is the symbol period.
In addition to the standard convolution operation, a 4-D delay operator, D, is introduced

which is utilized for modeling of the delays incurred by the signals during transmission.
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This operator works in the following way:

D(X,τ) =


x1[–τ1] x1[Ts – τ1] x1[2Ts – τ1] · · · x1[(N – 1)Ts – τ1]
x2[–τ2] x2[Ts – τ2] x2[2Ts – τ2] · · · x2[(N – 1)Ts – τ2]
x3[–τ3] x3[Ts – τ3] x3[2Ts – τ3] · · · x3[(N – 1)Ts – τ3]
x4[–τ4] x4[Ts – τ4] x4[2Ts – τ4] · · · x4[(N – 1)Ts – τ4]


4×N

(4.32)

During transmission from the DAC to the ADC, input signals, X experience a delay
arising due to transmitter I/Q skew. Accompanying the individual I/Q skews, there is a
coarse delay, τg ∈ Z4×1 arising due to the processing in the DACs and ADCs. This delay
is a deterministic delay and can be factored out. Hence, in terms of the delay operator, the
output signal matrix, Yr can be written as :

Yr = D
(
X, τg + τ

)
(4.33)

Assuming that we know the τg, the task is then to estimate the inverse of s using the
DPC training mode. Let us denote the inverse of s as h. The estimation of h will lead
to the inverse transfer function of the system, from which the frequency response and
transmitter I/Q skew can be further obtained. In the following subsection, we will look
into the suitable DSP block for the electrical back-to-back scenario which is necessary to
enable the function of the DPC training mode.

4.4.1 Suitable DSP for Electrical Back-to-Back

Figure 4.9 shows the DSP blocks required for electrical back-to-back setup. Our task is to
obtain the 4-D vector Y, given Yr.

Upsampling and interpolation

Depending upon the sampling rates of the DACs and ADCs, appropriate resampling is
performed. For the case in this thesis, Tdac < Tadc . Therefore the received samples, Yr
at Tadc should be �rst upsampled to the DAC sampling rate, Tdac . This is ideally done by
using a sinc interpolation �lter. The upsampling/interpolation is performed for each ith

tributary of the received signal 4-D vector, Yr. The output after the upsampling is Yu.

62



4.4 System Model : Electrical Back-to-Back

X

TX  
 DSP

4-Channel 
DAC Tdac

4-Channel 
ADC Tadc

Upsampling  
Tdac

Coefficient (h) 
Estimation 

(ILA)

Coarse Delay 
Estimation

X

X

Y

Yr

Yu

Figure 4.9: DPC architecture for electrical back-to-back

Coarse Delay Estimation and Compensation

After resampling, an estimate of the coarse processing delay τg between the input signal X
and upsampled signal Yu is obtained by doing a cross-correlation which becomes a simple
multiplication in the frequency domain. The delay for the ith tributary is then given as:

Ci[n] = F (xi[n]) · (F (yu,i[n]))∗ (4.34)

τg,i = argmaxF–1(Ci[n]) (4.35)

where F is the Fourier transform operator for the digital signals. The coarse processing
delay is then removed from the signals Yu by employing the delay operator,

Y = D
(
Yu, –τg

)
(4.36)

Signals X and Y are then the relevant input signals for the coe�cient estimation block.
h can then be calculated by following the steps mentioned in Section 4.2.1. Note that the
estimation gives an inverse of the whole electrical transmitter and electrical receiver chain
in this case.
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4.4.2 Calculation of transmi�er I/Q skew

The transmitter I/Q skew can be calculated from the estimated DPC coe�cients, h as fol-
lows:

A phase response, φi(ω) for each FIR-�lter hi(t) is obtained. The corresponding group
delay, τ̂i is obtained as:

τ̂i = –dφi(ω)
dω

∣∣∣∣∣
ω=0

, (4.37)

where i = [1, 2, 3, 4]. Then, we obtain the estimated TX I/Q skew for the X and Y polariza-
tion axes as

τXQ–XI = τ̂2 – τ̂1 (4.38)

and
τYQ–YI = τ̂4 – τ̂3 (4.39)

In following sections, τXQ–XI and τYQ–YI terminology will be used to address the trans-
mitter I/Q skew values.

4.5 System Model : Optical Back-to-Back

The next scenario which was taken up is the optical back-to-back case. The optical back-
to-back setup for the transponder is shown in Figure 4.10. In addition to the blocks of
transmitter DSP and DAC, there are additional blocks of the electrical driver ampli�er DA
and dual polarization Mach-Zehnder Modulator DP-MZM which makes the overall system
more complicated. The signal from the DP-MZM is fed directly into the coherent receiver
for demodulation with a LO. Demodulated signals are forwarded to the ADC, where they
are sampled at To and then sent to the receiver DSP block.

An equivalent baseband model of the optical back-to-back scenario for a dual-polarized
coherent system is drawn in Figure 4.11. The de�nitions of X, p, q, τ, θ and w remain the
same as explained in Section 4.4.

The DP-MZM and the short optical �ber used in this scenario are modeled by the transfer
matrix, C ∈ R4×4 [35]. A multiple input multiple output (MIMO) structure is chosen here
to represent the various e�ects contained in the matrix, C. This matrix is a linear model
of the various e�ects which are the linear ampli�cation of the DA and the polarization
rotation introduced by the DP-MZM and the short optical �ber connecting the transmitter
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Figure 4.10: Block diagram of optical back-to-back setup

to the receiver. The DP-MZM is assumed to be working in the linear region of its operation.
This matrix C is made up of two parts: an ampli�cation matrix, A ∈ R4×4 and a unitary
rotation matrix, R ∈ R4×4 and is given as :

C =


c11 c12 c13 c14
c21 c22 c23 c24
c31 c32 c33 c34
c41 c42 c43 c44


4×4

(4.40)

C = A ·R =


a11 0 0 0
0 a22 0 0
0 0 a33 0
0 0 0 a44


4×4

·


r11 r12 r13 r14
r21 r22 r23 r24
r31 r32 r33 r34
r41 r42 r43 r44


4×4

(4.41)

After the addition of an individual AWGN vector, w to the output at C, demodulation
is performed. A CFO ∆f is introduced by the LO during demodulation. Additionally, the
phase noise due to the laser linewidth of the transmitter and receiver LASERs is contained
in ϕ(t).
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4.5 System Model : Optical Back-to-Back

The overall output, yr ,i(t) is given by the following equation:

yr ,i[nTo] =
∞∑

m=–∞

4∑
k=1

xk[mTs] · sk(nTo – mTs – ε) · ci,k · ej(2π∆fnTo+ϕ(nTo) + wi(nTo) (4.42)

The impulse response, s ∈ R4×L is the combined impulse response of the DAC, DA,
DP-MZM and ADC as shown in Equation (4.30). The above model is slightly more com-
plicated than its electrical scenario and hence requires more steps in the DSP to output
signals which can be used by the DPC training block where coe�cient estimation can be
performed. We will discuss the required DSP steps in the following subsection.

4.5.1 Suitable DSP for Optical Back-to-Back

Similar to Section 4.4.1, suitable algorithms have to be implemented at the receiver and
transmitter to obtain corresponding input signals to the DPC block in optical back-to-back
con�guration. The required setup and DSP blocks are shown in Figure 4.12.
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Figure 4.12: DPC architecture for optical back-to-back.

The individual DSP blocks can be divided into the receiver DSP chain and transmitter
DSP chain. The receiver DSP block makes use of standard receiver algorithms and forwards
the signal to the transmitter DSP block.

At the receiver, the received signals, Yr have to be �rst synchronized. This is achieved
by implementing a series of time and frequency synchronization algorithms. The receiver
skew is �rst to be compensated in the incoming digital signals. This is followed by a frame
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4 Adaptive Digital Pre-Compensation

detector, CFO recovery block and a clock recovery block. Finally, depending on the sam-
pling rate of the ADC and receiver DSP, the samples are upsampled to the DAC sampling
rate and sent to the transmitter DSP. A detailed analysis of the synchronization blocks is
beyond the scope of this thesis. A description of the blocks is provided in Section 3.7.2 and
we will just brie�y discuss the required receiver DSP blocks.

Receiver skew compensation

An estimate of the receiver skew can be obtained by sweeping the skew values and opti-
mizing it for the minimum BER at a particular modulation format and baud-rate for a �xed
ROSNR. Let us denote the estimated receiver skew values in samples as :

θ̂ = [θ̂1, θ̂2, θ̂3, θ̂4] (4.43)

The receiver skew can then be subsequently compensated for each i – th tributary as :

yi,rx–skew[n] = F–1(F (yr ,i[n]) · ej(2πf θ̂i)
)

(4.44)

where F and F–1 are the Fourier and Inverse Fourier transform operator.

Frame detector

Please refer to Section 3.7.2 for this DSP component.

Coarse CFO estimation and compensation

As seen from Section 3.7.2, perfect synchronization of the transmitter and receiver LASER
is not possible in real systems. Nevertheless, in case of DPC in homodyne con�guration
the CFO block can be omitted. In the thesis, the DPC was implemented in an intradyne
con�guration. In such a con�guration, the transmitter and receiver LASER could have a
frequency o�set in the order of~1 GHz. For CFO compensation algorithm, the reader is
refered to Section 3.7.2.

Clock recovery

After implementing the CFO estimation and compensation algorithm, the received digital
signal at this point in the DSP chain could be written as :
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4.5 System Model : Optical Back-to-Back

yr ,i[nTo] =
∞∑

m=–∞

4∑
k=1

xk[mTs] · sk[nTo – mTs – ε] · ci,k + wi[nTo] (4.45)

where ε is the timing error.
After employing one of the various algorithms mentioned in Section 3.7.2, the synchro-

nized output samples after the clock recovery block is:

yr ,i[nTo] =
∞∑

m=–∞

4∑
k=1

xk[mTs] · sk[nTo – mTs] · ci,k + wi[nTo] (4.46)

Upsampling

After the carrier and clock synchronization, the samples are upsampled to the DAC sam-
pling rate and sent to the transmitter DSP block.

Digital Demultiplex

The digital demultiplexing block was developed in this thesis as an addendum to the DPC
block. This block forms a crucial part before samples are sent to the DPC block. Due to
the arbitrary polarization rotation of the optical signal introduced from the DP-MZM and
the �ber, each received tributary of the 4-D vector, Ŷ contains a mix of all transmitted
tributaries. De-multiplexing of the mixed tributaries and mapping them to the respective
Y is then mandatory. This block also consists of a delay estimation and synchronization
routine.

After coherent demodulation and carrier and clock synchronization, the upsampled dig-
ital signal, Ŷ is given as :

ŷi[nTo] =
4∑

k=1
ci,k · yk[nTo – τi,k] · +wi[nTo] (4.47)

We �rst assume that the �lters p and q are all-pass �lters and introduce only a delay.
This is necessary to facilitate the estimation of the transfer matrix, C. Equation (4.47) can
be re-written as:

ŷi[nTo] =
4∑

k=1
ci,k · xk[nTo – τi,k] · +wi[nTo] (4.48)
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where ci,k are unknown coe�cients of the transfer matrix, C and τk,i are the unknown
gross delay ∈ R4×4 between kth transmitted and ith received tributary.

The �rst step is calculation of a delay matrix, τg ∈ R4×4. Delay τi,k between kth trans-
mitted and ith received tributary is estimated as :

ri,k[n] = F (ŷi[n]) · (F (xk[n]))∗ (4.49)

where F is the Fourier transform operator for the digital signals and ri,k is the cross-
correlation vector. The delay is then given as:

τi,k = argmaxF–1(ri,k[n]) (4.50)

After substituting the estimated τi,k in Equation (4.48), we can represent it in the fol-
lowing matrix notation :

Ŷ = C ·X + W (4.51)

Equation (4.51) is an over-determined linear system of equations with more equations
than unknowns and can be solved by ordinary least squares [71]. The estimated channel
matrix, Ĉ is calculated as:

Ĉ =
(
X ·XT

)–1 · Ŷ ·XT (4.52)

where T is the transpose operator.
Ĉ can then be used to �nd Y:

Y = (Ĉ)–1 · Ŷ (4.53)

The estimated de-multiplexed 4-D signal, Y is then forwarded to the coe�cient esti-
mation block where the DPC coe�cients are found by using the method outlined in Sec-
tion 4.2.1.

4.6 System Model : Far-End Receiver

Until now we have gone through the functioning of the DPC in training mode by evalu-
ating the electrical and optical back-to-back setups. The optical back-to-back setups are
most often used to perform calibration of the transmitter components at the time of man-
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ufacturing or deployment. Such schemes need an auxiliary receiver at the transmitter.
Another elegant solution is to make the estimation of the DPC coe�cients possible after
receiving from a far end receiver. Far-end means the receiver is located several kms from
the transmitter and is not co-located. Such a DPC architecture could further empower the
characterization of the transmitter components and facilitate the continuous tracking of
transmitter imperfections without requiring an auxillary receiver. The system block dia-
gram is similar to Figure 5.6, but instead of going back-to-back we consider N spans of
�ber with erbium doped �ber ampli�er (EDFA)s.

We consider the operation of the optical system in linear regime and neglect the non-
linearities from the �ber. In this case, the optical �ber only attenuates the signal and dis-
torts the signal with CD. The received optical signal is demodulated using intradyne de-
tection. Receiver e�ects such as carrier frequency o�set and clock o�set remain the same
as explained in the previous section.

4.6.1 Suitable DSP for Optical Feedback from Far-End Receiver

The attenuation introduced by the optical �ber is compensated by using EDFAs. In ad-
dition to compensating for the receiver e�ects, the receiver DSP must include a block to
compensate for the accumulated CD.
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Figure 4.13: DPC architecture for feedback from far-end receiver

Before CD compensation, the appropriate receiver skew values are �rst compensated.
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Figure 4.14: E�ect of di�erent LLW on transmitter I/Q skew estimation.

CD compensation

The collected CD in the digital signal can be compensated by a simple inverse transfer
function explained in Section 3.7.2, After CD compensation, the signal is further processed
using the same blocks as explained in Section 4.5.1 to recover the signal required for coef-
�cient estimation.

4.7 Building an Accurate DPC Block with a Phase Noise
Canceller

In our discussions, we have gone through the three scenarios, namely electrical back-to-
back, optical back-to-back and optical feedback from far-end receiver and have analyzed
the procedures to estimate the coe�cients of the DPC block using indirect learning archi-
tecture. We have also studied the characteristics of the LASER in Section 3.1 where it was
mentioned that there are no ideal LASERs. All LASERs impair the transmit signal due to
their non-zero LASER linewidth (LLW) and introduce phase noise in the signal [72].
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Ĉ

Figure 4.15: DPC architecture with PNC

While performing various experiments to calculate the coe�cients of the DPC block,
we also carried out analysis to study the impact of various LASERs with low and high
LLWs. The impact of the LLWs was recorded by performing DPC coe�cient estimation
multiple number of time and collecting the transmitter I/Q skew values obtained thereafter.
A histogram of the estimated skew values was plotted. The standard deviation of the value
is the chosen �gure-of-merit which re�ects the e�ect of LASER on estimated value. A
higher value of standard deviation, meaning a broader curve points to a worse LASER
(higher LLW and hence more phase noise). This is clearly seen in Figure 4.14. The red
curve with a higher standard deviation refers to a higher LLW LASER and the one with a
sharper peak is the one with a lower LLW. The blue curve therefore, on an average will
give a transmitter I/Q skew value which is more reliable than the one delivered by the
algorithm when a worse LASER source is employed.

For system vendors, the cost of the transponders plays a signi�cant role in the system
design. LASERs with lower LLW (∼ 1-100 kHz) are more expensive than the LASERs with
higher LLW. In order to cut costs, a cheap LASER might be used which leads to an inaccu-
rate DPC coe�cient estimation. In order to circumvent this problem a DSP solution is de-
sired which is able to overcome the phase noise e�ects of cheap LASERs with higher LLW.
To alleviate the e�ects of LASER phase noise, a phase noise canceler was implemented [35]
in the thesis. As the name signi�es, this block removes the phase noise from the input sig-
nals to the DPC coe�cient estimation block. The removal of phase noise, hence, makes
the input signals to the coe�cient estimation block cleaner, resulting in better assessment
of the transmitter I/Q skew values. The working of the phase noise canceller (PNC) and its
functioning with the DPC coe�cient estimation block are explained here.
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To start with, we will look at Figure 4.15 where the DPC architecture with a PNC is
drawn. The receiver DSP remains the same as explained in the previous sections. An
additional block of PNC is added in the transmitter DSP before the signals are sent to the
digital de-multiplexer. 4-D signals, Yp and Ŷ di�er only by a phase noise term, ϕ[nTo].
The phase noise is attributed to the LLW of the transmitter and the receiver LASERs.

For intradyne detection, we can write Equation (4.42) as:

yp,i[nTo] =
∞∑

m=–∞

4∑
k=1

xk[mTs] · sk[nTo – τi,k] · ci,k · ejϕ[nTo]) + wi[nTo] (4.54)

where ϕ[nTo] is the system phase noise (see Figure 4.11). We consider the same phase
noise on both the polarizations since the same LASER is used for both the polarizations. We
are essentially interested in �nding out the phase noise vector and do an inverse operation
on the signals Yp to obtain phase noise free signals, Y. Such an operation would look like
:

Ŷ = Yp · e–jϕ̂[nTo] (4.55)

with ϕ̂[nTo] being the estimated phase noise. The following section will go over the
procedure to estimate phase noise.

4.7.1 Phase Locked Loop for Phase Noise Estimation

A conventional 2nd order PLL is utilized to estimate the phase noise ϕ̂[nTo] [73]. The work-
ing of the PLL is shown in Figure 4.16. The PLL operates in a proportional-integral mode
with a numerically controlled oscillator (NCO). Kp and Ki are the respective proportion-
ality constants for the proportional and integral paths. The PLL estimates the phase noise
and also removes any residual CFO. The parameters of the PLL can then be derived as :

Kp = 2ζωn (4.56)

Ki = ω2
n (4.57)

ωn = 2Bn
(ζ + 0.25

ζ )
(4.58)

where ζ is the damping factor, ωn is the natural frequency of the loop �lter and Bn is the
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noise bandwidth of the PLL. φ̂[n] is read at the output of the NCO.
What is important here is to check the input signals required for the PLL. The PLL block

works on a dual-polarization signal. It expects two 4-D signals, X and Yp , an initial
estimate of the transmitter I/Q skew values and an estimate of the channel matrix, Ĉ. The
following gives a step-wise procedure to estimate the phase noise and obtain signals, Y
from Yp.

The procedure for calculating the DPC coe�cients with the aid of a PNC proceeds in
the following manner. Note that each of these steps work on a frame-by-frame basis. A
frame means that a block of N samples of Yp and X are obtained and each of the given
operations are performed on this frame.

• Step 1 In the �rst step, the PNC is disabled and the standard procedure of DPC as
explained in Section 4.5.1 and Section 4.2.1 is employed. This step yields an initial
estimate of transmitter I/Q skew vector, τ̂ and channel matrix, Ĉ.

• Step 2

Input signals, X are processed with the estimated skew vector τ̂ and then trans-
formed with the channel matrix Ĉ to signals sX [n] and sY [n]. At the same time,
signals Yp are obtained and transformed to signals rX [n] and rY [n] by the simple
operation (for sake of brevity the operations are shown only for the samples sX [n]
and sY [n]) :

sX [n] = x̂1[n] + jx̂2[n] (4.59)
sY [n] = x̂3[n] + jx̂4[n] (4.60)
rX [n] = yp,1[n] + jyp,1[n] (4.61)
rY [n] = yp,3[n] + jyp,4[n] (4.62)

(4.63)

The resulting signal, r di�ers from s only due to the additive noise, w and phase
noise, ϕ(t) (refer Figure 4.11). The phase di�erence between the two signals is mea-
sured and is used as the input to the PLL. This phase di�erence is fundamentally the
phase noise contained in the signal. The PLL follows this phase noise and gives an
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estimate of this phase noise given by ϕ̂[n].

r = s · ejϕ̂[nTo] + w (4.64)

• Step 3

After estimating ϕ̂[n], signal Ŷ is then calculated using the conjugate of estimated
phase noise by using Equation (4.55).

The signals, Ŷ after the removal of phase noise can then be used further in the digital-
demultiplexing block. Since the input to the block is free from the phase noise it is expected
that the end estimation of the DPC coe�cients and the transmitter I/Q skew will be more
exact. The results related to this section are discussed further in Section 5.5
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Figure 4.16: Estimation of phase noise with a PLL
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4.8 Summary

In this chapter, the main principles of DPC are formally introduced.
The memory polynomial, the ILA and feedback from receiver are the three main princi-

ples of the proposed DPC. A detailed analysis of the chosen memory polynomial model is
presented where the memory polynomial model is shown as a trade o� between a Volterra
series and Taylor series. ILA which forms the core of the DPC is described.

The problem for the identi�cation of DPC coe�cients is analyzed in Section 4.2.1 and a
least squares solution for the same is discussed.

Four con�gurations of feedback from receiver are illustrated. For each of the con�gura-
tions, an analogous system model and the required receiver DSP blocks are provided.

The simplest dual polarization electrical back-to-back setup with the corresponding sys-
tem model is �rst presented. This is followed by the classical optical back-to-back system.
A precise system model discussing �ltering, polarization rotation and transmitter and re-
ceiver I/Q skew is provided. A detailed breakdown of the required receiver DSP blocks
consisting of receiver I/Q skew compensation, frame detection, CFO compensation, clock
recovery and upsampling is reviewed.

The solution for the de-multiplexing of the polarization multiplexed signal before DPC
is derived. This block forms an indispensable part of the transmitter DSP and could be
included within the DPC block.

DPC over the optical �ber with feedback from receiver is analyzed. Finally a PNC based
on a 2nd order PLL is introduced to enable an even �ner estimation of transmitter I/Q skew.

In the next chapter experimental results for the various con�gurations are demonstrated
and discussed. The following chapter serves as an experimental proof-of-concept of the
main ideas developed in this chapter.
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In chapter 4, the memory polynomial model and ILA were explained as basic building
blocks of digital pre-compensation (DPC) block. We analyzed various electrical and optical
back-to-back con�gurations and formed the mechanism to obtain the DPC coe�cients in
the respective scenarios.

In this chapter, experimental proof of the proposed DPC scheme implemented on various
system con�gurations will be presented and discussed. As a starting point, experiments
are conducted with the most basic electrical back-to-back scheme and the complexity of
the setups is then increased gradually. Such an approach enables a systematic way to
analyze the limitations of the components one by one and permits a methodical approach
to compensate for the same. A recap of the central memory polynomial model equation
used to model the inverse of the transmitter components equation is provided here :

z[n] =
P∑
p=1

M∑
m=0

hm,pyp[n – m] (5.1)

where P is the order, and M is the memory depth accounted for in the system and hm, p
are the respective coe�cients. The above model can be adopted according to the sys-
tem under consideration. Henceforth, Equation (5.1) will always be used for modeling the
transmitter. For each of the investigated systems, a corresponding memory polynomial
model (Eq. 5.1) is chosen and the DPC architecture is implemented. For the special case of
a linear system Equation (5.1) becomes,
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z[n] =
M∑
m=0

hmy[n – m] (5.2)

whereas for the modeling of the non-linearities, Equation (5.1) retains its form. The
following experimental setups were investigated for the implementation of the DPC algo-
rithm:

1. Electrical back-to-back with DP-mQAM signals at 37.41 GBaud

2. Optical back-to-back with DP-mQAM signals across baud rates from 32 GBaud up
to 57 GBaud

3. Optical back-to-back in a highly non-linear transmitter

4. Optical feedback from a far-end receiver with 200 Gbit/s and 400 Gbit/s signal trans-
mission

5. Accurate estimation of transmitter I/Q skew with a phase noise canceler with single
carrier 400 Gbit/s and 600 Gbit/s signals

We will now take up each of these experimental setups individually and explain the
results obtained.

5.1 Electrical Back-to-Back

The results of this section are based on the article [15]. Owing to its simplistic nature the
electrical back-to-back setup is the �rst setup which was investigated in the thesis. In such
a setup the DAC is directly connected to the oscilloscope as seen in Figure 5.2. Since we
focus here on linear e�ects, namely the 3-dB bandwidth limitation of the DAC and the
transmitter I/Q skew, the memory polynomial model of Equation (5.1) reduces to a simple
FIR �lter written as :

zi[n] =
M∑
m=0

hm,pyi[n – m] (5.3)

where zi and yi are the respective input and output signals of the system for each ith (i =
1,2,3,4) tributary. Figure 4.3 depicts the implementation of ILA in an electrical back-to-back
environment. In this case, 11 linear taps were used to model the system.

80



5.1 Electrical Back-to-Back

TX#DSP##
DP'mQAM

4'Channel#DAC#
16GHz,#88Gs/s##
ENOB#~#6

4'Channel#
Oscilloscope##
20Ghz,#50Gs/s

RX#DSP

Figure 5.1: Experimental electrical back-to-back setup
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Figure 5.2: ILA in electrical back-to-back setup

5.1.1 Experimental setup

The performance of the DPC algorithm was veri�ed in a dual polarization environment
in an electrical back-to-back scenario. The standard setup consists of 4 channels, each
corresponding to the I and Q channels of the two polarizations. The experimental setup
consists of a transmitter which is realized by a 4-channel high-sampling rate DAC with
internal memory to store the transmit waveform. The DAC is operating at 88 Gs/s, has
a 3-dB bandwidth of 16 GHz and a ENOB of 6 [48]. A transmission signal baud rate of
37.41 GBaud is chosen. Such a baud rate facilitates the working of the DAC in its 3-dB
bandwidth limited region, since the measured bandwidths of the DACs was barely 12-
13 GHz (see Figure 3.9). At the receiver, a 4-channel digital storage oscilloscope with 3-dB
bandwidth of 20 GHz with sampling rate 50 Gs/s is used to capture a shot of 500,000 samples
for each of the four tributaries.

In each iteration suitable RRC Nyquist pulses with roll-o� 0.2 at 37.41 GBaud for DP-
16QAM, DP-32QAM, DP-64QAM, DP-128QAM and DP-256QAM are uploaded to the DAC.
The RRC pulses aren’t a necessary requirement and any PRBS can be used to run the pro-
cedure. The transmitted as well as the captured signals are used to adapt the DPC model
according to the steps outlined in Section 4.4. Once the DPC coe�cients have been esti-
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mated, the coe�cients are copied to the DPC block and DPC is switched from the training
to the working mode.

Experimental results are obtained for all the above modulation formats with the respec-
tive signals with and without DPC.

5.1.2 Experimental Results

For sake of brevity, the gains obtained from DPC are plotted here only for DP-64QAM
37.41GBaud signals. The trend however of the results remains consistent across all the
other modulation formats. The gain obtained from DPC is assessed by looking at the fol-
lowing �gure of merits before and after DPC:

• Compensation of 3-dB bandwidth limitation

• Mitigation of transmitter I/Q skew

• Reduction in electrical back-to-back BER

Bandwidth compensation

The PSD of the input signal, i.e., the desired signal to be transmitted and the two received
signals namely the output signal without any DPC and output signal with DPC are plotted
in Figure 5.3. The input signal follows the spectrum of a DP-64QAM 37.41 GBaud signal
with Nyquist pulse shaping. It is seen in the PSD of the signal without any DPC that the
higher frequency components su�er from the low bandwidth e�ect of the DAC and the
oscilloscope (although in this setup the major limitation comes from the DAC). In contrast
however, almost a �at spectrum is obtained when input signals with DPC are sent in to the
transmitter and the corresponding output signals are captured and analysed.

Transmi�er I/Q skew

The group delay of the 4 channels of a DP-mQAM signal, i.e. XI, XQ, YI and YQ with and
without DPC are plotted in Figure 5.5a and Figure 5.5b respectively. The calculation of the
group delay is carried out according to Section 4.4.2.

A transmitter I/Q skew of almost 4 ps is observed in the X polarization and about 1 ps
is noticed for Y polarization. Moreover, a frequency dependence of the skew is seen.
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Figure 5.3: PSD of DP-64QAM signals at 37.41 GBaud with and without DPC
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Figure 5.4: Electrical back-to-back BER for DP-mQAM 37.41 GBaud signals

After uploading signals with DPC, and measuring the group delay, the transmitter skew
is reduced to a maximum of 0.2 ps and the frequency dependent nature of the skew has
also been mitigated.

Bit Error Rate

To asses the joint contribution from compensating the limited bandwidth of the DAC and
the correction of the skew, a plot of BER in back-to-back constellation is plotted in Fig-
ure 5.4. Analogous to the BER vs OSNR, this measurement is simply used as an indicator
of the improvement in the overall system performance. From the plot, it can be concluded
that the DPC brings an improvement of several orders of magnitude for DP-16QAM and
a substantial improvement for the other higher order modulation formats. The lower im-
provement for higher order modulation formats can be explained by the higher quantiza-
tion noise present due to the limited resolution of both the DAC and oscilloscope.
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Figure 5.5: Transmitter I/Q skew compensation
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5.1.3 Summary

This experiment laid the initial foundations of the DPC scheme. DPC is used in the electri-
cal back-to-back scenario to establish a proof of concept of the proposed algorithm across
various modulation formats. The algorithm is capable of joint mitigation of transmitter
frequency response and I/Q skew without need of any pre-knowledge of any of the electri-
cal transmitter components. The results show signi�cant improvement obtained by using
the DPC scheme. Following this, the DPC scheme is enhanced to the optical back-to-back
scenario which is more challenging and complicated than it’s electrical counterpart.
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5.2 Optical Back-to-Back : Weakly non-linear system

We will now take up the results of the utilization of the DPC block in an experimental
optical back-to-back scenario. In comparison to the electrical setup, implementation of
the scheme in this setup holds more practical relevance for optical system design and
deployment. The results in this section are based on the publication [29]. The previ-
ous DPC algorithm in electrical back-to-back was extended to compensate the additional
non-linear distortions and imperfections introduced by electrical driver ampli�er (DA) and
dual-polarization MZM. Let us start by looking at the experimental setup.

5.2.1 Experimental setup

Figure 5.6 shows the experimental setup as well as the signal �ow for the DPC in the
working mode. It consists of essentially two blocks : an optical transceiver and a DPC
block.
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Figure 5.6: DPC with optical back-to-back setup

The optical transmitter consists of the same DAC with a 3-dB bandwidth of 16 GHz,
sampling rate of 88Gs/s and ENOB of 6. Analog signals from the DAC are then ampli�ed
using an electrical DA. The operating point of the DA is kept in a fairly linear regime.
The ampli�ed output of the DA then modulates the incoming carrier wave of the LASER
with the DP-MZM. The output of the transmitter is fed into a coherent receiver with a
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short SSMF to make the back-to-back transmission possible. The optical front-end converts
the incoming optical signals to the electrical domain. A high sampling rate ADC with
sampling rate 80 Gs/s and 3-dB bandwidth of 18 GHz converts the analog signals to the
digital domain. The ADC captures 5× 105 samples for each of the four tributaries.

At the beginning of the training mode the DPC block is an identity block. DP-mQAM
symbols are uploaded to the transmitter and sent over the setup. Once the digital samples
are captured with the ADC, they are forwarded to the required receiver DSP blocks as
already explained in Section 4.5.1, which includes: receiver I/Q skew compensation, frame
detection, CFO compensation and clock recovery.

The upsampled samples at 88 Gs/s, ŷi[n] are forwarded to the digital de-multiplexing
block, where de-rotation of the incoming mixed tributaries takes place as discussed in
Section 4.5.1. The de-multiplexed signals are then used for calculating the appropriate DPC
coe�cients, using the same procedure covered in Section 4.2.1. Once the corresponding
inverse of the transmitter has been trained, the DPC coe�cients are loaded onto the DPC
block and is switched to the working mode. Now the transmitter is loaded with the new
signals with DPC.

At the receiver, the incoming signals are �rst coherently demodulated with the optical
front-end. The ADC captures shots of each incoming tributary and converts them into dig-
ital domain. Digital samples are then suitably processed in the receiver, where estimation
and correction of CFO is performed. After data-aided 2× 2 equalization and clock recovery,
carrier phase estimation uses distributed pilot symbols to enable di�erential transmission.
Finally, de-mapping is performed and BER is estimated by error counting.

5.2.2 Experimental results and discussions

To assess the a�ects of the DPC algorithm on the system performance, adaptive DPC was
tested for DP-4QAM, DP-8QAM, DP-16QAM, DP-32QAM and DP-64QAM Nyquist signals
with roll-o� 0.2 at di�erent baud rates (>32 GBaud). It is assumed that the receiver has
been properly calibrated and the required steps before DPC as mentioned in Section 4.5.1
have been applied. It is also assumed that the receiver bandwidth is larger than the DAC
which is a reasonable assumption for state-of-the-art DACs and their counterpart ADCs.
The system is run in the weakly non-linear regime of the DA and DP-MZM and hence the
following memory polynomial model for each ith tributary is considered :

88



5.2 Optical Back-to-Back : Weakly non-linear system

−40 −20 0 20 40
Frequency [GHz]

−50

−40

−30

−20

−10

0

Po
w

er
Sp

ec
tr

al
D

en
si

ty
[d

B/
H

z]

Input signal
Output signal without DPC
Output signal with DPC

Figure 5.7: PSD of DP-64QAM signals at 40 GBaud with and without DPC

zi[n] =
7∑

m=–7
hi,m,pyi[n – m] + hi,0,3x3

i [n] + hi,0,5x5
i [n] (5.4)

where 15 linear taps and the main tap for non-linearity order of 3 and 5 are considered.
The evaluation of the gains from DPC are presented in the following way:

• Compensation of transmitter 3-dB bandwidth

• Correction of transmitter I/Q skew

• Overall gain in ROSNR at a BER of 10–2

Compensation of optical transmi�er 3-dB bandwidth

Similar to the previous case, the PSDs of the input signal which is a DP-64QAM 40 GBaud
signal, output signals with and without DPC are plotted. It is seen in Figure 5.7 that the

89



5 Experimental Validation

signals with DPC do not get a�ected by the 3-dB bandwidth limitation of the DAC, DA
and DP-MZM and the spectrum is almost �at in the region of interest. In contrast to the
electrical case, the noise �oor is higher in the optical back-to-back measurements. This can
be attributed to the additional noise from the DA, LASER and the EDFA in the transmitter.

Correction of transmi�er I/Q skew

The measured group delay from the coe�cients for the case without and with DPC is
plotted in Figure 5.8a and Figure 5.8b. A skew of -0.4 ps and 2.5 ps is measured for the X
and Y polarizations. The skew values for the optical case are obviously di�erent than the
electrical scenario because of the use of a di�erent set of wires in the setup. The e�ect of
transmitter I/Q skew is mitigated when samples with DPC are uploaded. This is seen in
Figure 5.8a. What’s more impressive to notice is the mitigation of the transmitter I/Q skew
over the entire signal bandwidth which is not achieved with the samples without DPC.

Overall gain in ROSNR

In order to assess the overall gain obtained from DPC on DAC, DA and DP-MZM low pass
�ltering, I/Q skew and non-linear distortions, the ROSNR (0.1 nm) was measured in a back-
to-back con�guration at a BER level of 10–2. The bene�t obtained by using the algorithm
is clearly seen in Figure 5.9. The �gure shows the ROSNR plotted as a function of baud
rate from 30 GBaud to 56 GBaud. Generating such high baud rates with low bandwidth
components is a challenge in itself and the proposed algorithm clearly brings a gain.

A general consistent trend of increasing ROSNR gain with DPC is seen across all mod-
ulation formats. The gain increases with baud rate which is intuitive since high baud rate
signals su�er more from low performance due to low bandwidth components. For DP-
4QAM with DPC baud rates up to 56 GBaud could be realized with 16 GHz 3-dB bandwidth
components. In comparison, DP-4QAM without DPC requires a su�ciently higher ROSNR
even for a 51 GBaud signal.

Another observation is that at any symbol rate, higher order modulation formats exhibit
a higher gain and bene�t from DPC than their lower order counterparts. This is due to the
higher sensitivity to non-linear e�ects for the higher modulation formats even for the same
baud rate and same system conditions. For e.g., for a 40 GBaud signal, an improvement in
ROSNR of 0.8 dB for DP-4QAM, 1.1 dB for DP-16QAM, 2.3 dB for DP-32QAM is achieved.
For DP-64QAM, transmission of 40 GBaud signal is not even possible without DPC. The
highest achievable baud rate increases considerably for all considered modulation formats
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Figure 5.9: ROSNR with DPC in optical back-to-back for various DP-mQAM formats

for the considered transmitter and receiver components.

DPC Performance on the Number of Linear Taps

We will evaluate the performance of DPC with increasing number of linear taps. The anal-
ysis was carried out for a DP-16QAM at 34 GBaud signal. The Figure 5.10 shows how
the error between the sent signal and the output signal obtained after DPC evolves with
increasing number of taps. The experimental results con�rm the assumption that as the
number of taps will be increased, so will the resemblance of the output signal to the input
signal. We observe that with only 1 tap, i.e. the case when no DPC is actually utilized, the
error is the highest. A signi�cant drop is observed when the number of taps are increased
from 9 to 11 due to a further compensation of the bandwidth e�ect due to deeper mem-
ory depth. In the experiment, we employed a linear �lter with 15 taps since baud-rates
considerably higher than 34 GBaud are considered.
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Figure 5.10: Mean square error with increasing number of linear taps

The result is however not exhaustive, since such an optimization of the number of taps
is required to be done for each baud-rate separately. Nonetheless, 15 taps makes a good
trade-o� between performance and complexity induced due to the high number of DPC
taps in hardware.

The PSD of the individual signals obtained after the corresponding DPC �lters with
variable number of linear taps is shown in Figure 5.11. The spectrum of signals generated
with 1 and 3 number of linear taps clearly overlap the spectrum of the output signal without
DPC. It is seen that the spectrum of the output signal becomes closer to the spectrum of the
input samples with increasing number of taps, until a point when they all start to overlap
each other, thereby con�rm the trend of Figure 5.10.

A Note on Accuracy

Let us discuss here the accuracy of the DPC algorithm. It is di�cult to quantify the quality
of the DPC coe�cients given by the ILA block of the DPC. One way which is adopted is to
quantify the accuracy by collecting the estimated transmitter I/Q skew values over several
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Figure 5.11: Power Spectral Density with increasing number of linear taps

measurements and then appraising the DPC coe�cients based on I/Q skew estimation
accuracy.

As studied, the DPC algorithm works by processing a set of N samples of the input and
the output. This set of N samples is known as a frame. When we run the algorithm on
hardware components, it is critical to understand how many of such frames are needed.
Plus what is important is also to take into consideration the length of each of these frames.
Figure 5.12 shows a relationship between the standard deviation and the number of frames
utilized to estimate the transmitter I/Q skew. We evaluated this graph for 50 back-to-
back measurements of I/Q skew estimation for a frame length of 50000 samples and 80000
samples for DP-16QAM and DP-64QAM samples respectively. The results are shown in
Figure 5.12.

Each point on the graph corresponds to the standard deviation obtained over 50 mea-
surements. The x axis denotes the number of frames utilized by the DPC algorithm to
estimate a skew value. 1 signi�es that the a single frame from the receiver was employed
and 10 means that 10 such frames from the receiver were captured and then the estimation
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5.2 Optical Back-to-Back : Weakly non-linear system

was made. Obviously, the more the number of frames, the better is the estimation, which is
seen from the decreasing standard deviation value. In the experiments, always a minium
of 10 frames were used to estimate the DPC coe�cients and hence the I/Q skew value.
The initial higher standard deviation value for DP-64QAM could be due to the existence
of imperfect carrier or clock synchronization. Nonetheless, for both the cases the standard
deviation decreases to an acceptable value of < 0.1 ps. We will see later in Section 4.7, how
this estimate could be made even better. In [38], the authors made a similar analysis but
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Figure 5.12: Standard deviation over several number of frames used for estimation

with frame with 16000 samples. Similar results were obtained there.

5.2.3 Summary

The proposed DPC algorithm was implemented in a linear optical back-to-back scenario
and its performance was experimentally assessed over various higher order modulation
formats, DP-4QAM, DP-8QAM, DP-16QAM, DP-32QAM and DP-64QAM. Mitigation of 3-
dB bandwidth limitation and transmitter I/Q skew is shown. The attractive advantage to
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this algorithm is it’s capability to characterize the impairments without any individual
measurements of the transmitter components.
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5.3 Optical Back-to-Back : Highly non-linear system

One of the motivations to enable higher transmit output power is to assess the possibility
of removing the additional EDFA at the transmitter. Additional EDFAs at the transmitter
incur further costs and complexity to the design. The removal of the EDFA will however
lead to lower transmit signal power, which is undesirable. There are then two possibili-
ties to increase the transmit output power namely, increasing the digital signal power or
increasing the analog gain of the electrical driver ampli�er (DA). The digital signal power
can only be increased up to a point when the penalty from the clipping of the DAC starts to
surface. The transmit power can be further raised by increasing the analog gain of the elec-
trical DA. Nonetheless this comes at the cost of higher non-linear e�ects in the transmitter.
These non-linearities may lead to severe degradation in the system performance.

To overcome these distortions the DPC algorithm is adopted in a way to accommodate a
non-linear digital pre-distortion part in the memory polynomial model. In this section, we
discuss the application of the DPC scheme in highly non-linear transmitter components.
The results documented in this section are based on the publication [22].

5.3.1 Experimental Setup

Since the same experimental setup is used, the reader is referred to Section 5.2.1.

5.3.2 Memory polynomial model

To model the additional non-linear e�ects, Equation (5.1) model is adopted. The model
takes the following form for the identi�cation of the DPC coe�cients for each ith tributary:

zi[n] =
15∑

m=–15
hi,myi[n – m] +

(L–1)/2∑
l=–(L–1)/2

(hi,l,3x3
i [n – l] + hi,l,5x

5
i [n – l]) (5.5)

The above model could be visualized as one part consisting of the linear model responsi-
ble for compensation of linear impairments and the last two terms included for additional
mitigation of non-linear e�ects. In the non-linear part, non-linear order of 3 and 5 is con-
sidered with varying memory taps. Hence, 31 linear taps were imposed on the DPC block
to compensate for the frequency response transmitter I/Q skew. For the non-linear term,
with P = 3 and P = 5 with L = 1, signifying memoryless non-linearity and L = 3 and 5
memory taps are treated.
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5.3.3 Experimental results and discussion

In order to examine the e�ectiveness of the additional non-linear DPD coe�cients in the
DPC block, a DP-64QAM system with various baud rates and various transmitter output
powers was evaluated. Higher modulation formats such as DP-64QAM su�er the most
from the non-linear distortions and therefore, are a suitable candidate to assess the per-
formance of DPD. Moreover, DP-64QAM is seen as a suitable candidate to enable future
400 Gbit/s and 600 Gbit/s optical transponders.

In order to generate higher non-linearities at the transmitter the driver gain of the elec-
trical DA was increased. This also provides an increase in total transmit optical output
power.

DP-64QAM signals at 40 GBaud were generated at the transmitter and using the model
in Equation (5.5) suitable DPD coe�cients were generated. Digitally pre-compensated DP-
64QAM samples were again uploaded into the transmitter. Performance of signals with and
without DPC was then evaluated.

Gain attained from the non-linear DPC is assessed by comparing the ROSNR with and
without DPC over various baud rates and transmitter output powers. The ROSNR is evaulated
at a BER threshold of 4.2 · 10–2

E�ect of DPC on increasing TX output power

Figure 5.13 shows the ROSNR as a function of increasing MZM output power. The blue
curve shows the ROSNR for a DP-64QAM 40 GBaud signal without DPC, but with manual
skew compensation. It is clearly seen that the ROSNR increases as the output power in-
creases. This is explained by the presence of higher non-linearities of the DA and DP-MZM
as the driver gain is increased.

The green curve shows the performance curve when only linear DPC is realized. This
involves using only the linear part of Equation (5.5) and, thus carrying out only compensa-
tion of 3-dB bandwidth and transmitter I/Q skew. In terms of performance improvement,
the linear DPC provides the largest amount of gain of up to 3 dB at a transmit output power
of -2 dBm. The next curve shows the calculation of DPC coe�cients with the linear part
and non-linear part but without any memory. In this case only the center tap is used for
calculating the coe�cients. This step leads to a further gain of around 0.8 dB in higher
output power region. It is also observed that there is almost no gain from non-linear order
taps at lower input power. After all, there are almost no non-linearities from the DA and
DP-MZM at lower transmitter output power.
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Figure 5.13: ROSNR vs MZM output power and gain with various DPC schemes for DP-
64QAM 40 GBaud

DPC was also implemented for the case with L = 3 and 5 where memory was included
in the higher order taps where an additional gain of 0.4 dB is obtained at a high transmit
output power of -2 dBm. Results of memory taps L = 3 and L = 5 are shown to bring only
minimal improvements in the performance. The trend of the graph conveys that the gain
from non-linear DPC seems to saturate and adding additional non-linear order or memory
taps would not lead to any drastic enhancement in it.

Non-linear energy factor

To quantify the contribution of the non-linear taps in the model the non-linear energy
factor, as a �gure of merit is de�ned as :
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Non-linear energy factor =

4∑
i=1

(L–1)/2∑
l=–(L–1)/2

h2
i,l,3 + h2

i,l,5

i=4∑
i=1

(M–1)/2∑
m=–(M–1)/2

h2
i,m,1

(5.6)

The non-linear energy factor is the ratio of the energy of the non-linear coe�cients to
the energy of linear coe�cients.
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Figure 5.14: Non-linear energy factor vs MZM output power for DP-64QAM 40 GBaud

The normalized non-linear energy factor is plotted for L = 3 and L = 5 in Figure 5.14. It
is seen in Figure 5.14 that the value of this factor increases with increasing transmit output
power. Physically, this factor is a gauge for the degree of the non-linearities present in
the transmitter. It is easy to perceive that for higher output powers this factor increases,
implying the higher non-linearites which were mitigated with DPD. Another meaningful
observation is that 3rd order non-linearities dominate the transmitter system and a minor
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contribution is seen for order 5. This can be understood because both the DA and DP-
MZM non-linear curve follows a cosine nature which can be mathematically modelled
with a Taylor series polynomial having only odd order non-linearity. This again con�rms
the insight that a higher number of non-linear order taps will not bring any signi�cant
improvements. We haven’t considered the impact of the even order taps. This is based on
the assumption that the non-linearities arising from the electrical DA and DP-MZM follow
a sine curve which doesn’t need the contribution of the even-order terms to be modelled.
This, however, could be taken up in the future to be evaluated in experiments.

Dependence on baud rate
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Figure 5.15: Dependence of ROSNR on baud rate for DP-64QAM signals

The dependence of ROSNR on baud rate for DP-64QAM signal is plotted in �g. 5.15.
The DA gain was kept the same for all cases. Due to the di�erence in the baud rate of
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the signals, there was a slight variation in the output transmit power, which varied within
0.3 dB from 32 GBaud up to 42 GBaud.

For each baud-rate, a linear DPC scheme and then a memoryless non-linear model was
applied. The new samples with various DPC coe�cients were uploaded and the corre-
sponding ROSNR was measured. The blue curve shows the performance without any DPC.
We observe a recognizable trend of increasing ROSNR with baud rate. In the �rst step,
the green curve shows the performance with only linear DPC where the gain obtained in
ROSNR gradually increases with increasing baud rate. The gain from implementation of
the non-linear DPD, shown in red remains however uniform over the di�erent baud rates.

5.3.4 Summary

We considered here the application of DPC in a highly non-linear optical transmitter. In
order to achieve higher powers at the transmitter output, one option is to increase the
analog gain of the electrical DA. This functional mode of the transmitter, however causes
the non-linear e�ects to emerge. These non-linear e�ects damage the transmission signal
quality and require a mitigation scheme. In this context, the DPC scheme is implemented
by extending it to the non-linear model. The success of the scheme is demonstrated in ex-
periments over distinct baud rates for a DP-64QAM signal. Contribution of the non-linear
order is also reviewed where it is observed that increasing the non-linear order beyond 3
will lead to minor improvements in performance. This is further backed by the assessment
of the contribution with the non-linear energy factor. Finally, the dependence of gain from
non-linear DPC is evaluated over various baud rates, where the gain is seen to remain con-
stant over the baud rates considered with an e�ective gain of more than 4 dB (between
blue and red curve) at a baud rate of 40 GBaud.
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5.4 Optical feedback from far-end receiver

In previous sections DPC was discussed in the scope of several back-to-back scenarios. The
coe�cient estimation was performed after receiving the feedback signals from a receiver
located right next to the transmitter which necessitates the use of a secondary receiver
with the transmitter. The identi�cation of the DPC coe�cients can then occur either at
the time of manufacturing at the vendor side or at the time of deployment with the opera-
tors. A more re�ned solution could be to facilitate the identi�cation of the DPC coe�cients
after collecting the feedback signals sent from a far-end receiver. Such a receiver can be
located several kms away. One advantage of the scheme is that it saves the installation of
the secondary receiver, thereby saving costs and cutting down the complexity. Plus, it also
bene�ts the vendors by enabling a smoother porting of the DSP parameters required for
the DPC. Such an architecture is also capable of continuous monitoring and compensation
of transmitter imperfections. The results in this section are based on the publication [34].
Experimental setup and results are presented for various link con�gurations and the ap-
plication of DPC for a state-of-the-art DP-16 QAM net 200 Gbit/s system as well as for a
future optical DP-64 QAM 400Gbit/s (45.25 GBaud) systems.

5.4.1 Memory polynomial model

In order to avoid any non-linear e�ects arising from the �ber transmission we run the
experiment in a purely linear environment. The modelling of the linear impairments of
the transmitter is then performed by the following linear FIR model:

zi[n] =
15∑

m=–15
hi,myi[n – m] (5.7)

5.4.2 Experimental setup

A �eld deployment scenario was emulated in the lab by building the setup shown in Fig-
ure 5.16. The transmitter and the receiver consist of the same components as mentioned
in Section 5.2.1.

In addition to the transmitter and receiver, the setup consists of an optical �ber link
with SSMF. The optical link consists of a con�gurable number of SSMF spans of 95 km
with attenuation of 0.2 dB/km and CD of 16.9 ps/nm/km. The optical signal is ampli�ed
with EDFAs with a noise �gure of approximately 6 dB. At the receiver, the signal is suitably
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Figure 5.16: Experimental setup for DPC with feedback over �ber link

processed in the receiver DSP according to the steps mentioned in Section 4.6. The pro-
cessed samples are then forwarded to the transmitter over a feedback channel. Note that
the feedback channel is not required to be a high data-rate link. Once at the transmitter,
the 4 tributaries are digitally de-multiplexed and appropriate DPC is performed to identify
the coe�cients.

In addition to the link, an additional block of noise loading is included in order to carry
our several back-to-back BER vs OSNR measurements. The noise loading setup consists of
a noise source consisting of EDFAs, an optical �lter and a optical spectrum analyzer (OSA).
The BER vs OSNR measurements are executed in the absence of the link for each scheme.

Suitable nyquist pulses with RRC �ltering with roll o� 0.2 are generated for DP-16QAM
34 GBaud and DP-64QAM 45.25 GBaud and uploaded to the DAC and the corresponding
DPC coe�cients are calculated.

5.4.3 Assessment methodology

The proposed DPC architecture over an optical �ber link is validated for DP-16QAM 200 Gbit/s
and DP-64QAM 400 Gbit/s systems. For this purpose, DPC coe�cients are �rst calculated
in a back-to-back con�guration and then over several link con�gurations in single and
wavlength division multiplexed (WDM) setting. The capability of the DPC is evaluated for
all the scenarios by comparing :

• the BER in back-to-back con�guration measured as a function of OSNR
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• the accuracy of transmitter I/Q skew estimation measured in terms of its standard
deviation

Both the above criteria are very sensitive to the accuracy of the estimation of DPC co-
e�cients and have a direct impact on system performance.

Following notation is adopted to indicate the di�erent scenarios investigated in back-
to-back and over the link for m-QAM transmission :

• DPC-mQAM-B2B : DPC coe�cients are calculated in back-to-back con�guration

• DPC-mQAM-x km : DPC coe�cients are calculated over x km of �ber in a single
channel setup

• DPC-mQAM-x km WDM : DPC coe�cients are calculated over x km of �ber in a
WDM setup with 10 100Gbit/s channels on either side of the m-QAM test channel.

5.4.4 Experimental results

The back-to-back BER vs OSNR for the investigated scenarios are plotted in Figure 5.17.
The solid curves show the theoretical curves for DP-16QAM at 34 GBaud (200 Gbit/s) and
DP-64QAM at 45.25 GBaud (400 Gbit/s). For each curve, a set of DPC coe�cients are
obtained using the steps explained in Section 4.6 and then uploaded to the transmitter.

Respective BER vs OSNR curves are then measured using a suitable noise loading setup
at the receiver.

From Fig. 5.13, it is clearly seen that both the modulation formats su�er from the the
high penalty from bandwidth limitation and transmitter I/Q skew in the absence of DPC.
Section 5.4.4 reports the ROSNR for various cases for a DP-16QAM 200Gbit/s signal. There
is a gain of 0.4 dB when both the transmitter and receiver I/Q skew are compensated at the
zero baseband frequency. Such a value could be obtained either by a brute force search or
by using the value obtained from the DPC coe�cients.

Another 0.4 dB gain is achieved when DP-16QAM 200Gbit/s samples with DPC are up-
loaded. This decrease in ROSNR is attributed to the ability of DPC to further compensate
for the 3-dB bandwidth limitation and the mitigation of the frequency dependent trans-
mitter I/Q skew.

It is also noted that the back-to-back performance for the two cases of calculation of
DPC coe�cients, i.e. back-to-back and over 1520 km of SSMF remains the same.
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Figure 5.17: BER vs OSNR for DP-16QAM 200Gbit/s and DP-64QAM 400Gbit/s for DPC
calculated over back-to-back and several link lengths

Scenario ROSNR at 2× 10-2
Without DPC 20.0

With RX skew correction 19.6
With TX and RX skew correction 19.4

With DPC 19.0

Table 5.1: DP-16QAM ROSNR comparison

For DP-64QAM, four di�erent scenarios of �ber length are examined. The coe�cients
in this case are calculated in a simple back-to-back setup and over 95 km, 190 km and
285 km of SSMF. These lengths are quite typical for present and next generation metro en-
vironments. For all the link scenarios, the performance of BER vs OSNR remains the same,
denoting the practical feasibility of calculating DPC coe�cients also over �ber lengths.
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Figure 5.18: Histogram of estimated transmitter I/Q skew value for DP-64QAM 400Gbit/s
over various �ber links

Another important indicator to quantify the performance of the DPC algorithm is the
accuracy of estimation of the transmitter I/Q skew values. For this purpose, 50 runs of
DPC algorithm are conducted for the presented scenarios. For each run, the corresponding
transmitter I/Q skew value is calculated from the estimated DPC coe�cients as mentioned
in Section 4.4.2.

Figure 5.18 and Figure 5.19 show the normalized histogram and the related density plots
of the estimated transmitter I/Q skew values for one polarization, with a bin size of 0.01 ps
to enable accurate reading of the skew value. In addition, the dashed line shows the mea-
sured transmitter I/Q skew value with a brute force scheme, in which the optimum trans-
mitter I/Q skew is found by sweeping the I/Q skew and minimizing the BER. For the un-
dertaken polarization, the brute force estimated I/Q skew value is ∼ 1.4 ps. It is essential
to know that the brute force measurement scheme is itself a�ected by measurement errors
and the calculated value may not be exact.

In both the histograms, the di�erent curves over various link con�gurations overlap and
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Figure 5.19: Histogram of estimated transmitter I/Q skew value for DP-16QAM 200Gbit/s
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the mean value of the estimated I/Q skew lies between 1.4 ps and 1.55 ps. It is also observed
that the estimated skew value actually is very close to the value estimated from the brute
force search and is within the margin of their respective measurement error.

For the case with DP-16QAM, there is one occurrence of the estimated transmitter I/Q
skew value of 1.7 ps for the case when DPC is performed after 1520 km and WDM loading,
which is 0.3 ps away from the actual I/Q skew value. Such an error in estimation is tolerable
since DP-16QAM at 32 GBaud almost has no OSNR penalty at BER of 1×10-3 for a residual
skew of 0.3 ps. With DP-64QAM at 45.25 GBaud, this tolerance to residual skew is even
less. Nonetheless, the worst case is when the estimated transmitter I/Q skew lies at 1.6 ps
which leads to an OSNR penalty < 0.5dB. This estimation can be further improved by using
an additional processing block before DPC which will be discussed in the following section.

For both cases with DP-64QAM and DP-16QAM, the standard deviation of the estimates
increases with the increase in link length. This can be explained because the feedback sig-
nal from the far-end receiver su�ers from additional penalties, such as laser decorrelation
and uncompensated interaction between receiver laser phase noise and CD. LASER phase
noise and linewidth plays an essential role in the accurate estimation of DPC coe�cients
and the transmitter I/Q skew value. In the above experiment, LASERs with LLW 50 kHz
were used. In the next section, an additional processing block to compensate for the LASER
phase noise will be discussed.

5.4.5 Summary

This section takes up the case when the feedback signal is received from the far-end re-
ceiver instead of from the secondary receiver co-located with the transmitter as discussed
in previous scenarios. In contrast to preceding situations, this DPC architecture is capable
of continuous monitoring and mitigation of the transmitter imperfections by evaluating a
tapped signal from the far-end receiver. While the auxillary receiver is also adept to pro-
vide this functionality, collecting feedback from the far-end receiver saves the additional
cost and complexity from the auxillary receive which is incurred in the back-to-back case.
Moreover, this enables smoother plug and play deployment at the operator site. The work-
ing of the scheme is demonstrated by several experiments conducted for a DP-16QAM
200 Gbit/s signal and DP-64QAM 400 Gbit/s signal over several link distances from 95 km
to 1520 km.
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5.5 Accurate estimation of transmi�er I/Q skew with a
phase noise canceler

Before we dive into the working of the phase noise canceler which was introduced in
Section 4.7, we should talk about the motivation behind implementing this block in prac-
tice. With systems migrating from DP-16QAM 200 GBit/s to DP-16QAM 400 Gbit/s and
DP-64QAM 600 Gbit/s [74–76]. We know from the earlier section Section 3.5.2 that an
uncompensated transmitter I/Q skew can lead to several penalties, which increase rapidly
for higher order modulation formats. As the industry moves towards the commercial de-
ployment of single carrier DP-64QAM 600 Gbit/s, the estimation and compensation of the
transmitter I/Q skew and the related 3-dB bandwidth e�ect becomes even more critical [77].
The urgency to come up with an accurate DPC block can be readily seen in Figure 5.20.
The plot shows the OSNR penalty incurred by the system at the FEC threshold of 4.2 · 10–2

for DP-16QAM at 63 GBaud (a net bit rate of 400Gbit/s) and DP-64QAM at 63 GBaud (a
net bit rate of 600Gbit/s) transmitter. A mere skew of 0.5 ps for the DP-64QAM compels
a 2 dB higher ROSNR in comparison to a system without any actual I/Q skew. The issue
only becomes crucial at a skew of 2.5 ps for the DP-16QAM system. Nonetheless, such
a deterioration from skew could not be tolerated and should be overcome by a powerful
compensation algorithm. The results presented in this section are based on the publica-
tion [35].

One cause of the inaccurate estimation is attributed to the phase noise generated by
the LASERs used in the transponders. This analysis was covered in Section 4.7. For the
sake of a review, the plot comparing the skew estimation performance of two di�erent
LASERs is shown here again in Figure 5.21. Note that these measurements were done for a
DP-64QAM 63 GBaud signal and data was collected for 70 transmitter I/Q skew estimates
obtained from the DPC coe�cients. Looking at the �gure, it can be concluded that to some
extend the quality of estimation is dependent on the LLW. The standard deviation of the
estimates is lesser in the case of LASER with 50 kHz linewidth and it increases for the case
with 150 kHz LASER.

We also see from the curves that worst case estimate for the red curve (150 kHz linewidth)
is further from the mean by ∼ 0.3 ps. Even though such an absolute value is quite small,
an error of 0.3 ps from the absolute transmitter skew value will lead to an OSNR penalty
of ∼ 1 dB for DP-64QAM system, as seen in Figure 5.20. In order to reduce the occur-
rence of such estimates it is imperative to further enhance the accuracy of the estimation
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Figure 5.21: Transmitter I/Q skew estimation for two LASERs
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5 Experimental Validation

of the proposed DPC scheme. This led to the development of a phase noise canceler (PNC)
block which estimates and diminishes the e�ects of LASER phase noise and expedites a
�ner estimation of the transmitter I/Q skew by leveraging a better estimation of the DPC
coe�cients.

5.5.1 Experimental Setup

Figure 5.22 illustrates the experimental setup used to propose the working of PNC with
DPC. In contrast to previous transmitter and receiver components, a four channel DAC
with 3-dB bandwidth 32 GHz and sampling rate 100 Gs/s is used. The DA and DP-MZM
are driven in the linear regime and have a respective 3-dB bandwidth of 40 GHz.

At the receiver, the optical signals are coherently demodulated using intradyne detec-
tion. A 4-channel oscilloscope with a 3-dB bandwidth of 35 GHz is used to capture shots
of 34000 samples of each tributary at 80 Gs/s.

DP-16QAM and DP-64QAM signals at 63 GBaud and Nyquist roll-o� 0.2 are uploaded
to the DAC and sent over the back-to-back setup and transmitter I/Q skew estimates with
and without PNC are evaluated and recorded.

In the case without PNC, the PNC is simply set to identity so that ŷi[n] = yi[n] and then
DPC is performed. In the case with PNC the initial estimates for the channel matrix, Ĉ
and transmitter I/Q skew, τ̂ are obtained from the digital de-multiplexing block and DPC
block respectively. These estimates are then used to estimate and compensate the phase
noise in the phase noise canceller according to steps mentioned in Section 4.7. Once the
phase noise is compensated, the PNC block can forward the signals y free from phase
noise to the digital de-multiplexing block which then successively provides cleaner signals
to the DPC block. In the next iteration with the phase noise compensated signals DPC can
then provide a better estimated of the transmitter I/Q skew. We will now go through the
experimental results.

5.5.2 Experimental Results

75 independent DPC measurements were carried out for the case with and without PNC
for both DP-16QAM and DP-64QAM using two LASERs with LLW 50kHz and 150kHz.
Experimental results for the DP-64QAM 600 Gbit/s are discussed here. After calculating
the transmitter I/Q skew values from the DPC coe�cients, a histogram is plotted and a
density estimate is obtained. To assess the gain obtained from PNC, a �gure of merit is
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Figure 5.22: Experiment setup with phase noise canceler
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Figure 5.24: Density of estimated transmitter I/Q skew values for LASER with LLW 150 kHz

de�ned as P (τerr > 0.2 ps) which is the probability that the estimated skew value is more
than 0.2 ps away from the true skew value. Hence, the lower the P (τerr > 0.2 ps) value, the
more reliable is the skew evaluation method.

Figure 5.23 and Figure 5.24 show the histograms (bin size = 0.05 ps) of normalized trans-
mitter I/Q skew estimates for the Y polarization with and without PNC for two di�erent
lasers respectively. The normalized values are obtained by subtracting the mean of the 75
estimates from each of the estimated value. Moreover, the corresponding density estimates
are shown as solid lines in the �gures. In both the cases, PNC brings a gain, by reducing the
standard deviation of the estimated values. The gain is however more pronounced when a
cost e�ective LASER with LLW 150 kHz and hence a higher phase noise is used.

P (τerr > 0.2 ps) can be calculated as the area under the curve from the probability density
estimates. From Figure 5.23, P (τerr > 0.2 ps) is calculated as 0.25% for measurements done
without PN and 0.005% when PNC is used. This reduction in P (τerr > 0.2 ps) is more
appreciable in Figure 5.24, where P (τerr > 0.2 ps) reduces from 9.0% to almost 0.98%.
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5.5 Accurate estimation of transmitter I/Q skew with a phase noise canceler

5.5.3 Summary

Higher order modulation formats such as DP-64QAM at high baud rates of 64 GBaud are
extremely sensitive to residual transmitter I/Q skew. It is shown that a skew of 0.5 ps can
lead to a 2 dB penalty in ROSNR for a 600 Gbit/s system. In addition to this, LASER phase
noise hampers the estimation of transmitter I/Q skew when implemented in the scheme of
the proposed DPC algorithm.

In order to improve the accuracy of the transmitter skew estimates, a PNC is introduced
before the DPC block. The PNC block 2nd order digital PLL and it’s complete illustration
is explained in Section 4.7. A signi�cant improvement in the accuracy of the skew val-
ues is demonstrated for LASERs with LLW 50 kHz and 150 kHz which is also quanti�ed
with a �gure of merit. The suggested PNC scheme provides a robust addition to the DPC
block leading to an accurate estimation of transmitter I/Q skew 99.995% of the time. It also
facilitates the use of cost-e�ective LASERs for DPC and skew estimation.
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6
Transmission Experiments and Field
Trials

In the process of development of the DPC algorithm, various transmission experiments
and �eld trials were conducted to showcase the gain obtained in transmission on using the
developed algorithm. Following transmission experiments will be discussed in this section:

• 400 Gbit/s single carrier transmission in 50 GHz grid

• WDM transmission of DP-64QAM 300 Gbit/s under highly non-linear transmitter
conditions

6.1 400 Gbit/s single carrier transmission in 50 GHz grid

In the past years, there has been an intensive research to realize spectrally e�cient and
cost-e�ective 400 G optical communication systems. The combination of higher order
modulation formats, transmitter side DPC and sophisticated FEC lay down the founda-
tions for the future 400 G systems. DP-16QAM at 63 GBaud was considered as a rising
candidate for next generation 400 G transponder [78]. While DP-16QAM with 400 Gbit/s
o�ers an advantage when it comes to transmission distance, it also requires a larger �lter
grid of ∼ 75 GHz, with a baud rate of 63 GBaud at a 0.2 roll-o� .

In comparison to DP-16QAM, DP-64QAM and DP-128QAM were considered as potential
candidates in research owing to the higher spectral e�ciency provided by these modula-
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tion formats. In addition to the spectral e�ciency advantage, these formats also require a
lower baud rate, hence relaxing the bandwidth requirements on state-of-the-art transmit-
ter technologies with sampling rate 88 Gs/s and 16 GHz 3-dB bandwidth [30, 79].

In relation to DP-64QAM and DP-128QAM transmission experiments, various experi-
ments have been performed [13, 80–82]. In particular, in [82], the authors demonstrate a
DP-128QAM signal with a 140 Gbit/s line rate as a more spectrally e�cient alternative to
DP-QPSK 100G systems In [81], the generation of a 515 Gbit/s DP-128QAM superchannel
with 8 sub-bands and its transmission over 155 km SSMF is presented.

In this transmission experiment, the feasibility of implementing DP-64QAM and DP-
128QAM at 400Gbit/s net data rate with state-of-the-art transmitter technology is investi-
gated. For this purpose, a DP-64QAM signal with baud rate 45.25 GBaud and a DP-128QAM
signal with baud rate 40.69 GBaud are generated. These baud rates are chosen in order to
obtain a net data rate of 400 Gbits, with the consideration of a FEC overhead of 25% for
DP-64QAM and 30% for DP-128QAM, an optical transport network (OTN) overhead of 4.7%
and a DSP overhead of 3.0% for the pilot tones and training sequences. Moreover, these
modulation formats enable transmission in 50 GHz grid.

Since the generation of such high baud rates is severely limited by the linear and non-
linear e�ects of the DAC, DA and DP-MZM, the DPC algorithm developed in the thesis is
used to compensate for the various transmitter limitations.

6.1.1 Experiment Setup

The experiment setup consists of two steps :

• An optical back-to-back setup is used to generate the samples with DPC

• A transmission setup for comparison of single carrier DP-128QAM and DP-64QAM
400 Gbit/s with di�erent �ber types

Transmi�er DSP : DPC for DP-64QAM and DP-128QAM 400 Gbit/s

The same setup as shown in Figure 5.6 is used for generation of DPC samples for DP-
128 QAM samples with 40.69 GBaud and for DP-64QAM samples with 45.25 GBaud. The
following memory polynomial model is adopted to compensate for the bandwidth limita-
tion, transmitter I/Q skew and other non-linear e�ects for both the modulation formats:
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6.1 400 Gbit/s single carrier transmission in 50 GHz grid

zi[n] =
16∑

m=–16
hi,myi[n – m] +

2∑
m=–2

hi,m,pyi[n – m] + hi,0,3x3
i [n] + hi,0,4x4

i [n] (6.1)

Once the respective samples are generated, performance is characterized with back-to-
back BER vs OSNR curves and signi�cant gains are reported for the case with and without
DPC, emphasizing the need for DPC for generation of the signals.

Transmission over LA-PSCF and SSMF

Transmi�er

The experiment setup used for transmission is shown in Figure 6.1. The transmitter con-
sists of a 4-channel DAC with 16 GHz bandwidth, sampling rate of 88 Gs/s and a ENOB of
∼ 6 [48]. The analog signals are then ampli�ed with a linear DA and �nally data is mod-
ulated on to the LASER using a DP-MZM. Root raised cosine pulses with roll-o� 0.2 are
generated for DP-64QAM and DP-128QAM at 45.25 GBaud and 40.69 GBaud respectively.
The details of the transmit samples are mentioned in Table 6.1. After suitable DPC, the
samples are uploaded on to the DACs.

Modulation
Format

Baud Rate
(GBaud)

FEC
Overhead

Net Bit
Rate (Gb/s)

FEC
Threshold

Sp.E�ciency
(bits/s/Hz)

DP-64QAM 45.25 25% 403 4.2E-02 8.2
DP-128QAM 40.69 30% 406 5.2E-02 7.1

Table 6.1: 400 Gbit/s single carrier con�gurations

Link

DP-64QAM and DP-128QAM are transmitted over two di�erent �ber types, large area pure
silica core �ber (LA-PSCF) and SSMF with the following link con�gurations :

• 4 spans of 82 km of Sumitomo LA-PSCF with 0.16 dB/km attenuation and 21 ps/(nm
· km) CD [83] with a total reach of 328 km.

• 3 spans of 95 km of SSMF with 0.20 dB/km attenuation and 16 ps/(nm · km) CD
amounting to a total link length of 285 km.
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6 Transmission Experiments and Field Trials

EDFAs with noise �gure ∼ 6 dB are employed to amplify the optical signal after each
span. After suitable launch power optimization, digitally pre-compensated DP-64QAM
and DP-128QAM signals are launched into both the �ber spans, where N stands for the
respective number of �ber spans of SSMF and LA-PSCF (see Figure 6.1). After transmission,
optical signal is �ltered with an optical �lter which additionally suppresses the ampli�ed
spontaneous emission (ASE) noise from the EDFAs. The center frequency of the �lter is
set at 193.4 THz with a bandwidth of 50 GHz. An additional noise loading is utilized to
characterize the back-to-back performance of both the modulation formats.

Receiver

The receiver consists of the standard components as also previously explained. It consist
of an optical coherent front-end, which demodulates the incoming optical signals with
intradyne detection. Electrical signals are then converted to digital domain using a high
sampling rate ADC with 18 GHz bandwidth, operating at 80 Gs/s which provides 5 · 105

samples for each tributary. The digital samples are then processed by the suitable func-
tional blocks in the receiver DSP. Receiver DSP includes suitable resampling to two times
the symbol rate, CD compensation with a frequency domain equalizer and CFO estima-
tion and compensation [61]. After the data-aided equalization, carrier phase estimation is
performed using the distributed pilot symbols, followed by soft demapping and decoding.
Finally, BER is estimated by error counting.

6.1.2 Experimental Results

The PSDs of DP-128 QAM signal at 40.96 GBaud are plotted in Figure 6.2. The �gure
shows the PSD of the input desired signal and spectrum of signals with and without DPC.
While samples without DPC su�er from the 3-dB bandwidth limitation of the transmit-
ter components, DPC mitigates this limitation and restores the desired �at top spectrum.
Results for DP-64QAM at 45.25 GBaud follow the same pattern. The back-to-back BER vs
OSNR performances with and without DPC for DP-128QAM and DP-64QAM are shown
in Figure 6.3. The OSNR is measured with a 0.1 nm noise bandwidth. In addition to the
experimental curves, the corresponding theoretical curves with the relative FEC thresh-
olds are plotted. Both the modulation formats su�er from extremely large implementation
penalties attributable to the various linear and non-linear e�ects present at the transmitter
and receiver. In addition, generation of such higher order modulation formats is also ham-
pered by the low ENOB of 5.5 of the DAC and ADC. This is observed in the higher error

120



6.1 400 Gbit/s single carrier transmission in 50 GHz grid

Coherent 
Receiver LO

4-Channel 
ADC 18GHz, 

88Gs/s  
BER

Offline 
Receiver  

DSP 

TransmiAed Received

xN 

LASER

OSA NOISE 
LOADING 

COUPLER FILTER

DPC
4-Channel 

Driver 
Amplifier

4-Channel 
DAC 16GHz, 

88Gs/s  

DP m-QAM 
RRC 0.2 

NO DPC

Figure 6.1: Experiment setup for single carrier 400 Gbit/s transmission

�oors obtained for both the modulation formats at higher OSNR.
Demodulation and detection of DP-64QAM and DP-128QAM signals require a high OSNR

at the receiver. From Figure 6.3, at FEC threshold, error-free detection of DP-64QAM signal
is impossible when no DPC is applied, since the BER always lies above the FEC threshold.
This, however is made possible by applying DPC to the signals resulting in a gain of more
than 10 dB which is obtained at the 25% FEC threshold.

For DP-128QAM signals, a gain of 4.8 dB at 30% FEC is obtained from applying DPC. This
gain in turn reduces the implementation penalty and relaxes the ROSNR value necessary
for error-free detection at the FEC threshold. It is also noted that the gain obtained from
DPC is higher for DP-64QAM. This is because of the bene�t from DPC increases with
increasing baud rate. In addition, generation DP-128 QAM is additionally hindered by the
quantization noise, which can not be tackled by DPC.

For both modulation formats, the optimum launch power is determined by sweeping
the launch power against BER. This is performed in order to operate the system in a lin-
ear regime and reduce the a�ect of non-linearities originating from the optical �ber. The
launch power for each case is measured over 190 km of SSMF and 328 km of LA-PSCF for
DP-128 QAM and over 285 km SSMF and 328 km of LA-PSCF for DP-64QAM. The launch
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Figure 6.2: PSD for DP-128QAM at 40.69 GBaud

power is established after every EDFA at the input of each span input and the correspond-
ing BER is measured at the end of the link. The corresponding launch power optimization
curves are shown in Figure 6.4. The optimal launch power for DP-64QAM is observed to
be higher than for DP-128QAM due to the higher baud rate of the signal. Additionally, it
is seen that the transmission performance over LA-PSCF is better than over SSMF due to
lower non-linearities and lower attenuation of the �ber.

Figure 6.5 shows the comparison of the overall transmission distance for error-free de-
tection for DP-64 QAM and DP-128 QAM. Over SSMF, DP-128 QAM and DP-64 QAM for-
mats can be transmitted over 190 km and 285 km respectively. The transmission distance
increases when signals are transmitted over LA-PSCF, which is clear from the slopes of the
curves.
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Figure 6.3: BER vs OSNR performance for DP-64QAM and DP-128QAM with and without
DPC

6.1.3 Summary

In this subsection, experimental transmission of single carrier 400Gbit/s using commer-
cial state-of-the-art transmitter and receiver components is demonstrated with an e�ective
bandwidth of < 16 GHz.

Given the low bandwidth of state-of-the-art commercial transmitter components, the
generation of high baud rate signals such as DP-64QAM at 45.25 GBaud and DP-128QAM
at 40.69 GBaud is quite challenging. The proposed adaptive DPC algorithm is used to
overcome the bandwidth limitation, transmitter I/Q skew mitigation and non-linear e�ects
through the use of additional non-linear taps in the memory polynomial mode. Substantial
gain of more than 4.8 dB is observed for DP-128QAM. In case of DP-64QAM it is ascertained
that the transmission is only possible when DPC is executed. Both modulation formats, DP-
128QAM and DP-64QAM are able to achieve a distance of 190 km and 285 km with SSMF,
which are typical distances for metro and inter data center interconnects (DCI). In terms
of spectral e�ciency, DP-128QAM with 8.2bit/s/Hz beats DP-64QAM with 7.2bit/s/Hz. An
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Figure 6.4: Launch power optimization for DP-64QAM and DP-128QAM over various dis-
tances and �ber types

extra advantage of DP-128QAM is it’s potential to �t in a 50 GHz grid with its narrower
spectrum, and an easier upgrade to the high bit-rate legacy systems.

6.2 300 Gbit/s DP-64QAM WDM transmission with
highly non-linear transmi�er

Conventionally, optical transmitters are operated in their linear regime. Linear operation
of the transmitter is obtained by controlling the amplitude of the input digital signal and
the gain of the driver ampli�er. The digital input signal is optimized by establishing a
trade-o� between errors introduced due to clipping and utilizing the complete digital to
analog range of the DAC. The driver ampli�er is as well operated in the linear regime and
the gain of the driver ampli�er is adjusted to avoid any non-linearities from the DP-MZM.
While such a linear operation results in a low BER, it is however, not very e�cient and
leads to low transmit output power and low OSNR at the transmitter.
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Figure 6.5: Performance vs number of spans for transmission

Particularly in WDM systems which su�er from additional �lter losses, the quality of
transmit signal and OSNR deteriorate before the signal even reaches the �rst booster ampli-
�er, hence, necessitating the use of per channel EDFAs. In this work, feasibility of carrying
out a DP-64QAM 300 Gbit/s WDM transmission with highly non-linear transmitters is an-
alyzed. The impact of additional non-linear penalties incurred is mitigated using the DPC
scheme.

6.2.1 Experimental Setup

The experimental setup consists of the following two parts:

• An optical back-to-back con�guration is used to generate the appropriate DPC signal
with the DPD part to alleviate the non-linear e�ects

• A DP-64QAM 34 GBaud WDM transmission setup with 31 neighboring channels
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DPC with non-linear compensation for DP-64QAM 34 GBaud

The optical back-to-back setup is the same one as used in the previous section, explained
in Figure 5.6. To account for the additional transmitter non-linear e�ects, the following
memory polynomial model with higher order non-linear taps is adopted. The model con-
sists of a 31 taps for compensation of linear e�ects and extra non-linear taps of order 3 and
5 with memory.

zi[n] =
15∑

m=–15
hi,m,pyi[n – m] +

5∑
–5

hi,l,3x
3
i [n – l] + hi,l,5x

5
i [n – l] (6.2)

After generation of the individual coe�cients, DP-64QAM 34 GBaud signals with DPC
are obtained and uploaded on to the transmitter for transmission over SSMF.

31 channel DP-64QAM 300 Gbit/s WDM transmission

Transmi�er

The WDM transmission experiment setup is shown in Figure 6.6. In real systems, each
WDM signal is modulated independently using individual transmitter for each channel.
However, for experimental and demonstration purposes, a WDM signal is generated by
using two independent transmitter setups and using decorrelation of neighboring chan-
nels which are then added to the channel under test (CUT). As shown, the experimental
setup consists of two transmitters, one for the CUT and the other for the generation of
neighboring channels. Both the transmitters consists of a 4 channel DAC, a DA and a DP-
MZM, with the same parameters as mentioned in Section 6.1.1. A LASER box is employed
at the neighboring channel setup. The neighboring channel setup produces 30 channels
modulated with DP-64QAM at 34 GBaud with Nyquist pulse shaping and roll-o� value of
0.2.

In order to de-correlate the channels, a wavelength selective switch (WSS) is employed,
in which each signal is delayed by employing �bers of di�erent lengths from 1 m to 8 m.
The CUT is independently produced by the other setup and multiplexed with the neighbor
channels in the WSS and launched into the SSMF. Before multiplexing, the channels are
individually ampli�ed. This was done to ensure enough power entering the �ber, for the
sake of doing launch power optimization.
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Figure 6.7: BER vs OSNR showing gains obtained from non-linearity mitigation

Link

The link consists of 4 spans of SSMF with 0.2dB/km attenuation and 16.9 ps/nm/km of CD.
Similar to the previous experiment, EDFAs with 6 dB noise �gure are used to amplify the
optical signals after every span and compensate the span loss.

Receiver

In typical WDM systems, each channel is independently �ltered, demodulated and decoded
using individual receivers. In this case, a �lter was employed at the end of the link, to �lter
out the CUT at 193.4 THz and with a bandwidth of 60 GHz. The �ltered CUT is then
demodulated using a LO tuned at the carrier frequency.

Demodulation is followed by analog to digital conversion with a high sampling rate
ADC, which gives 5 · 105 samples for each tributary at 80 Gs/s. O�ine processing of the
samples is then performed as mentioned in the receiver of Section 6.1.1.
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6.2 300 Gbit/s DP-64QAM WDM transmission with highly non-linear transmitter

6.2.2 Experimental Results

The back-to-back BER vs OSNR curves for DP-64QAM 34 GBaud system with net 300 Gbit/s
are shown in Figure 6.7. A comparison of the performance sensitivity for three di�erent
system con�gurations :

• DP-64QAM without DPC but with manual transmitter I/Q skew compensation

• DP-64QAM with linear DPC

• DP-64QAM with linear DPC and DPD with additional mitigation of transmitter non-
linearities

is shown in the �gure. The ROSNR is analysed at a 25% FEC threshold of 4.2 × 10-2 .
Driving optical transmitter in their non-linear region with higher order modulation for-
mats such as DP-64QAM leads to a greater penalty, as also explained in Section 5.3. The
trend is clear from the higher error �oor present in all the cases.

The ROSNR however reduces by 1.4 dB at FEC threshold when linear DPC is executed.
There is a further improvement by 0.8 dB when the e�ects of non-linearities from the driver
ampli�er and DP-MZM are further lessened after applying non-linear DPD.

The bene�t in ROSNR obtained from non-linearity mitigation is translated into transmis-
sion reach, which is seen in Figure 6.8. Launch power is optimized with neighbor channels
and optimized such that the launch power for each �ber span is -0.5 dBm. After launch
power optimization, WDM signals are sent into the �ber spans. At the receiver, the CUT
is �ltered out, LO is tuned and BER is calculated after o�ine DSP

It is clear that signals without any linear and non-linear pre-compensation do not attain
the transmission distance of 380 km. DP-64QAM with appropriate linear DPC and DPD is
successfully transmitted and received error-free after 380 km of SSMF at -0.5dBm launch
power.

6.2.3 Summary

When driven at higher gains, driver ampli�ers and DP-MZM result into non-linearities
which can hamper the transmission performance of higher order modulation formats. In
this experiment, utilization of the automatic DPC scheme was presented to alleviate com-
ponent non-linearites, enabling higher transmit output power, lower optical modulation
loss and a potential to save the extra EDFA at the transponder. The proof was demonstrated
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Figure 6.8: Launch power optimization for 300 G transmission
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6.2 300 Gbit/s DP-64QAM WDM transmission with highly non-linear transmitter

for a DP-64QAM 300 Gbit/s WDM system, where non-linearity compensation achieved a
gain of 4 dB in optical modulation loss (seen in Section 5.3) and gain of 2.2 dB in ROSNR af-
ter transmission over 380 km of SSMF for a transmitter employed under highly non-linear
conditions.

Field Trials

Coherent 100 G technology enjoyed an intense research phase, evaluation during �eld tri-
als [84] and a successful commercial adoption [85]. This break from legacy on-o� keying
systems was the result of using modulation formats such as QPSK and cutting edge DSP
combined with coherent optics. The commercial-grade success of 100 G is obviously fol-
lowed by research in next generation 200 G, 400 G and 1 Tb/s technology.

In this regard, �eld trials become a crucial link in testing and evaluating future tech-
nologies on existing optical links. Such trials between vendors and operators enable a
smoother transition and upgrade to next generation coherent systems. In the scope of the
thesis and developed DPC algorithm, several �eld trials were conducted [31,33,37,86]. The
DP-mQAM modulation formats digital signals were generated after utilizing the DPC coef-
�cients, estimated by the ILA algorithm. An analysis of next generation coherent transpon-
der technology was carried out in collaboration with Telecom Italia, where several higher
order DP-mQAMs such as 4QAM, 8QAM, 16QAM, 64QAM and 128QAM at di�erent baud
rates were tried over di�erent link con�gurations.

In this section, the following �eld trials are discussed :

• Comparison of single carrier 200 Gbit/s WDM transmission of DP-4QAM, 8QAM and
16QAM over 612 km SSMF.

• Single carrier 400 Gbit/s DP-64QAM and DP-128QAM WDM transmission over metro
legacy links.
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6 Transmission Experiments and Field Trials

6.3 Field Trial: Comparison of single carrier 200 G
WDM transmission of DP-4QAM, 8QAM and
16QAM

The exploration for suitable modulation formats for single carrier 200 G started as soon as
coherent 100 G transponders were rolled out to the market. In this respect, �eld trials have
been carried out showcasing the feasibility of single carrier 200 Gbit/s on deployed links
in single and superchannel con�gurations [87, 88]. Single carrier DP-16QAM at 32 GBaud
gained popularity due to its electronic bandwidth compatibility with state of the art DACs
and ADCs. Other interesting candidates are DP-4QAM at baud rates > 55 GBaud and DP-
8QAM at baud rates > 40 GBaud. Single carrier DP-4QAM at 200 G was demonstrated
in [89]. Such high baud rates for DP-4QAM and DP-8QAM could only be made possible by
applying strong DPC at the transmitter to overcome the hardware limitations and FEC to
enable error-free transmission.

In this �eld trial, we draw exclusive comparisons between the three technological op-
tions : DP-4QAM, DP-8QAM and DP-16QAM, for power and cost e�cient single carrier
200 G transponders in a WDM environment. Comparisons are drawn in terms of margin,
spectral e�ciency and reach. Results on the transmission performance for each modu-
lation format are reported in a WDM scenario over 612 km of �eld deployed SSMF with
EDFAs only.

6.3.1 Telecom Italia Link Description

The �eld trial was conducted on a link deployed with the Telecom Italia metro regional
optical �ber network with G.652 standard single mode �ber [87]. The transmission link
is shown in Figure 6.9. The transmitter and receiver were placed in Telecom Italia (TI)
lab. The link consists of 8 spans of G.652 SSMF between Turin and Chivasso, with 22 dB
insertion loss per span. A 2 km SSMF, with a loss of 4 dB, connects the transmitter site at
Telecom Italia lab to the Telecom Italia Telephone Exchange (denoted as TI X in the �gure).
After loop-back from Chivasso for the 8 spans, another SSMF connects the output of the
�nal span from the TI Telephone Exchange to the receiver, placed in TI lab. This makes an
overall link length of 612 km. The high insertion losses in the �ber are attributed to the
presence of various connector losses and are quite distinctive for deployed links in various
metro areas.
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and 16QAM
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Exchange 
Turin

Chivasso

TX TI X 
Turin 

38km  
11dB

TI X 
Chivasso 

RX

2km  
4dB

TI X 
Turin 

2km  
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22dB

TI 
LAB

TI 
LAB

Figure 6.9: Telecom Italia link description

The link is capable of transmitting WDM signals with in-line ampli�cation supported by
EDFAs with noise �gure of 6.5 dB. Optical per-channel power adjustment was carried out
at the input of each span before proceeding with optical ampli�cation with EDFAs. The
total power of the WDM signal was supervised with the available remote power monitor-
ing function of the ampli�ers. The high span loss in the link itself results in challenging
transmission conditions.

6.3.2 Transmi�er

The complete con�guration for the TI �eld trial is shown in Figure 6.10. It consists of 3
major parts :

• A 31 channel WDM transmitter

• TI link between Turin and Chivasso

• A coherent receiver

and additional SSMFs and EDFAs.
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6.3 Field Trial: Comparison of single carrier 200 G WDM transmission of DP-4QAM, 8QAM
and 16QAM

The transmitter comprises of two independent transmitters, one for producing the CUT
and the other for generating the 30 neighbor channels as pointed in Figure 6.10. Both the
neighboring channel setup and CUT setup use identical DAC and driver ampli�er. The
DACs run with 88 Gs/s, and have a 3-dB bandwidth of 16 GHz [48]. Digital signals are
ampli�ed using driver ampli�ers, which then drive the DP-MZM.

The neighbor channel setup consists of two separate LASER boxes, identi�ed as even
and odd LASERs with LLW of∼ 50 kHz, feeding in to two separate single polarization I/Q
MZMs. The separate even and odd channels are combined together with a 3-dB coupler.
The two outputs of the 3-dB coupler are de-correlated by introducing a delay between the
two and then combined in a PBC to generate pseudo polarization multiplexed signals. The
resulting signals are then combined in a PBC, producing a dual-polarization WDM signal
with 30 channels. A WSS is employed in the optical �ber path in order to suppress the CUT
wavelength at 1550.116 nm. The resultant 30 channels are compounded with the CUT in
a subsequent 3-dB coupler. The 31 channel WDM signal is then launched into the link
section.

For the three transmission experiments, three modulation formats DP-4QAM, DP-8QAM
and DP-16QAM with their respective system con�gurations are listed in Table 6.2. PRBS
are generated and the FEC bits are added to the bit sequence. For the DP-4QAM case, a FEC
overhead of 7%, for DP-8QAM, 15% FEC overhead and for DP-16QAM, 25% FEC overhead
is utilized. The implemented soft-decision forward error correction (SD-FEC) codes were
in-house developed. In addition, since data-aided DSP is executed, for all transmission
experiments, a DSP overhead of 4% is considered and �nally, the OTN overhead of 4.7%
is employed too. After suitable mapping to the symbols, the digital signal is up-sampled
two twice the symbol rate. RRC pulse shaping with the various roll-o�s for each case is
performed. The electrical generation of such high baud rates puts additional challenges to
the transmission experiment. In order to overcome the transmitter’s bandwidth limitation,
I/Q skew and non-linear e�ects, suitable DPC is applied. The neighboring channels are
produced likewise. After appropriate sampling to the DAC sampling rate, the samples
for CUT and neighboring channels are uploaded to the corresponding DACs. After data
modulation on to the carriers, the output of both the transmitters are optically coupled and
launched into the link.
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6 Transmission Experiments and Field Trials

Modulation
Format

Baud Rate
(GBaud) Roll-O�

Net Bit
Rate (Gb/s)

FEC
Overhead

WDM Spacing
Used (GHz)

DP-4QAM 57.24 0.2 200 7% 68.75
DP-8QAM 42.0 0.2 200 15% 50.0
DP-16QAM 33.01 0.1 200 25% 37.5

Table 6.2: 200 Gbit/s single carrier con�gurations

6.3.3 Link Transmission

In deployed WDM links, each neighboring channel is generated by independent transpon-
ders. However, for the emulation of real e�ects, neighboring channels are produced by a
di�erent setup as described before and the CUT is multiplexed with the neighbor channels.
Such a setup with 31 channels is used to emulate the non-linear e�ects of the �ber such
as cross-phase modulation and four wave mixing. An analysis of the performance trend
of the CUT was recorded by tuning the frequency of the CUT for di�erent wavelengths
and appropriately placing the neighboring channels around the CUT with the appropriate
WDM channel spacing, as mentioned in Table 6.2.

The 31 WDM channels are optimized for their launch power, the results of which are
discussed in this section . For each considered center frequency of the CUT, CD value is
calculated and provided in the receiver DSP.

6.3.4 Receiver Processing

At the receiver, CUT is �rst �ltered out by tuning the center frequency of the receiver �lter.
The �ltered optical signal is demodulated using intra-dyne detection with a LO tuned to
the transmitter LASER frequency. The electrical signals are converted to digital using an
ADC at 80 Gs/s and a bandwidth of 23 GHz. The o�ine receiver DSP is then carried out
as mentioned in Section 6.1.1 [37].

6.3.5 Field Trial Results

sec:�eldtrialresults
Before link transmission, back-to-back characterization for each modulation format was

performed. This was followed by a launch power optimization in a WDM scenario. For
all the investigated cases 30 neighbor channels around the CUT were undertaken. The
following section discusses the back-to-back results and the launch power sweep for the
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and 16QAM

�eld trial.

200G DP-4QAM at 57.24 GBaud

The generation of single carrier DP-4QAM at 57.24 GBaud was the most challenging part of
the �eld trial which is seen in the back-to-back BER vs OSNR results in Figure 6.11a. There
is an implementation penalty of ∼ 4 dB at the FEC threshold of 1.0E-02. To some degree,
a high penalty was expected. This penalty is mainly due to the disproportion between
the transmitter bandwidth of 16 GHz and the baud rate of 57.24 GBaud. Nonetheless, the
strong DPC at the transmitter enabled the generation of a wide-band 57.24 GBaud signal.
A high error-�oor at 3E-04 is also noticed.

After performing the back-to-back BER vs OSNR characterization, the 31 channels with
DP-4QAM 57.24 GBaud were multiplexed together and a launch power sweep was carried
out for the WDM signal. The signals were arranged on the frequency grid with the cen-
ter channel at 193.4 THz and the neighboring channels spaced 68.75 GHz apart which is
su�cient �lter bandwidth for the DP-4QAM signal with a total bandwidth of 68.68 GHz,
accounting for the Nyquist roll-o� of 0.2 For this purpose, launch power was regulated at
the input of each span by adjusting the output power of the EDFAs. As seen in Figure 6.11b,
for every 1 dB increase in launch power, the BER reduces and the corresponding OSNR in-
creases. The points are the measured results, and the dotted line signi�es an interpolation.
The trend signi�es the operation in the linear region of the system, where the system is
still dominated by noise and not the non-linear e�ects. Due to the inability of the ampli-
�ers to provide more power per channel, measurements beyond 5 dBm/channel could not
be carried out. The launch power was then set at 5 dbm/channel. Successful transmission
was obtained over a link length of 612 km with a large margin of 4.1 dB. This margin was
determined by calculating the additional OSNR degradation which can be tolerated by the
system before the BER reaches the FEC threshold.

200 G DP-8QAM at 42 GBaud

The next eligible candidate for single carrier 200 G transmission was DP-8QAM at 42 GBaud.
For back-to-back characterization, only the CUT was considered. The BER vs OSNR results
are shown in Figure 6.12a. The theory curve is also plotted. The DP-8QAM 200 G system
has an implementation penalty of 2.3 dB. Note that, this penalty is even higher for signals
without any DPC. As anticipated, signal deterioration due to the low bandwidth of the
transmitter components is relatively lower than the DP-4QAM case. No error-�oor is ob-
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Figure 6.11: Performance assessment of DP-4QAM 200 G

served within the measurement boundaries. For launch power sweep, 31 WDM channels
were coupled together. With the CUT at 193.4 THz, channels were spaced at 50 GHz apart,
ensuring su�cient �lter bandwidth for a 42 GBaud signal with 0.2 Nyquist roll-o�. The
launch power was swept by controlling the output power of the EDFAs in the link. Results
are plotted in Figure 6.12b. Up to a launch power of 3 dB/channel, the BER decreases, point-
ing to the noise dominated region of the system. For a launch power of 4 dBm/channel,
a slight increase in BER is noticed, signifying the presence of light non-linearities due to
higher launch power in the �ber. In order to limit the non-linear e�ects, the launch power
was set at 3 dBm/channel. The DP-8QAM 200 G WDM signal was also successfully trans-
ported over the 612 km �eld trial link with a residual OSNR margin of 4.3 dB, marginally
higher than the DP-4QAM counterpart.

200 G DP-16QAM at 33.01 GBaud

The third potential and the most preferred candidate for 200 G single carrier is DP-16QAM.
Commercially, 200 G systems with DP-16QAM with 32 GBaud are available. In this �eld
trial, another variant of DP-16 QAM was inquired. The baud-rate was set at 33.01 GBaud
with a 0.1 Nyquist roll-o�. Owing to its relatively lower channel spacing requirements, DP-
16QAM 33.01 GBaud signal o�ers improvement in spectral e�ciency and enables transmis-
sion of more WDM channels in the C-Band, thereby achieving a higher capacity.

For the DP-16QAM system, the back-to-back BER vs OSNR results are shown in Fig-
ure 6.13a, where an acceptable implementation penalty of 2.3 dB is noted. It is indeed
interesting to observe the same penalty for both DP-8QAM and DP-16QAM. This is at-
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Figure 6.12: Performance assessment of DP-8QAM 200 G
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Figure 6.13: Performance assessment of DP-16QAM 200 G
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tributed to the higher bandwidth of the DP-8QAM signal. An error-�oor is observed at a
BER of 1E-04. For the launch power sweep, the 31 DP-16QAM channels were multiplexed,
with the CUT at 193.4 THz and the neighboring channels spaced at 37.5 GHz. Launch
power was changed according to the method explained above. The launch power sweep
results are plotted in Figure 6.13b. The complete trend of the noise and non-linearity trade-
o� is observable in the graph. Up-to a launch power of 3-dBm, the BER reduces, with a
corresponding linear increase in the OSNR. For launch power/channel of 4 and 5 dBm, a
degradation in BER is recorded. This is coupled with a non-linear saturation in the OSNR.
The saturation in the OSNR is due to the increase in non-linearities originating from the
optical �ber. Self-phase modulation (SPM), cross-phase modulation (XPM) and four wave
mixing (FWM) interactions deteriorate the optical signal [90], inhibit the OSNR and lead
to a worsening of the BER.

WDM C-Band Tranmission of DP-4QAM and DP-16QAM 200G

After the back-to-back characterization and launch power optimization, WDM transmis-
sion was carried out over selective C-band frequencies for DP-4QAM and DP-16QAM. The
CUT was tuned to a speci�c frequency, and the neighboring channels were set accord-
ingly. Launch power for each case of center channel frequency was adjusted according to
the value found previously. For DP-4QAM, a launch power of 5 dBm/channel is set and
for DP-16QAM, 3 dBm/channel is maintained. It is logical that the DP-4QAM signal has
a higher launch power due to the higher bandwidth of the signal in comparison to the
narrower spectrum of DP-16QAM signal.

The achieved BER results for the 31-channel transmission over 612 km over the C-band
for both the modulation formats are plotted in Figure 6.14. The markers are the measured
BER values and joining lines represent the interpolation between the measured values. The
OSNR change over the frequencies is also plotted and a variation of 22 dB - 25 dB is seen
for both the modulation formats. This trend of a di�erent BER for lower frequencies is
due to the varying noise spectrum of the EDFAs [91]. In Figure 6.14, we see that error-
free transmission is obtained for all the frequencies with substantial margin to the FEC
thresholds for both the cases. Error-free transmission was further con�rmed by evaluating
the post-FEC BER by applying an in-house SD-FEC code.
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Figure 6.14: C-Band transmission for DP-4QAM and DP-16QAM over 612 km

6.3.6 Conclusion

In this section, three alternatives for single carrier 200 G systems were investigated. After
the success of coherent 100 G technology in long haul, e�orts were re-directed towards
�nding the most pro�table technology for long haul 200 G. In this respect, DP-16QAM
200 G systems were already commercially available. This �eld trial was an e�ort to ex-
plore the other two alternatives : DP-4QAM and DP-8QAM for a likely addition to the
200 G technology portfolio. In terms of reach, all the three modulation formats achieved
error-free transmission after 612 km of �eld deployed G.652 SSMF with in-line EDFAs am-
pli�cation.

Table 6.3 is an extension of Table 6.2 with additional columns of spectral e�ciency and
residual OSNR margin. This makes it easier for a head-to-head comparison of the various
technologies. DP-4QAM at 57.24 GBaud presents itself as a workable option. It has a
capability of going even further on long haul links, possibly more than 1500 kms. The �nal
spectral e�ciency, however is just 2.9 bits/s/Hz. Further, the generation of such high baud
rate signals with mere 32 GBaud components is a challenging task. With the availability
of strong DPC and pulse shaping at the transmitter, the electronic bandwidth limitation
could be overcome. Nonetheless, the option still su�ers from a disadvantages w.r.t spectral
e�ciency.

DP-16QAM had been quite a preferred choice for the second generation of 200 G transpon-
ders. In this scenario, a second variant of DP-16QAM with 33.01 GBaud at 0.1 roll-o� was
tested. An underlying fundamental advantage of DP-16QAM to DP-4QAM and DP-8QAM
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Modulation
Format

Baud Rate
(GBaud) Roll-O�

Net Bit
Rate (Gb/s)

FEC
Overhead

WDM Spacing
Used (GHz)

Spectral E�ciency
(bits/s/Hz)

OSNR Margin
(dB)

DP-4QAM 57.24 0.2 200 7% 68.75 2.9 4.1
DP-8QAM 42.0 0.2 200 15% 50.0 3.9 4.3
DP-16QAM 33.01 0.1 200 25% 37.5 5.5 2.6

Table 6.3: 200 Gbit/s single carrier con�gurations

is the higher spectral e�ciency, owing to the higher (4) number of bits encoded in a sym-
bol. For the undertaken link, DP-16QAM achieves error-free transmission and clearly beats
both the lower-modulation formats in spectral e�ciency. Hence, DP-16QAM appears as
a highly feasible choice when transmission distances of < 1000 km are to be achieved.
With its higher spectral e�ciency and higher bandwidth compatibility to the electronics,
DP-16QAM clearly appears as the best choice.

There is however a middle ground as well. Where DP-4QAM loses in spectral e�ciency,
DP-16QAM gains. On the other hand, when reach is an issue, DP-4QAM clearly beats
DP-16QAM, due to its higher tolerance to non-linearities and the inherent capability of
4QAM symbols which require lesser energy/bit compared to DP-16QAM. It seems that
DP-8QAM can �ll in this gap. As seen in the results, DP-8QAM had the highest OSNR
margin. Due to time limitations, a complete C-Band transmission was not possible. The
DP-8QAM back-to-back results and the launch power results propel DP-8QAM towards a
potential candidate for 200 G transmission for distances between 1000 km and 2000 km.

Instead of �nding the most suitable candidate for 200 G transmission, all the above three
technologies could be brought together in one transponder, giving the freedom to switch
between each other depending on the application. The optimum choice can be made by
optimizing the trade o� between reach and spectral e�ciency and resolving to a solution
which o�ers the best performance for the lowest power consumption, resulting in lowest
cost/bit.

6.4 Field Trial: Single carrier 400 G DP-64QAM and
DP-128QAM WDM Transmission

With the advancement in optical technology, a gradual adoption of coherent transponders
was �rst seen in long haul market, where the 100 G transponders proved to be the superior
alternatives to the traditional on-o� keying direct detection systems. As data rates and
demands increased, coherent became the preferred option also in the metro market, due to
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its easier transmission structure and higher e�ciency for the same channel. Following the
success in long haul and metro, the next market is the data center interconnect market. As
global Internet tra�c increases, a signi�cant amount of data is being transmitted between
various data centers [92].

Data center interconnects are de�ned as market segments which connect two or more
data centers belonging to one corporation. In such cases, one data center is located quite
close to the user location and the other is often situated in another location for redun-
dancy. The typical distances between such data centers is set to be 80 km [92, 93]. Such
connections need dense WDM technology and make a decent case for future coherent
technology. Coherent transponders are capable of transporting terabits of data. However,
since distances are small, cost/bit and power consumption become critical aspects when
choosing between conventional direct detection systems or coherent systems. While direct
detection systems have an advantage that they require low OSNR compared to their coher-
ent higher order m-QAM counterparts, coherent technology has an underlying advantage
of delivering higher spectral e�ciency enabling a better usage of the �ber infrastructure.

Coherent single carrier solutions delivering 400 G net data rate over 80-100 km make an
excellent successor to the 100 G long-haul solution in the DCI market for 50 GHz grid [94].
Higher order modulation formats, such as DP-64QAM and DP-128QAM are viable candi-
dates for generation of single carrier 400 G signals. Due to their higher order cardinality,
they relax the electrical bandwidth requirements on DACs and ADCs. Moreover, such short
links are not OSNR limited, which indirectly helps the detection of higher modulation for-
mat signals. In this respect, several single carrier 400 G experiments have been carried out
to establish the feasibility of 400 G signals for link distances of 80-100 km [30,95–97]. The
performance of 400 G systems employed with DP-64QAM or DP-128QAM is then hindered
by the quantization noise at the DACs and ADCs. DP-64QAM and DP-128QAM are also
severely a�ected by the non-linear e�ects at the transmitter side.

In this section, a �eld trial demonstration of single carrier 400 G signal with DP-64QAM
at 45.25 GBaud and DP-128QAM at 42.0 GBaud in a WDM scenario is discussed. The 400 G
signal are transmitted on Telecom Italia legacy links of length 80 km and 156 km for DP-
128QAM and DP-64QAM respectively. Comparisons are drawn in terms of margin, spectral
e�ciency and reach.
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Modulation
Format

Baud Rate
(GBaud) Roll-O�

Net Bit
Rate (Gb/s)

FEC
Overhead

WDM Spacing
Used (GHz)

DP-64QAM 45.25 0.2 400 25% 56.25
DP-128QAM 42.0 0.2 400 35% 56.25

Table 6.4: 400 Gbit/s single carrier con�gurations

6.4.1 Telecom Italia Link Description

The link is the same as described in Section 6.3.1, however, the link length is di�erent.
Figure 6.15 shows the combined �eld trial setup. The loop back from Chivasso to Turin
remains unchanged from the previous 200 G �eld trial. The link, however, now consists
of 2 spans of 76 km G.652 �ber. An extra switch was utilized to conveniently alternate
between the two di�erent link lengths. As a result, depending on the scenario a total link
length of either 156 km or 80 km can be engaged. The link conditions w.r.t attenuation and
CD remain the same as described previously. It is crucial to notice that the link conditions
present quite a real and a challenging scenario for the transmission of DP-64QAM and
DP-128QAM 400 G single wavelength signals.

6.4.2 Transmi�er

The transmitter setup remains the same as already explained in Section 6.3. For the two
transmission experiments, DP-64QAM at 45.25 GBaud and DP-128QAM at42.0 GBaud were
chosen. Table 6.4 summarizes the transmission con�gurations used in the �eld trial exper-
iment. The signal baud rate and FEC are decided by considering the additional overhead of
4% from DSP and 4.7% from OTN. Both the modulation formats are extremely sensitive to
various linear and non-linear impairments arising from the transponder and the link. To
enable error-free transmission, higher threshold SD-FEC codes with 25% for DP-64QAM
and 35% for DP-128QAM are utilized. The payload consisted of PRBS of order 32. After the
suitable insertion of data-aided DSP overhead of 4%, OTN overhead of 4.7% and respective
SD-FECs, bits are mapped on to DP-64QAM and DP-128QAM symbols. Nyquist RRC pulse
shaping with roll 0.2 is applied. This is followed by a convolution with the DPC coe�cients
which were measured on-the-�y at the time of the experiment. Subsequently, the digital
samples are up sampled to DAC sampling rate and uploaded on to the DACs.

The neighboring channels are generated as explained previously. For both the cases, the
modulation format and baud rate of neighboring channels are the same as the CUT. Use of
the same neighboring channels as WDM neighbors brings the emulation of the �eld trial
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6 Transmission Experiments and Field Trials

setup even closer to reality, when in the future the operator decides to send WDM 400 G
channels together over the link. The transmit spectrum always consists of 15 channels on
the left and 14 channels on the right, resulting in 30 WDM channels.

6.4.3 Receiver Processing

The LO is tuned within 200 kHz of the transmitter LASER and signal is demodulated
using intra-dyne detection. The receiver DSP remains the same as explained previously.
The di�erence however comes in the value of CD. Approximate value of CD, considering
16.9 ps/nm/km over 80 km and 156 km is calculated and provided to the receiver DSP. The
performance is assessed in terms of both pre-FEC BER and post-FEC BER.

6.4.4 Field Trial Results

We will �rst discuss the back-to-back BER vs OSNR characterization of both the modulation
formats. The launch power optimization was done in order to �nd the optimal launch
power to achieve best performance over the �eld deployed link.

400 G DP-64QAM at 45.25 GBaud

We know from Section 6.1 that DPC is an inevitable step in the process of generation of
DP-64QAM 45.25 GBaud signals. The BER vs OSNR (at 0.1 nm bandwidth) result with the
respective theory curve are shown in Figure 6.16. The gain obtained from DPC is evident,
where it is clear that the generation of 45.25 GBaud signal with 32 GBaud components is
rather challenging. An overall gain of more than 10 dB is obtained at the FEC threshold.

Following the BER vs OSNR measurements, a single DP-64QAM 45.25 GBaud channel
at 193.4 THz center frequency was considered and optimal launch power was measured.
The launch power results for single and WDM channel are plotted in Figure 6.17a and Fig-
ure 6.17b respectively. The transmission of single 400 G channel without any neighbors is
pretty successful at a launch power of 5 dBm. Additionally, the clear trend of the curve is
also seen, for lower launch powers, the BER is high due to noise and for higher launch pow-
ers, even though the OSNR increases, BER worsens due to the presence of non-linearities
in the �ber. For the case with WDM, shown in Figure 6.17b, transmission over 80 km was
very ambitious. It is also observed that the optimal launch power for the WDM case is 1 dB
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(b) Launch power sweep for WDM scenario

Figure 6.17: Characterization results for DP-64QAM 400 G after 80 km

less than the single channel case. A lower launch power is expected in order to alleviate
the e�ects from non-linearities in the �ber when several WDM channels are sent together.

WDM C-Band Transmission of DP-64QAM 400 G

After the launch power sweep for the WDM scenario, the 30 channels were transmitted
in to the link at a transmit power of 4 dBm/channel. The channels were spaced 56.25 GHz
apart and the frequency of the CUT was always tuned at selective frequencies of the C-
band. Figure 6.18b shows the spectrum of the received WDM spectrum after 80 km of
transmission. Due to one defective LASER at the transmitter, one of the channels has a
lower power than the rest. However, since the channel is far away from the CUT, it can be
safely assumed that it has minimal impact of the overall non-linear system performance.
The WDM C-band transmission results are plotted in Figure 6.18a.

Due to time limitation, only selective C-Band frequencies were chosen. It is seen from
Figure 6.18a, that error-free transmission for all the frequencies was not possible. For
lower frequencies, the pre-FEC BER is below the SD-FEC threshold of 4.2 E-02. For higher
frequencies, due to the lower OSNR and the varying gain characteristics of the EDFAs and
suboptimal launch power , successful error-free transmission could not be achieved.

The WDM results clearly indicate that WDM transmission of 400 G channels in the
�eld trial was quite challenging. However, it is also necessary to point out that the link
conditions were rather extreme with an exceptionally high net attenuation of 0.3 dB/km
and several connector and splice losses. Nonetheless, certain channels were still received
error-free, signifying the potential of deploying DP-64QAM with 400 G in DCI links.
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400 G DP-128QAM at 42.0 GBaud

Another means of generating a single carrier 400 G signal is by decreasing the baud rate
and thereby increasing the modulation order. The second alternative investigated in the
�eld trial was a DP-128QAM signal with a signaling rate of 42.0 GBaud. The back-to-back
BER vs OSNR results with the theory curve are presented in Figure 6.19. Given the limited
ENOB of the state-of-the-art DACs, DP-128QAM modulation format is tough to produce.
The generated signal from the transmitter su�ers to a great extent from the bandwidth
limitation, transmitter I/Q skew and non-linear e�ects of the driver ampli�er and DP-MZM.
The implementation of DPC proved to be successful. A gain of 2.5 dB at FEC threshold
is obtained in comparison to the case when no DPC is employed. Nonetheless, a huge
implementation penalty is also obtained.

After the BER vs OSNR characterization, launch power optimization was carried out for
the case when only single channel is present and for the WDM case where 30 DP-128QAM
400 G channels are sent together in the �ber span of 80 km. The launch power results with
corresponding BER and OSNR are shown in Figure 6.20. From Figure 6.20a, optimal launch
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Figure 6.20: Characterization results for DP-128QAM 400 G

power is obtained at 4 dBm for CUT at 193.4 THz. This value is lower than in comparison
to the DP-64QAM alternative, where the launch power for single channel was 5 dBm. This
can be attributed to the lower baud rate of the DP-128QAM signal and the lower tolerance
of DP-128QAM to �ber non-linearities. Moreover, error-free transmission is achieved for
the single channel case, where after 80 km transmission, a BER of 5.3 E-02 is obtained.

Things look a bit di�erent when 30 WDM channels with DP-128QAM are sent in to
the 80 km �ber. An optimal launch power is obtained at 4 dBm. However, the deviation
in BER for 3 dBm and 4 dBm is negligible. The BER, however, is just shy under the FEC
threshold, denoting the tough link and transponder conditions to support DP-128QAM
signal transmission.

6.4.5 Conclusion

In this section, �eld trial results of two 400 G options : DP-64QAM at 45.25 GBaud and DP-
128QAM at 42.0 GBaud were discussed. Current state-of-the-art systems support 400 G
systems by employing 2x200 G carriers. 400 G single carrier solutions provide an advan-
tage by re-using the same transponder components utilized for 200 G. This enables the
transport of double the capacity but with cheaper electronic and optical components, hence
reducing cost, transponder footprint and power consumption. Nonetheless, the use of low
bandwidth components to transport double the data-rate inhibits the signal quality. The
transponder limitations could be overcome by using strong DPC at the transmitter. Cou-
pled with strong FEC codes, transmission of single carrier DP-64QAM and DP-128QAM at
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400 Gbit/s is achievable. The feasibility of the solution was tested in a �eld trial scenario
with Telecom Italia �ber link.

30x400 G 128QAM and 30x400 G 64QAM were successfully transmitted over 80 km of
�eld trial link between Turin and Chivasso. The link presented tough conditions with an
average of 0.3 dB/km of attenuation. Ampli�cation was carried out using legacy EDFA
solutions. E�orts were made to measure the performance of DP-64QAM over the C-Band.
While some channels were obtained error-free after 80 kms, the performance of other chan-
nels in the high frequency region could be further optimized with accurate ampli�er and
launch power con�gurations. With the channel spacing of 56.25 GHz, both the formats
achieve a spectral e�ciency of 7.11 bits/s/Hz.

The presented �eld trial was the �rst ever �eld trial where transmission of DP-128QAM
400 G was shown. The use of a robust DPC coupled with Nyquist pulse shaping at the
transmitter enabled the generation of DP-128QAM and DP-64QAM signals at baud rates
of 42.0 GBaud and 45.25 GBaud respectively. At the receiver, the strong DSP with the �rm
FEC threshold complemented the transmitter DSP to achieve error-free transmission after
80 km. The demonstrated results signify the potential of using DP-64QAM for future 400 G
solutions, as an e�ective alternative to the DP-16QAM 2x200 G solution. With a further
optimization in baud-rate and FEC, a spectral e�ciency of 8 bit/s/Hz in 50 GHz grid is
achievable. While the novelty of the �eld trial was in the transmission of DP-128QAM
400 G signals, it can be safely said that in the race of 400 G solutions, DP-64QAM presents
itself as a better prospect, owing to the less complex FEC utilized.

6.5 Summary

As previously stated, the race is not in �nding the best option for a particular technology,
but to able to address the demands of 100 G, 200 G and 400 G all from the same transpon-
der. Future transponders are being built to be able to o�er �exible services, bandwidth on
demand, dynamic channel provisioning. For the evolution of next generation of transpon-
ders, in order to provide further value to the operators, transponders need to be able to
dynamically switch between modulation formats and baud rates depending on the link
conditions.
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Conclusions

When work was started on this thesis in February 2014 single carrier 100 G coherent op-
tical transponders were already commercially available and �rst attempts were being con-
ducted on bringing dual-carrier 200 Gbit/s systems in the market. As bandwidth demands
increased, optical vendors started to �nd ways to transmit 400 Gbit/s, 600 Gbit/s and even
800 Gbit/s on a single wavelength. Now you might ask why the urge for single wavelength
systems, when a pair of the wavelengths can also solve the problem. The incentive to push
for even higher data-rates with single wavelength is the lower cost/bit of these systems.
In comparison to multi-wavelength transponders, surely a single transponder transmit-
ting the same data rate requires lesser components and hence is cheaper. To add to the
lower cost/bit, these transponders demand less power. Nonetheless, the design of these
transponders is not elementary.

To produce bit rates of 400 G and 600 G, signals with higher baud-rates (>32 GBaud) and
higher order modulation formats (>4QAM) need to be leveraged. For the vendors which
were up to now dealing with only baud rates of 32 GBaud and 4QAM modulation format,
the practical implementation of these systems became challenging. We analyzed in Chap-
ter 3 the various limitations posed by the electrical and electro-optic components for high
baud rate and higher order modulation format signals. One of the biggest hurdles faced
by the optical system vendors is the poor availability of high bandwidth DACs. We evalu-
ated the e�ect of the 3-dB bandwidth limitation on transmission quality of various signals.
The second critical aspect was the transmitter I/Q skew. With legacy systems supporing
10 Gbit/s and 40 Gbit/s the I/Q skew never materialized as a critical impairment. But, we
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saw how uncompensated transmitter I/Q can a�ect the performance of the system by sev-
eral dBs. While the 3-dB bandwidth limitation and transmitter I/Q skew were categorized
as linear e�ects, we also looked further in to the non-linear e�ects which became even
more apparent and crucial for transmission of higher order modulation formats (>4QAM).
Since these e�ects start to surface already at the transmitter, the signal quality deteriorates
considerably even before it reaches the optical �ber. The question comes then if something
can be done to alleviate these distortions.

It turns out there are several approaches which can be used to mitigate the impairment
e�ects of the transmitter. One of the most favored approaches is digital pre-compensation
and various �avours of this were discussed in Section 2.3. Enough of the previous works ap-
proached the problem by performing lengthy time consuming individual measurements of
each of the components in the transmitter namely, the digital to analog converter, electrical
driver ampli�er and dual polarization Mach-Zehnder Modulators. This isn’t a rudimentary
job, but involves sub-picosecond accurate measurement of the I/Q skew and careful prob-
ing of each of the 4 channels of a dual-polarization signal to generate the transfer func-
tions and then repeating the process for di�erent transmit output powers to also capture
the non-linear e�ects from the electrical driver ampli�er and DP-MZM. Now add to that
the time, work and money needed to carry out these measurements for hundreds of such
transponders in production. This will just lead up to several delay for the optical vendors
to roll out the latest technologies.

Main contributions

A practical problem was looking for a potential solution and this was developed in the
form of AutomaticAdaptiveDigital Pre-Compensation in the thesis. The DPC block is
placed in the transmitter DSP chain before the transmitter. The proposed DPC block caters
to the problem of 3-dB bandwidth limitation, transmitter I/Q skew and transmitter non-
linear e�ects. The solution is based on the memory polynomial model and indirect learning
architecture ILA, discussed extensively in Section 4.1 and Section 4.2. Subject to the e�ects
to be compensated, the memory polynomial model can be adapted either in its simple
linear form or the more complex non-linear form. The ILA necessitates a feedback signal
to calculate the required coe�cients of the DPC block. We discussed the implementation
of the DPC block in the two modes : training and working. Once the DPC block is trained,
normal operation of the system can then resume. The working of the DPC block was
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explained for the several feedback scenarios: electrical back-to-back, optical back-to-back
and optical feedback from far-end receiver. Accurate estimation of transmitter I/Q skew
additionally plays a pivotal rule in the characterization of future 64 GBaud 64 QAM signals.
To address this issue, further analysis was carried out on the estimation capabilities of
the DPC block and a supplementary phase noise canceler block was included. This block
enables a sub-picosecond estimation routine for the transmitter I/Q skew, which after all
is a critical requirement for next generation 800 Gbit/s systems.

After developing the theory and design for the application of the DPC method with prac-
tical transponder systems, the theory was put into practice. The algorithm was evaluated
on distinct setups and signi�cant gains were observed across all these setups. In the opti-
cal back-to-back case considerable gain in required OSNR was obtained and it was shown
that signals up to 56 GBaud can be transmitted with transmitter components which merely
have a 16 GHz bandwidth, which were conventionally designed to transmit 32 GBaud sig-
nals. The same transmitter components were then shown to be employed for transmission
of 400 Gbit/s signals with DP-128QAM and DP-64QAM. Had there been no DPC, transmis-
sion of such signals would not have been possible due to the penalties from the various
component limitations. The algorithm was further put to test in a �eld trial, where in-
�eld characterization and impairment mitigation of transmitter components was carried
out. This led to the successful transmission of DP-64QAM and DP-128QAM 400 Gbit/s sig-
nals in a WDM environment. Mitigation of the non-linear e�ects was also made possible
by testing the e�ciency of the DPC algorithm in highly non-linear transmitters with DP-
64QAM signals. As an e�ort to make the accuracy even �ner the phase noise canceler in
combination with the DPC block was put into practice, which led to the possibility of using
cheaper LASERs for DPC estimation. In addition to the basic solution of obtaining feedback
from back-to-back receiver, the DPC architecture was reconstructed to make the coe�cient
estimation possible when the feedback signal is obtained from a far-end receiver. In my
personal opinion, this could be a more elegant solution for the next generation systems,
allowing even adpative DPC to compensate for ageing and drift e�ects.

The DPC algorithm developed in the thesis has proven to be a robust candidate for the
characterization and mitigation of transmitter components. Whether it’s a 100 Gbit/s signal
or 800 Gbit/s signals, the components utilized will always su�er from the aforementioned
e�ects. For the design and development of transponders supporting �exible bits rates, the
proposed DPC scheme can be a promising candidate to facilitate a faster, accurate, time
and money saving automatic pre-compensation routine.
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Future Work Directions

This work mainly concentrated on the characterization of transmitter impairments. This
can be further developed in the following directions :

• Explore the possibility to improve the memory polynomial model to be able to com-
pensate also the e�ects of the �ber channel.

• The transmitter I/Q skew estimation routine can be supplemented by a receiver I/Q
skew estimation routine.

• The individual memory polynomial models for each tributary can be further adopted
to enable compensation of various I/Q crosstalk and o�set e�ects.
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