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Abstract: The demand for quantitative medical imaging is increasing in the ongoing digital-
ization. Conventional computed tomography (CT) is energy-dependent and therefore of limited
comparability. In contrast, dual-energy CT (DECT) allows for the determination of absolute image
contrast quantities, namely the electron density and the effective atomic number, and is already
established in clinical radiology and radiation therapy. Grating-based phase-contrast computed
tomography (GBPC-CT) is an experimental X-ray technique that also allows for the measurement
of the electron density and the "effective atomic number. However, the determination of both
quantities is challenging when dealing with polychromatic GBPC-CT setups. In this paper,
we present how to calculate the effective atomic numbers with a polychromatic, laboratory
GBPC-CT setup operating between 35 and 50 kVp. First, we investigated the accuracy of the
measurement of the attenuation coefficients and electron densities. For this, we performed a
calibration using the concept of effective energy. With the reliable experimental quantitative
values, we were able to evaluate the effective atomic numbers of the investigated materials using
a method previously shown with monochromatic X-ray radiation. In detail, we first calculated the
ratio of the electron density and attenuation coefficient, which were experimentally determined
with our polychromatic GBPC-CT setup. Second, we compared this ratio with tabulated total
attenuation cross sections from literature values to determine the effective atomic numbers. Thus,
we were able to calculate two physical absolute quantities – the electron density and effective
atomic number – that are in general independent of the specific experimental conditions like the
X-ray beam spectrum or the setup design.
© 2018 Optical Society of America under the terms of the OSA Open Access Publishing Agreement
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1. Introduction

Quantitative imaging inmedicine is becomingmore andmore important as the need of reproducible
data emerges with ongoing digitalization [1]. In conventional computed tomography (CT), the
attenuation data or its alternative representation in Hounsfield units are energy-dependent and
therefore of limited comparability. Dual energy computed tomography (DECT) related techniques
including K-edge or spectral imaging are already used for improved diagnostic imaging of renal
stones, gout, fat content quantification in the liver [2–10] or for body tissue characterization in
radiation and particle therapy [11]. A decomposition of DECT data into two components based on
Compton and photoelectric effect allows calculating the electron density and the effective atomic
number, which are both physical quantities independent of the experimental conditions and are
not energy dependent like the attenuation coefficient in standard computed tomography [12, 13].
Grating-based phase-contrast computed tomography (GBPC-CT) is an experimental X-ray

imaging technique, which also allows to perform quantitative imaging. Three complementary
image signals are retrieved in GBPC-CT: the conventional attenuation signal, the phase-contrast
signal, which is highly sensitive to soft-tissue density differences, and the so-called dark-field
signal, which reveals small angle-scattering in the sample [14–19]. To calculate the electron
density, which is related to the phase-contrast signal, one needs to additionally determine the X-ray
energy. If the experiment is performed with monochromatic synchrotron radiation, the energy is
known and the resulting electron density and attenuation coefficients can be verified [20, 21].
The translation of GBPC-CT from large-scale synchrotron facilities to laboratory X-ray

sources allows for new possible applications closer to industry and medicine [22]. However, the
polychromatic nature of laboratory GBPC-CT makes the determination of the quantitative data
more complicated. Correct electron density values can be calculated by determination of an
effective energy using a calibration sample in combination with a highly sensitive laboratory
GBPC-CT setup [23–26]. But still, the attenuation coefficient remains an energy-dependent
quantity.
To access the effective atomic number with GBPC-CT, two different approaches have been

proposed. Qi et al. [24] use an intensive calibration of a phantom for the determination of the
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effective atomic number with a fit function. This method provides accurate results, but one needs
complex calibration for each scan differing in parameters like the tube voltage. Additionally, the
method in [24] employs an exponential fit needing highly reliable reference values, which are
limited for the effective atomic number [24,27]. Willner et al. [21] proposed to determine the ratio
of the Compton scattering part of the linear attenuation coefficient with the total linear attenuation
coefficient, which leads to the effective atomic number. This approach was investigated at a
synchrotron source with a monochromatic energy of 82 keV.
In this paper, we apply the method proposed by Willner et al. [21] to determine the effective

atomic number with an experimental laboratory GBPC-CT setup using a polychromatic X-ray
source. First, we present the determined electron density values and attenuation coefficients. For
that, we measured a phantom consisting of different materials in a water container at 35 kVp
and 50 kVp. We calculated the effective energy of the setup by data calibration. The quantitative
electron density and absorption coefficients fit well in comparison to theoretical values. Based on
the previous results, we illustrate how to determine the effective atomic numbers for materials
with low atomic numbers (Zeff ≤ 8). In detail, we compared the ratio of the experimentally
measured electron density values over the attenuation coefficients with tabulated attenuation
cross sections. The presented results of the effective atomic numbers are in good agreement with
reference values. In contrast to previous methods to access the effective atomic numbers, our
approach does not need that extended of calibration of the effective atomic numbers as shown
in Qi et al. [24], since we only use simple effective energy calibration. In addition to Willner
et al. [21], we show that the approach works with a polychromatic laboratory GBPC-CT setup
increasing the range of potential applications.
Finally, we investigated the effect of beam hardening with a phantom immersed in different

surrounding liquids. The differences in electron densities turned out to be small for all three
experiments with different surrounding liquids. The same is valid for the differences in effective
atomic numbers except for low absorbing surrounding liquids like oil, for which additional beam
hardening correction was necessary.

2. Methods

2.1. Measurements and data analysis

The laboratory GBPC-CT setup (grating or Talbot-Lau interferometer) consisted of an X-ray
source, three gratings, and an X-ray detector as shown in Fig. 1 and presented in full detail
in [28]. The X-ray source was a rotating anode of type Enraf Nonius FR591 with a molybdenum
target operating between 35 - 50 kVp and at 70mA. For the measurement at 50 kVp, we added
an aluminum filter of 1mm thickness to harden the spectrum. Furthermore, we used a Dectris
Pilatus II 100k single-photon counting detector with a 1mm thick silicon sensor and 487× 195
pixels of 172× 172µm2 pixel size.
The phase shift of the phase grating was π at a design energy of 27 keV and the inter-grating

distances were 85.7 cm. The distances were kept constant for all voltages. The gratings were
binary line gratings with a period of 5.4µm on silicon wafers. In general, the first grating, the
so-called source grating, is an absorption grating providing sufficient transverse coherence for
the formation of an interference pattern. The second grating, the phase-grating, creates a periodic
phase modulation of the wave front. The last grating, the analyzer grating, allows one to resolve
the interference pattern created by the phase-grating, which usually has a much smaller period
than the detector pixel size. All gratings were fabricated by the Institut für Mikrostrukturtechnik,
Karlsruhe Institute of Technology (Karlsruhe, Germany).
In order to retrieve the differential phase-contrast signal in addition to the conventional

attenuation – the dark-field signal is not considered here –we used the phase stepping approach [18].
All projections were measured with 11 phase steps and an exposure time of 3 s per phase step.
We applied weighted least-squares fit processing to extract the differential phase-contrast from
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Figure 1. Schematic laboratory GBPC-CT setup. The setup consists of the X-ray source,
three X-ray gratings, namely the source grating, the phase grating, and the analyzer grating,
followed by the Pilatus II detector. The sample, which is immersed in a water container, is
put directly in front of the phase grating. This figure is licensed under the Creative Commons
Attribution (CC BY) and first published in Willner et al. [29].

the raw data [30] and used polynomial ramp correction of the phase-contrast projections [31].
The average interferometric visibility determined in an area of 420× 190 pixels was 31.3, 30.9,
and 11.6% for 35 kVp, 40 kVp, and 50 kVp, respectively.
In our tomographic reconstruction of the 800 projections, we applied filtered backprojection

using a Ram-Lak filter for the attenuation and a Hilbert filter for the phase-contrast data [32, 33].
For determining of the effective energy, we compared the experimental values of a known

material – for example the PMMA rod in our case – with the theoretical energy dependent data.
As we measured our object in a water container, the resulting data was the relative difference
of the refractive index between the object and water. The comparison of this experimentally
determined difference in the refractive index decrement to the theoretical differences – which are
energy dependent – allowed to determine the effective energy. The calibration was performed for
both the refractive index decrement δ and the attenuation coefficient µ.

Beam hardening correction was performed using an empirical polynomial approach similar to
the one shown in [34]. The model function p was

p = p0 + ap3
0, (1)

with the initial projection line integrals p0 and the parameter a being determined in a homogeneous
section through the sample until the effect of cupping artifacts are minimized. The parameter a
was found to be a = −0.32. The new line integrals p were then used for the reconstruction.

2.2. Quantitative X-ray phase-contrast imaging

The quantity of interest in phase-contrast imaging is the complex index of refraction

n = 1 − δ + iβ, (2)

where δ is the refractive index decrement and β is the imaginary part of the refractive index. The
refractive index decrement can be related to the electron density ρe in absence of absorption
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edges as

δ =
2πr0~

2c2

E2 ρe, (3)

where r0 is the classical electron radius, ~ is the reduced Planck constant, c is the speed of light,
and E is the energy [35].
The imaginary part of the refractive index β is related to the energy and material dependent

absorption coefficient µ as
β =

µ

2k
, (4)

with k being the wave vector. As the sample is put in a water container, one measures the relative
attenuation coefficient µrel. To access the absolute attenuation coefficient µabs, the absolute energy
dependent attenuation coefficient of water has to be added to the relative attenuation coefficient

µabs = µrel + µH2O(Eeff,µ), (5)

with Eeff,µ being the effective energy of the attenuation signal. As described in the previous
section (see Sec. 2.1), the latter can be determined using effective energy calibration with a
known material like the PMMA rods here.
In grating interferometry, one determines the lateral phase-shift of the interference pattern φ,

which is related to the phase-shift Φ of the wavefront and thus the complex index of refraction n
by

1
k
∂Φ
∂x
=

p2
2πd

φ, (6)

with p2 being the period of the analyzer grating and d the distance between the phase and the
analyzer grating. The phase shiftΦ is directly related to the refractive index decrement δrel, which
signifies the refractive index decrement measured relative to water, as

Φ = k
∫

δreldz, (7)

in beam direction z. We calculate the effective energy of the refractive index decrement Eeff,δ
using the PMMA rod in the same way like in the case of the attenuation coefficient. The absolute
refractive index decrement δabs can be determined with the corresponding refractive index
decrement of water δH2O as

δabs = δrel + δH2O(Eeff,δ). (8)

This allows to determine experimentally the electron density

ρe =
E2

eff,δ

2πr0~2c2 δabs. (9)

The electron density can be theoretically calculated if the mass density ρ and composition of the
material is known [26]:

ρe = ρNA

∑
wiZi∑
wi Ai

, (10)

where the weights wi account for the fraction of atom i. Zi is the atomic number, Ai the atomic
mass number, and NA Avogadro’s number. The electron density of a single atom can be calculated
by

ρe = ρNA
Z
A
. (11)
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2.3. Determination of the effective atomic number Zeff

With the electron density and attenuation coefficient at hand, one can determine the effective
atomic number Zeff . In contrast to the electron density, the total attenuation coefficient still
depends on both the energy and the atomic number. Assuming a single atom, the total attenuation
coefficient is formed by

µ = ρ
NA
A
σtot(E, Z), (12)

with σtot being the total atomic interaction cross section, which is related to the total electronic
interaction cross section σtot,e(E, Z) via σtot(E, Z) = σtot,e(E, Z) · Z . The total atomic interaction
cross section is based on three effects, namely the photoelectric (ph) effect as well as coherent
(coh) and incoherent (incoh) scattering expressed as

σtot(E, Z) = σph(E, Z) + σcoh(E, Z) + σincoh(E, Z). (13)

If we expand Eq. (12) with the atomic number and use Eq. (11), we get an expression which
depends on the electron density, the atomic number, and the total absorption cross section

µ = ρe
σtot(E, Z)

Z
. (14)

Rearranging this expression leads to the central equation of this work to determine the effective
atomic number Zeff

ρe
µ
=

Zeff
σtot(E, Z), (15)

with the left side being the ratio of the electron density over the attenuation coefficient, which
can be experimentally determined. σtot(E, Z) can be accessed from tabulated data [36–38].
Equation (15) is equivalent to the resulting formula presented in Willner et. al [21]. Now we can
calculate this ratio with GBPC-CT if we compare the experimental ratio for compound materials
with the interpolated curve of the tabulated data using the effective energy Eeff . This leads then
to the effective atomic number Zeff .
Independent calculation of the atomic number to provide a theoretical reference is not

trivial [39]. In this work, we use two references of the effective atomic number. As the first
reference for the effective atomic number calculation, we used the following empirical formula

Zeff = 2.94

√∑
i

(wiZi)2.94, (16)

with wi being the total fraction of electrons and Zi being the atomic number of each component
of the molecule [27, 40]. Different theoretical reference values for the effective atomic number
are given by the XMuDat software, which is used as the second reference [41]. Replacing the
factor 2.94 in Eq. (16) with 3.50 leads to the values presented in [41].

3. Results and discussion

3.1. Electron density and absorption coefficients

For determination of the electron density and the attenuation coefficients, we performed a
tomographic scan of a phantom consisting of five different polymers at two tube voltages: 35 kVp
and 50 kVp. Figure 2 illustrates the corresponding axial slices of the retrieved data. The phantom
consists of low-density polyethylene (LDPE), polyoxymethylene (POM), polyetheretherketone
(PEEK), Nylon, and polymethylmethacrylate (PMMA), embedded in a water container. Between
Figs. 2(a) and 2(c), one observes difference in contrast in the attenuation signal, which originates
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Figure 2. Results of the phantom measurement at different source spectra. Axial slices
of two scans at 35 kVp and at 50 kVp. The phantom consists of five different materials
(1: LDPE, 2: POM, 3: PEEK, 4:Nylon, and 5: PMMA) embedded in a water surrounding.
The absorption coefficients are displayed on the left and the electron density on the right.
The quantitative GBPC-CT values can be found in Table 1 and the mass densities and
chemical compositions of the materials can be found in Table 2. The attenuation coefficient
µ is displayed linearly in an interval of [0.2, 0.6] in 1/cm and the electron density ρe in an
interval of [300, 450] in e/nm3. The experimental values presented here and in the other
tables were determined as the mean of a certain volume and the respective error as the total
standard deviation of the same data.

from the energy dependence of the attenuation coefficient. In the attenuation image (see Fig. 2(c)),
the contrast between Nylon, PMMA, and the surrounding water is low. The electron density
remains however at the same contrast level (see Figs. 2 (b) and 2(d)). Nylon and PMMA have
similar electron density, but both materials can be differentiated in the attenuation signal in
Fig. 2(a).

The experimental attenuation coefficients are plotted versus the electron densities in Figs. 3(a)

Table 1. Electron density values and linear attenuation coefficients of different polymers
and water. The data was evaluated from phantom measurements at tube voltages of 35 kVp
and 50 kVp (see Fig. 2). The theoretical reference values can be found in [37, 38]. The mass
densities and chemical compositions of the materials can be found in Table 2.

material ρe ρe ρe,theo. µ µtheo. µ µtheo.
(35 kVp) (50 kVp) (35 kVp) (25.0 keV) (50 kVp) (34.5 keV)[
e/nm3] [

e/nm3] [
e/nm3] [1/cm] [1/cm] [1/cm] [1/cm]

LDPE 315.5 ± 0.8 316.2 ± 1.9 315.9 0.296 ± 0.010 0.299 0.231 ± 0.006 0.229
Nylon 377.2 ± 0.8 377.1 ± 1.9 376.0 0.418 ± 0.010 0.410 0.295 ± 0.006 0.291
PEEK 405.9 ± 0.9 405.3 ± 1.9 407.3 0.461 ± 0.009 0.457 0.321 ± 0.006 0.322
POM 451.5 ± 1.1 452.7 ± 2.1 452.3 0.607 ± 0.009 0.603 0.392 ± 0.006 0.390
PMMA 385.8 ± 0.9 385.9 ± 2.1 386.4 0.460 ± 0.010 0.459 0.315 ± 0.007 0.314
Water 333.4 ± 0.8 333.5 ± 2.0 334.2 0.509 ± 0.009 0.508 0.314 ± 0.006 0.313
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Figure 3. Scatter plots of the total linear attenuation coefficients versus the electron density
of the two different setup voltages shown in Table 1. The experimental linear attenuation
coefficients µ are plotted against the corresponding electron densities ρe obtained from
GBPC-CT measurements at 35 kVp (a) and 50 kVp (b). Standard deviations are indicated by
error bars and the red solid line represents the linear attenuation coefficient for Compton
scattering µincoh.

and 3(b) for both energies of the setup to visualize the complementarity of both signals. The
distance of the attenuation values to the Compton cross section decreases with increasing energy.
Comparing PMMA and PEEK, one can see that the attenuation values are quite similar, especially
at 50 kVp. Compared to Willner et al. [21], one can observe that the incoherent scattering part is
not the dominating contribution to the total interaction cross section.

A quantitative comparison of the obtained data with theoretical values is summarized in Table 1.
The mean and standard deviation of 150×30×30 voxels are compared for all materials with the
corresponding theoretical values [37,38]. The electron density is calculated according to Eq. (10).
The effective energies of both scans were determined to Eeff,µ = 25.0±0.1 keV for 35 kVp and
Eeff,µ = 34.5±0.1 keV for 50 kVp in the attenuation signal. The effective energy determined in the
phase-contrast signal was Eeff,δ = 25.7±0.1 keV for 35 kVp and Eeff,δ = 30.0±0.1 keV for 50 kVp,

                                                                                                Vol. 26, No. 12 | 11 Jun 2018 | OPTICS EXPRESS 15161 



Figure 4. Determination of the effective atomic number for two different energies. The ratio
represents both sides of Eq. (15). The right side of Eq. (15) is the theoretical ratio of the
atomic number over the total cross section Z/σtot and shown by the continuous lines, which
are based on the spline interpolated tabulated data. The left side of Eq. (15) is the ratio of the
experimentally determined electron density over the linear attenuation coefficient ρe/µ of
single elements, which is marked by the crosses (’x’) and uses the experimental results from
the phantom measurements shown in Fig. 2.

which were used for the calculation of the electron density and the effective atomic number in
the following section. The differences between the effective energy of the attenuation contrast
Eeff,µ and the effective energy of the phase-contrast Eeff,δ (see Table 1) originate in the different
dependencies of the signals, since the DPC signal depends not only on the spectrum, but also
on the visibility of the setup. The latter is formed by the spectrum, the setup design including
the geometry, and the X-ray gratings. However, the effective energies for both modalities are
quite similar, which can be explained by the way of determination of the effective energy. The
position and the material type are essential for the effective energy determination, which is
here the PMMA rod in the center of the tube. The composition of the polymers and their mass
densities are presented in Table 2. All theoretical electron density values with exception of PEEK
lie within the error margins of their respective standard deviations. The electron density values of
PEEK are only slightly off, but still lie below 1%. Since the other electron density values are in
good agreement with the references, we assume that impurities could cause this slight deviation.
The attenuation coefficients show also overall good agreement to literature values and other
phase-contrast experiments [42, 43]. The average electron density resolution is approximately
1.0 e/nm3 for the 35 kVp experiment and approximately 2.0 e/nm3 for the 50 kVp measurement.
Higher exposure times per phase step and thus higher total exposure time per DPC projection
would increase the electron density resolution aside from a redesign of the setup [28].

3.2. Effective atomic number

With the experimental determination of the absorption coefficient and the electron density,
we are now able to extract the effective atomic number Zeff as described by Eq. (15). The
calculated theoretical values are compared and plotted against the experimental results in Fig. 4.
The interpolated curves determine the theoretical values for both calibrated effective energies.
The experimentally determined ratio of ρe/µ is then compared with the interpolated reference
data, thereby getting the effective atomic number corresponding to this ratio. The results are
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summarized in Table 2. Compared to both provided references, the theoretical values with
exception of LDPE lie within the error margins of the respective experimental effective atomic
numbers Zeff . The uncertainty of the calculation of the effective atomic number is based on
Gaussian error propagation of the standard deviation of the attenuation coefficients, the electron
density resolution, and the uncertainty of the calibration of the effective energy of 0.1 keV.
In comparison to Ref. 1 [27], the effective atomic numbers deviate slightly. The underlying

formula (see Eq. (16)) is however an empirical approximation and not a ground truth [39]. The
same statement can be made for Ref. 2 [41], which is based on the same formula like Ref. 1 and of
the same empirical nature. However, those values were closer to our determined effective atomic
number values of the phantom.

3.3. Effect of beam hardening

In a further GBPC-CT experiment, we assessed the impact of beam hardening on the electron
density and effective atomic number. In order to simulate sufficiently strong beam hardening
effects, we chose three different surrounding liquids, namely water, oil, and a 5% sodium chloride
(NaCl) solution. A GBPC-CT experiment using air instead of a liquid was not feasible due to
too strong phase-wrapping and beam hardening effects. The measurements were performed
at constant voltage of 40 kVp, for which the GBPC-CT setup is optimized with respect to
performance and thus visibility. The NaCl solution mimics tissue environment with high density
like fibrous tissue and the oil is used to represent adipose tissue [44]. The phantom itself consists
of four Eppendorf tubes filled with water, blood, a 5% sodium chloride (NaCl) solution, and oil,
as the GBPC-CT setup is intended for biomedical research. For calibration, three PMMA rods
were added.

Three different axial slices of the electron density ρe (see Figs. 5(a)-5(c)) and the corresponding
slices of the effective atomic number Zeff (see Figs. 5(d)-5(f)) were determined as described in
the previous section (see Sec. 3.2). The PMMA rods (1) were used to determine an effective
energy in all three data sets. The determined effective energies and electron density results are
summarized in Table 3 and the effective atomic numbers Zeff in Table 4.
The effective energy determined in the attenuation signal increases from oil (27.1 keV) over

water (27.2 keV) to the NaCl solution (27.6 keV), the same is valid for the phase-contrast data
(see Table 3). As already mentioned, the difference in effective energy between the two signals
attenuation and electron density originates in the different dependencies of the two modalities. In
a similar way compared to the experiment with different source spectra (see Sec. 3.1), the way of
determination of the image signals reduces the differences in the effective energies between the
different surrounding liquids.

Table 2. Comparison of the determined effective atomic number Zeff with reference
values. The theoretical effective atomic numbers of Ref. 1 were calculated from the elemental
compositions of thematerials according to Eq. (16). Ref. 2 uses a factor of 3.50 in Eq. (16) [41],
the mass density ρ is based on the data provided by the manufacturer [45]. Nylon is of type
6,6.

material chemical formula ρ Zeff Zeff Zeff Zeff
[g/cm3] (ref. 1) (ref. 2) (25.0 keV) (34.5 keV)

LDPE [C2H4]n 0.92 5.44 5.53 5.49 ± 0.10 5.68 ± 0.08
Nylon [C12H22N2O2]n 1.14 6.12 6.21 6.26 ± 0.10 6.26 ± 0.08
PEEK [C19H12O3]n 1.30 6.38 6.32 6.38 ± 0.10 6.36 ± 0.08
POM [CH2O]n 1.41 6.95 7.03 7.03 ± 0.10 6.98 ± 0.08
PMMA [C5H8O2]n 1.19 6.47 6.56 6.55 ± 0.10 6.57 ± 0.08
Water H2O 1.00 7.42 7.51 7.51 ± 0.10 7.54 ± 0.08
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Table 3. Relative comparison of the electron density of the liquids phantom in dependence
of different surrounding liquids at 40 kVp. Results of three phantom measurements with
different surrounding liquids are shown. With exception of PMMA and water, no theoretical
reference values are given (see Table 1).
surrounding liquid water oil 5%NaCl
Eeff,µ [keV] 27.2± 0.1 27.1± 0.1 27.6± 0.1
Eeff,δ [keV] 27.0± 0.1 26.9± 0.1 27.3± 0.1
1 - PMMA [ρe in e/nm3] 386.2± 1.0 386.4± 1.0 385.9± 1.6
2 - blood [ρe in e/nm3] 354.0± 1.0 355.1± 0.9 353.7± 1.1
3 -water [ρe in e/nm3] 333.9± 1.0 333.8± 0.9 334.2± 1.0
4 - 5%NaCl [ρe in e/nm3] 343.0± 1.0 344.3± 0.8 342.4± 1.5
5 - oil [ρe in e/nm3] 305.9± 0.9 305.1± 1.0 307.4± 1.0

Table 4. Relative comparison of the effective atomic number of the liquids phantom in
dependence of different surrounding liquids at 40 kVp. Results of three phantom measure-
ments with different surrounding liquids are shown. With exception of PMMA and water, no
theoretical reference values are given (see Table 2).

surrounding liquid water oil 5%NaCl
1 - PMMA [Zeff] 6.58± 0.07 6.55± 0.06 6.58± 0.08
2 - blood [Zeff] 7.61± 0.06 7.61± 0.06 7.58± 0.07
3 -water [Zeff] 7.49± 0.08 7.50± 0.06 7.47± 0.07
4 - 5%NaCl [Zeff] 8.37± 0.07 8.38± 0.06 8.30± 0.07
5 - oil [Zeff] 5.92± 0.09 5.97± 0.08 5.98± 0.09

Comparing the electron density results in Table 3, the absolute values for water and PMMA
are in good agreement with reference values (see Table 1). The relative differences of the other
liquids are within the range of the noise except for the blood sample and the NaCl solution in the
oil surrounding liquid and the oil in the NaCl solution surrounding liquid. Though, the maximum
deviation of the electron density is still below 1%. The electron density resolution determined in
the PMMA rods is ranging from 1.0 to 1.6 e/nm3.
Regarding the effective atomic number (see Table 4), the absolute effective atomic numbers

for PMMA and water are in good agreement with the results shown in Table 2. Comparing the
different surrounding liquids, almost all effective atomic numbers lie within the margin of the
standard deviation except for oil in the NaCl solution. However, beam hardening correction was
necessary for oil being the surrounding liquid to provide sufficient quality of the data. Here,
we used polynomial beam hardening correction similar to the one shown in [34] and presented
in Sec. 2.1. The quantitative differences in the effective atomic number Zeff with and without
beam hardening correction lie below 5%, which was the case for oil in the oil surrounding
liquid. Without this correction the results would deviate strongly as strong beam hardening of
the spectrum causes streaks and cupping artifacts leading to reduced quality of the quantitative
data. In contrast, the water and NaCl solution act as sufficiently well filtering surrounding liquids
without the need for additional beam hardening correction.

4. Conclusion

In this work, we illustrate how to determine the effective atomic number with a polychromatic,
laboratory GBPC-CT setup in a single tomographic scan based on the method shown in Willner
et al. [21], where a monochromatic synchrotron beam of 82 keV was used. The results of the
effective atomic numbers and the electron density values turned out to be quantitatively reliable
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Figure 5. Phantom experiments with different surrounding liquids. Quantitative GBPC-CT
results of phantom measurements with different surrounding liquids visualize the effect of
the polychromatic X-ray spectrum on the measured values of the electron density and the
effective atomic number due to beam hardening. The top row shows the electron density
ρe, the bottom row the effective atomic number Zeff . Subfigures (a) and (d) show an axial
slice of the phantom immersed in water, subfigures (b) and (e) show the same phantom
measured in oil, and subfigures (c) and (f) represent the experiment in the 5%NaCl solution
as surrounding liquid. The components and results of the phantom are listed in Tables 3 and
4. The electron density ρe is linearly displayed in an interval of [300, 400] in e/nm3 and the
effective atomic number Zeff in an interval of [5, 9]. The tube voltage was 40 kVp.

in the investigated energy range. If surrounding liquids do not act as sufficiently strong filters of
the spectrum as it was in the case of oil, beam hardening correction is necessary to obtain reliable
quantitative effective atomic numbers. The measured electron density varied only marginally
for different surrounding liquids and was not as prone to beam hardening as the attenuation
coefficient [46].
In comparison to related work, the approach used here needs only one calibration for the

effective energy. Qi et al. used multiple material calibration neglecting the coherent part of the
cross section σcoh. There, the exponential fit depends strongly on the quality of the reference
effective atomic numbers, which can limit the precision of the method [24, 27]. DECT also
provides the effective atomic number as well as the electron density and is already clinically
established in contrast to the experimental stage of GBPC-CT. Additionally, the polychromatic
laboratory GBPC-CT experiments presented here to determine the effective atomic number were
only performed for X-ray tube voltages up to 50 kVp, which is no limit for DECT. However,
DECT needs complex calibration, whereas GBPC-CT employs only one simple calibration to
access the electron density and the effective atomic number.
Measuring at lower energies in comparison to the 82 keV presented in Willner et al. [21] is

beneficial for biomedical GBPC-CT application, due to better interaction contrast in the energy
range used here. In addition to Willner et al. [21], we show that the approach also works if the
incoherent scattering part is not the dominating contribution in the total interaction cross section
(see Fig. 3). The validity of the results in this work is shown only for samples with relatively
low effective atomic numbers (Zeff ≤ 8). At this GBPC-CT setup with a maximum tube voltage
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of 50 kVp, experiments of materials with higher atomic number are of limited quality due to
increased noise and expected beam hardening artifacts. In order to investigate the electron density
and the effective atomic number of samples with higher atomic numbers or thicker samples,
respectively, a new GBPC-CT setup for at higher polychromatic energies would have to be
designed. Additionally, the use of spectral detector technique could allow one to increase the
performance of the method by reducing beam hardening artifacts and avoid the effective energy
calibration.
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