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## Abstract

Gyrokinetics is a fundamental framework for the study of turbulence in magnetized fusion plasmas. In this thesis, we first propose a new methodology for the derivation of gyrokinetic models, based on polynomial transforms instead of Lie transforms. Moreover, we present novel numerical methods for gyrokinetic simulations, including a strategy for the solution of hyperbolic-elliptic PDEs on 2D singular domains and its implementation in a 4D semi-Lagrangian field-aligned drift-kinetic code.

## Zusammenfassung

Gyrokinetische Modelle sind ein unverzichtbares Werkzeug für die Untersuchung von Turbulenz in magnetisierten Fusionsplasmen. In dieser Arbeit untersuchen wir eine neue Methode zur Herleitung gyrokinetischer Modelle, die auf Polynomtransformationen statt Lie-Transformationen basiert. Außerdem untersuchen wir neue numerische Methoden für gyrokinetische Simulationen, nämlich eine Strategie für die Lösung hyperbolischer-elliptischer PDGL auf 2D singulären Gebieten und deren Implementierung in einem 4D Semi-Lagrange Feldlinien-angepassten drift-kinetischen Code.

## Chapter 1

## Introduction

In this first introductory chapter we state the main motivations of this thesis, outline its contents, and give an overview of the overall context of the work, namely the role of gyrokinetic theory and simulations in the research areas of plasma physics and nuclear fusion.

### 1.1 Motivation and outline of the thesis

This Ph.D. thesis is the result of about three years of research work conducted by the author at the Max Planck Institute for Plasma Physics under the academic supervision of Prof. Dr. Eric Sonnendrücker and the scientific guidance of Dr. Yaman Güçlü and Dr. Stefan Possanner. This work has been carried out within the International Helmholtz Graduate School for Plasma Physics, a thematic graduate center of the Technical University of Munich.

The ultimate goal of this research work is to contribute to the advancement of the mathematical and computational tools at disposal of physicists, mathematicians, computer scientists and engineers working in the research areas of plasma physics and nuclear fusion, and eventually improve the current understanding of the complex variety of physical phenomena occurring in experimental nuclear fusion reactors. Mathematics and computational science provide invaluable tools to build mathemat-
ical models of such physical phenomena and study their behavior and evolution in space and time with the help of computer experiments. In particular, this thesis focuses on the mathematical and computational methods employed for the theoretical derivation of gyrokinetic models and for their numerical solution by means of computer simulations.

In the first part of this thesis (chapter 2) we propose a new methodology for the theoretical derivation of gyrokinetic models. Our technique is based on polynomial phase-space coordinate transformations, which we call polynomial transforms. Our derivation is conceptually simpler than the standard one based on Lie transforms and makes gyrokinetic theory easier to access for non-specialists. In the spirit of asymptotic analysis, we define a rigorous normalization procedure in order to carry out our derivation in a fully non-dimensional framework. Moreover, our ordering assumptions (maximal ordering) are inspired by realistic physical scenarios relevant for existing and future fusion experiments, such as, for example, the Tokamaks ASDEX Upgrade (Max Planck Institute for Plasma Physics) and ITER (ITER Organization). As a result, we derive a set of gyrokinetic Vlasov-Maxwell equations for ions and electrons within a unique ordering.

In the second part of this thesis (chapters 3-5) we develop and discuss novel numerical methods for gyrokinetic simulations. In particular, we propose a comprehensive numerical strategy for the solution of coupled hyperbolic-elliptic partial differential equations on two-dimensional disk-like domains, obtained from a rectangular uniform logical domain through singular coordinate mappings. In particular, we propose a novel set of coordinates, which we call pseudo-Cartesian coordinates, for the integration of the characteristic equations for the semi-Lagrangian solution of hyperbolic equations on such domains, and a finite element method based on globally $\mathcal{C}^{1}$ smooth splines for the solution of elliptic equations. We also report about the development of a semi-Lagrangian simulation code based on the field-aligned approach. This code addresses the numerical solution of a simplified four-dimensional drift-kinetic electrostatic model. We discuss in detail the field-aligned approach and show how to integrate the numerical machinery developed for two-dimensional problems within the four-dimensional code, presenting preliminary verification tests.

It is our hope that the numerical methods and techniques presented in this thesis, or their extension and improvement, will be eventually implemented and employed in state-of-the-art gyrokinetic codes, as well as other simulation codes used in computational plasma physics.

### 1.2 Plasma physics and nuclear fusion

Plasma physics and nuclear fusion constitute the overall context of this research work with respect to the physical sciences. The physical system being ultimately investigated consists of a fusion plasma, that is, an ionized gas of electrons and ions at extremely high temperatures and densities inside a nuclear fusion reactor. When nuclei of light atoms, such as hydrogen, collide and fuse together, they produce nuclei of heavier atoms, such as helium, and release enormous amounts of energy. This reaction occurs, for example, in the core of the Sun and all other stars in the universe. The goal of nuclear fusion science is to replicate such reactions in laboratories and experimental facilities on earth, with the ultimate aim of converting the energy produced by fusion reactions into electrical energy. Thanks to the fact that fusion fuels, namely deuterium and tritium, are extensively available and almost inexhaustible on earth, nuclear fusion represents a possible future source of large-scale carbon-free energy, that may help address some of the most urgent challenges facing humanity, namely the energy needs of our species within a safe preservation of our ecosystem. Several aspects make nuclear fusion an attractive safe alternative to nuclear fission as a nuclear energy source. To name a few: fusion does not emit carbon dioxide or other greenhouse gases into the atmosphere, nuclear fusion reactors do not produce long-lived nuclear waste, and there is no risk of a chain reaction or meltdown. The downside is that what makes nuclear fusion inherently safe makes it also extraordinarily challenging from a scientific and technological point of view, as the reaction stops or does not occur at all if any of the physical conditions necessary for it are disturbed in any way. In order for the reaction to occur at a reasonable rate, the plasma inside a fusion reactor needs to be heated at temperatures of about 150 million degrees Celsius, much higher than the Sun's core. It is therefore necessary to confine the hot plasma (which has a tendency
to expand) inside the core of a fusion reactor for a sufficiently long time and prevent it from reaching the outer walls of the machine. Several techniques have been invented and investigated in the last decades in order to achieve high plasma confinement in fusion reactors. The most common one is magnetic confinement, which makes use of strong external magnetic fields to contain and control the plasma. The idea of magnetic confinement comes from the simple physical observation that electrically charged particles (such as electrons and ions inside a plasma) exhibit a motion of gyration around the field lines of an external magnetic field. As a consequence, a combination of poloidal and toroidal magnetic coils in a donut-like shaped device can act as a magnetic cage and trap the plasma particles in a well-confined region inside the reactor's vessels. The two main existing types of fusion reactors based on magnetic confinement are the so-called Tokamaks (Artsimovich, 1972) and Stellarators (Spitzer, 1958). They differ mainly because of the shape and the spatial symmetry properties of the magnetic coils used to create the external magnetic fields. This thesis deals with magnetically confined fusion plasmas in Tokamak devices, such as, for example, ASDEX Upgrade, DIII-D, JET, TCV (to name just a few among the more than 200 Tokamak reactors that have been built and operated since the 1950s) and the future machine ITER (Figure 1.1).

### 1.3 Gyrokinetic theory and simulations

Fusion plasmas consist typically of an extremely large number of charged particles interacting between themselves and with external electromagnetic fields. When a macroscopic physical system consists of a large number of microscopic components, it is common to describe it from a statistical point of view, instead of looking at its individual microscopic degrees of freedom. In the case of a fusion plasma, we may want to describe its physical dynamics with the tools provided by the kinetic theory of gases, rather than looking at the individual equations of motion of each electron and ion in the plasma. The fundamental bit of information in such a kinetic description is typically the probability of finding a particle at a given position, with a given velocity and at a given time. The mathematical object that contains such information is the so-called distribution function of the plasma particles. Such objects


Figure 1.1: A cutaway of the ITER Tokamak (produced by the ITER Design Office in January 2013).
are defined, at a given time, on a six-dimensional phase space (three dimensions are associated to the position of the plasma particles and three to their velocity). The evolution in time of a particle distribution function is therefore described by a six-dimensional phase-space dynamics. When the equations describing such dynamics need to be solved on a computer, as it is usually the case, the high dimensionality of the phase space becomes a computational limitation, as it results in long run times and heavy memory footprints of the corresponding numerical simulations. It becomes therefore useful to develop reduced models capable of retaining a physically meaningful description of the system while at the same time decreasing the computational cost of the model. Gyrokinetic theory is an example of such reduced models: it is derived from a fully kinetic model by applying standard techniques of perturbation theory and results in a set of dynamical equations defined on a five-dimensional phase space, thus enabling more efficient numerical simulations of fusion plasmas.

Several efforts have been made in the last decades in order to develop computer codes for the numerical simulation of fusion plasmas by means of gyrokinetic mod-
els. Such codes are typically classified into two different categories, according to the overall discretization approach on which their numerical methods are based. In particle-in-cell (PIC) codes the system is observed from macro-particles and only a computational grid in the three-dimensional configuration space is necessary in order to solve the dynamical equations (more precisely, the equations describing the dynamics of the electromagnetic fields). Examples of gyrokinetic PIC codes include GTC (Ethier et al., 2005), GTS (Wang et al., 2006), XGC1 (Ku et al., 2009), ORB5 (Bottino et al., 2010), and ELMFIRE (Heikkinen et al., 2008). In continuum codes, instead, the dynamical equations are discretized on a five-dimensional phase-space grid. Such codes are further classified into purely Eulerian codes, based on various discretization approaches, such as, for example, finite differences, finite volumes, or discontinuous Galerkin methods, and semi-Lagrangian codes, where the particle distribution function is discretized on a grid but the grid points are advected along the characteristic trajectories of the transport equation describing its dynamics. Examples of gyrokinetic Eulerian codes include GENE (Jenko and Dorland, 2001), COGENT (Dorf et al., 2012), GKEYLL (Shi et al., 2017), GT5D (Idomura et al., 2008); examples of gyrokinetic semi-Lagrangian codes include GySeLa (Grandgirard et al., 2006b) and the code described in (Kwon et al., 2015).

## Chapter 2

## A new derivation of gyrokinetic theory

Gyrokinetics is one of the major frameworks used in theoretical and numerical studies of low-frequency turbulence in magnetized fusion plasmas (Garbet et al., 2010; Krommes, 2012). Gyrokinetic models are based on a change of phase-space coordinates that separates the fast motion of gyration of the charged plasma particles around the magnetic field lines from the slower motion of their guiding-centers along the direction of the magnetic field lines. The idea is to derive a reduced set of dynamical equations that contain all the information necessary to provide a good enough description of the physical dynamics of the plasma, while at the same time neglecting the dynamics occurring at the fastest time scales, thus reducing the overall dimensionality of the equations to be solved and enabling more efficient numerical simulations (by reducing both their run time and their memory footprint).

From the point of view of mathematics, gyrokinetic theory is the asymptotic study of the Vlasov-Maxwell model in a strong background magnetic field. This requires a suitable reformulation of the equations such that the formal limit of infinite magnetic field strength can be carried out in a meaningful way. The procedure can be understood in the context of averaging the characteristics (or Lagrangian paths) of the Vlasov equation, as described first in (Northrop, 1963). Rigorous mathematical accounts can be found, for example, in (Frénod and Sonnendrücker, 2001; Bostan,

2010; Chartier et al., 2016). A first attempt to average the Vlasov-Maxwell equations taking into account the self-consistent interaction between plasma particles and electromagnetic fields can be found in (Frieman and Chen, 1982). On the other hand, the works of (Littlejohn, 1979; Dubin, 1983; Hahm, 1988; Brizard, 1989) laid the foundation of "structure-preserving" gyrokinetic theory. In these works it was first realized that averaging can be carried out on the level of the variational principle, by transforming the particle Lagrangian that leads, together with the free-field electromagnetic Lagrangian, to the Vlasov-Maxwell equations (or, equivalently, by transforming its corresponding Poisson bracket structure). This strategy has the advantage of preserving symmetries of the plasma equations of motion during the process of averaging. More precisely, the averaged equations will exactly conserve averaged versions of the true constants of the motion, such as, for example, energy and momentum. Most, if not all, of the numerical codes attempting to solve the gyrokinetic equations are currently based on structure-preserving gyrokinetic models and often show improved stability and accuracy.

The derivation of gyrokinetic models has been discussed and reviewed extensively in (Brizard and Hahm, 2007; Krommes, 2012), and references therein. The prevalent methodology is based on Lie transform perturbation theory, as presented for example in (Cary, 1981; Cary and Littlejohn, 1983), and most of the recent derivations have been carried out in this framework, as in (Tronko et al., 2016; Brizard, 2017; Tronko et al., 2017a,b; Tronko and Chandre, 2018). The work described in this thesis suggests a different derivation of the gyrokinetic equations, which we hope will make gyrokinetic theory easier to access for scientists who are not familiar with it. The idea is to derive the gyrokinetic equations without relying on methods based on Lie transform perturbation theory. Such methods, despite being mathematically elegant, are formulated in the language of differential geometry and may thus prevent readers from focusing on the core of the gyrokinetic reduction. The derivation discussed in this thesis is inspired by the guiding-center theory of Littlejohn (Littlejohn, 1983) and a similar approach has been recently suggested in (Parra and Calvo, 2011; Scott, 2017) and worked out in the long-wavelength regime of gyrokinetics in (Possanner, 2018). More precisely, we extend the methodology presented in (Possanner, 2018) to address the description of turbulence on the microscopic scales of magnetized
fusion plasmas, such as the ion Larmor radius. As in Lie transform perturbation theory, our method is based on near-identity phase-space coordinate transformations. However, we propose to construct such transformations in a different way. More precisely, our phase-space coordinate transformations are defined as polynomials of finite degree in powers of a given perturbation parameter. The coefficients of such polynomials are the so-called generating functions (or generators) and represent the degrees of freedom that allow us to separate fast and slow scales. We call such phase-space coordinate transformations polynomial transforms, in analogy with Lie transforms. Our polynomial transforms are conceptually simpler than Lie transforms, which are asymptotic series (thus not necessarily convergent) constructed as products of operator exponentials which feature Lie derivatives along the generating vector fields.

In the spirit of asymptotic analysis, our derivation of the gyrokinetic equations is carried out in a fully non-dimensional framework. The perturbation parameter used in our near-identity phase-space coordinate transformations, which we denote by $\varepsilon$, is identified by a rigorous normalization of the Vlasov-Maxwell model. Our ordering in powers of $\varepsilon$ is then based on assumptions derived from realistic physical scenarios relevant for existing and future fusion experiments, such as, for example, the Tokamaks ASDEX Upgrade and ITER . In this way we clearly separate the physical assumptions (generally referred to as "ordering" in the gyrokinetic literature) from the mathematical model reduction (averaging with polynomial transforms). The reduction procedure via polynomial transforms can then be viewed as a sort of automatic procedure, which ideally could be carried out by a symbolic computer program, in order to prevent errors in long analytical calculations. Moreover, our methodology based on a priori normalization of the physical equations allows us to formulate a gyrokinetic theory for both ions and electrons within the same physical scenario and assumptions.

This chapter is organized as follows. Section 2.1 introduces the basic equations of the Vlasov-Maxwell model for a non-collisional magnetized plasma, including a fieldtheoretic Lagrangian formulation. Section 2.2 defines the normalization scheme used for the purpose of non-dimensionalization and derives an ordering pattern based on physical considerations. Section 2.3 outlines the main results of this work,
namely a set of gyrokinetic equations for both ions and electrons in maximal ordering with the corresponding sources in Maxwell's equations. Finally, we end the chapter with a summary of our contributions.

### 2.1 The Vlasov-Maxwell model

We consider a non-collisional plasma composed of ions and electrons described in terms of the distribution functions $f_{\mathrm{s}}(t, \boldsymbol{x}, \boldsymbol{v})$, where the subscript s denotes the particle species, $t \in \mathbb{R}^{+}$denotes the time coordinate, and $(\boldsymbol{x}, \boldsymbol{v}) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ are position and velocity coordinates in phase space. In this chapter we write all equations in SI units (Taylor, 2008). The distribution functions $f_{\mathrm{s}}$ obey the non-collisional Vlasov equation

$$
\begin{equation*}
\frac{\partial f_{\mathrm{s}}}{\partial t}+\boldsymbol{v} \cdot \boldsymbol{\nabla} f_{\mathrm{s}}+\frac{q_{\mathrm{s}}}{m_{\mathrm{s}}}(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}) \cdot \frac{\partial f_{\mathrm{s}}}{\partial \boldsymbol{v}}=0 \tag{2.1}
\end{equation*}
$$

where $q_{\mathrm{s}}$ and $m_{\mathrm{s}}$ denote the particle charge and mass, respectively. The electromagnetic fields $\boldsymbol{E}(t, \boldsymbol{x})$ and $\boldsymbol{B}(t, \boldsymbol{x})$ satisfy Maxwell's equations

$$
\begin{array}{ll}
\boldsymbol{\nabla} \cdot \boldsymbol{E}=\frac{\rho}{\varepsilon_{0}} & \\
\boldsymbol{\nabla} \cdot \boldsymbol{B}=0 & \text { (Coulomb's law), } \\
\boldsymbol{\nabla} \times \boldsymbol{E}=-\frac{\partial \boldsymbol{B}}{\partial t} & \\
\boldsymbol{\nabla} \times \boldsymbol{B}=\mu_{0} \boldsymbol{J}+\varepsilon_{0} \mu_{0} \frac{\partial \boldsymbol{E}}{\partial t} &  \tag{2.2d}\\
\text { (Ampence of free magnetic poles), } \\
\text { (Amaxw's law), }
\end{array}
$$

where $\varepsilon_{0}$ and $\mu_{0}$ denote the vacuum electric permittivity and the vacuum magnetic permeability, respectively. The sources $\rho(t, \boldsymbol{x})$ and $\boldsymbol{J}(t, \boldsymbol{x})$ are defined in terms of the distribution functions as

$$
\begin{equation*}
\rho:=\sum_{\mathrm{s}} q_{\mathrm{s}} \int \mathrm{~d}^{3} \boldsymbol{v} f_{\mathrm{s}}, \quad \boldsymbol{J}:=\sum_{\mathrm{s}} q_{\mathrm{s}} \int \mathrm{~d}^{3} \boldsymbol{v} \boldsymbol{v} f_{\mathrm{s}} . \tag{2.3}
\end{equation*}
$$

The derivation of the Vlasov-Maxwell system (2.1)-(2.3) from an action principle was recognized first by (Low, 1958). Denoting by $\Phi(t, \boldsymbol{x})$ and $\boldsymbol{A}(t, \boldsymbol{x})$ the electric scalar potential and the magnetic vector potential associated to the electric and magnetic
fields $\boldsymbol{E}$ and $\boldsymbol{B}$ via

$$
\begin{equation*}
\boldsymbol{E}=-\boldsymbol{\nabla} \Phi-\frac{\partial \boldsymbol{A}}{\partial t}, \quad \boldsymbol{B}=\boldsymbol{\nabla} \times \boldsymbol{A} \tag{2.4}
\end{equation*}
$$

Low's action principle reads

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}} \mathrm{~d} t\left(L_{\mathrm{p}}+L_{\mathrm{EM}}\right)=0 \tag{2.5}
\end{equation*}
$$

where $\delta$ denotes the Fréchet derivative (as usual in the calculus of variations), $L_{\mathrm{p}}\left(t, \Psi_{t}, \mathrm{~d} \Psi_{t} / \mathrm{d} t, \Phi, \boldsymbol{A}\right)$ denotes the particle Lagrangian

$$
\begin{equation*}
L_{\mathrm{p}}:=\sum_{\mathrm{s}} \int \mathrm{~d}^{3} \boldsymbol{x}_{0} \mathrm{~d}^{3} \boldsymbol{v}_{0} f_{\mathrm{s}}\left(t_{0}, \boldsymbol{x}_{0}, \boldsymbol{v}_{0}\right) L_{\mathrm{s}} \tag{2.6}
\end{equation*}
$$

and $L_{\mathrm{EM}}(\Phi, \boldsymbol{A}, \boldsymbol{\nabla} \Phi, \partial \boldsymbol{A} / \partial t, \boldsymbol{\nabla} \boldsymbol{A})$ denotes the electromagnetic free-field Lagrangian

$$
\begin{equation*}
L_{\mathrm{EM}}:=\frac{\varepsilon_{0}}{2} \int \mathrm{~d}^{3} \boldsymbol{x}\left|\boldsymbol{\nabla} \Phi+\frac{\partial \boldsymbol{A}}{\partial t}\right|^{2}-\frac{1}{2 \mu_{0}} \int \mathrm{~d}^{3} \boldsymbol{x}|\boldsymbol{\nabla} \times \boldsymbol{A}|^{2} . \tag{2.7}
\end{equation*}
$$

In the particle Lagrangian (2.6), $L_{\mathrm{s}}\left(t, \Psi_{t}, \mathrm{~d} \Psi_{t} / \mathrm{d} t, \Phi, \boldsymbol{A}\right)$ (sometimes denoted simply by $L_{\mathrm{s}}\left(\Psi_{t}, \mathrm{~d} \Psi_{t} / \mathrm{d} t\right)$, neglecting the dependence on the other variables) denotes the single-particle Lagrangian for species s , defined on the tangent bundle of the singleparticle phase space. In the phase-space coordinates $(\boldsymbol{x}, \boldsymbol{v})$, the single-particle Lagrangian $L_{\mathrm{s}}(t, \boldsymbol{x}, \boldsymbol{v}, \dot{\boldsymbol{x}}, \dot{\boldsymbol{v}})$ reads

$$
\begin{equation*}
L_{\mathrm{s}}:=\left(m_{\mathrm{s}} \boldsymbol{v}+q_{\mathrm{s}} \boldsymbol{A}\right) \cdot \dot{\boldsymbol{x}}-H_{\mathrm{s}} \quad \text { with } \quad H_{\mathrm{s}}:=\frac{m_{\mathrm{s}}}{2}|\boldsymbol{v}|^{2}+q_{\mathrm{s}} \Phi . \tag{2.8}
\end{equation*}
$$

We remark that $L_{\mathrm{s}}$ depends implicitly on the potentials $\Phi$ and $\boldsymbol{A}$ and describes therefore the self-consistent interaction between plasma particles and electromagnetic fields. In general, the single-particle Lagrangian $L_{\mathrm{s}}\left(\Psi_{t}, \mathrm{~d} \Psi_{t} / \mathrm{d} t\right)$ is evaluated at the $t$-family of maps $\Psi_{t}: \mathbb{R}^{6} \rightarrow \mathbb{R}^{6}$, which depend parametrically on time and denote the flow maps of the characteristics of the Vlasov equation (2.1):

$$
\left\{\begin{array} { l } 
{ \frac { \mathrm { d } \boldsymbol { x } } { \mathrm { d } t } = \boldsymbol { v } , }  \tag{2.9}\\
{ \boldsymbol { x } ( t _ { 0 } ) = \boldsymbol { x } _ { 0 } , }
\end{array} \quad \left\{\begin{array}{l}
\frac{\mathrm{d} \boldsymbol{v}}{\mathrm{~d} t}=\frac{q_{\mathrm{s}}}{m_{\mathrm{s}}}(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B}), \\
\boldsymbol{v}\left(t_{0}\right)=\boldsymbol{v}_{0} .
\end{array}\right.\right.
$$

The flow map $\Psi_{t}$ transports a particle from the phase-space point $\boldsymbol{z}_{0}:=\left(\boldsymbol{x}_{0}, \boldsymbol{v}_{0}\right)$ at the initial time $t_{0}$ to the phase-space point $\Psi_{t}\left(\boldsymbol{z}_{0}\right)$ at time $t$ and it is a volumepreserving diffeomorphism. The description of an ensemble of particles via the particle Lagrangian $L_{\mathrm{p}}$ arises from the single-particle picture as follows. Newton's equations of motion for a single particle can be deduced from the variational principle

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}} \mathrm{~d} t L_{\mathrm{s}}\left(\boldsymbol{z}(t), \frac{\mathrm{d} \boldsymbol{z}(t)}{\mathrm{d} t}\right)=0 . \tag{2.10}
\end{equation*}
$$

The extremum defined by (2.10) is denoted by $\boldsymbol{z}(t):=(\boldsymbol{x}(t), \boldsymbol{v}(t))$ and it is the solution of the Euler-Lagrange equations (2.9). Hence, $\boldsymbol{z}(t)=\Psi_{t}\left(\boldsymbol{z}_{0}\right)$ and (2.10) can be written as

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}} \mathrm{~d} t \int \mathrm{~d}^{6} \boldsymbol{z}_{1} \delta^{6}\left(\boldsymbol{z}_{1}-\boldsymbol{z}_{0}\right) L_{\mathrm{s}}\left(\Psi_{t}\left(\boldsymbol{z}_{1}\right), \frac{\mathrm{d} \Psi_{t}\left(\boldsymbol{z}_{1}\right)}{\mathrm{d} t}\right)=0 . \tag{2.11}
\end{equation*}
$$

Formally, the ensemble description is obtained by replacing the Dirac delta function with the initial particle distribution function $f_{\mathrm{s}}\left(0, \boldsymbol{z}_{1}\right)$, which yields

$$
\begin{equation*}
\delta \int_{t_{0}}^{t_{1}} \mathrm{~d} t \int \mathrm{~d}^{6} \boldsymbol{z}_{1} f_{\mathrm{s}}\left(t_{0}, \boldsymbol{z}_{1}\right) L_{\mathrm{s}}\left(\Psi_{t}\left(\boldsymbol{z}_{1}\right), \frac{\mathrm{d} \Psi_{t}\left(\boldsymbol{z}_{1}\right)}{\mathrm{d} t}\right)=0 \tag{2.12}
\end{equation*}
$$

The particle Lagrangian (2.6) is then obtained by taking the sum over the species and by relabeling the variables of integration $z_{1}$ as $\boldsymbol{z}_{0}$. By construction, the variation (2.12) with respect to $\Psi_{t}$ yields the characteristics of the Vlasov equation. From a more physical point of view, the particle Lagrangian (2.6) is obtained by multiplying the single-particle Lagrangian $L_{\mathrm{s}}$ by the probability of finding a particle in the phasespace point $\boldsymbol{z}_{0}$ at the initial time $t_{0}$ and by summing over all possible initial phasespace points. The Vlasov equation enters the picture via the following definition of the particle distribution function:

$$
\begin{equation*}
f_{\mathrm{s}}(t, \boldsymbol{z}):=\int \mathrm{d}^{6} \boldsymbol{z}_{0} \delta^{6}\left(\boldsymbol{z}-\Psi_{t}\left(\boldsymbol{z}_{0}\right)\right) f_{\mathrm{s}}\left(t_{0}, \boldsymbol{z}_{0}\right) . \tag{2.13}
\end{equation*}
$$

We remark that $\boldsymbol{z} \in \mathbb{R}^{6}$ denotes coordinates here and not a path in phase space. Hence, (2.13) makes the link between the Lagrangian paths $\Psi_{t}$ and the distribution function $f_{\mathrm{s}}$ via $f_{\mathrm{s}}(t, \boldsymbol{z})=f_{\mathrm{s}}\left(t_{0},\left(\Psi_{t}\right)^{-1}(\boldsymbol{z})\right)$. This implies, in particular, that $f_{\mathrm{s}}$ is
constant along the Lagrangian paths,

$$
\begin{equation*}
f_{\mathbf{s}}\left(t, \Psi_{t}\left(\boldsymbol{z}_{0}\right)\right)=f_{\mathbf{s}}\left(t_{0}, \boldsymbol{z}_{0}\right), \tag{2.14}
\end{equation*}
$$

which corresponds to the information contained in the Vlasov equation. Let us now write the characteristic equations in the form

$$
\left\{\begin{array}{l}
\frac{\mathrm{d} \boldsymbol{z}}{\mathrm{~d} t}=\boldsymbol{F}(\boldsymbol{z})  \tag{2.15}\\
\boldsymbol{z}\left(t_{0}\right)=\boldsymbol{z}_{0}
\end{array}\right.
$$

with $\boldsymbol{F}(\boldsymbol{z})=\boldsymbol{F}(\boldsymbol{x}, \boldsymbol{v}):=\left(\boldsymbol{v}, \frac{q_{\mathrm{s}}}{m_{\mathrm{s}}}(\boldsymbol{E}+\boldsymbol{v} \times \boldsymbol{B})\right)^{T}$. From the definition of the distribution function it follows that

$$
\begin{equation*}
\int \mathrm{d}^{6} \boldsymbol{z}_{0} f_{\mathrm{s}}\left(t_{0}, \boldsymbol{z}_{0}\right) L_{\mathrm{s}}\left(\Psi_{t}, \frac{\mathrm{~d} \Psi_{t}}{\mathrm{~d} t}\right)=\int \mathrm{d}^{6} \boldsymbol{z} f_{\mathrm{s}}(t, \boldsymbol{z}) L_{\mathrm{s}}(\boldsymbol{z}, \boldsymbol{F}(\boldsymbol{z})) . \tag{2.16}
\end{equation*}
$$

This is easily verified by substituting the definition (2.13) into the right-hand side and integrating over $\boldsymbol{z}$. The variational principle (2.5) leads to the characteristics of the Vlasov equation by computing variations with respect to $\Psi_{t}$, to Coulomb's law by computing variations with respect to $\Phi$ and to Ampère-Maxwell's law by computing variations with respect to $\boldsymbol{A}$. Variations with respect to the electromagnetic potentials are computed in the Eulerian representation of the particle Lagrangian, namely from the right-hand side of (2.16). Only the non-homogeneous Maxwell's equations (2.2a) and (2.2d) can be derived from the variational principle. With appropriate initial/boundary conditions, this results in a well-posed system for $\left(f_{\mathrm{s}}, \Phi, \boldsymbol{A}\right)$, which describes the self-consistent interaction between plasma particles and electromagnetic fields.

An important aspect in gyrokinetic theory is the separation of the electromagnetic fields into background and fluctuating parts. More precisely, we assume that the magnetic field consists of dynamic fluctuations added to a static background, while the electric field consists only of dynamic fluctuations (without a static background):

$$
\begin{equation*}
\boldsymbol{B}(t, \boldsymbol{x})=\boldsymbol{B}_{0}(\boldsymbol{x})+\boldsymbol{B}_{1}(t, \boldsymbol{x}), \quad \boldsymbol{E}(t, \boldsymbol{x})=\boldsymbol{E}_{1}(t, \boldsymbol{x}) \tag{2.17}
\end{equation*}
$$

Similarly, the electromagnetic potentials are written as

$$
\begin{equation*}
\boldsymbol{A}(t, \boldsymbol{x})=\boldsymbol{A}_{0}(\boldsymbol{x})+\boldsymbol{A}_{1}(t, \boldsymbol{x}), \quad \Phi(t, \boldsymbol{x})=\Phi_{1}(t, \boldsymbol{x}), \tag{2.18}
\end{equation*}
$$

so that $\boldsymbol{B}_{0}=\boldsymbol{\nabla} \times \boldsymbol{A}_{0}$. Therefore, in the variational principle (2.5) variations have to be computed with respect to $\Psi_{t}, \Phi_{1}$ and $\boldsymbol{A}_{1}$, respectively.

### 2.2 Normalization and ordering

The formulation of the Vlasov-Maxwell system as a perturbation problem requires the non-dimensionalization (or scaling) of the physical equations and the subsequent application of an ordering scheme that allows for a comparison of terms in relation to a small perturbation parameter $\varepsilon \ll 1$. Since gyrokinetics is ultimately the theory of low-frequency dynamics in strongly-magnetized plasmas, the perturbation parameter is typically defined as the ratio between a characteristic ion turbulence frequency $\widehat{\omega}_{\mathrm{i}}$ and the ion cyclotron frequency $\omega_{\mathrm{ci}}$ :

$$
\begin{equation*}
\varepsilon:=\frac{\widehat{\omega}_{\mathrm{i}}}{\omega_{\mathrm{ci}}} . \tag{2.19}
\end{equation*}
$$

Gyrokinetic theory can then be considered as the asymptotic analysis of the VlasovMaxwell model in the limit $\varepsilon \rightarrow 0$. The procedure of non-dimensionalization and the introduction of the scaling parameter $\varepsilon$ in the equations are fundamental. Therefore, we give here a detailed description of both steps, which typically are not treated extensively in the gyrokinetic literature. We first present the methodology by means of a one-dimensional example and then introduce the generic normalization of the Low action principle (2.5). Finally, we suggest an ordering scheme that corresponds to a realistic physical scenario relevant for existing and future fusion experimental reactors, such as, for example, the Tokamaks ASDEX Upgrade and ITER.

In magnetized fusion plasmas two length scales play a major role, namely the length scale $\ell_{0}$ of the background magnetic field, that can be approximately measured by looking at the quantity $\left\|\nabla B_{0} / B_{0}\right\|^{-1}$, and the length scale $\ell_{1}$ of the turbulent fluctuations, that can be approximately measured by looking at the quantity $\left\|\nabla \Phi_{1} / \Phi_{1}\right\|^{-1}$.

The length scale $\ell_{1}$ is typically of the order of the ion gyro-radius $\rho_{\mathrm{i}}:=\widehat{v}_{\mathrm{i}} / \omega_{\mathrm{ci}}$ (Brizard and Hahm, 2007), where $\widehat{v}_{\mathrm{i}}$ denotes the ion thermal velocity. The ratio of these length scales determines the importance of the effects related to the curvature of the background magnetic field in the perturbation analysis. The following three scenarios are usually of interest: if the background magnetic field is uniform, we formally have $\ell_{1} / \ell_{0}=0$; if the background magnetic field is slowly-varying, we typically have $\ell_{1} / \ell_{0}=O\left(\varepsilon^{2}\right)$ in the limit $\varepsilon \rightarrow 0$; in the last scenario, which is referred to as maximal ordering, we have instead $\ell_{1} / \ell_{0}=O(\varepsilon)$ in the limit $\varepsilon \rightarrow 0$. The majority of gyrokinetic models have been derived in a homogeneous background magnetic field for the sake of conceptual clarity. However, curvature effects play an important role in magnetically confined fusion plasmas and many state-of-the-art gyrokinetic codes address the numerical solution of gyrokinetic models derived in the case of a slowly-varying background magnetic field. In this thesis, we develop a consistent gyrokinetic theory in the maximal ordering, by taking into account curvature terms that appear at the first order of the perturbation theory. As pointed out in (Tronko and Chandre, 2018), according to recent experimental results for the Tokamak Tore Supra (Casati et al., 2009) and according to numerical results obtained with the PIC gyrokinetic code ORB5 for the Tokamaks ITER and DIII-D (Wersal et al., 2012), the maximal ordering is the most relevant scenario for existing and future fusion experimental reactors (including Spheromaks, besides conventional Tokamaks and Stellarators). Uniform or slowly-varying scenarios can be then easily deduced from our more general results in the maximal ordering, by simply moving curvature terms to higher orders in the perturbation theory.

When dealing with different length scales of variations, such as $\ell_{0}$ and $\ell_{1}$, particular care is required during the process of non-dimensionalization (or scaling) of the physical equations, because the perturbation parameter $\varepsilon$ will appear in the argument of functions. We explain this by means of a one-dimensional example. Consider the one-dimensional real-valued function

$$
\begin{equation*}
g(x)=\widehat{g} \sin \left(\frac{2 \pi}{\ell} x\right) . \tag{2.20}
\end{equation*}
$$

The amplitude $\widehat{g}$ represents the characteristic size of $g$ and the length scale $\ell$ rep-
resents its scale of variation. In a physical problem, $\ell$ is typically expressed in some physical units (for example, $\ell=1 \mathrm{~mm}$ ), and so is $x$, in order to have a nondimensional argument in the sine function. We then introduce a second function

$$
\begin{equation*}
g^{\prime}\left(x^{\prime}\right):=\sin \left(2 \pi x^{\prime}\right), \tag{2.21}
\end{equation*}
$$

with non-dimensional argument $x^{\prime}$. The function $g^{\prime}$ is non-dimensional, of order $O(1)$ and with variations of order $O(1)$ in the limit $\ell \rightarrow 0$. We call such functions "elementary functions" and denote them with a prime. The goal of the scaling procedure is to express all dependent variables of a physical model in terms of elementary functions. From (2.20) and (2.21) it follows that

$$
\begin{equation*}
g(x)=\hat{g} g^{\prime}\left(\frac{x}{\ell}\right), \quad \frac{\partial g}{\partial x}(x)=\frac{\hat{g}}{\ell} \frac{\partial g^{\prime}}{\partial x^{\prime}}\left(\frac{x}{\ell}\right) . \tag{2.22}
\end{equation*}
$$

We also introduce the characteristic length scale $\widehat{x}$ in order to scale the independent variable $x$ via $x=\hat{x} x^{\prime}$. The length scale $\hat{x}$ represents a characteristic scale of observation. From (2.22) we obtain

$$
\begin{equation*}
g(x)=\widehat{g} g^{\prime}\left(\frac{\widehat{x}}{\ell} x^{\prime}\right), \quad \frac{\partial g}{\partial x}(x)=\frac{\widehat{g}}{\ell} \frac{\partial g^{\prime}}{\partial x^{\prime}}\left(\frac{\widehat{x}}{\ell} x^{\prime}\right) \tag{2.23}
\end{equation*}
$$

where $g^{\prime}\left(x^{\prime}\right)$ is differentiated with respect to $x^{\prime}$ and then evaluated at what stands in the parentheses. If we fix a scale of observation $\hat{x}$ and we introduce a perturbation parameter $\varepsilon \ll 1$, we then distinguish between three types of functions, depending on the ratio $\widehat{x} / \ell$ :

- slowly-varying functions with $\hat{x} / \ell=O(\varepsilon)$ in the limit $\varepsilon \rightarrow 0: g=\widehat{g} g^{\prime}\left(\varepsilon x^{\prime}\right)$ (scale of observation much smaller than the scale of variation);
- standard functions with $\widehat{x} / \ell=O(1)$ in the limit $\varepsilon \rightarrow 0: g=\widehat{g} g^{\prime}\left(x^{\prime}\right)$ (scale of observation comparable to the scale of variation);
- strongly-varying functions with $\widehat{x} / \ell=O(1 / \varepsilon)$ in the limit $\varepsilon \rightarrow 0: g=\widehat{g} g^{\prime}\left(x^{\prime} / \varepsilon\right)$ (scale of observation much larger than the scale of variation).

We will use this notation throughout this chapter, adapted to the multi-dimensional case as well as for vector-valued functions.

### 2.2.1 Normalization of the Vlasov-Maxwell model

In order to write the Vlasov-Maxwell model in non-dimensional form, we introduce reference scales (denoted, as before, by a hat) for time, length, and ion and electron velocities:

$$
t=\widehat{t} t^{\prime}, \quad \boldsymbol{x}=\hat{x} \boldsymbol{x}^{\prime}, \quad \boldsymbol{v}= \begin{cases}\widehat{v}_{\mathrm{i}} \boldsymbol{v}^{\prime} & \text { ions }  \tag{2.24}\\ \widehat{v}_{\mathrm{e}} \boldsymbol{v}^{\prime \prime} & \text { electrons } .\end{cases}
$$

The characteristic velocities for ions and electrons, $\widehat{v}_{i}$ and $\widehat{v}_{\mathrm{e}}$, can be chosen differently, which means that $\boldsymbol{v}^{\prime}$ and $\boldsymbol{v}^{\prime \prime}$ are different velocity coordinates. Following the procedure described in the previous section, we write the background magnetic field and its corresponding magnetic vector potential as

$$
\begin{equation*}
\boldsymbol{B}_{0}(\boldsymbol{x})=\widehat{B}_{0} \boldsymbol{B}_{0}^{\prime}\left(\frac{\widehat{x}}{\ell_{0}} \boldsymbol{x}^{\prime}\right), \quad \boldsymbol{A}_{0}(\boldsymbol{x})=\hat{A}_{0} \boldsymbol{A}_{0}^{\prime}\left(\frac{\widehat{x}}{\ell_{0}} \boldsymbol{x}^{\prime}\right) \tag{2.25}
\end{equation*}
$$

where $\ell_{0}$ denotes the length scale of the background magnetic field. Choosing $\widehat{A}_{0}:=\widehat{B}_{0} \ell_{0}$, we obtain $\boldsymbol{B}_{0}^{\prime}=\nabla^{\prime} \times \boldsymbol{A}_{0}^{\prime}$ in the scaled variables. We remark that for a uniform background magnetic field the considerations for the vector potential $\boldsymbol{A}_{0}$ are still valid ( $\boldsymbol{A}_{0}=\left(\boldsymbol{B}_{0} \times \boldsymbol{x}\right) / 2$ in this case). With regard to the dynamic fields $\boldsymbol{B}_{1}$ and $\boldsymbol{E}_{1}$, we denote their length and time scales by $\ell_{1}$ and $\tau_{1}$, respectively. For the magnetic fluctuations and its corresponding magnetic vector potential we write

$$
\begin{equation*}
\boldsymbol{B}_{1}(t, \boldsymbol{x})=\widehat{B}_{1} \boldsymbol{B}_{1}^{\prime}\left(\frac{\hat{t}}{\tau_{1}} t^{\prime}, \frac{\hat{x}}{\ell_{1}} \boldsymbol{x}^{\prime}\right), \quad \boldsymbol{A}_{1}(t, \boldsymbol{x})=\hat{A}_{1} \boldsymbol{A}_{1}^{\prime}\left(\frac{\hat{t}}{\tau_{1}} t^{\prime}, \frac{\hat{x}}{\ell_{1}} \boldsymbol{x}^{\prime}\right) . \tag{2.26}
\end{equation*}
$$

Similarly, for the electric field and its corresponding electric scalar potential we write

$$
\begin{equation*}
\boldsymbol{E}_{1}(t, \boldsymbol{x})=\widehat{E}_{1} \boldsymbol{E}_{1}^{\prime}\left(\frac{\hat{t}}{\tau_{1}} t^{\prime}, \frac{\hat{x}}{\ell_{1}} \boldsymbol{x}^{\prime}\right), \quad \Phi_{1}(t, \boldsymbol{x})=\widehat{\Phi}_{1} \Phi_{1}^{\prime}\left(\frac{\hat{t}}{\tau_{1}} t^{\prime}, \frac{\widehat{x}}{\ell_{1}} \boldsymbol{x}^{\prime}\right) . \tag{2.27}
\end{equation*}
$$

Choosing $\widehat{A}_{1}:=\widehat{B}_{1} \ell_{1}$ and $\widehat{\Phi}_{1}:=\widehat{E}_{1} \ell_{1}$, we obtain

$$
\begin{equation*}
\boldsymbol{B}_{1}^{\prime}=\boldsymbol{\nabla}^{\prime} \times \boldsymbol{A}_{1}^{\prime}, \quad \boldsymbol{E}_{1}^{\prime}=-\boldsymbol{\nabla}^{\prime} \Phi_{1}^{\prime}-\frac{\widehat{B}_{1} \ell_{1}}{\widehat{E}_{1} \tau_{1}} \frac{\partial \boldsymbol{A}_{1}^{\prime}}{\partial t^{\prime}}, \tag{2.28}
\end{equation*}
$$

in the scaled variables. We remark that the amplitudes $\widehat{A}_{1}$ and $\widehat{\Phi}_{1}$ depend on the length scale $\ell_{1}$ of the fluctuations. This means that, if the sizes of the field fluctuations $\widehat{B}_{1}$ and $\widehat{E}_{1}$ are fixed, small-scale fluctuations are associated to small potentials, while large-scale fluctuations are associated to large potentials. The size of the potentials, in turn, plays a role in the ordering of terms in the particle Lagrangian, and thus in the overall asymptotic expansion.

Regarding the Low action, we normalize the electromagnetic free-field Lagrangian (2.7) as

$$
\begin{equation*}
L_{\mathrm{EM}}=\widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}} \widehat{x}^{3} L_{\mathrm{EM}}^{\prime}, \tag{2.29}
\end{equation*}
$$

where $\widehat{n}_{\mathrm{i}}$ denotes a reference ion density, $\widehat{T}_{\mathrm{i}}$ a reference ion temperature, and $k_{\mathrm{B}}$ is the Boltzmann constant. Therefore, we obtain the non-dimensional electromagnetic free-field Lagrangian

$$
\begin{align*}
L_{\mathrm{EM}}^{\prime}= & \frac{\varepsilon_{0} \widehat{E}_{1}^{2}}{\widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}} \frac{1}{2} \int \mathrm{~d}^{3} \boldsymbol{x}^{\prime}\left|\boldsymbol{\nabla}^{\prime} \phi_{1}^{\prime}+\frac{\widehat{B}_{1} \ell_{1}}{\widehat{E}_{1} \tau_{1}} \frac{\partial \boldsymbol{A}_{1}^{\prime}}{\partial t^{\prime}}\right|^{2} \\
& -\frac{\widehat{B}_{0}^{2}}{\mu_{0} \widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}} \frac{1}{2} \int \mathrm{~d}^{3} \boldsymbol{x}^{\prime}\left|\boldsymbol{\nabla}^{\prime} \times \boldsymbol{A}_{0}^{\prime}+\frac{\widehat{B}_{1}}{\widehat{B}_{0}} \nabla^{\prime} \times \boldsymbol{A}_{1}^{\prime}\right|^{2} . \tag{2.30}
\end{align*}
$$

In order to normalize the single-particle Lagrangian (2.8), we note that $\dot{x}$ represents three components of an element $(\dot{\boldsymbol{x}}, \dot{\boldsymbol{v}}) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$ of the tangent space at $(\boldsymbol{x}, \boldsymbol{v}) \in \mathbb{R}^{3} \times \mathbb{R}^{3}$. Tangents $\dot{\boldsymbol{x}}$ have units of velocity and are therefore normalized as $\dot{\boldsymbol{x}}=(\hat{x} / \hat{t}) \dot{\boldsymbol{x}}^{\prime}$. We then normalize the single-particle Lagrangian (2.8) as

$$
\begin{equation*}
L_{\mathrm{s}}=m_{\mathrm{s}} \widehat{v}_{\mathrm{s}}^{2} L_{\mathrm{s}}^{\prime}, \tag{2.31}
\end{equation*}
$$

obtaining the non-dimensional single-particle Lagrangian

$$
\begin{equation*}
L_{\mathrm{s}}^{\prime}=\frac{\widehat{x}}{\widehat{v}_{\mathrm{s}} \hat{t}}\left[\boldsymbol{v}^{\prime}+\frac{q_{\mathrm{s}} \widehat{B}_{0} \ell_{0}}{m_{\mathrm{s}} \widehat{v}_{\mathrm{s}}}\left(\boldsymbol{A}_{0}^{\prime}+\frac{\widehat{B}_{1} \ell_{1}}{\widehat{B}_{0} \ell_{0}} \boldsymbol{A}_{1}^{\prime}\right)\right] \cdot \dot{\boldsymbol{x}}^{\prime}-\frac{\left|\boldsymbol{v}^{\prime}\right|^{2}}{2}-\frac{q_{\mathrm{s}} \widehat{E}_{1} \ell_{1}}{m_{\mathrm{s}} \widehat{\mathrm{v}}_{\mathrm{s}}^{2}} \Phi_{1}^{\prime} . \tag{2.32}
\end{equation*}
$$

Finally, we normalize the particle Lagrangian (2.6) of the Low action in the same way as the electromagnetic free-field Lagrangian, namely as

$$
\begin{equation*}
L_{\mathrm{p}}=\widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{\mathrm{~T}}_{\mathrm{i}} \widehat{x}^{3} L_{\mathrm{p}}^{\prime}, \tag{2.33}
\end{equation*}
$$

thus obtaining the non-dimensional particle Lagrangian

$$
\begin{equation*}
L_{\mathrm{p}}^{\prime}=\sum_{\mathrm{s}} \frac{m_{\mathrm{s}} \widehat{\mathrm{v}}_{\mathrm{s}}^{5} \widehat{f}_{s}}{\widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}} \int \mathrm{~d}^{3} \boldsymbol{x}_{0}^{\prime} \mathrm{d}^{3} \boldsymbol{v}_{0}^{\prime} f_{\mathrm{s}}^{\prime}\left(t_{0}^{\prime}, \boldsymbol{x}_{0}^{\prime}, \boldsymbol{v}_{0}^{\prime}\right) L_{\mathrm{s}}^{\prime} . \tag{2.34}
\end{equation*}
$$

All dependent variables in the Low action are now expressed in terms of elementary functions. Therefore, the size of each term is determined only by the size of the non-dimensional coefficients in front of it. Such coefficients are, in turn, determined by the physical scenario under consideration, as we discuss in the next section.

### 2.2.2 Physical scenario and ordering

The process of quantifying the size of the non-dimensional coefficients appearing in the physical quantities of interest, such as the Low action, is usually referred to as ordering. Different orderings lead to different perturbation theories and to reduced models with different physical content. An ordering is thus the mathematical expression of a specific physical scenario. Two such scenarios for magnetic confinement fusion experiments are listed in Tables 2.1 and 2.2. We choose as the characteristic length and time scales of observation the minor radius $a$ and the inverse of the ion thermal frequency $\widehat{\omega}_{\mathrm{i}}$, respectively:

$$
\begin{equation*}
\widehat{x}:=a, \quad \widehat{t}:=\frac{1}{\hat{\omega}_{\mathrm{i}}}=\frac{a}{\hat{v}_{\mathrm{i}}} . \tag{2.35}
\end{equation*}
$$

The ion thermal frequency $\widehat{\omega}_{\mathrm{i}}$, that is, the inverse of the time required for an ion to travel the distance $a$, is close to the frequency of micro-turbulence observed in Tokamaks (Liewer, 1985; Wootton et al., 1990; Krommes, 2012). Moreover, measurements in Tokamaks have shown that fluctuation levels in turbulent plasmas satisfy (Liewer, 1985; Wootton et al., 1990; Brizard and Hahm, 2007)

$$
\begin{equation*}
\frac{\widehat{B}_{1}}{\widehat{B}_{0}} \sim \frac{\widehat{E}_{1}}{\widehat{B}_{0} \widehat{v}_{\mathrm{i}}} \approx 10^{-3}, \tag{2.36}
\end{equation*}
$$

which tells that fluctuations are small compared to the corresponding background quantities and that the $\boldsymbol{E} \times \boldsymbol{B}$ velocity is small compared to the ion thermal velocity.


Table 2.1: Physical scenarios for magnetic confinement fusion experiments: parameters for the Tokamak ASDEX Upgrade. Note that we choose $\widehat{B}_{0}=B_{\mathrm{T}}, \widehat{n}_{\mathrm{s}}=\left\langle n_{\mathrm{s}}\right\rangle$ and $\widehat{T}_{\mathrm{s}}=\left\langle T_{\mathrm{s}}\right\rangle$.

|  |  | ions | electrons |
| :---: | :---: | :---: | :---: |
| major radius | $R_{0}$ | 6.2 m |  |
| minor radius | $a$ | 2.0 m |  |
| toroidal magnetic field | $B_{\text {T }}$ | 5.3 T |  |
| average particle density | $\left\langle n_{\text {s }}\right\rangle$ | $1.0 \times \frac{10^{20}}{\mathrm{~m}^{3}}$ | $1.0 \times \frac{10^{20}}{\mathrm{~m}^{3}}$ |
| average thermal energy | $k_{\mathrm{B}}\left\langle T_{\mathrm{s}}\right\rangle$ | 8.0 keV | 8.8 keV |
| cyclotron frequency | $\omega_{\mathrm{cs}}:=\frac{q_{\mathrm{s}} \widehat{B}_{0}}{m_{\mathrm{s}}}$ | $2.5 \times 10^{8} \mathrm{~Hz}$ | $9.3 \times 10^{11} \mathrm{~Hz}$ |
| thermal velocity | $\widehat{v}_{\mathrm{s}}:=\sqrt{\frac{k_{\mathrm{B}} \widehat{T}_{\mathrm{s}}}{m_{\mathrm{s}}}}$ | $6.2 \times 10^{5} \frac{\mathrm{~m}}{\mathrm{~s}}$ | $3.9 \times 10^{7} \frac{\mathrm{~m}}{\mathrm{~s}}$ |
| thermal frequency | $\widehat{\omega}_{\mathrm{s}}:=\frac{\widehat{v}_{\mathrm{s}}}{a}$ | $3.1 \times 10^{5} \mathrm{~Hz}$ | $2.0 \times 10^{7} \mathrm{~Hz}$ |
| Larmor radius | $\rho_{\mathrm{s}}:=\frac{\widehat{v}_{\mathrm{s}}}{\omega_{\mathrm{cs}}}$ | $2.4 \times 10^{-3} \mathrm{~m}$ | $4.2 \times 10^{-5} \mathrm{~m}$ |
| Debye length | $\lambda_{\mathrm{s}}:=\sqrt{\frac{\varepsilon_{0} k_{\mathrm{B}} \widehat{T}_{\mathrm{s}}}{q_{\mathrm{s}}^{2} \widehat{n}_{\mathrm{s}}}}$ | $6.7 \times 10^{-5} \mathrm{~m}$ | $7.0 \times 10^{-5} \mathrm{~m}$ |
| $\widehat{\omega}_{\mathrm{s}} / \omega_{\mathrm{cs}}$ |  | $1.2 \times 10^{-3}$ | $2.1 \times 10^{-5}$ |
| $\widehat{v}_{\mathrm{s}}^{2} / c^{2}$ |  | $4.3 \times 10^{-6}$ | $1.7 \times 10^{-2}$ |
| $\lambda_{\mathrm{s}}^{2} / a^{2}$ |  | $1.1 \times 10^{-9}$ | $1.2 \times 10^{-9}$ |
| $\beta_{\mathrm{s}}:=\mu_{0} \widehat{n}_{\mathrm{s}} k_{\mathrm{B}} \widehat{T}_{\mathrm{s}} / \widehat{B}_{0}^{2}$ |  | $5.7 \times 10^{-3}$ | $6.3 \times 10^{-3}$ |

Table 2.2: Physical scenarios for magnetic confinement fusion experiments: parameters for the Tokamak ITER (Sips et al., 2005). Note that we choose $\widehat{B}_{0}=B_{\mathrm{T}}$, $\widehat{n}_{\mathrm{s}}=\left\langle n_{\mathrm{s}}\right\rangle$ and $\widehat{T}_{\mathrm{s}}=\left\langle T_{\mathrm{s}}\right\rangle$.

If we consider electrons and deuterium ions, we also have $q_{\mathrm{e}} / q_{\mathrm{i}}=-1$ and

$$
\begin{equation*}
\frac{m_{\mathrm{e}}}{m_{\mathrm{i}}} \approx 2.7 \times 10^{-3} \tag{2.37}
\end{equation*}
$$

Defining the perturbation parameter as in (2.19), we notice an ordering pattern in powers of $\varepsilon \approx 10^{-3}$ in the normalized plasma parameters of Tables 2.1 and 2.2. We then apply this ordering to the normalized Low action. By choosing

$$
\begin{equation*}
\ell_{0}:=a, \quad \ell_{1}:=\rho_{\mathrm{i}}, \quad \tau_{1}:=\frac{1}{\hat{\omega}_{\mathrm{i}}}, \tag{2.38}
\end{equation*}
$$

we satisfy the maximal ordering $\ell_{1} / \ell_{0}=O(\varepsilon)$ in the limit $\varepsilon \rightarrow 0$. The normalized background magnetic field (2.25) and its corresponding magnetic vector potential become standard functions of $\boldsymbol{x}^{\prime}$, namely $\boldsymbol{B}_{0}^{\prime}\left(\boldsymbol{x}^{\prime}\right)$ and $\boldsymbol{A}_{0}^{\prime}\left(\boldsymbol{x}^{\prime}\right)$. On the other hand, since $\ell_{1} / \widehat{x}=O(\varepsilon)$, the fluctuating electric and magnetic fields and their corresponding potentials become strongly-varying functions of $\boldsymbol{x}^{\prime}$, namely depending on $\boldsymbol{x}^{\prime} / \varepsilon$. These assumptions reflect the conventional gyrokinetic ordering $\left|\boldsymbol{k}_{\perp}\right| \rho_{\mathrm{i}}=O(1)$ and $k_{\|} \rho_{\mathrm{i}}=O(\varepsilon)$ in the limit $\varepsilon \rightarrow 0$, where $\boldsymbol{k}:=\left(k_{\|}, \boldsymbol{k}_{\perp}\right)$ denotes a characteristic wave vector. Moreover, for the coefficient appearing in (2.28) we have

$$
\begin{equation*}
\frac{\widehat{B}_{1} \ell_{1}}{\widehat{E}_{1} \tau_{1}}=\frac{\widehat{B}_{1} \rho_{\mathrm{i}} \widehat{\omega}_{\mathrm{i}}}{\widehat{E}_{1}}=\frac{\widehat{\omega}_{\mathrm{i}}}{\omega_{\mathrm{ci}}} \frac{\widehat{B}_{1} \widehat{v}_{\mathrm{i}}}{\widehat{E}_{1}}=\varepsilon \frac{\widehat{B}_{1}}{\widehat{B}_{0}} \frac{\widehat{B}_{0} \widehat{v}_{\mathrm{i}}}{\widehat{E}_{1}}=O(\varepsilon), \tag{2.39}
\end{equation*}
$$

in the limit $\varepsilon \rightarrow 0$, which yields

$$
\begin{equation*}
\boldsymbol{E}_{1}^{\prime}=-\boldsymbol{\nabla}^{\prime} \Phi_{1}^{\prime}-\varepsilon \frac{\partial \boldsymbol{A}_{1}^{\prime}}{\partial t^{\prime}} \tag{2.40}
\end{equation*}
$$

The non-dimensional coefficients in the normalized electromagnetic free-field Lagrangian (2.30) have the following size in the limit $\varepsilon \rightarrow 0$ :

$$
\begin{equation*}
\frac{\varepsilon_{0} \widehat{E}_{1}^{2}}{\widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}}=\frac{\widehat{v}_{\mathrm{i}}^{2}}{c^{2}} \frac{\widehat{E}_{1}^{2}}{\widehat{B}_{0}^{2} \widehat{v}_{\mathrm{i}}^{2}} \frac{\widehat{B}_{0}^{2}}{\mu_{0} \widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}}=O\left(\varepsilon^{3}\right), \quad \frac{1}{\mu_{0} \widehat{n}_{\mathrm{i}} k_{\mathrm{B}} \widehat{T}_{\mathrm{i}}}=: \frac{1}{\beta_{\mathrm{i}}}=O\left(\frac{1}{\varepsilon}\right) . \tag{2.41}
\end{equation*}
$$

In the normalized particle Lagrangian (2.34) we set $k_{\mathrm{B}} \widehat{T}_{\mathrm{e}}=k_{\mathrm{B}} \widehat{\mathrm{T}}_{\mathrm{i}}$ and $\widehat{v}_{\mathrm{s}}^{3} \widehat{f}_{\mathrm{s}}=\widehat{n}_{\mathrm{i}}$ to fix the characteristic size of the distribution function. Therefore, in our ordering the
normalized ion and electron single-particle Lagrangians (2.32) read

$$
\begin{align*}
& L_{\mathrm{i}}^{\prime}=\left(\boldsymbol{v}^{\prime}+\frac{\boldsymbol{A}_{0}^{\prime}}{\varepsilon}+\varepsilon \boldsymbol{A}_{1}^{\prime}\right) \cdot \dot{\boldsymbol{x}}^{\prime}-\frac{\left|\boldsymbol{v}^{\prime}\right|^{2}}{2}-\varepsilon \Phi_{1}^{\prime}  \tag{2.42a}\\
& L_{\mathrm{e}}^{\prime}=\left(\sqrt{\frac{m_{\mathrm{e}}}{m_{\mathrm{i}}}} \boldsymbol{v}^{\prime}-\frac{\boldsymbol{A}_{0}^{\prime}}{\varepsilon}-\varepsilon \boldsymbol{A}_{1}^{\prime}\right) \cdot \dot{\boldsymbol{x}}^{\prime}-\frac{\left|\boldsymbol{v}^{\prime}\right|^{2}}{2}+\varepsilon \Phi_{1}^{\prime} \tag{2.42b}
\end{align*}
$$

The only difference between ions and electrons is given by the square root of the mass ratio multiplying the term $\boldsymbol{v}^{\prime} \cdot \dot{\boldsymbol{x}}^{\prime}$ in the symplectic part of the Lagrangian. This defines an intermediate scale that is not an integer power of $\varepsilon$ :

$$
\begin{equation*}
\sqrt{\frac{m_{\mathrm{e}}}{m_{\mathrm{i}}}}=O(\sqrt{\varepsilon}) \tag{2.43}
\end{equation*}
$$

in the limit $\varepsilon \rightarrow 0$. As a result of the ordering procedure, we obtain the normalized Low action principle

$$
\begin{equation*}
\delta \int_{t_{0}^{\prime}}^{t_{1}^{\prime}} \mathrm{d} t^{\prime}\left(L_{\mathrm{p}}^{\prime}+L_{\mathrm{EM}}^{\prime}\right)=0 \tag{2.44}
\end{equation*}
$$

with the Lagrangians $L_{\mathrm{p}}^{\prime}$ and $L_{\mathrm{EM}}^{\prime}$ given by (omitting the primes for a simpler notation)

$$
\begin{aligned}
L_{\mathrm{p}}^{\prime}= & \int \mathrm{d}^{6} \boldsymbol{z}_{0} f_{\mathrm{i}}\left(t_{0}, \boldsymbol{z}_{0}\right)\left[\left(\boldsymbol{v}+\frac{\boldsymbol{A}_{0}}{\varepsilon}+\varepsilon \boldsymbol{A}_{1}\right) \cdot \frac{\mathrm{d} \Psi_{t}^{\mathrm{i}}}{\mathrm{~d} t}-\frac{|\boldsymbol{v}|^{2}}{2}-\varepsilon \Phi_{1}\right]_{(\boldsymbol{x}, \boldsymbol{v})=\Psi_{t}^{\mathrm{i}}} \\
& +\int \mathrm{d}^{6} \boldsymbol{z}_{0} f_{\mathrm{e}}\left(t_{0}, \boldsymbol{z}_{0}\right)\left[\left(\sqrt{\varepsilon} \boldsymbol{v}-\frac{\boldsymbol{A}_{0}}{\varepsilon}-\varepsilon \boldsymbol{A}_{1}\right) \cdot \frac{\mathrm{d} \Psi_{t}^{\mathrm{e}}}{\mathrm{~d} t}-\frac{|\boldsymbol{v}|^{2}}{2}+\varepsilon \Phi_{1}\right]_{(\boldsymbol{x}, \boldsymbol{v})=\Psi_{t}^{e}}, \\
L_{\mathrm{EM}}^{\prime}= & \frac{\varepsilon^{3}}{2} \int \mathrm{~d}^{3} \boldsymbol{x}\left|\boldsymbol{\nabla} \Phi_{1}+\varepsilon \frac{\partial \boldsymbol{A}_{1}}{\partial t}\right|^{2}-\frac{1}{2 \varepsilon} \int \mathrm{~d}^{3} \boldsymbol{x}\left|\boldsymbol{\nabla} \times \boldsymbol{A}_{0}+\varepsilon \boldsymbol{\nabla} \times \boldsymbol{A}_{1}\right|^{2} .
\end{aligned}
$$

Taking variations with respect to $\Psi_{t}^{\mathrm{i}}, \Psi_{t}^{\mathrm{e}}, \Phi_{1}$ and $\boldsymbol{A}_{1}$ in (2.44) we obtain the normalized Vlasov-Maxwell equations (again omitting the primes)

$$
\begin{align*}
& \quad \frac{\partial f_{\mathrm{i}}}{\partial t}+\boldsymbol{v} \cdot \boldsymbol{\nabla} f_{\mathrm{i}}+\left[\boldsymbol{E}_{1}+\boldsymbol{v} \times\left(\frac{\boldsymbol{B}_{0}}{\varepsilon}+\boldsymbol{B}_{1}\right)\right] \cdot \frac{\partial f_{\mathrm{i}}}{\partial \boldsymbol{v}}=0,  \tag{2.46a}\\
& \sqrt{\varepsilon} \frac{\partial f_{\mathrm{e}}}{\partial t}+\boldsymbol{v} \cdot \boldsymbol{\nabla} f_{\mathrm{e}}-\left[\boldsymbol{E}_{1}+\boldsymbol{v} \times \frac{1}{\sqrt{\varepsilon}}\left(\frac{\boldsymbol{B}_{0}}{\varepsilon}+\boldsymbol{B}_{1}\right)\right] \cdot \frac{\partial f_{\mathrm{e}}}{\partial \boldsymbol{v}}=0,  \tag{2.46b}\\
&  \tag{2.46c}\\
& \quad \varepsilon^{2} \boldsymbol{\nabla} \cdot \boldsymbol{E}_{1}=\rho  \tag{2.46d}\\
& \quad \nabla \times\left(\frac{\boldsymbol{B}_{0}}{\varepsilon}+\boldsymbol{B}_{1}\right)=\boldsymbol{J}+\varepsilon^{3} \frac{\partial \boldsymbol{E}_{1}}{\partial t}
\end{align*}
$$

where the normalized charge and current densities are given by

$$
\begin{equation*}
\rho=\int \mathrm{d}^{3} \boldsymbol{v} f_{\mathrm{i}}-\int \mathrm{d}^{3} \boldsymbol{v} f_{\mathrm{e}}, \quad \boldsymbol{J}=\int \mathrm{d}^{3} \boldsymbol{v} \boldsymbol{v} f_{\mathrm{i}}-\frac{1}{\sqrt{\varepsilon}} \int \mathrm{~d}^{3} \boldsymbol{v} \boldsymbol{v} f_{\mathrm{e}} . \tag{2.47}
\end{equation*}
$$

The factor $1 / \sqrt{\varepsilon}$ in front of the electron current density comes from the different choice of scales for the ion and electron thermal velocities. From the two Vlasov equations (2.46a) and (2.46b) we deduce the charge conservation law

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\boldsymbol{\nabla} \cdot \boldsymbol{J}=0 \tag{2.48}
\end{equation*}
$$

also known as the continuity equation in electrodynamics. This is also a solvability condition for Maxwell's equations. Indeed, (2.48) can be derived by taking the divergence of Ampère-Maxwell's law (2.46d), recalling that $\boldsymbol{E}_{1}(t, \boldsymbol{x} / \varepsilon)$ is strongly-varying in space, and then inserting Coulomb's law (2.46c).

The normalized variational principle (2.44) is a suitable starting point for our perturbation analysis of the Vlasov-Maxwell model, which we discuss in detail in the next section.

### 2.3 Gyrokinetic reduction

The basic idea of gyrokinetic theory is to replace the exact trajectories of the plasma particles by the trajectories of their gyrocenters, which move on the time scale of the thermal frequency $\widehat{\omega}_{i}$ or slower. The dynamics occurring at scales equal to or faster than the cyclotron frequency $\omega_{\mathrm{ci}}$ are "averaged out" in the gyrocenter picture. However, some effects of the fast motion of gyration are still present in form of drifts of the gyrocenters. In this section we make these concepts more precise by analyzing the asymptotic limit $\varepsilon \rightarrow 0$ in the normalized single-particle Lagrangians (2.42a)-(2.42b). From the reduced Lagrangians we then derive the gyrokinetic Vlasov equation for ions and electrons and define gyrocenter charge and current densities with polarization corrections, thus coupling plasma particles and electromagnetic fields from the normalized gyrocenter action principle. Primes are omitted from now on, in order to keep the notation as simple as possible.

Following (Sugama, 2000), we intend to replace the particle Lagrangian $L_{\mathrm{p}}$ in the Low action principle (2.44) by its gyrocenter representation $\mathcal{L}_{\mathrm{p}}$ :

$$
\int \mathrm{d}^{6} \boldsymbol{z}_{0}\left[f_{\mathrm{i}}\left(0, \boldsymbol{z}_{0}\right) L_{\mathrm{i}}+f_{\mathrm{e}}\left(0, \boldsymbol{z}_{0}\right) L_{\mathrm{e}}\right] \approx \int \mathrm{d}^{6} \mathcal{Z}_{0}\left[B_{\| \mathrm{i}}^{*} F_{\mathrm{i}}\left(0, \boldsymbol{\mathcal { Z }}_{0}\right) \mathcal{L}_{\mathrm{i}}+B_{\| \mathrm{e}}^{*} F_{\mathrm{e}}\left(0, \mathcal{Z}_{0}\right) \mathcal{L}_{\mathrm{e}}\right]
$$

where $\mathrm{d}^{6} \mathcal{Z}_{0}:=\mathrm{d}^{3} \boldsymbol{X}_{0} \mathrm{~d} P_{\| 0} \mathrm{~d} \mu_{0} \mathrm{~d} \Theta_{0}$ denotes the measure in gyrocenter phase space, $F_{\mathrm{s}}$ denotes the gyrocenter distribution function and $\mathcal{L}_{\mathrm{s}}$ is the corresponding gyrocenter single-particle Lagrangian, to be derived below. The gyrocenter coordinates are the gyrocenter position $\boldsymbol{X} \in \mathbb{R}^{3}$, the gyrocenter parallel momentum $P_{\|} \in \mathbb{R}$, the gyrocenter magnetic moment $\mu \in \mathbb{R}^{+}$and the gyro-angle $\Theta \in \mathbb{R}$. The single-particle dynamics in the new coordinates is such that the time evolution of the gyro-angle $\Theta$ is decoupled from the rest of the coordinates, leading to a closed system of equations for the "slow" variables ( $\boldsymbol{X}, P_{\|}$), where $\mu$ is a constant of the motion. The slow system represents the averaged dynamics.

The phase-space coordinate transformation $\mathcal{Z}:=\left(\boldsymbol{X}, P_{\|}, \mu, \Theta\right) \mapsto(\boldsymbol{x}, \boldsymbol{v})$, with Jacobian determinant denoted by $B_{\|}^{*}$, is the central object of gyrokinetic theory. It is usually derived in terms of (canonical) Lie transforms of the fundamental oneform associated to the single-particle Lagrangian $L_{\mathrm{s}}$ (Hahm, 1988; Brizard, 1989;

Tronko and Chandre, 2018). Despite being an elegant mathematical framework, Lie transform perturbation theory introduces many formal complications, which seem not to be strictly necessary for averaging. In this thesis we replace Lie transforms with polynomials of finite degree in $\varepsilon$, algebraic in the generating functions. We show that also with this different ansatz for the phase-space near-identity coordinate transformation it is possible to remove the gyro-angle dependence from the singleparticle Lagrangian up to the desired order in $\varepsilon$, without changing its symplectic part (and thus the Jacobian $B_{\|}^{*}$ of the coordinate transformation). Our polynomial transforms are well-defined coordinate transformations (locally invertible), in contrast to the asymptotic series in Lie transform perturbation theory, where it is difficult to prove convergence and existence of the transforms. It is our hope that the simpler derivation based on polynomial transforms will enable more rigorous mathematical studies of gyrokinetic theory in the future.

### 2.3.1 Preliminary transformations

The phase-space coordinate transformation $\mathcal{Z} \mapsto(\boldsymbol{x}, \boldsymbol{v})$ is a composition of several coordinate changes, which we summarize in Tables 2.3 and 2.4 for ions and electrons, respectively. The first transformation moves the magnetic vector potential $\boldsymbol{A}_{1}$ from the symplectic part of the single-particle Lagrangian to the Hamiltonian, by defining the "momentum"

$$
\boldsymbol{p}:= \begin{cases}\boldsymbol{v}+\varepsilon \boldsymbol{A}_{1} & \text { ions }  \tag{2.49}\\ \boldsymbol{v}-\sqrt{\varepsilon} \boldsymbol{A}_{1} & \text { electrons } .\end{cases}
$$

This is a near-identity transformation in $\boldsymbol{v}$ in the limit $\varepsilon \rightarrow 0$, with unit Jacobian determinant. It resembles the usual transformation to canonical coordinates, but it does not contain the background magnetic vector potential $\boldsymbol{A}_{0}$. The new exact

| physical coordinates $(\boldsymbol{x}, \boldsymbol{v})$ |  |
| :---: | :---: |
| Hamiltonian picture $(\boldsymbol{x}, \boldsymbol{p})$ | $\boldsymbol{p}:=\boldsymbol{v}+\varepsilon \boldsymbol{A}_{1}$ |
| angle coordinates $\left(\boldsymbol{x}, p_{\\|}, \mu, \theta\right)$ | $\begin{aligned} p_{\\|} & :=\boldsymbol{p} \cdot \boldsymbol{b}_{0} \\ \mu & :=\frac{1}{2 B_{0}}\left\|\boldsymbol{b}_{0} \times \boldsymbol{p} \times \boldsymbol{b}_{0}\right\|^{2} \\ \theta & :=\arctan \left(\frac{\boldsymbol{p} \cdot \boldsymbol{e}_{1}}{\boldsymbol{p} \cdot \boldsymbol{e}_{2}}\right) \end{aligned}$ |
| guiding-center coordinates $\overline{\boldsymbol{Z}}:=(\overline{\boldsymbol{X}}, \bar{p} \\|, \overline{\boldsymbol{\mu}}, \bar{\theta})$ | $\begin{aligned} \boldsymbol{x} & :=\overline{\boldsymbol{X}}+\varepsilon \overline{\boldsymbol{\rho}}_{1 \mathrm{i}}+\varepsilon^{2} \overline{\boldsymbol{\rho}}_{2 \mathrm{i}}+\varepsilon^{3} \overline{\boldsymbol{\rho}}_{3 \mathrm{i}}+\varepsilon^{4} \overline{\boldsymbol{\rho}}_{4 \mathrm{i}} \\ p_{\\|} & :=\bar{p}_{\\|}+\varepsilon \bar{G}_{1 \mathrm{i}}^{\\|}+\varepsilon^{2} \bar{G}_{2 \mathrm{i}}^{\\|}+\varepsilon^{3} \bar{G}_{3 \mathrm{i}}^{\\|} \\ \mu & :=\bar{\mu}+\varepsilon \bar{G}_{1 \mathrm{i}}^{\mu}+\varepsilon^{2} \bar{G}_{2 \mathrm{i}}^{\mu}+\varepsilon^{3} \bar{G}_{3 \mathrm{i}}^{\mu} \\ \theta & :=\bar{\theta}+\varepsilon \bar{G}_{1 \mathrm{i}}^{\Theta}+\varepsilon^{2} \bar{G}_{2 \mathrm{i}}^{\Theta}+\varepsilon^{3} \bar{G}_{3 \mathrm{i}}^{\Theta} \end{aligned}$ |
| preliminary gyrocenter coordinates $\boldsymbol{Z}:=\left(\boldsymbol{X}, P_{\\|}, \widehat{\mu}, \Theta\right)$ | $\begin{aligned} & \overline{\boldsymbol{X}}:=\boldsymbol{X} \quad+\varepsilon^{2} \boldsymbol{\rho}_{2 \mathrm{i}}+\varepsilon^{3} \boldsymbol{\rho}_{3 \mathrm{i}}+\varepsilon^{4} \boldsymbol{\rho}_{4 \mathrm{i}} \\ & \bar{p}_{\\|}:=P_{\\|}+\varepsilon G_{1 \mathrm{i}}^{\\|}+\varepsilon^{2} G_{2 \mathrm{i}}^{\\|}+\varepsilon^{3} G_{3 \mathrm{i}}^{\\|} \\ & \bar{\mu}:=\widehat{\mu}+\varepsilon G_{1 \mathrm{i}}^{\mu}+\varepsilon^{2} G_{2 \mathrm{i}}^{\mu}+\varepsilon^{3} G_{3 \mathrm{i}}^{\mu} \\ & \bar{\theta}:=\Theta+\varepsilon G_{1 \mathrm{i}}^{\Theta}+\varepsilon^{2} G_{2 \mathrm{i}}^{\Theta}+\varepsilon^{3} G_{3 \mathrm{i}}^{\Theta} \end{aligned}$ |
| gyrocenter coordinates $\mathcal{Z}:=\left(\boldsymbol{X}, P_{\\|}, \mu, \Theta\right)$ | $\mu:=\widehat{\mu}+\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle+\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle$ |

Table 2.3: Coordinate changes involved in the phase-space coordinate transformation $\left(\boldsymbol{X}, P_{\|}, \mu, \Theta\right) \mapsto(\boldsymbol{x}, \boldsymbol{v})$ relating physical coordinates and gyrocenter coordinates for ions.

| physical coordinates $(\boldsymbol{x}, \boldsymbol{v})$ |  |
| :---: | :---: |
| Hamiltonian picture $(\boldsymbol{x}, \boldsymbol{p})$ | $\boldsymbol{p}:=\boldsymbol{v}-\sqrt{\varepsilon} \boldsymbol{A}_{1}$ |
| angle coordinates $\left(\boldsymbol{x}, p_{\\|}, \mu, \theta\right)$ | $\begin{aligned} p_{\\|} & :=\boldsymbol{p} \cdot \boldsymbol{b}_{0} \\ \mu & :=\frac{1}{2 B_{0}}\left\|\boldsymbol{b}_{0} \times \boldsymbol{p} \times \boldsymbol{b}_{0}\right\|^{2} \\ \theta & :=\arctan \left(\frac{\boldsymbol{p} \cdot \boldsymbol{e}_{1}}{\boldsymbol{p} \cdot \boldsymbol{e}_{2}}\right) \end{aligned}$ |
| guiding-center coordinates $\overline{\boldsymbol{Z}}:=\left(\overline{\boldsymbol{X}}, \bar{p}_{\\|}, \bar{\mu}, \bar{\theta}\right)$ | $\begin{aligned} \boldsymbol{x} & :=\overline{\boldsymbol{X}}+\varepsilon \overline{\boldsymbol{\rho}}_{1 \mathrm{e}}+\varepsilon^{2} \overline{\boldsymbol{\rho}}_{2 \mathrm{e}}+\varepsilon^{3} \overline{\boldsymbol{\rho}}_{3 \mathrm{e}}+\varepsilon^{4} \overline{\boldsymbol{\rho}}_{4 \mathrm{e}} \\ p_{\\|} & :=\bar{p}_{\\|}+\varepsilon \bar{G}_{1 \mathrm{e}}^{\\|}+\varepsilon^{2} \bar{G}_{2 \mathrm{e}}^{\\|}+\varepsilon^{3} \bar{G}_{3 \mathrm{e}}^{\\|} \\ \mu & :=\bar{\mu}+\varepsilon \bar{G}_{1 \mathrm{e}}^{\mu}+\varepsilon^{2} \bar{G}_{2 \mathrm{e}}^{\mu}+\varepsilon^{3} \bar{G}_{3 \mathrm{e}}^{\mu} \\ \theta & :=\bar{\theta}+\varepsilon \bar{G}_{1 \mathrm{e}}^{\Theta}+\varepsilon^{2} \bar{G}_{2 \mathrm{e}}^{\Theta}+\varepsilon^{3} \bar{G}_{3 \mathrm{e}}^{\Theta} \end{aligned}$ |
| preliminary gyrocenter coordinates $\boldsymbol{Z}:=\left(\boldsymbol{X}, P_{\\|}, \widehat{\mu}, \Theta\right)$ | $\begin{aligned} \overline{\boldsymbol{X}} & :=\boldsymbol{X}+\varepsilon^{2} \boldsymbol{\rho}_{2 \mathrm{e}}+\varepsilon^{\frac{5}{2}} \boldsymbol{\rho}_{\frac{5}{\mathrm{e}}}+\varepsilon^{3} \boldsymbol{\rho}_{3 \mathrm{e}}, \\ \bar{p}_{\\|} & :=P_{\\|}+\varepsilon G_{1 \mathrm{e}}^{\\|}+\varepsilon^{2} G_{2 \mathrm{e}}^{\\|}, \\ \bar{\mu} & :=\widehat{\mu}+\sqrt{\varepsilon} G_{\frac{1}{2} \mathrm{e}}^{\mu}+\varepsilon G_{1 \mathrm{e}}^{\mu}, \\ \bar{\theta} & :=\Theta+\sqrt{\varepsilon} G_{\frac{1}{2} \mathrm{e}}^{\Theta}+\varepsilon G_{1 \mathrm{e}}^{\Theta} . \end{aligned}$ |
| gyrocenter coordinates $\mathcal{Z}:=\left(\boldsymbol{X}, P_{\\|}, \mu, \Theta\right)$ | $\mu:=\widehat{\mu}+\sqrt{\varepsilon}\left\langle G_{\frac{1}{2} \mathrm{e}}^{\mu}\right\rangle-\varepsilon\left\langle\gamma_{3}^{\Theta}\right\rangle$ |

Table 2.4: Coordinate changes involved in the phase-space coordinate transformation $\left(\boldsymbol{X}, P_{\|}, \mu, \Theta\right) \mapsto(\boldsymbol{x}, \boldsymbol{v})$ relating physical coordinates and gyrocenter coordinates for electrons.
single-particle Lagrangians read

$$
\begin{align*}
& L_{\mathrm{i}}=\left(\boldsymbol{p}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{x}}-\left(\frac{|\boldsymbol{p}|^{2}}{2}+\varepsilon \Psi_{1}+\varepsilon^{2} \frac{\left|\boldsymbol{A}_{1}\right|^{2}}{2}\right)  \tag{2.50a}\\
& L_{\mathrm{e}}=\left(\sqrt{\varepsilon} \boldsymbol{p}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{x}}-\left(\frac{|\boldsymbol{p}|^{2}}{2}-\sqrt{\varepsilon} \Psi_{1}+\varepsilon \frac{\left|\boldsymbol{A}_{1}\right|^{2}}{2}\right) \tag{2.50b}
\end{align*}
$$

where the generalized potential $\Psi_{1}(t, \boldsymbol{x}, \boldsymbol{p})$ is defined as

$$
\Psi_{1}:= \begin{cases}\Phi_{1}-\boldsymbol{p} \cdot \boldsymbol{A}_{1} & \text { ions }  \tag{2.51}\\ \sqrt{\varepsilon} \Phi_{1}-\boldsymbol{p} \cdot \boldsymbol{A}_{1} & \text { electrons } .\end{cases}
$$

We remark that the invariance of the single-particle Lagrangians with respect to gauge transformations of the electric and magnetic potentials is broken by this preliminary phase-space coordinate transformation. We then introduce local cylindrical coordinates in $p$-space, namely

$$
\begin{align*}
p_{\|} & :=\boldsymbol{p} \cdot \boldsymbol{b}_{0},  \tag{2.52a}\\
\mu & :=\frac{1}{2 B_{0}}\left|\boldsymbol{b}_{0} \times \boldsymbol{p} \times \boldsymbol{b}_{0}\right|^{2},  \tag{2.52b}\\
\theta & :=\arctan \left(\frac{\boldsymbol{p} \cdot \boldsymbol{e}_{1}}{\boldsymbol{p} \cdot \boldsymbol{e}_{2}}\right), \tag{2.52c}
\end{align*}
$$

where $\left(\boldsymbol{e}_{1}, \boldsymbol{e}_{2}, \boldsymbol{b}_{0}\right)$ represents a local static orthonormal basis of $\mathbb{R}^{3}$, given an arbitrary unit vector $\boldsymbol{e}_{1}$ perpendicular to $\boldsymbol{b}_{0}$. Denoting by $\boldsymbol{p}_{\perp}:=\boldsymbol{b}_{0} \times \boldsymbol{p} \times \boldsymbol{b}_{0}$ the component of $p$ perpendicular to the local background magnetic field, we have $\boldsymbol{p}=p_{\|} \boldsymbol{b}_{0}+\boldsymbol{p}_{\perp}$, with $\boldsymbol{p}_{\perp}=\left(\boldsymbol{p} \cdot \boldsymbol{e}_{1}\right) \boldsymbol{e}_{1}+\left(\boldsymbol{p} \cdot \boldsymbol{e}_{2}\right) \boldsymbol{e}_{2}$. From the definition of $\theta$ we can write $\left(\boldsymbol{p} \cdot \boldsymbol{e}_{1}\right)=-\sqrt{2 \mu B_{0}} \sin \theta$ and $\left(\boldsymbol{p} \cdot \boldsymbol{e}_{2}\right)=-\sqrt{2 \mu B_{0}} \cos \theta$ and thus define a second $\theta$-dependent orthonormal basis $\left(\boldsymbol{a}_{0}, \boldsymbol{b}_{0}, \boldsymbol{c}_{0}\right)$, with

$$
\begin{align*}
\boldsymbol{a}_{0} & :=+\boldsymbol{e}_{1} \cos \theta-\boldsymbol{e}_{2} \sin \theta,  \tag{2.53a}\\
\boldsymbol{c}_{0} & :=-\boldsymbol{e}_{1} \sin \theta-\boldsymbol{e}_{2} \cos \theta . \tag{2.53b}
\end{align*}
$$

We note that the basis vectors $a_{0}$ and $c_{0}$ satisfy the properties

$$
\begin{equation*}
\frac{\partial \boldsymbol{a}_{0}}{\partial \theta}=\boldsymbol{c}_{0}, \quad \frac{\partial \boldsymbol{c}_{0}}{\partial \theta}=-\boldsymbol{a}_{0}, \tag{2.54}
\end{equation*}
$$

which we will use oftentimes in later calculations. The transformation to angle coordinates thus reads

$$
\begin{equation*}
\boldsymbol{p}=p_{\|} \boldsymbol{b}_{0}+\sqrt{2 \mu B_{0}} \boldsymbol{c}_{0}, \tag{2.55}
\end{equation*}
$$

with Jacobian determinant $B_{0}$. This leads to the exact Lagrangians

$$
\begin{align*}
& L_{\mathrm{i}}=\left(p_{\|} \boldsymbol{b}_{0}+\sqrt{2 \mu B_{0}} \boldsymbol{c}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{x}}-\left(\frac{p_{\|}^{2}}{2}+\mu B_{0}+\varepsilon \Psi_{1}+\varepsilon^{2} \frac{\left|\boldsymbol{A}_{1}\right|^{2}}{2}\right),  \tag{2.56a}\\
& L_{\mathrm{e}}=\left(\sqrt{\varepsilon} p_{\|} \boldsymbol{b}_{0}+\sqrt{\varepsilon} \sqrt{2 \mu B_{0}} \boldsymbol{c}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{x}}-\left(\frac{p_{\|}^{2}}{2}+\mu B_{0}-\sqrt{\varepsilon} \Psi_{1}+\varepsilon \frac{\left|\boldsymbol{A}_{1}\right|^{2}}{2}\right) . \tag{2.56b}
\end{align*}
$$

### 2.3.2 Guiding-center coordinates

The guiding-center phase-space coordinate transformation dates back to the pioneering work of (Littlejohn, 1983) and has the purpose of removing the gyro-angle dependence from those parts of the Lagrangians (2.56a)-(2.56b) that do not depend on the fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$. For this reason, the gyrokinetic literature often describes the guiding-center phase-space coordinate transformation as a transformation acting on a single-particle Lagrangian that involves only quantities related to the background magnetic field $\boldsymbol{B}_{0}$ and does not feature any fluctuating fields. These are said to be added at a later stage, after the guiding-center coordinate transformation has been performed. We believe that this description is slightly misleading, as it seems to suggest the idea that the single-particle Lagrangian is modified by adding terms related to the fluctuating fields during the process of transforming the phase-space coordinates. In fact, the fluctuating fields are present in the single-particle Lagrangian since the beginning of the derivation (as it should be, once we identify the physical system that we want to describe), but their gyro-angle dependence is simply treated at a later stage, after the guiding-center coordinate
transformation has been performed. Following (Possanner, 2018), we define the guiding-center coordinate transformation as a polynomial transform of the form

$$
\begin{align*}
\boldsymbol{x} & :=\overline{\boldsymbol{X}}+\varepsilon \overline{\boldsymbol{\rho}}_{1 \mathrm{~s}}+\varepsilon^{2} \overline{\boldsymbol{\rho}}_{2 \mathrm{~s}}+\varepsilon^{3} \overline{\boldsymbol{\rho}}_{3 \mathrm{~s}}+\varepsilon^{4} \overline{\boldsymbol{\rho}}_{4 \mathrm{~s}},  \tag{2.57a}\\
p_{\|} & :=\bar{p}_{\|}+\varepsilon \bar{G}_{1 \mathrm{~s}}^{\|}+\varepsilon^{2} \bar{G}_{2 \mathrm{~s}}^{\|}+\varepsilon^{3} \bar{G}_{3 \mathrm{~s}}^{\|},  \tag{2.57b}\\
\mu & :=\bar{\mu}+\varepsilon \bar{G}_{1 \mathrm{~s}}^{\mu}+\varepsilon^{2} \bar{G}_{2 \mathrm{~s}}^{\mu}+\varepsilon^{3} \bar{G}_{3 \mathrm{~s}}^{\mu},  \tag{2.57c}\\
\theta & :=\bar{\theta}+\varepsilon \bar{G}_{1 \mathrm{~s}}^{\Theta}+\varepsilon^{2} \bar{G}_{2 \mathrm{~s}}^{\Theta}+\varepsilon^{3} \bar{G}_{3 \mathrm{~s}}^{\Theta}, \tag{2.57d}
\end{align*}
$$

where $\overline{\boldsymbol{\rho}}_{n \mathrm{~s}}, \bar{G}_{n s}^{\|}, \bar{G}_{n \mathrm{~s}}^{\mu}$ and $\bar{G}_{n \mathrm{~s}}^{\Theta}$ denote the generators of the coordinate transformation for the respective particle species. The generators are functions of the guidingcenter coordinates $\overline{\boldsymbol{Z}}:=(\overline{\boldsymbol{X}}, \bar{p} \|, \bar{\mu}, \bar{\theta})$ and may additionally depend on time. The guiding-center coordinates are the guiding-center position $\overline{\boldsymbol{X}}$, the guiding-center parallel momentum $\bar{p}_{\|}$, the guiding-center magnetic moment $\bar{\mu}$ and the guidingcenter angle variable $\bar{\theta}$. The idea is then to substitute the coordinate transformation (2.57) in the single-particle Lagrangians (2.56a)-(2.56b), by using the transformation law of vector fields

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\dot{\overline{\boldsymbol{X}}}+\sum_{n=1}^{4} \varepsilon^{n} \dot{\overline{\boldsymbol{\rho}}}_{n s}=\dot{\overline{\boldsymbol{X}}}+\sum_{n=1}^{4} \varepsilon^{n}\left(\frac{\partial \overline{\boldsymbol{\rho}}_{n s}}{\partial \overline{\boldsymbol{Z}}} \cdot \dot{\overline{\boldsymbol{Z}}}+\frac{\partial \overline{\boldsymbol{\rho}}_{n s}}{\partial t}\right), \tag{2.58}
\end{equation*}
$$

to obtain the corresponding guiding-center Lagrangians. The work of (Possanner, 2018) showed that the gyro-angle dependence due to the term $\sqrt{2 \mu B_{0}} c_{0}$ can be indeed removed via polynomial transforms in maximal ordering. The resulting guidingcenter single-particle Lagrangians read

$$
\begin{align*}
L_{\mathrm{i}} \sim & \left(\bar{p}_{\|} \boldsymbol{b}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\overline{\boldsymbol{X}}}+\varepsilon \bar{\mu} \dot{\bar{\theta}}  \tag{2.59a}\\
& -\left[\bar{H}_{0 \mathrm{i}}+\varepsilon \bar{H}_{1 \mathrm{i}}+\varepsilon^{2} \bar{H}_{2 \mathrm{i}}+\bar{O}\left(\varepsilon^{3}\right)\right]+O\left(\varepsilon^{4}\right) \\
L_{\mathrm{e}} \sim & \left(\sqrt{\varepsilon} \bar{p}_{\|} \boldsymbol{b}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\overline{\boldsymbol{X}}}-\varepsilon^{2} \bar{\mu} \dot{\bar{\theta}}  \tag{2.59b}\\
& -\left[\bar{H}_{0 \mathrm{e}}+\sqrt{\varepsilon} \bar{H}_{\frac{1}{2} \mathrm{e}}+\varepsilon \bar{H}_{1 \mathrm{e}}+\varepsilon^{\frac{3}{2}} \bar{H}_{\frac{3}{2} \mathrm{e}}+\bar{O}\left(\varepsilon^{2}\right)\right]+O\left(\varepsilon^{4}\right) .
\end{align*}
$$

The symbol " $\sim$ " denotes the equivalence between Lagrangians, namely the fact that two Lagrangians differ only by the total differential of some scalar function. Moreover, the symbol $\bar{O}\left(\varepsilon^{p}\right)$ denotes corrections to the Hamiltonians of order $O\left(\varepsilon^{p}\right)$ that are independent of the guiding-center angle $\bar{\theta}$. The ion and electron guiding-center Hamiltonians in (2.59a)-(2.59b) read

$$
\begin{array}{ll}
\bar{H}_{0 \mathrm{i}}:=\frac{\bar{p}_{\|}^{2}}{2}+\bar{\mu} B_{0}, & \bar{H}_{0 \mathrm{e}}:=\frac{\bar{p}_{\|}^{2}}{2}+\bar{\mu} B_{0}, \\
\bar{H}_{1 \mathrm{i}}:=\Psi_{1}+\delta H_{1}, & \bar{H}_{\frac{1}{2} \mathrm{e}}:=\boldsymbol{p} \cdot \boldsymbol{A}_{1}, \\
\bar{H}_{2 \mathrm{i}}:=\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}+\delta H_{2}, & \bar{H}_{1 \mathrm{e}}:=-\Phi_{1}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}, \\
& \bar{H}_{\frac{3}{2} \mathrm{e}}:=-\delta H_{1} . \tag{2.60d}
\end{array}
$$

We remark the following comments about the guiding-center single-particle Lagrangians (2.59a)-(2.59b):

- the dynamic potentials in the Hamiltonians (2.60) are evaluated at the physical particle position $\boldsymbol{x} / \varepsilon$ :

$$
\begin{align*}
& \Phi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right)=\Phi_{1}\left(t, \frac{\overline{\boldsymbol{X}}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1 \mathrm{~s}}+\varepsilon \overline{\boldsymbol{\rho}}_{2 \mathrm{~s}}+O\left(\varepsilon^{2}\right)\right),  \tag{2.61a}\\
& \boldsymbol{A}_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right)=\boldsymbol{A}_{1}\left(t, \frac{\overline{\boldsymbol{X}}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1 \mathrm{~s}}+\varepsilon \overline{\boldsymbol{\rho}}_{2 \mathrm{~s}}+O\left(\varepsilon^{2}\right)\right) . \tag{2.61b}
\end{align*}
$$

The gyro-angle dependence in the generators $\bar{\rho}_{n s}$ occurring in the arguments of the fluctuating potentials will be removed eventually by the phase-space coordinate transformation from guiding-center to gyrocenter coordinates, as discussed in detail in the next section;

- due to our assumption of maximal ordering, the guiding-center Hamiltonians feature geometric terms related to the curvature of the background magnetic field, in particular

$$
\begin{equation*}
\delta H_{1}:=\bar{\mu}\left[\frac{\bar{p}_{\|}}{2}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}-\bar{p}_{\|}\left(\boldsymbol{\nabla} \boldsymbol{a}_{0} \cdot \boldsymbol{c}_{0}\right) \cdot \boldsymbol{b}_{0}\right], \tag{2.62}
\end{equation*}
$$

and a cumbersome term $\delta H_{2}$, which we do not write explicitly. The two terms
in (2.62) are usually referred to as Baños drift (Baños, 1967) and gyro-gauge term, respectively. The curvature terms are less important for the electrons, where $\delta H_{1}$ appears at order $O\left(\varepsilon^{\frac{3}{2}}\right)$, because of the mass ratio between ions and electrons of order $O(\sqrt{\varepsilon})$;

- for electrons, the magnetic perturbations $\boldsymbol{A}_{1}$ are $O(\sqrt{\varepsilon})$ larger than the electric perturbations $\Phi_{1}$. This can be already foreseen in the normalized VlasovMaxwell equations (2.46a)-(2.46c) and is due to the mass ratio between ions and electrons. Moreover, it shows the importance of electron dynamics in electromagnetic (rather than electrostatic) gyrokinetic simulations of fusion plasmas;
- due to the error term $\bar{O}\left(\varepsilon^{2}\right)$ in the electron Hamiltonian, the electron guidingcenter single-particle Lagrangian (2.59b) is less accurate than the ion guidingcenter single-particle Lagrangian (2.59a). This is due to the fact that the guiding-center magnetic moment $\bar{\mu}$ has been computed with less precision for electrons than for ions. We could easily improve the accuracy of $\bar{\mu}$ for electrons, but, as we can see from (2.59b), the dynamic potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$ play a more prominent role than any curvature terms. In the Hamiltonian, the term $\boldsymbol{p} \cdot \boldsymbol{A}_{1}$ of $\Psi_{1}$ appears at order $O(\sqrt{\varepsilon})$ and the term $\left|\boldsymbol{A}_{1}\right|^{2} / 2$ appears at order $O(\varepsilon)$, whereas the first curvature terms appear at $O\left(\varepsilon^{\frac{3}{2}}\right)$. This is in contrast to the ions, where the first curvature term $\delta H_{1}$ appears already at order $O(\varepsilon)$, which is the same order as $\Psi_{1}$ and one order lower than the quadratic term $\left|\boldsymbol{A}_{1}\right|^{2} / 2$. In order to achieve an equally accurate description for the electrons, we should truncate the electron single-particle Lagrangian at order $O\left(\varepsilon^{5}\right)$ : this is beyond the scope of the work presented in this thesis, but does not represent a limitation of the method in general;
- the Jacobian determinants $J_{\mathrm{s}}$ of the guiding-center coordinate transformation $\overline{\boldsymbol{Z}} \mapsto(\boldsymbol{x}, \boldsymbol{v})$ can be computed directly from the symplectic part of the guidingcenter single-particle Lagrangians (2.59a)-(2.59b):

$$
\begin{align*}
& J_{\mathrm{i}}=B_{0}+\varepsilon \bar{p}_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0},  \tag{2.63a}\\
& J_{\mathrm{e}}=B_{0}-\varepsilon^{\frac{3}{2}} \bar{p}_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0} . \tag{2.63b}
\end{align*}
$$

Such Jacobian determinants are exact because the symplectic forms in (2.59a)(2.59b) remain the same at any order of the guiding-center expansion, as only the guiding-center Hamiltonian changes with increased order of accuracy (see, for example, (Possanner, 2018) for a proof of this statement). The Jacobian determinants (2.63a) confirm that geometric terms related to the curvature of the background magnetic field appear at order $O(\varepsilon)$ for the ions and at order $O\left(\varepsilon^{\frac{3}{2}}\right)$ for the electrons, in accordance with the guiding-center Hamiltonians (2.60).

### 2.3.3 Gyrocenter coordinates

The guiding-center single-particle Lagrangians (2.59a)-(2.59b) obtained from the guiding-center coordinate transformation still carry a dependence on the guidingcenter angle $\bar{\theta}$ (the fast variable) in the arguments of the dynamic potentials (2.61). Consequently, the guiding-center magnetic moment $\bar{\mu}$ is not a constant of the motion and the dynamics of slow and fast variables are still coupled in the guidingcenter phase space. The purpose of the gyrocenter phase-space coordinate transformation is to remove this residual dependence on the angle variable $\bar{\theta}$ from the Lagrangians, in particular from the Hamiltonians given in (2.60). As for the guidingcenter coordinate transformation (2.57), we define the gyrocenter coordinate transformation for the ions as a polynomial transform of the form

$$
\begin{align*}
\overline{\boldsymbol{X}} & :=\boldsymbol{X} \quad+\varepsilon^{2} \boldsymbol{\rho}_{2 \mathrm{i}}+\varepsilon^{3} \boldsymbol{\rho}_{3 \mathrm{i}}+\varepsilon^{4} \boldsymbol{\rho}_{4 \mathrm{i}}  \tag{2.64a}\\
\bar{p}_{\|} & :=P_{\|}+\varepsilon G_{1 \mathrm{i}}^{\|}+\varepsilon^{2} G_{2 \mathrm{i}}^{\|}+\varepsilon^{3} G_{3 \mathrm{i}}^{\|},  \tag{2.64b}\\
\bar{\mu} & :=\hat{\mu}+\varepsilon G_{1 \mathrm{i}}^{\mu}+\varepsilon^{2} G_{2 \mathrm{i}}^{\mu}+\varepsilon^{3} G_{3 \mathrm{i}}^{\mu},  \tag{2.64c}\\
\bar{\theta} & :=\Theta+\varepsilon G_{1 \mathrm{i}}^{\Theta}+\varepsilon^{2} G_{2 \mathrm{i}}^{\Theta}+\varepsilon^{3} G_{3 \mathrm{i}}^{\Theta}, \tag{2.64d}
\end{align*}
$$

and the gyrocenter coordinate transformation for the electrons as a polynomial transform of the form

$$
\begin{align*}
& \overline{\boldsymbol{X}}:=\boldsymbol{X}+\varepsilon^{2} \boldsymbol{\rho}_{2 \mathrm{e}}+\varepsilon^{\frac{5}{2}} \boldsymbol{\rho}_{\frac{5}{2} \mathrm{e}}+\varepsilon^{3} \boldsymbol{\rho}_{3 \mathrm{e}},  \tag{2.65a}\\
& \bar{p}_{\|}:=P_{\|}+\varepsilon G_{1 \mathrm{e}}^{\|}+\varepsilon^{2} G_{2 \mathrm{e}}^{\|},  \tag{2.65b}\\
& \bar{\mu}:=\widehat{\mu}+\sqrt{\varepsilon} G_{\frac{1}{2} \mathrm{e}}^{\mu}+\varepsilon G_{1 \mathrm{e}}^{\mu},  \tag{2.65c}\\
& \bar{\theta}:=\Theta+\sqrt{\varepsilon} G_{\frac{1}{2} \mathrm{e}}^{\Theta}+\varepsilon G_{1 \mathrm{e}}^{\Theta} . \tag{2.65d}
\end{align*}
$$

Here, $\boldsymbol{Z}:=\left(\boldsymbol{X}, P_{\|}, \widehat{\mu}, \Theta\right)$ denote preliminary gyrocenter coordinates, and $\boldsymbol{\rho}_{n s}, G_{n s}^{\|}, G_{n s}^{\mu}$ and $G_{n \mathrm{~s}}^{\Theta}$ (with $n$ integer or half-integer) denote the generators of the coordinate transformation for the respective particle species. Our preliminary gyrocenter coordinates are the gyrocenter position $\boldsymbol{X}$, the gyrocenter parallel momentum $P_{\|}$, the preliminary gyrocenter magnetic moment $\hat{\mu}$ and the gyrocenter angle variable (also called simply gyro-angle) $\Theta$. The polynomial transform for the electrons is defined by polynomials in powers of $\sqrt{\varepsilon}$ because of the mass ratio between ions and electrons. Moreover, it consists of fewer terms than the ion coordinate transformation because of the lower accuracy of the electron guiding-center single-particle Lagrangian. We also set $\rho_{1 s}=0$ a priori: it is, in principle, possible to keep these first-order generators in the calculations and then find out that they can be set to zero without loss of generality. We remark the conceptual simplicity of the polynomial transform $\boldsymbol{Z} \mapsto \overline{\boldsymbol{Z}}$ defined in (2.64)-(2.65) compared to Lie transforms (Brizard and Hahm, 2007): for each coordinate, the transformation is a polynomial of finite degree in $\varepsilon$ (the degree being adapted to the desired accuracy of the transformation) and it is moreover linear and algebraic in the generators. By substituting (2.64)-(2.65) in the guiding-center single-particle Lagrangians (2.59a)-(2.59b), the gyrocenter generators can be chosen in order to eliminate the residual dependence on the gyro-angle $\Theta$. The method is analogous to the guiding-center transformation and it is discussed in detail in (Possanner, 2018) for the long-wavelength regime, that is, the case of dynamic potentials with spatial variations on the macroscopic length scale $\hat{x}$. In this thesis we apply the same methodology to the short-wavelength (strongly-varying) regime expressed in (2.61).

The exact same ideas and computations of the guiding-center transformation can be applied also for the gyrocenter transformation. In particular, we make use of the equivalence of Lagrangians under the addition of the total differential $\dot{S}$ of arbitrary scalar functions $S(t, \boldsymbol{Z})$ and write

$$
\begin{align*}
& L_{\mathrm{i}} \sim L_{\mathrm{i}}+\varepsilon^{2} \dot{S}_{2 \mathrm{i}}+\varepsilon^{3} \dot{S}_{3 \mathrm{i}}  \tag{2.66a}\\
& L_{\mathrm{e}} \sim L_{\mathrm{e}}+\varepsilon^{\frac{5}{2}} \dot{S}_{\frac{5}{2} \mathrm{e}}+\varepsilon^{3} \dot{S}_{3 \mathrm{e}} \tag{2.66b}
\end{align*}
$$

where the total differential $\dot{S}_{n \mathrm{~S}}$ reads

$$
\begin{equation*}
\dot{S}_{n \mathrm{~s}}=\frac{1}{\varepsilon} \nabla_{\perp} S_{n \mathrm{~s}} \cdot \dot{\boldsymbol{X}}+\nabla_{\|} S_{n \mathrm{~s}} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}+\frac{\partial S_{n \mathrm{~s}}}{\partial P_{\|}} \dot{P}_{\|}+\frac{\partial S_{n \mathrm{~s}}}{\partial \widehat{\mu}} \dot{\hat{\mu}}+\frac{\partial S_{n \mathrm{~s}}}{\partial \Theta} \dot{\Theta}+\frac{\partial S_{n \mathrm{~s}}}{\partial t} . \tag{2.67}
\end{equation*}
$$

Here, $\nabla_{\|}:=\boldsymbol{b}_{0} \cdot \nabla$ and $\nabla_{\perp}:=\boldsymbol{b}_{0} \times \boldsymbol{\nabla} \times \boldsymbol{b}_{0}$ denote the gradients with respect to the direction parallel and perpendicular to the background magnetic field, respectively. We remark that in the derivation of the gyrokinetic Lagrangians, the scalar functions $S_{n s}$ turn out to be functions of the fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$ and thus have strong variations in the perpendicular directions, which has to be expressed in (2.67) by means of the factor $1 / \varepsilon$ in front of $\nabla_{\perp}$.

## Gyrokinetic ion Lagrangian

We summarize our results for ions in the following three propositions. The species index is omitted for more readability.

Proposition 1. The ion guiding-center single-particle Lagrangian (2.59a), expressed in the preliminary gyrocenter coordinates $\left(\boldsymbol{X}, P_{\|}, \widehat{\mu}, \Theta\right)$ via the polynomial transform (2.64), is equivalent to

$$
\begin{equation*}
L_{\mathrm{i}} \sim\left(P_{\|} \boldsymbol{b}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}-H_{0}+\sum_{n=1}^{3} \varepsilon^{n} L_{n}+O\left(\varepsilon^{4}\right), \tag{2.68}
\end{equation*}
$$

where $H_{0}:=P_{\|}^{2} / 2+\hat{\mu} B_{0}$ is the lowest-order Hamiltonian and the Lagrangians $L_{n}$,
for $n=1,2,3$, read

$$
\begin{equation*}
L_{n}:=\gamma_{n}^{\boldsymbol{X}} \cdot \dot{\boldsymbol{X}}+\gamma_{n}^{\|} \dot{P}_{\|}+\gamma_{n}^{\mu} \dot{\hat{\mu}}+\gamma_{n}^{\Theta} \dot{\Theta}-H_{n} \tag{2.69}
\end{equation*}
$$

The components $\gamma_{n}^{\boldsymbol{X}}$, for $n=1,2,3$, are given by

$$
\begin{align*}
& \gamma_{1}^{\boldsymbol{X}}:=G_{1}^{\|} \boldsymbol{b}_{0}-\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}+\nabla_{\perp} S_{2},  \tag{2.70a}\\
& \boldsymbol{\gamma}_{2}^{\boldsymbol{X}}:=G_{2}^{\|} \boldsymbol{b}_{0}-\boldsymbol{\rho}_{3} \times \boldsymbol{B}_{0}+\nabla_{\perp} S_{3}+\nabla_{\|} S_{2} \boldsymbol{b}_{0}+\boldsymbol{F}_{\perp}+\delta \boldsymbol{\gamma}_{2}^{\boldsymbol{X}},  \tag{2.70b}\\
& \boldsymbol{\gamma}_{3}^{\boldsymbol{X}}:=G_{3}^{\|} \boldsymbol{b}_{0}-\boldsymbol{\rho}_{4} \times \boldsymbol{B}_{0}+\nabla_{\|} S_{3} \boldsymbol{b}_{0}+F_{\|} \boldsymbol{b}_{0}+\delta \boldsymbol{\gamma}_{3}^{\boldsymbol{X}}, \tag{2.70c}
\end{align*}
$$

where the terms $\boldsymbol{F}_{\perp}$ and $F_{\|}$are defined as

$$
\begin{align*}
\boldsymbol{F}_{\perp} & :=G_{1}^{\|} \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2} \cdot \boldsymbol{b}_{0}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2}+G_{1}^{\mu} \boldsymbol{\nabla}_{\perp} G_{1}^{\Theta},  \tag{2.71a}\\
F_{\|} & :=G_{1}^{\|} \nabla_{\|} \boldsymbol{\rho}_{2} \cdot \boldsymbol{b}_{0}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \nabla_{\|} \boldsymbol{\rho}_{2}+G_{1}^{\mu} \nabla_{\|} G_{1}^{\Theta}, \tag{2.71b}
\end{align*}
$$

and the terms $\delta \boldsymbol{\gamma}_{n}^{\boldsymbol{X}}$, for $n=2,3$, contain terms related to the curvature of the background magnetic field and are given by

$$
\begin{align*}
\delta \gamma_{2}^{\boldsymbol{X}}:= & -P_{\|} \boldsymbol{\rho}_{2} \times\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right),  \tag{2.72a}\\
\delta \gamma_{3}^{\boldsymbol{X}}:= & -P_{\|} \boldsymbol{\rho}_{3} \times\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)+P_{\|}\left(\boldsymbol{\rho}_{3} \cdot \boldsymbol{\nabla}\right) \boldsymbol{b}_{0} \\
& +G_{1}^{\|}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{b}_{0}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla} \boldsymbol{B}_{0}\right) \times \boldsymbol{\rho}_{2} . \tag{2.72b}
\end{align*}
$$

The components $\gamma_{n}^{\|}$, for $n=1,2,3$, are given by

$$
\begin{align*}
& \gamma_{1}^{\|}:=0  \tag{2.73a}\\
& \gamma_{2}^{\|}:=-\boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{2}+\frac{\partial S_{2}}{\partial P_{\|}},  \tag{2.73b}\\
& \gamma_{3}^{\|}:=-\boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{3}+\frac{\partial S_{3}}{\partial P_{\|}}+\left(G_{1}^{\|} \boldsymbol{b}_{0}-\frac{1}{2} \boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial P_{\|}}+G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial P_{\|}} . \tag{2.73c}
\end{align*}
$$

The components $\gamma_{n}^{\mu}$, for $n=1,2,3$, are given by

$$
\begin{align*}
\gamma_{1}^{\mu} & :=0  \tag{2.74a}\\
\gamma_{2}^{\mu} & :=-G_{1}^{\Theta}+\frac{\partial S_{2}}{\partial \hat{\mu}},  \tag{2.74b}\\
\gamma_{3}^{\mu} & :=-G_{2}^{\Theta}+\frac{\partial S_{3}}{\partial \hat{\mu}}+\left(G_{1}^{\|} \boldsymbol{b}_{0}-\frac{1}{2} \boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \hat{\mu}}+G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial \hat{\mu}} . \tag{2.74c}
\end{align*}
$$

The components $\gamma_{n}^{\Theta}$, for $n=1,2,3$, are given by

$$
\begin{align*}
& \gamma_{1}^{\Theta}:=\hat{\mu}  \tag{2.75a}\\
& \gamma_{2}^{\Theta}:=G_{1}^{\mu}+\frac{\partial S_{2}}{\partial \Theta},  \tag{2.75b}\\
& \gamma_{3}^{\Theta}:=G_{2}^{\mu}+\frac{\partial S_{3}}{\partial \Theta}+\left(G_{1}^{\|} \boldsymbol{b}_{0}-\frac{1}{2} \boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}+G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial \Theta} . \tag{2.75c}
\end{align*}
$$

Finally, the Hamiltonians $H_{n}$, for $n=1,2,3$, are given by

$$
\begin{align*}
H_{1}:= & G_{1}^{\mu} B_{0}+P_{\|} G_{1}^{\|}+\Psi_{1}+\delta H_{1},  \tag{2.76a}\\
H_{2}:= & G_{2}^{\mu} B_{0}+\widehat{\mu} \boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla} B_{0}+P_{\|} G_{2}^{\|}+\frac{1}{2}\left(G_{1}^{\|}\right)^{2}+\left[\left(\overline{\boldsymbol{\rho}}_{2}+\boldsymbol{\rho}_{2}\right) \cdot \boldsymbol{\nabla}\right. \\
& \left.+\left(\bar{G}_{1}^{\|}+G_{1}^{\|}\right) \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+\left(\bar{G}_{1}^{\mu}+G_{1}^{\mu}\right) \frac{\mathrm{d}}{\mathrm{~d} \widehat{\mu}}+\left(\bar{G}_{1}^{\Theta}+G_{1}^{\Theta}\right) \frac{\mathrm{d}}{\mathrm{~d} \Theta}\right] \Psi_{1}  \tag{2.76b}\\
& +\left(G_{1}^{\|} \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+G_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \widehat{\mu}}\right) \delta H_{1}+\delta H_{2}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}+\frac{\partial S_{2}}{\partial t}, \\
H_{3}:= & G_{3}^{\mu} B_{0}+\delta H_{3}, \tag{2.76c}
\end{align*}
$$

where the generalized potential reads

$$
\begin{align*}
\Psi_{1}\left(t, \frac{\boldsymbol{X}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\boldsymbol{Z}), P_{\|}, \widehat{\mu}, \Theta\right)= & \Phi_{1}\left(t, \frac{\boldsymbol{X}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\boldsymbol{Z})\right)-P_{\|} A_{1 \|}\left(t, \frac{\boldsymbol{X}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\boldsymbol{Z})\right) \\
& -\sqrt{2 \widehat{\mu} B_{0}(\boldsymbol{X})} \boldsymbol{c}_{0}(\boldsymbol{X}, \Theta) \cdot \boldsymbol{A}_{1 \perp}\left(t, \frac{\boldsymbol{X}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\boldsymbol{Z})\right), \tag{2.77}
\end{align*}
$$

with $A_{1 \|}:=\boldsymbol{A}_{1} \cdot \boldsymbol{b}_{0}$ and $\boldsymbol{A}_{1 \perp}:=\boldsymbol{b}_{0} \times \boldsymbol{A}_{1} \times \boldsymbol{b}_{0}$. Moreover, $\delta H_{1}$ is the curvature term introduced in (2.62), we do not write the explicit expression of $\delta H_{2}$, and the explicit expression of $\delta \mathrm{H}_{3}$ is not relevant for our order of accuracy.

Proof 1. The result is obtained by substituting the gyrocenter coordinate transformation (2.64) into the guiding-center single-particle Lagrangian (2.59a) and computing its Taylor expansion in powers of $\varepsilon$ up to order $\varepsilon^{3}$ (starting from $1 / \varepsilon$ ). We first denote by $\Gamma$ the symplectic part of the guiding-center Lagrangian (2.59a):

$$
\begin{equation*}
\Gamma:=\left(\bar{p}_{\|} \boldsymbol{b}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\overline{\boldsymbol{X}}}+\varepsilon \bar{\mu} \dot{\bar{\theta}} . \tag{2.78}
\end{equation*}
$$

The coefficients $\Gamma_{n}$, for $n=-1,0,1,2,3$, of the Taylor expansion of $\Gamma$ read

$$
\begin{align*}
\Gamma_{-1}:= & A_{0} \cdot \dot{\boldsymbol{X}},  \tag{2.79a}\\
\Gamma_{0}:= & P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}},  \tag{2.79b}\\
\Gamma_{1}:= & G_{1}^{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}+\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}+\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{2}+\hat{\mu} \dot{\Theta},  \tag{2.79c}\\
\Gamma_{2}:= & {\left[G_{2}^{\|}+P_{\|}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right)\right] \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}+\left(\boldsymbol{\rho}_{3} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}+\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{3} }  \tag{2.79d}\\
& +P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{\rho}}_{2}+G_{1}^{\mu} \dot{\Theta}+\hat{\mu} \dot{G}_{1}^{\Theta}, \\
\Gamma_{3}:= & {\left[G_{3}^{\|}+P_{\|}\left(\boldsymbol{\rho}_{3} \cdot \boldsymbol{\nabla}\right)+G_{1}^{\|}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right)\right] \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}+\left(\boldsymbol{\rho}_{4} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}} } \\
& +\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{4}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right)^{2} \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}+\left[G_{1}^{\|} \boldsymbol{b}_{0}+\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0}\right] \cdot \dot{\boldsymbol{\rho}}_{2}  \tag{2.79e}\\
& +P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{\rho}}_{3}+G_{2}^{\mu} \dot{\Theta}+\hat{\mu} \dot{G}_{2}^{\Theta}+G_{1}^{\mu} \dot{G}_{1}^{\Theta} .
\end{align*}
$$

The results for the symplectic part follow by using the equivalence relations (for
generic generators $\rho$ and $G^{\Theta}$ )

$$
\begin{align*}
(\boldsymbol{\rho} \cdot \boldsymbol{\nabla}) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}+\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}} & \sim-\left(\boldsymbol{\rho} \times \boldsymbol{B}_{0}\right) \cdot \dot{\boldsymbol{X}},  \tag{2.80a}\\
P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{\rho}} & \sim-P_{\|}\left(\boldsymbol{\nabla} \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}\right) \cdot \dot{\boldsymbol{X}}-\left(\boldsymbol{b}_{0} \cdot \boldsymbol{\rho}\right) \dot{P}_{\|}  \tag{2.80b}\\
(\boldsymbol{\rho} \cdot \boldsymbol{\nabla}) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}+\frac{1}{2}(\boldsymbol{\rho} \cdot \boldsymbol{\nabla})^{2} \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}} & \sim-\frac{1}{2}\left(\boldsymbol{\rho} \times \boldsymbol{B}_{0}\right) \cdot \dot{\boldsymbol{\rho}}  \tag{2.80c}\\
& +\frac{1}{2}\left[\left(\boldsymbol{\rho} \cdot \boldsymbol{\nabla} \boldsymbol{B}_{0}\right) \times \boldsymbol{\rho}\right] \cdot \dot{\boldsymbol{X}}, \\
\hat{\mu} \dot{G}^{\Theta} & \sim-G^{\Theta} \dot{\hat{\mu}} \tag{2.80d}
\end{align*}
$$

together with the vector identity $(\boldsymbol{\rho} \cdot \boldsymbol{\nabla}) \boldsymbol{b}_{0}-\boldsymbol{\nabla} \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}=-\boldsymbol{\rho} \times\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)$, and by adding the terms corresponding to the total differentials $\dot{S}_{2}$ and $\dot{S}_{3}$. For the Hamiltonian part, we note that the fluctuating potential $\Psi_{1}$ must be first transformed to the guiding-center coordinates $\bar{Z}$ and then to the preliminary gyrocenter coordinates $Z$. We first recall that in physical coordinates we have

$$
\begin{align*}
\Psi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}, p_{\|}, \boldsymbol{\mu}, \theta\right)= & \Phi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right)-p_{\|} A_{1 \|}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right)  \tag{2.81}\\
& -\sqrt{2 \mu B_{0}(\boldsymbol{x})} \boldsymbol{c}_{0}(\boldsymbol{x}, \theta) \cdot \boldsymbol{A}_{1 \perp}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right) .
\end{align*}
$$

We shall first substitute the guiding-center coordinate transformation (2.57). Using that $\Phi_{1}$ and $\boldsymbol{A}_{1}$ in (2.81) are normalized functions with size and variations of order $O(1)$ in the limit $\varepsilon \rightarrow 0$, we can safely expand in a Taylor series around $\left(\overline{\boldsymbol{X}} / \varepsilon+\overline{\boldsymbol{\rho}}_{1}, \bar{p}_{\|}, \bar{\mu}, \bar{\theta}\right)$ and obtain

$$
\begin{align*}
\Psi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}, p_{\|}, \mu, \theta\right)= & \Psi_{1}\left(t, \frac{\overline{\boldsymbol{X}}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\bar{\mu}, \bar{\theta}), \bar{p}_{\|}, \bar{\mu}, \bar{\theta}\right) \\
& +\varepsilon\left(\overline{\boldsymbol{\rho}}_{2} \cdot \boldsymbol{\nabla}+\bar{G}_{1}^{\|} \frac{\mathrm{d}}{\mathrm{~d} \bar{p}_{\|}}+\bar{G}_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \bar{\mu}}+\bar{G}_{1}^{\Theta} \frac{\mathrm{d}}{\mathrm{~d} \bar{\theta}}\right) \Psi_{1}+O\left(\varepsilon^{2}\right) . \tag{2.82}
\end{align*}
$$

The same reasoning applies when we substitute the gyrocenter coordinate transfor-
mation (2.64) into (2.82), yielding

$$
\begin{align*}
\Psi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}, p_{\|}, \mu, \theta\right)= & \Psi_{1}\left(t, \frac{\boldsymbol{X}}{\varepsilon}+\overline{\boldsymbol{\rho}}_{1}(\hat{\mu}, \Theta), P_{\|}, \widehat{\mu}, \Theta\right) \\
+ & \varepsilon\left[\left(\overline{\boldsymbol{\rho}}_{2}+\boldsymbol{\rho}_{2}\right) \cdot \boldsymbol{\nabla}+\left(\bar{G}_{1}^{\|}+G_{1}^{\|}\right) \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+\left(\bar{G}_{1}^{\mu}+G_{1}^{\mu}\right) \frac{\mathrm{d}}{\mathrm{~d} \hat{\mu}}\right.  \tag{2.83}\\
& \left.+\left(\bar{G}_{1}^{\Theta}+G_{1}^{\Theta}\right) \frac{\mathrm{d}}{\mathrm{~d} \Theta}\right] \Psi_{1}+O\left(\varepsilon^{2}\right)
\end{align*}
$$

This explains the second line of the second-order Hamiltonian $H_{2}$ in (2.76) as well as the expression for $\Psi_{1}$ given in (2.77).

Proposition 2. In the ion single-particle Lagrangian (2.68) the generators of the polynomial transform can be chosen such that

$$
\begin{equation*}
L_{\mathrm{i}} \sim\left(P_{\|} \boldsymbol{b}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}+\varepsilon\left(\widehat{\mu}+\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle+\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle\right) \dot{\Theta}-H_{0}+O\left(\varepsilon^{4}\right), \tag{2.84}
\end{equation*}
$$

where, for a given function $g(\Theta),\langle g\rangle$ denotes its gyro-average and is defined as

$$
\begin{equation*}
\langle g\rangle:=\frac{1}{2 \pi} \int_{0}^{2 \pi} \mathrm{~d} \Theta g(\Theta) \tag{2.85}
\end{equation*}
$$

Proof 2. The components $\boldsymbol{\gamma}_{n}^{\boldsymbol{X}}$, for $n=1,2,3$, in (2.70) vanish if and only if we set

$$
\begin{align*}
& G_{1}^{\|}=0,  \tag{2.86a}\\
& G_{2}^{\|}=-\nabla_{\|} S_{2}-\delta \gamma_{2 \|}^{\boldsymbol{X}},  \tag{2.86b}\\
& G_{3}^{\|}=-\nabla_{\|} S_{3}-F_{\|}-\delta \gamma_{3 \|}^{\boldsymbol{X}}, \tag{2.86c}
\end{align*}
$$

as well as

$$
\begin{align*}
& \boldsymbol{\rho}_{2 \perp}=\frac{\boldsymbol{b}_{0}}{B_{0}} \times \boldsymbol{\nabla}_{\perp} S_{2},  \tag{2.87a}\\
& \boldsymbol{\rho}_{3 \perp}=\frac{\boldsymbol{b}_{0}}{B_{0}} \times\left(\boldsymbol{\nabla}_{\perp} S_{3}+\boldsymbol{F}_{\perp}+\delta \boldsymbol{\gamma}_{2 \perp}^{\boldsymbol{X}}\right),  \tag{2.87b}\\
& \boldsymbol{\rho}_{4 \perp}=\frac{\boldsymbol{b}_{0}}{B_{0}} \times \delta \gamma_{3 \perp}^{\boldsymbol{X}} . \tag{2.87c}
\end{align*}
$$

The components $\gamma_{n}^{\|}$, for $n=2,3$, in (2.73) vanish if and only if we set

$$
\begin{align*}
& \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{2}=\frac{\partial S_{2}}{\partial P_{\|}},  \tag{2.88a}\\
& \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{3}=\frac{\partial S_{3}}{\partial P_{\|}}+\left(G_{1}^{\|} \boldsymbol{b}_{0}-\frac{1}{2} \boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial P_{\|}}+G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial P_{\|}} . \tag{2.88b}
\end{align*}
$$

The components $\gamma_{n}^{\mu}$, for $n=2,3$, in (2.74) vanish if and only if we set

$$
\begin{align*}
& G_{1}^{\Theta}=\frac{\partial S_{2}}{\partial \widehat{\mu}}  \tag{2.89a}\\
& G_{2}^{\Theta}=\frac{\partial S_{3}}{\partial \widehat{\mu}}+\left(G_{1}^{\|} \boldsymbol{b}_{0}-\frac{1}{2} \boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \widehat{\mu}}+G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial \widehat{\mu}} \tag{2.89b}
\end{align*}
$$

The Hamiltonians $H_{n}$, for $n=1,2,3$, in (2.76) vanish if and only if we set

$$
\begin{align*}
G_{1}^{\mu}= & -\frac{1}{B_{0}}\left(P_{\|} G_{1}^{\|}+\Psi_{1}+\delta H_{1}\right),  \tag{2.90a}\\
G_{2}^{\mu}= & -\frac{1}{B_{0}}\left\{\widehat{\mu} \boldsymbol{\rho}_{2} \cdot \nabla B_{0}+P_{\|} G_{2}^{\|}+\frac{1}{2}\left(G_{1}^{\|}\right)^{2}+\left[\left(\overline{\boldsymbol{\rho}}_{2}+\boldsymbol{\rho}_{2}\right) \cdot \boldsymbol{\nabla}\right.\right. \\
& \left.+\left(\bar{G}_{1}^{\|}+G_{1}^{\|}\right) \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+\left(\bar{G}_{1}^{\mu}+G_{1}^{\mu}\right) \frac{\mathrm{d}}{\mathrm{~d} \hat{\mu}}+\left(\bar{G}_{1}^{\Theta}+G_{1}^{\Theta}\right) \frac{\mathrm{d}}{\mathrm{~d} \Theta}\right] \Psi_{1}  \tag{2.90b}\\
& \left.+\left(G_{1}^{\|} \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+G_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \hat{\mu}}\right) \delta H_{1}+\delta H_{2}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}+\frac{\partial S_{2}}{\partial t}\right\}, \\
G_{3}^{\mu}= & -\frac{\delta H_{3}}{B_{0}} . \tag{2.90c}
\end{align*}
$$

The only degrees of freedom left are the arbitrary scalar functions $S_{2}$ and $S_{3}$. Since
these functions must be $2 \pi$-periodic in the gyro-angle $\Theta$, we cannot eliminate $\gamma_{2}^{\Theta}$ and $\gamma_{3}^{\Theta}$, given by (2.75), entirely from the Lagrangian. The reason is that the equation $\partial S_{n} / \partial \Theta=g$, for a given function $g$, has $2 \pi$-periodic solutions $S_{n}$ if and only if $\langle g\rangle=0$, where $\langle g\rangle$ denotes the gyro-average of $g$ defined in (2.85). Denoting by $\widetilde{g}$ the fluctuating part of $g$ (with zero gyro-average),

$$
\begin{equation*}
\tilde{g}:=g-\langle g\rangle, \tag{2.91}
\end{equation*}
$$

the dependence on the gyro-angle $\Theta$ can be removed from (2.75) by setting, for $n=2,3$,

$$
\begin{equation*}
\gamma_{n}^{\Theta}=\left\langle\gamma_{n}^{\Theta}\right\rangle, \tag{2.92}
\end{equation*}
$$

or, equivalently, by requiring that $S_{n}$, for $n=2,3$, satisfy the differential equations

$$
\begin{align*}
& \frac{\partial S_{2}}{\partial \Theta}=-\widetilde{G_{1}^{\mu}}  \tag{2.93a}\\
& \frac{\partial S_{3}}{\partial \Theta}=-\widetilde{G_{2}^{\mu}}-G_{1}^{\|} \widetilde{\boldsymbol{b}_{0} \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}+\frac{1}{2} \boldsymbol{\rho}_{2} \times \widetilde{\boldsymbol{B}_{0}} \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}-\widetilde{G_{1}^{\mathrm{\mu}} \frac{\partial G_{1}^{\Theta}}{\partial \Theta}}} . \tag{2.93b}
\end{align*}
$$

The solutions of (2.93) read (with arbitrary lower bound $\Theta_{0}$ of integration)

$$
\begin{align*}
S_{2}(\Theta)= & S_{2}\left(\Theta_{0}\right)-\int_{\Theta_{0}}^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{G_{1}^{\mu}}  \tag{2.94a}\\
S_{3}(\Theta)= & S_{3}\left(\Theta_{0}\right) \\
& -\int_{\Theta_{0}}^{\Theta} \mathrm{d} \Theta^{\prime}\left(\widetilde{G_{2}^{\mu}}+\widetilde{G_{1}^{\|} \boldsymbol{b}_{0} \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}}-\frac{1}{2} \widetilde{\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}} \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}+\widetilde{G_{1}^{\mu} \frac{\partial G_{1}^{\Theta}}{\partial \Theta}}\right) . \tag{2.94b}
\end{align*}
$$

Proposition 3. The generalized gyrocenter magnetic moment

$$
\begin{equation*}
\mu:=\widehat{\mu}+\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle+\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle \tag{2.95}
\end{equation*}
$$

is a constant of the motion, accurate up to order $O\left(\varepsilon^{2}\right)$, with respect to the dynamics induced by the preliminary gyrocenter single-particle Lagrangian (2.84). Moreover, there is a one-to-one correspondence $\mu \mapsto \hat{\mu}$, which implies that the gyrocenter

Hamiltonian $\mathcal{H}$ is given by

$$
\begin{equation*}
\mathcal{H}:=\frac{P_{\|}^{2}}{2}+\widehat{\mu}(\mu) B_{0} . \tag{2.96}
\end{equation*}
$$

In other words, the gyrocenter Hamiltonian is obtained from $H_{0}$ by inverting the transformation $\widehat{\mu} \mapsto \mu$ defined in (2.95). By expressing (2.84) in terms of the new gyrocenter coordinates $\mathcal{Z}:=\left(\boldsymbol{X}, P_{\|}, \mu, \Theta\right)$, we obtain the ion gyrocenter singleparticle Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{i}} \sim\left(P_{\|} \boldsymbol{b}_{0}+\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}+\varepsilon \mu \dot{\Theta}-\mathcal{H}+\bar{O}\left(\varepsilon^{3}\right)+O\left(\varepsilon^{4}\right) \tag{2.97}
\end{equation*}
$$

where the gyrocenter Hamiltonian is defined as $\mathcal{H}:=\mathcal{H}_{0}+\varepsilon \mathcal{H}_{1}+\varepsilon^{2} \mathcal{H}_{2}$, with $\mathcal{H}_{n}$, for $n=0,1,2$, given by

$$
\begin{align*}
\mathcal{H}_{0}:= & \frac{P_{\|}^{2}}{2}+\mu B_{0},  \tag{2.98a}\\
\mathcal{H}_{1}:= & \left\langle\Psi_{1}\right\rangle+\delta H_{1},  \tag{2.98b}\\
\mathcal{H}_{2}:= & \left.\left.\frac{1}{2}\langle | \boldsymbol{A}_{1}\right|^{2}\right\rangle-\frac{1}{2 B_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left\langle\widetilde{\Psi_{1}}{ }^{2}\right\rangle \\
& -\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{\Psi_{1}}\right\rangle  \tag{2.98c}\\
& -\frac{1}{B_{0}}\left\langle\nabla_{\|} \widetilde{\Psi_{1}} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle+\delta \mathcal{G}_{2}+\delta H_{2} .
\end{align*}
$$

Here, we introduced a new term $\delta \mathcal{G}_{2}$ related to the curvature of the background magnetic field, besides $\delta H_{1}$ and $\delta H_{2}$ :

$$
\begin{align*}
\delta \mathcal{G}_{2}:=\delta G_{2} & -\frac{1}{2}\left\langle\widetilde{\Psi_{1}}\right.  \tag{2.99}\\
B_{0} & \left.\left.\frac{\boldsymbol{b}_{0}}{B_{0}} \times \nabla_{\perp} B_{0}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{\Psi_{1}}}{B_{0}}\right\rangle \\
& +\frac{1}{2}\left\langle\left(\frac{\boldsymbol{b}_{0}}{B_{0}^{3}} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \nabla_{\perp} B_{0} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{\Psi_{1}}\right\rangle
\end{align*}
$$

with $\delta G_{2}$ defined as

$$
\begin{equation*}
\delta G_{2}:=\left\langle\left(\overline{\boldsymbol{\rho}}_{2} \cdot \nabla+\bar{G}_{1}^{\|} \frac{\mathrm{d}}{\mathrm{~d} P_{\|}}+\bar{G}_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \widehat{\mu}}+\bar{G}_{1}^{\Theta} \frac{\mathrm{d}}{\mathrm{~d} \Theta}\right) \Psi_{1}\right\rangle . \tag{2.100}
\end{equation*}
$$

The term $\delta G_{2}$ is linear in the fluctuating potential $\Psi_{1}$ and couples to higher-order generators of the guiding-center transformation (Parra and Calvo, 2011). Moreover, the symbol $\bar{O}\left(\varepsilon^{3}\right)$ in (2.97) denotes terms of order $O\left(\varepsilon^{3}\right)$ that are independent of the gyro-angle $\Theta$.

Proof 3. Computing the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial L_{\mathrm{i}}}{\partial \Theta}=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L_{\mathrm{i}}}{\partial \dot{\Theta}}, \tag{2.101}
\end{equation*}
$$

for the preliminary gyrocenter single-particle Lagrangian (2.84), and noting that $\bar{O}\left(\varepsilon^{3}\right)$ is independent of $\Theta$, we obtain

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\hat{\mu}+\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle+\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle\right)=O\left(\varepsilon^{3}\right) . \tag{2.102}
\end{equation*}
$$

Hence, the gyrocenter magnetic moment $\mu$ defined in (2.95) is conserved with second-order accuracy in $\varepsilon$. Let us now compute the terms $\left\langle\gamma_{2}^{\Theta}\right\rangle$ and $\left\langle\gamma_{3}^{\Theta}\right\rangle$ that define the transformation $\hat{\mu} \mapsto \mu$ in (2.95). From (2.75) and (2.90) we have

$$
\begin{equation*}
\left\langle\gamma_{2}^{\Theta}\right\rangle=\left\langle G_{1}^{\mu}\right\rangle=-\frac{\left\langle\Psi_{1}\right\rangle}{B_{0}}-\frac{\delta H_{1}}{B_{0}}, \tag{2.103}
\end{equation*}
$$

where we used the result $G_{1}^{\|}=0$ from (2.86) and the fact that the geometric term $\delta H_{1}$ does not depend on the gyro-angle. Moreover, from (2.75) we have

$$
\begin{equation*}
\left\langle\gamma_{3}^{\Theta}\right\rangle=\left\langle G_{2}^{\mu}\right\rangle-\frac{1}{2}\left\langle\frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta} \cdot\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right)\right\rangle+\left\langle\frac{\partial G_{1}^{\Theta}}{\partial \Theta} G_{1}^{\mu}\right\rangle . \tag{2.104}
\end{equation*}
$$

The gyro-average of $G_{2}^{\mu}$ can be computed from (2.90), obtaining

$$
\begin{align*}
\left\langle G_{2}^{\mu}\right\rangle= & \left.-\left.\frac{1}{B_{0}}\left\langle P_{\|} G_{2}^{\|}+\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}+G_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \hat{\mu}}+G_{1}^{\Theta} \frac{\mathrm{d}}{\mathrm{~d} \Theta}\right) \Psi_{1}+\frac{1}{2}\right| \boldsymbol{A}_{1}\right|^{2}\right\rangle \\
& -\frac{\left\langle G_{1}^{\mu}\right\rangle}{B_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \hat{\mu}} \delta H_{1}-\frac{\delta H_{2}}{B_{0}}-\frac{\delta G_{2}}{B_{0}}, \tag{2.105}
\end{align*}
$$

where we used $\left\langle\boldsymbol{\rho}_{2}\right\rangle=0$. In order to compute the second term on the right-hand side of (2.104), the generator $\rho_{2}$ is determined by the function $S_{2}$ via (2.87) and
(2.88). Omitting the arbitrary lower bound of integration $\Theta_{0}$ in (2.94), we have

$$
\begin{equation*}
S_{2}=-\int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{G_{1}^{\mu}}=\int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{\Psi_{1}}}{B_{0}}, \tag{2.106}
\end{equation*}
$$

and, recalling the functional form of $\Psi_{1}$ in (2.81), we obtain

$$
\begin{equation*}
\frac{\partial S_{2}}{\partial P_{\|}}=-\int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{A_{1 \|}}}{B_{0}} . \tag{2.107}
\end{equation*}
$$

Therefore, the generator $\rho_{2}$ reads

$$
\begin{equation*}
\boldsymbol{\rho}_{2}=\frac{\boldsymbol{b}_{0}}{B_{0}} \times \boldsymbol{\nabla}_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{\Psi_{1}}}{B_{0}}-\boldsymbol{b}_{0} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{A_{1 \|}}}{B_{0}} \tag{2.108}
\end{equation*}
$$

which leads to

$$
\begin{equation*}
-\frac{1}{2}\left\langle\frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta} \cdot\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right)\right\rangle=-\frac{1}{2}\left\langle\left(\frac{\boldsymbol{b}_{0}}{B_{0}} \times \nabla_{\perp} \frac{\widetilde{\Psi_{1}}}{B_{0}}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{\Psi_{1}}}{B_{0}}\right\rangle . \tag{2.109}
\end{equation*}
$$

In order to compute the last term in (2.104), we get from (2.89)

$$
\begin{equation*}
G_{1}^{\Theta}=\frac{\partial S_{2}}{\partial \hat{\mu}}=\int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\mathrm{d}}{\mathrm{~d} \hat{\mu}} \frac{\widetilde{\Psi_{1}}}{B_{0}} \tag{2.110}
\end{equation*}
$$

yielding

$$
\begin{equation*}
\left\langle\frac{\partial G_{1}^{\Theta}}{\partial \Theta} G_{1}^{\mu}\right\rangle=-\frac{1}{2 B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle\widetilde{\Psi}_{1}^{2}\right\rangle . \tag{2.111}
\end{equation*}
$$

In order to get an explicit expression for $\left\langle\gamma_{3}^{\Theta}\right\rangle$, we need to compute the right-hand side of (2.105) term by term. Using (2.86) and the fact that $\left\langle S_{2}\right\rangle=0$ and $\left\langle\delta \gamma_{2}^{\boldsymbol{X}}\right\rangle=0$
from (2.72), we find $\left\langle G_{2}^{\|}\right\rangle=0$. The second to fourth terms in (2.105) read

$$
\begin{align*}
-\frac{1}{B_{0}}\left\langle\boldsymbol{\rho}_{2} \cdot \nabla \Psi_{1}\right\rangle= & \left\langle\left(\frac{\boldsymbol{b}_{0}}{B_{0}^{2}} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{\Psi_{1}}}{B_{0}}\right\rangle  \tag{2.112a}\\
& +\frac{1}{B_{0}}\left\langle\nabla_{\|} \widetilde{\Psi_{1}} \int^{\Theta} \mathrm{d} \Theta^{\prime} \frac{\widetilde{A_{1 \|}}}{B_{0}}\right\rangle \\
-\frac{1}{B_{0}}\left\langle G_{1}^{\mu} \frac{\mathrm{d}}{\mathrm{~d} \widehat{\mu}} \Psi_{1}\right\rangle= & \frac{1}{2 B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle\Psi_{1}^{2}\right\rangle+\frac{\delta H_{1}}{B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle\Psi_{1}\right\rangle  \tag{2.112b}\\
-\frac{1}{B_{0}}\left\langle G_{1}^{\Theta} \frac{\mathrm{d}}{\mathrm{~d} \Theta} \Psi_{1}\right\rangle= & \frac{1}{2 B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle{\widetilde{\Psi_{1}}}^{2}\right\rangle \tag{2.112c}
\end{align*}
$$

where we integrated by parts in order to obtain the last equality. Substitution of (2.109), (2.111)-(2.112) into (2.104) yields

$$
\begin{align*}
\left\langle\gamma_{3}^{\Theta}\right\rangle= & \left.-\left.\frac{1}{2 B_{0}}\langle | \boldsymbol{A}_{1}\right|^{2}\right\rangle+\frac{1}{2 B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle\Psi_{1}^{2}\right\rangle \\
& +\frac{1}{2}\left\langle\left(\frac{\boldsymbol{b}_{0}}{B_{0}^{3}} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{\Psi_{1}}\right\rangle \\
& +\frac{1}{B_{0}^{2}}\left\langle\nabla_{\|} \widetilde{\Psi_{1}} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle-\frac{\delta \mathcal{G}_{2}}{B_{0}}  \tag{2.113}\\
& +\frac{1}{B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left(\left\langle\Psi_{1}\right\rangle \delta H_{1}+\frac{1}{2} \delta H_{1}^{2}\right)-\frac{\delta H_{2}}{B_{0}}
\end{align*}
$$

The generalized magnetic moment $\mu$ can now be computed explicitly as a function of the fluctuating potentials from (2.103) and (2.113). It remains to identify the gyrocenter Hamiltonian. For this purpose, we need to invert (2.95) and substitute the result into $H_{0}$. From

$$
\begin{equation*}
\mu=\widehat{\mu}+\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle(\widehat{\mu})+\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle(\widehat{\mu}) \tag{2.114}
\end{equation*}
$$

we obtain

$$
\begin{align*}
\widehat{\mu} & =\mu-\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle\left(\mu-\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle(\mu)\right)-\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle(\mu)+\bar{O}\left(\varepsilon^{3}\right) \\
& =\mu-\varepsilon\left\langle\gamma_{2}^{\Theta}\right\rangle(\mu)+\varepsilon^{2}\left\langle\gamma_{2}^{\Theta}\right\rangle(\mu) \frac{\mathrm{d}}{\mathrm{~d} \mu}\left\langle\gamma_{2}^{\Theta}\right\rangle(\mu)-\varepsilon^{2}\left\langle\gamma_{3}^{\Theta}\right\rangle(\mu)+\bar{O}\left(\varepsilon^{3}\right) . \tag{2.115}
\end{align*}
$$

At order $O\left(\varepsilon^{2}\right)$ we compute the difference

$$
\begin{equation*}
\left\langle\gamma_{3}^{\Theta}\right\rangle-\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left\langle\gamma_{2}^{\Theta}\right\rangle^{2}=\left\langle\gamma_{3}^{\Theta}\right\rangle-\frac{1}{2 B_{0}^{2}} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left(\left\langle\Psi_{1}\right\rangle+\delta H_{1}\right)^{2}, \tag{2.116}
\end{equation*}
$$

and obtain, using the explicit formulas (2.103) and (2.113) for $\left\langle\gamma_{2}^{\Theta}\right\rangle$ and $\left\langle\gamma_{3}^{\Theta}\right\rangle$,

$$
\begin{align*}
\widehat{\mu}= & \mu+\frac{\varepsilon}{B_{0}}\left(\left\langle\Psi_{1}\right\rangle+\delta H_{1}\right)+\frac{\varepsilon^{2}}{B_{0}}\left(\left.\frac{1}{2}\langle | \boldsymbol{A}_{1}\right|^{2}\right\rangle-\frac{1}{2 B_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \widehat{\mu}}\left\langle\widetilde{\Psi}_{1}^{2}\right\rangle \\
& -\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \nabla_{\perp} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{\Psi_{1}}\right\rangle  \tag{2.117}\\
& \left.-\frac{1}{B_{0}}\left\langle\nabla_{\|} \widetilde{\Psi_{1}} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle+\delta \mathcal{G}_{2}+\delta H_{2}\right)+\bar{O}\left(\varepsilon^{3}\right),
\end{align*}
$$

where we used the fact that $\langle g\rangle^{2}-\left\langle g^{2}\right\rangle=-\left\langle\widetilde{g}^{2}\right\rangle$, for a given function $g(\Theta)$. Substituting this into the Hamiltonian $H_{0}$ completes the proof.

## Gyrokinetic electron Lagrangian

We summarize our results for electrons in the following three propositions. The species index is again omitted for more readability.

Proposition 1. The electron guiding-center single-particle Lagrangian (2.59b), expressed in the preliminary gyrocenter coordinates $\left(\boldsymbol{X}, P_{\|}, \widehat{\mu}, \Theta\right)$ via the polynomial transform (2.65), is equivalent to

$$
\begin{equation*}
L_{\mathrm{e}} \sim\left(\sqrt{\varepsilon} P_{\|} \boldsymbol{b}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}-H_{0}-\sqrt{\varepsilon} H_{\frac{1}{2}}+\sum_{n=2}^{6} \varepsilon^{\frac{n}{2}} L_{\frac{n}{2}}+O\left(\varepsilon^{\frac{7}{2}}\right), \tag{2.118}
\end{equation*}
$$

where $H_{0}:=P_{\|}^{2} / 2+\widehat{\mu} B_{0}$ is the lowest-order Hamiltonian, the Hamiltonian $H_{\frac{1}{2}}$ reads

$$
\begin{equation*}
H_{\frac{1}{2}}:=G_{\frac{1}{2}}^{\mu} B_{0}+P_{\|} A_{1 \|}+\sqrt{2 \widehat{\mu} B_{0}} \boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp} \tag{2.119}
\end{equation*}
$$

and the Lagrangians $L_{\frac{n}{2}}$, for $n=2, \ldots, 6$, read

$$
\begin{equation*}
L_{\frac{n}{2}}:=\gamma_{\frac{n}{2}}^{X} \cdot \dot{X}+\gamma_{\frac{n}{2}}^{\|} \dot{P}_{\|}+\gamma_{\frac{n}{2}}^{\mu} \dot{\hat{\mu}}+\gamma_{\frac{n}{2}}^{\Theta} \dot{\Theta}-H_{\frac{n}{2}} . \tag{2.120}
\end{equation*}
$$

The components $\gamma_{\frac{n}{2}}^{X}$, for $n=2, \ldots, 6$, are given by

$$
\begin{align*}
\gamma_{1}^{\boldsymbol{X}} & :=\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0},  \tag{2.121a}\\
\boldsymbol{\gamma}_{\frac{3}{2}}^{\boldsymbol{X}} & :=G_{1}^{\|} \boldsymbol{b}_{0}+\boldsymbol{\rho}_{\frac{5}{2}} \times \boldsymbol{B}_{0}+\boldsymbol{\nabla}_{\perp} S_{\frac{5}{2}},  \tag{2.121b}\\
\gamma_{2}^{\boldsymbol{X}} & :=\boldsymbol{\rho}_{3} \times \boldsymbol{B}_{0}+\nabla_{\perp} S_{3}+\boldsymbol{F}_{2 \perp},  \tag{2.121c}\\
\boldsymbol{\gamma}_{\frac{5}{2}}^{\boldsymbol{X}} & :=G_{2} \| \boldsymbol{b}_{0}+\nabla_{\|} S_{\frac{5}{2}} \boldsymbol{b}_{0}+\boldsymbol{F}_{\frac{5}{2} \perp}+\delta \boldsymbol{\gamma}_{\frac{5}{2}}^{\boldsymbol{X}},  \tag{2.121d}\\
\boldsymbol{\gamma}_{3}^{\boldsymbol{X}} & :=\nabla_{\|} S_{3} \boldsymbol{b}_{0}+\boldsymbol{F}_{3 \perp}+F_{3 \|} \boldsymbol{b}_{0}+\delta \boldsymbol{\gamma}_{3}^{\boldsymbol{X}}, \tag{2.121e}
\end{align*}
$$

where the terms $\boldsymbol{F}_{\frac{n}{2} \perp}$, for $n=4,5,6$, and $F_{3 \|}$ are defined as

$$
\begin{align*}
\boldsymbol{F}_{2 \perp}:= & \frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2}-G_{\frac{1}{2}}^{\mu} \boldsymbol{\nabla}_{\perp} G_{\frac{1}{2}}^{\Theta},  \tag{2.122a}\\
\boldsymbol{F}_{\frac{5}{2} \perp}:= & G_{1}^{\|} \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2} \cdot \boldsymbol{b}_{0}-G_{\frac{1}{2}}^{\mu} \boldsymbol{\nabla}_{\perp} G_{1}^{\Theta}-G_{1}^{\mu} \boldsymbol{\nabla}_{\perp} G_{\frac{1}{2}}^{\Theta}  \tag{2.122b}\\
& -\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{\frac{5}{2}}-\left(\boldsymbol{\rho}_{\frac{5}{2}} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2}, \\
\boldsymbol{F}_{3 \perp}:= & G_{1}^{\|} \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{\frac{5}{2}} \cdot \boldsymbol{b}_{0}+\frac{1}{2}\left(\boldsymbol{\rho}_{\frac{5}{2}} \times \boldsymbol{B}_{0}\right) \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{\frac{5}{2}}-G_{1}^{\mu} \boldsymbol{\nabla}_{\perp} G_{1}^{\Theta}  \tag{2.122c}\\
& -\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{3}-\left(\boldsymbol{\rho}_{3} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \boldsymbol{\nabla}_{\perp} \boldsymbol{\rho}_{2}, \\
F_{3 \|}:= & \frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \nabla_{\|} \boldsymbol{\rho}_{2}-G_{\frac{1}{2}}^{\mu} \nabla_{\|} G_{\frac{1}{2}}^{\Theta}, \tag{2.122d}
\end{align*}
$$

and the terms $\delta \gamma_{\frac{n}{2}}^{X}$, for $n=5,6$, contain terms related to the curvature of the back-
ground magnetic field and are given by

$$
\begin{align*}
\delta \boldsymbol{\gamma}_{\frac{5}{2}}^{X} & =-P_{\|} \boldsymbol{\rho}_{2} \times\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right),  \tag{2.123a}\\
\delta \boldsymbol{\gamma}_{3}^{X} & :=-P_{\|} \boldsymbol{\rho}_{\frac{5}{2}} \times\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla} \boldsymbol{B}_{0}\right) \times \boldsymbol{\rho}_{2} . \tag{2.123b}
\end{align*}
$$

The components $\gamma_{\frac{n}{2}}^{\|}$, for $n=2, \ldots, 6$, are given by

$$
\begin{align*}
& \gamma_{1}^{\|}=0  \tag{2.124a}\\
& \gamma_{\frac{3}{2}}^{\|}:=0  \tag{2.124b}\\
& \gamma_{2}^{\|}:=0  \tag{2.124c}\\
& \gamma_{\frac{5}{2}}^{\|}:=-\boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{2}+\frac{\partial S_{\frac{5}{2}}}{\partial P_{\|}},  \tag{2.124d}\\
& \gamma_{3}^{\|}:=-\boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{\frac{5}{2}}+\frac{\partial S_{3}}{\partial P_{\|}}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial P_{\|}}-G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial P_{\|}} . \tag{2.124e}
\end{align*}
$$

The components $\gamma_{\frac{n}{2}}^{\mu}$, for $n=2, \ldots, 6$, are given by

$$
\begin{align*}
\gamma_{1}^{\mu} & :=0  \tag{2.125a}\\
\gamma_{\frac{3}{2}}^{\mu} & :=0  \tag{2.125b}\\
\gamma_{2}^{\mu} & :=0  \tag{2.125c}\\
\gamma_{\frac{5}{2}}^{\mu} & :=G_{\frac{1}{2}}^{\Theta}+\frac{\partial S_{\frac{5}{2}}}{\partial \widehat{\mu}},  \tag{2.125d}\\
\gamma_{3}^{\mu} & :=G_{1}^{\Theta}+\frac{\partial S_{3}}{\partial \widehat{\mu}}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \widehat{\mu}}-G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial \widehat{\mu}} . \tag{2.125e}
\end{align*}
$$

The components $\gamma_{\frac{n}{2}}^{\Theta}$, for $n=2, \ldots, 6$, are given by

$$
\begin{align*}
& \gamma_{1}^{\Theta}:=0  \tag{2.126a}\\
& \gamma_{\frac{3}{2}}^{\Theta}:=0  \tag{2.126b}\\
& \gamma_{2}^{\Theta}:=-\widehat{\mu},  \tag{2.126c}\\
& \gamma_{\frac{5}{2}}^{\Theta}:=-G_{\frac{1}{2}}^{\mu}+\frac{\partial S_{\frac{5}{2}}}{\partial \Theta},  \tag{2.126d}\\
& \gamma_{3}^{\Theta}:=-G_{1}^{\mu}+\frac{\partial S_{3}}{\partial \Theta}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}-G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial \Theta} . \tag{2.126e}
\end{align*}
$$

Finally, the Hamiltonian $H_{1}$ is given by

$$
\begin{align*}
H_{1}:= & G_{1}^{\mu} B_{0}+P_{\|} G_{1}^{\|}-\Phi_{1}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2} \\
& +\sqrt{\frac{B_{0}}{2 \hat{\mu}}} G_{\frac{1}{2}}^{\mu} \boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp}-\sqrt{2 \widehat{\mu} B_{0}} G_{\frac{1}{2}}^{\Theta} \boldsymbol{a}_{0} \cdot \boldsymbol{A}_{1 \perp}  \tag{2.127}\\
& -\sqrt{\frac{2 \hat{\mu}}{B_{0}}} \boldsymbol{a}_{0} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot\left(P_{\|} \boldsymbol{b}_{0}+\sqrt{2 \widehat{\mu} B_{0}} \boldsymbol{c}_{0}\right)+O(\sqrt{\varepsilon}),
\end{align*}
$$

where $\boldsymbol{A}_{1 \perp}:=\boldsymbol{b}_{0} \times \boldsymbol{A}_{1} \times \boldsymbol{b}_{0}$, as before, and the fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$ are evaluated at the position $\boldsymbol{X} / \varepsilon$. We remark that the higher-order Hamiltonians $H_{2}$ and $H_{3}$ are not relevant for our order of accuracy.

Proof 1. The result is obtained by substituting the gyrocenter coordinate transformation (2.65) into the guiding-center single-particle Lagrangian (2.59b) and computing its Taylor expansion in powers of $\sqrt{\varepsilon}$ up to order $\varepsilon^{3}$ (starting from $1 / \varepsilon$ ). We denote again by $\Gamma$ the symplectic part of the guiding-center Lagrangian (2.59b),

$$
\begin{equation*}
\Gamma:=\left(\sqrt{\varepsilon} \bar{p}_{\|} \boldsymbol{b}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\overline{\boldsymbol{X}}}-\varepsilon^{2} \bar{\mu} \dot{\bar{\theta}} . \tag{2.128}
\end{equation*}
$$

The coefficients $\Gamma_{\frac{n}{2}}$, for $n=-2, \ldots, 6$, of the Taylor expansion of $\Gamma$ read

$$
\begin{align*}
& \Gamma_{-1}:=-A_{0} \cdot \dot{\boldsymbol{X}},  \tag{2.129a}\\
& \Gamma_{-\frac{1}{2}}:=0,  \tag{2.129b}\\
& \Gamma_{0}:=0,  \tag{2.129c}\\
& \Gamma_{\frac{1}{2}}:=P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}},  \tag{2.129d}\\
& \Gamma_{1}:=-\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}-\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{2},  \tag{2.129e}\\
& \Gamma_{\frac{3}{2}}:=G_{1}^{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}-\left(\boldsymbol{\rho}_{\frac{5}{2}} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}-\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{\frac{5}{2}},  \tag{2.129f}\\
& \Gamma_{2}:=-\left(\boldsymbol{\rho}_{3} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}-\boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{3}-\hat{\mu} \dot{\Theta},  \tag{2.129~g}\\
& \Gamma_{\frac{5}{2}}:=\left(G_{2}^{\|}+P_{\|}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right)\right) \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}+P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{\rho}}_{2}-G_{\frac{1}{2}}^{\mu} \dot{\Theta}-\hat{\mu} \dot{G}_{\frac{1}{2}}^{\Theta},  \tag{2.129h}\\
& \Gamma_{3}:=P_{\|}\left(\boldsymbol{\rho}_{\frac{5}{2}} \cdot \boldsymbol{\nabla}\right) \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{X}}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right)^{2} \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{X}}-\left(\boldsymbol{\rho}_{2} \cdot \boldsymbol{\nabla}\right) \boldsymbol{A}_{0} \cdot \dot{\boldsymbol{\rho}}_{2}  \tag{2.129i}\\
&+P_{\|} \boldsymbol{b}_{0} \cdot \dot{\boldsymbol{\rho}}_{\frac{5}{2}}-G_{1}^{\mu} \dot{\Theta}-\hat{\mu} \dot{G}_{1}^{\Theta}-G_{\frac{1}{2}}^{\mu} \dot{G}_{\frac{1}{2}}^{\Theta} .
\end{align*}
$$

The results for the symplectic part follow by using the same equivalence relations used for ions and by adding the terms corresponding to the total differentials $\dot{S}_{\frac{5}{2}}$ and $\dot{S}_{3}$. For the Hamiltonian part, we note that, because of the guiding-center generator

$$
\begin{equation*}
\bar{\rho}_{1 e}=-\sqrt{\varepsilon} \sqrt{\frac{2 \bar{\mu}}{B_{0}}} \boldsymbol{a}_{0} \tag{2.130}
\end{equation*}
$$

the fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$ can be expanded in a Taylor series around $\boldsymbol{X} / \varepsilon$, yielding

$$
\begin{align*}
\Phi_{1}\left(t, \frac{\boldsymbol{x}}{\varepsilon}\right) & =\Phi_{1}\left(t, \frac{\overline{\boldsymbol{X}}}{\varepsilon}-\sqrt{\varepsilon} \sqrt{\frac{2 \bar{\mu}}{B_{0}}} \boldsymbol{a}_{0}(\overline{\boldsymbol{X}}, \bar{\theta})+O(\varepsilon)\right) \\
& =\Phi_{1}\left(t, \frac{\boldsymbol{X}}{\varepsilon}\right)-\sqrt{\varepsilon} \sqrt{\frac{2 \hat{\mu}}{B_{0}}} \boldsymbol{a}_{0}(\boldsymbol{X}, \Theta) \cdot \nabla \Phi_{1}\left(t, \frac{\boldsymbol{X}}{\varepsilon}\right)+O(\varepsilon) \tag{2.131}
\end{align*}
$$

and the same for $\boldsymbol{A}_{1}$. This explains the particular form of the Hamiltonian (2.127).
Proposition 2. In the electron single-particle Lagrangian (2.118) the generators of the polynomial transform can be chosen such that

$$
\begin{equation*}
L_{\mathrm{e}} \sim\left(\sqrt{\varepsilon} P_{\|} \boldsymbol{b}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}+\varepsilon^{2}\left(\left\langle\gamma_{2}^{\Theta}\right\rangle+\varepsilon\left\langle\gamma_{3}^{\Theta}\right\rangle\right) \dot{\Theta}-H_{0}+O\left(\varepsilon^{\frac{7}{2}}\right), \tag{2.132}
\end{equation*}
$$

where, for a given function $g(\Theta),\langle g\rangle$ denotes its gyro-average as defined in (2.85).
Proof 2. The components $\gamma_{\frac{n}{2}}^{X}$, for $n=2, \ldots, 6$, in (2.121) vanish if and only if we set

$$
\begin{align*}
& G_{1}^{\|}=0  \tag{2.133a}\\
& G_{2}^{\|}=-\nabla_{\|} S_{\frac{5}{2}}-\delta \gamma_{\frac{5}{2} \|}^{\boldsymbol{X}}-\sqrt{\varepsilon}\left(\nabla_{\|} S_{3}+F_{3 \|}+\delta \gamma_{3 \|}^{\boldsymbol{X}}\right), \tag{2.133b}
\end{align*}
$$

as well as

$$
\begin{align*}
\boldsymbol{\rho}_{2 \perp}= & 0,  \tag{2.134a}\\
\boldsymbol{\rho}_{\frac{5}{2} \perp}= & -\frac{\boldsymbol{b}_{0}}{B_{0}} \times \nabla_{\perp} S_{\frac{5}{2}},  \tag{2.134b}\\
\boldsymbol{\rho}_{3 \perp}= & -\frac{\boldsymbol{b}_{0}}{B_{0}} \times\left[\boldsymbol{\nabla}_{\perp} S_{3}+\boldsymbol{F}_{2 \perp}\right. \\
& \left.+\sqrt{\varepsilon}\left(\boldsymbol{F}_{\frac{5}{2} \perp}+\delta \boldsymbol{\gamma}_{\frac{5}{2} \perp}^{\boldsymbol{X}}\right)+\varepsilon\left(\boldsymbol{F}_{3 \perp}+\delta \boldsymbol{\gamma}_{3 \perp}^{\boldsymbol{X}}\right)\right] . \tag{2.134c}
\end{align*}
$$

The components $\gamma_{\frac{n}{2}}^{\|}$, for $n=5,6$, in (2.124) vanish if and only if we set

$$
\begin{align*}
& \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{2}=\frac{\partial S_{\frac{5}{2}}}{\partial P_{\|}},  \tag{2.135a}\\
& \boldsymbol{b}_{0} \cdot \boldsymbol{\rho}_{\frac{5}{2}}=\frac{\partial S_{3}}{\partial P_{\|}}+\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial P_{\|}}-G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial P_{\|}} . \tag{2.135b}
\end{align*}
$$

The components $\gamma_{\frac{n}{2}}^{\mu}$, for $n=5,6$, in (2.125) vanish if and only if we set

$$
\begin{align*}
G_{\frac{1}{2}}^{\Theta} & =-\frac{\partial S_{\frac{5}{2}}}{\partial \widehat{\mu}}  \tag{2.136a}\\
G_{1}^{\Theta} & =-\frac{\partial S_{3}}{\partial \widehat{\mu}}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \widehat{\mu}}+G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial \widehat{\mu}} . \tag{2.136b}
\end{align*}
$$

The Hamiltonians $H_{\frac{n}{2}}$, for $n=1,2$, in (2.119) and (2.127) vanish if and only if we set

$$
\begin{align*}
G_{\frac{1}{2}}^{\mu}= & -\frac{1}{B_{0}}\left(P_{\|} A_{1 \|}+\sqrt{2 \widehat{\mu} B_{0}} \boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp}\right)  \tag{2.137a}\\
G_{1}^{\mu}= & -\frac{1}{B_{0}}\left\{P_{\|} G_{1}^{\|}-\Phi_{1}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}\right. \\
& +\sqrt{\frac{B_{0}}{2 \hat{\mu}}} G_{\frac{1}{2}}^{\mu} \boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp}-\sqrt{2 \widehat{\mu} B_{0}} G_{\frac{1}{2}}^{\Theta} \boldsymbol{a}_{0} \cdot \boldsymbol{A}_{1 \perp}  \tag{2.137b}\\
& \left.-\sqrt{\frac{2 \hat{\mu}}{B_{0}}} \boldsymbol{a}_{0} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot\left(P_{\|} \boldsymbol{b}_{0}+\sqrt{2 \widehat{\mu} B_{0}} \boldsymbol{c}_{0}\right)+O(\sqrt{\varepsilon})\right\} .
\end{align*}
$$

The only degrees of freedom left are the arbitrary scalar functions $S_{\frac{5}{2}}$ and $S_{3}$. As for ions, the dependence on the gyro-angle $\Theta$ can be removed from (2.126) by setting, for $n=5,6$,

$$
\begin{equation*}
\gamma_{\frac{n}{2}}^{\Theta}=\left\langle\gamma_{\frac{n}{2}}^{\Theta}\right\rangle, \tag{2.138}
\end{equation*}
$$

or, equivalently, by requiring that $S_{\frac{n}{2}}$, for $n=5,6$, satisfy the differential equations

$$
\begin{align*}
& \frac{\partial S_{\frac{5}{2}}}{\partial \Theta}=\widetilde{G_{\frac{1}{2}}^{\mu}}  \tag{2.139a}\\
& \frac{\partial S_{3}}{\partial \Theta}=\widetilde{G_{1}^{\mu}}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \widetilde{\boldsymbol{B}_{0}}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}+\widetilde{G_{\frac{1}{2}}^{\mu}} \overline{\partial G_{\frac{1}{2}}^{\Theta}} \tag{2.139b}
\end{align*}
$$

The solutions of (2.139) read (with arbitrary lower bound $\Theta_{0}$ of integration)

$$
\begin{align*}
& S_{\frac{5}{2}}(\Theta)=S_{\frac{5}{2}}\left(\Theta_{0}\right)+\int_{\Theta_{0}}^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{G_{\frac{1}{2}}^{\mu}},  \tag{2.140a}\\
& S_{3}(\Theta)=S_{3}\left(\Theta_{0}\right)+\int_{\Theta_{0}}^{\Theta} \mathrm{d} \Theta^{\prime}\left(\widetilde{G_{1}^{\mu}}-\frac{1}{2}\left(\boldsymbol{\rho}_{2} \times \boldsymbol{B}_{0}\right) \cdot \frac{\partial \boldsymbol{\rho}_{2}}{\partial \Theta}+\widetilde{\left.G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial \Theta}\right) .}\right. \tag{2.140b}
\end{align*}
$$

Proposition 3. The generalized gyrocenter magnetic moment

$$
\begin{equation*}
\mu:=\widehat{\mu}+\sqrt{\varepsilon}\left\langle G_{\frac{1}{2}}^{\mu}\right\rangle-\varepsilon\left\langle\gamma_{3}^{\Theta}\right\rangle \tag{2.141}
\end{equation*}
$$

is a constant of the motion, accurate up to order $O(\varepsilon)$, with respect to the dynamics induced by the preliminary gyrocenter single-particle Lagrangian (2.132). Moreover, there is a one-to-one correspondence $\mu \mapsto \hat{\mu}$, which implies that the gyrocenter Hamiltonian $\mathcal{H}$ is given by

$$
\begin{equation*}
\mathcal{H}:=\frac{P_{\|}^{2}}{2}+\widehat{\mu}(\mu) B_{0} . \tag{2.142}
\end{equation*}
$$

In other words, the gyrocenter Hamiltonian is obtained from $H_{0}$ by inverting the transformation $\hat{\mu} \mapsto \mu$ defined in (2.141). By expressing (2.132) in terms of the new gyrocenter coordinates $\mathcal{Z}:=\left(\boldsymbol{X}, P_{\|}, \mu, \Theta\right)$, we obtain the electron gyrocenter single-particle Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{e}} \sim\left(\sqrt{\varepsilon} P_{\|} \boldsymbol{b}_{0}-\frac{\boldsymbol{A}_{0}}{\varepsilon}\right) \cdot \dot{\boldsymbol{X}}-\varepsilon^{2} \mu \dot{\Theta}-\mathcal{H}+\bar{O}\left(\varepsilon^{\frac{3}{2}}\right)+O\left(\varepsilon^{\frac{7}{2}}\right) \tag{2.143}
\end{equation*}
$$

where the gyrocenter Hamiltonian is defined as $\mathcal{H}:=\mathcal{H}_{0}+\sqrt{\varepsilon} \mathcal{H}_{\frac{1}{2}}+\varepsilon \mathcal{H}_{1}$, with $\mathcal{H}_{\frac{n}{2}}$, for $n=0,1,2$, given by

$$
\begin{align*}
\mathcal{H}_{0} & :=\frac{P_{\|}^{2}}{2}+\mu B_{0},  \tag{2.144a}\\
\mathcal{H}_{\frac{1}{2}} & :=P_{\|} A_{1 \|},  \tag{2.144b}\\
\mathcal{H}_{1} & :=-\Phi_{1}+\frac{1}{2} A_{1 \|}^{2}+\mu\left(\boldsymbol{\nabla} \times \boldsymbol{A}_{1}\right) \cdot \boldsymbol{b}_{0} . \tag{2.144c}
\end{align*}
$$

As for ions, the symbol $\bar{O}\left(\varepsilon^{\frac{3}{2}}\right)$ in (2.143) denotes terms of order $O\left(\varepsilon^{\frac{3}{2}}\right)$ that are
independent of the gyro-angle $\Theta$. Moreover, the fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$ are evaluated at $\boldsymbol{X} / \varepsilon$.

Proof 3. Using that

$$
\begin{equation*}
\left\langle\gamma_{2}^{\Theta}\right\rangle=-\hat{\mu}-\sqrt{\varepsilon}\left\langle G_{\frac{1}{2}}^{\mu}\right\rangle, \tag{2.145}
\end{equation*}
$$

the Euler-Lagrange equation

$$
\begin{equation*}
\frac{\partial L_{\mathrm{e}}}{\partial \Theta}=\frac{\mathrm{d}}{\mathrm{~d} t} \frac{\partial L_{\mathrm{e}}}{\partial \dot{\Theta}}, \tag{2.146}
\end{equation*}
$$

for the preliminary gyrocenter single-particle Lagrangian (2.132) yields

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}\left(\widehat{\mu}+\sqrt{\varepsilon}\left\langle G_{\frac{1}{2}}^{\mu}\right\rangle-\varepsilon\left\langle\gamma_{3}^{\Theta}\right\rangle\right)=O\left(\varepsilon^{\frac{3}{2}}\right) . \tag{2.147}
\end{equation*}
$$

Hence, the gyrocenter magnetic moment $\mu$ defined in (2.141) is conserved with firstorder accuracy in $\varepsilon$. Let us now compute the terms $\left\langle G_{\frac{1}{2}}^{\mu}\right\rangle$ and $\left\langle\gamma_{3}^{\Theta}\right\rangle$ that define the transformation $\hat{\mu} \mapsto \mu$ in (2.141). From (2.137) we have

$$
\begin{align*}
\left\langle G_{\frac{1}{2}}^{\mu}\right\rangle= & -\frac{1}{B_{0}} P_{\|} A_{1 \|},  \tag{2.148a}\\
\left\langle G_{1}^{\mu}\right\rangle= & -\frac{1}{B_{0}}\left(-\Phi_{1}+\frac{1}{2}\left|\boldsymbol{A}_{1}\right|^{2}-\left\langle\left(\boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}\right\rangle\right.  \tag{2.148b}\\
& \left.-\left\langle\left(\boldsymbol{a}_{0} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}\right\rangle-2 \widehat{\mu}\left\langle\boldsymbol{a}_{0} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot \boldsymbol{c}_{0}\right\rangle\right)+\bar{O}(\sqrt{\varepsilon}) .
\end{align*}
$$

Moreover, from (2.136) we have

$$
\begin{equation*}
\left\langle G_{\frac{1}{2}}^{\mu} \frac{\partial G_{\frac{1}{2}}^{\Theta}}{\partial \Theta}\right\rangle=-\frac{1}{B_{0}}\left\langle\left(\boldsymbol{c}_{0} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}\right\rangle . \tag{2.149}
\end{equation*}
$$

By computing the additional terms

$$
\begin{equation*}
\left\langle\left(\boldsymbol{a}_{0} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}\right\rangle=\frac{1}{2}\left[\left(\boldsymbol{e}_{1} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}+\left(\boldsymbol{e}_{2} \cdot \boldsymbol{A}_{1 \perp}\right)^{2}\right]=\frac{1}{2}\left|\boldsymbol{A}_{1 \perp}\right|^{2}, \tag{2.150}
\end{equation*}
$$

and

$$
\begin{align*}
\left\langle\boldsymbol{a}_{0} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot \boldsymbol{c}_{0}\right\rangle & =\frac{1}{2}\left(\boldsymbol{e}_{2} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot \boldsymbol{e}_{1}-\boldsymbol{e}_{1} \cdot \boldsymbol{\nabla} \boldsymbol{A}_{1} \cdot \boldsymbol{e}_{2}\right) \\
& =\frac{1}{2} \boldsymbol{e}_{2} \cdot\left[\boldsymbol{e}_{1} \times\left(\boldsymbol{\nabla} \times \boldsymbol{A}_{1}\right)\right]=-\frac{1}{2}\left(\boldsymbol{\nabla} \times \boldsymbol{A}_{1}\right) \cdot \boldsymbol{b}_{0}, \tag{2.151}
\end{align*}
$$

we finally obtain

$$
\begin{equation*}
\left\langle\gamma_{3}^{\Theta}\right\rangle=\frac{1}{B_{0}}\left[-\Phi_{1}+\frac{1}{2} A_{1 \|}^{2}+\widehat{\mu}\left(\boldsymbol{\nabla} \times \boldsymbol{A}_{1}\right) \cdot \boldsymbol{b}_{0}\right]+\bar{O}(\sqrt{\varepsilon}), \tag{2.152}
\end{equation*}
$$

where we used the results $G_{1}^{\|}=0$ and $\rho_{2 \perp}=0$ from (2.133) and (2.134), respectively. It remains to identify the gyrocenter Hamiltonian. For this purpose, we need to invert (2.141) and substitute the result into $H_{0}$. Thanks to (2.148), the inversion is trivial and yields

$$
\begin{equation*}
\widehat{\mu}=\mu+\sqrt{\varepsilon} \frac{1}{B_{0}} P_{\|} A_{1 \|}+\varepsilon\left\langle\gamma_{3}^{\Theta}\right\rangle(\mu)+\bar{O}\left(\varepsilon^{\frac{3}{2}}\right) . \tag{2.153}
\end{equation*}
$$

Substituting this into the Hamiltonian $H_{0}$ completes the proof.

### 2.3.4 Gyrokinetic Vlasov-Maxwell model

We first remark that the Jacobian determinants $\mathcal{J}_{\mathrm{s}}$ of the gyrocenter coordinate transformation $\mathcal{Z} \mapsto(\boldsymbol{x}, \boldsymbol{v})$ can be computed directly from the symplectic part of the gyrocenter single-particle Lagrangians (2.97) and (2.143) for ions and electrons, respectively:

$$
\begin{align*}
& \mathcal{J}_{\mathrm{i}}=B_{0}+\varepsilon P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0},  \tag{2.154a}\\
& \mathcal{J}_{\mathrm{e}}=B_{0}-\varepsilon^{\frac{3}{2}} P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0} . \tag{2.154b}
\end{align*}
$$

Such Jacobian determinants are exact because the symplectic forms in (2.97) and (2.143) remain the same at any order of the gyrocenter expansion, as only the gyrocenter Hamiltonians change with increased order of accuracy (as for the guidingcenter coordinate transformation). The Jacobian determinants (2.154) confirm that
geometric terms related to the curvature of the background magnetic field appear again at order $O(\varepsilon)$ for the ions and at order $O\left(\varepsilon^{\frac{3}{2}}\right)$ for the electrons. The gyrokinetic equations of motion for ions derived from the ion gyrocenter single-particle Lagrangian (2.97) read

$$
\begin{align*}
\dot{\boldsymbol{X}} & =\frac{1}{B_{\|}^{*}}\left(\varepsilon \boldsymbol{b}_{0} \times \boldsymbol{\nabla} \mathcal{H}+\frac{\partial \mathcal{H}}{\partial P_{\|}} \boldsymbol{B}^{*}\right)+O\left(\varepsilon^{3}\right),  \tag{2.155a}\\
\dot{P}_{\|} & =-\frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} \cdot \nabla \mathcal{H}+O\left(\varepsilon^{3}\right),  \tag{2.155b}\\
\dot{\mu} & =O\left(\varepsilon^{3}\right),  \tag{2.155c}\\
\dot{\Theta} & =\frac{1}{\varepsilon} \frac{\partial \mathcal{H}}{\partial \mu}+O\left(\varepsilon^{2}\right), \tag{2.155d}
\end{align*}
$$

where the modified magnetic field $B^{*}$ is defined as

$$
\begin{equation*}
\boldsymbol{B}^{*}:=\boldsymbol{B}_{0}+\varepsilon P_{\|} \boldsymbol{\nabla} \times \boldsymbol{b}_{0} \tag{2.156}
\end{equation*}
$$

and its parallel component is defined as $B_{\|}^{*}:=\boldsymbol{B}^{*} \cdot \boldsymbol{b}_{0}$, which is the ion Jacobian (2.154a). We note that, as expected, the gyro-angle $\Theta$, whose dynamics is decoupled from the other phase-space variables, is the phase-space coordinate associated with the fastest scale of the physical particle dynamics. The gyrokinetic equations of motion for electrons derived from the electron gyrocenter single-particle Lagrangian (2.143) read

$$
\begin{align*}
\dot{\boldsymbol{X}} & =-\frac{1}{\sqrt{\varepsilon}} \frac{1}{B_{\|}^{*}}\left(\varepsilon^{\frac{3}{2}} \boldsymbol{b}_{0} \times \boldsymbol{\nabla} \mathcal{H}-\frac{\partial \mathcal{H}}{\partial P_{\|}} \boldsymbol{B}^{*}\right)+O(\varepsilon),  \tag{2.157a}\\
\dot{P}_{\|} & =-\frac{1}{\sqrt{\varepsilon}} \frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} \cdot \boldsymbol{\nabla} \mathcal{H}+O(\varepsilon),  \tag{2.157b}\\
\dot{\mu} & =O\left(\varepsilon^{\frac{3}{2}}\right)  \tag{2.157c}\\
\dot{\Theta} & =-\frac{1}{\varepsilon^{2}} \frac{\partial \mathcal{H}}{\partial \mu}+O\left(\varepsilon^{-\frac{1}{2}}\right) \tag{2.157d}
\end{align*}
$$

where the modified magnetic field $\boldsymbol{B}^{*}$ is defined as

$$
\begin{equation*}
\boldsymbol{B}^{*}:=\boldsymbol{B}_{0}-\varepsilon^{\frac{3}{2}} P_{\|} \boldsymbol{\nabla} \times \boldsymbol{b}_{0}, \tag{2.158}
\end{equation*}
$$

and its parallel component is defined again as $B_{\|}^{*}:=\boldsymbol{B}^{*} \cdot \boldsymbol{b}_{0}$, which is the electron Jacobian (2.154b). We note again that, as expected, the gyro-angle $\Theta$, whose dynamics is decoupled from the other phase-space variables, is the phase-space coordinate associated with the fastest scale of the physical particle dynamics. The non-homogeneous gyrokinetic Maxwell's equations can be derived from the variational principle by taking variations of the Low Lagrangian with respect to the electromagnetic fluctuating potentials $\Phi_{1}$ and $\boldsymbol{A}_{1}$. The weak form of gyrokinetic Coulomb's law is obtained by taking variations with respect to $\Phi_{1}$ and reads

$$
\begin{aligned}
0= & \varepsilon \int \mathrm{d}^{6} \mathcal{Z}_{0}\left(B_{\| \mathrm{e}}^{*} F_{\mathrm{e}}\left(0, \mathcal{Z}_{0}\right)\left\langle\delta \Phi_{1}\right\rangle-B_{\| \mathrm{i}}^{*} F_{\mathrm{i}}\left(0, \mathcal{Z}_{0}\right)\left\langle\delta \Phi_{1}\right\rangle\right) \\
& +\varepsilon^{2} \int \mathrm{~d}^{6} \mathcal{Z}_{0} B_{\| \mathrm{i}}^{*} F_{\mathrm{i}}\left(0, \mathcal{Z}_{0}\right)\left(\frac{1}{B_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left\langle\widetilde{\Psi_{1}} \widetilde{\delta \Phi_{1}}\right\rangle\right. \\
& +\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp} \widetilde{\delta \Phi_{1}}\right) \cdot \int^{\Theta} \mathrm{d} \Theta^{\prime} \nabla_{\perp} \widetilde{\Psi_{1}}\right\rangle \\
& +\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \int^{\Theta} \mathrm{d} \Theta^{\prime} \nabla_{\perp} \widetilde{\delta \Phi_{1}}\right\rangle \\
& \left.+\frac{1}{B_{0}}\left\langle\nabla_{\|} \delta \Phi_{1} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle+\frac{\delta\left(\delta \mathcal{G}_{2}\right)}{\delta \Phi_{1}}\left(\delta \Phi_{1}\right)\right)
\end{aligned}
$$

where $\delta \Phi_{1}$ denotes an arbitrary test function. Here we neglected all terms of order higher than $O\left(\varepsilon^{2}\right)$ and $O(\varepsilon)$ from the ion and electron Hamiltonians, respectively. The terms of order $O(\varepsilon)$ and $O\left(\varepsilon^{2}\right)$ represent the gyrocenter charge density and the gyrocenter polarization density, respectively. The weak form of Ampère-Maxwell's
law is obtained by taking variations with respect to $\boldsymbol{A}_{1}$ and reads

$$
\begin{aligned}
0= & -\int \mathrm{d}^{3} \boldsymbol{x}\left(\nabla \times \boldsymbol{B}_{0}+\varepsilon \nabla \times\left(\nabla \times \boldsymbol{A}_{1}\right)\right) \cdot \delta \boldsymbol{A}_{1} \\
& -\sqrt{\varepsilon} \int \mathrm{d}^{6} \mathcal{Z}_{0} B_{\| \mathrm{e}}^{*} F_{\mathrm{e}}\left(0, \boldsymbol{\mathcal { Z }}_{0}\right) P_{\|} \delta A_{1 \|}+\varepsilon \int \mathrm{d}^{6} \boldsymbol{\mathcal { Z }}_{0}\left[B_{\| \mathrm{i}}^{*} F_{\mathrm{i}}\left(0, \boldsymbol{\mathcal { Z }}_{0}\right)\left\langle\boldsymbol{P} \cdot \delta \boldsymbol{A}_{1}\right\rangle\right. \\
& \left.-B_{\| \mathrm{e}}^{*} F_{\mathrm{e}}\left(0, \boldsymbol{\mathcal { Z }}_{0}\right)\left(A_{1 \|} \delta A_{1 \|}+\mu\left(\boldsymbol{\nabla} \times \delta \boldsymbol{A}_{1}\right) \cdot \boldsymbol{b}_{0}\right)\right] \\
& -\varepsilon^{2} \int \mathrm{~d}^{6} \mathcal{Z}_{0} B_{\| \mathrm{i}}^{*} F_{\mathrm{i}}\left(0, \boldsymbol{\mathcal { Z }}_{0}\right)\left(\frac{1}{B_{0}} \frac{\mathrm{~d}}{\mathrm{~d} \mu}\left\langle\widetilde{\Psi_{1}} \boldsymbol{P} \cdot \widetilde{\delta \boldsymbol{A}_{1}}\right\rangle+\left\langle\boldsymbol{A}_{1} \cdot \delta \boldsymbol{A}_{1}\right\rangle\right. \\
& +\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp}\left(\boldsymbol{P} \cdot \widetilde{\delta \boldsymbol{A}_{1}}\right)\right) \cdot \int^{\Theta} \mathrm{d} \Theta^{\prime} \nabla_{\perp} \widetilde{\Psi_{1}}\right\rangle \\
& +\frac{1}{2 B_{0}^{2}}\left\langle\left(\boldsymbol{b}_{0} \times \nabla_{\perp} \widetilde{\Psi_{1}}\right) \cdot \int^{\Theta} \mathrm{d} \Theta^{\prime} \nabla_{\perp}\left(\boldsymbol{P} \cdot \widetilde{\delta \boldsymbol{A}_{1}}\right)\right\rangle \\
& +\frac{1}{B_{0}}\left\langle\nabla_{\|}\left(\boldsymbol{P} \cdot \delta \boldsymbol{A}_{1}\right) \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle+\frac{1}{B_{0}}\left\langle\nabla_{\|} \Psi_{1} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{\delta A_{1 \|}}\right\rangle \\
& \left.+\frac{\delta\left(\delta \mathcal{G}_{2}\right)}{\delta \boldsymbol{A}_{1}}\left(\delta \boldsymbol{A}_{1}\right)\right),
\end{aligned}
$$

where $\delta \boldsymbol{A}_{1}$ denotes an arbitrary test function and $\boldsymbol{P}:=P_{\|} \boldsymbol{b}_{0}+\sqrt{2 \mu B_{0}} \boldsymbol{c}_{0}$. As before, we neglected all terms of order higher than $O\left(\varepsilon^{2}\right)$ and $O(\varepsilon)$ from the ion and electron Hamiltonians, respectively.

### 2.3.5 Discussion of the results

The main results of this work are summarized in Proposition 3 for both ions and electrons, stating the final ion and electron single-particle gyrocenter Lagrangians (2.97) and (2.143), obtained by applying our gyrokinetic reduction to the normalized ion and electron single-particle Lagrangians (2.42a) and (2.42b), in the maximal ordering defined in section 2.2. The results obtained in (Tronko and Chandre, 2018) and in the previous works of (Hahm, 1988) and (Brizard, 1989) for ions are recov-
ered and augmented by terms related to the assumption of maximal ordering. In particular, novel terms are the geometric first-order and second-order corrections $\delta H_{1}, \delta H_{2}$ and $\delta \mathcal{G}_{2}$, appearing in the first-order and second-order ion gyrocenter Hamiltonians $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ in (2.98), respectively. Moreover, the term

$$
\begin{equation*}
-\frac{1}{B_{0}}\left\langle\nabla_{\|} \widetilde{\Psi_{1}} \int^{\Theta} \mathrm{d} \Theta^{\prime} \widetilde{A_{1 \|}}\right\rangle, \tag{2.159}
\end{equation*}
$$

appearing in the second-order ion gyrocenter Hamiltonian $\mathcal{H}_{2}$, is also new. On the other hand, electrons turn out to be insensitive to the effects related to the curvature of the background magnetic field up to second order in $\varepsilon$, even in maximal ordering. However, terms related to the parallel component of the magnetic vector potential appear in the electron gyrocenter Hamiltonian already at order $O(\sqrt{\varepsilon})$.

The gyrokinetic equations of motion (2.155) derived for ions are accurate up to order $O\left(\varepsilon^{3}\right)$, including the conservation of the gyrocenter magnetic moment $\mu$ (thanks to the fact that the error terms of order $O\left(\varepsilon^{3}\right)$ in the ion gyrocenter Lagrangian (2.97) do not depend on the gyro-angle $\Theta$ ). Similarly, the gyrokinetic equations of motion (2.157) derived for electrons are accurate up to order $O(\varepsilon)$ and $O\left(\varepsilon^{\frac{3}{2}}\right)$ for the conservation of the gyrocenter magnetic moment $\mu$ (thanks to the fact that the error terms of order $O\left(\varepsilon^{\frac{3}{2}}\right)$ in the electron gyrocenter Lagrangian (2.143) do not depend on the gyro-angle $\Theta$ ).

The gyrokinetic electron Lagrangian, and the corresponding gyrokinetic equations of motion, have been derived within an ordering consistent with the ions, despite the order of accuracy of the results being different for the two species (due to the fact that the gyrocenter magnetic moment $\mu$ has been computed with less precision for electrons than for ions). We conclude that it is possible to derive a set of gyrokinetic Vlasov-Maxwell equations for ions and electrons within unique ordering assumptions relevant for realistic fusion scenarios (maximal ordering) by considering phase-space coordinate transformations based on polynomial transforms. Our technique is alternative to the use of Lie transforms and, combined with our rigorous normalization procedure, can provide useful insights into the derivation of gyrokinetic models.

### 2.4 Summary of the contributions

In this chapter we described a new method for the derivation of gyrokinetic models. Our technique is based on a rigorous normalization and ordering of the physical equations of interest and makes use of polynomial transforms, instead of Lie transforms, in order to define the phase-space coordinate transformations involved in the gyrokinetic reduction. Our main contributions can be summarized as follows:

- Normalization and ordering of the Vlasov-Maxwell model according to physical scenarios relevant for existing and future fusion experiments, such as ASDEX Upgrade and ITER;
- Derivation of gyrokinetic equations for both ions and electrons within one common ordering;
- Use of polynomial transforms as an alternative to Lie transforms for the gyrokinetic reduction.

The material presented in this chapter is also described and discussed in a manuscript written in collaboration with Dr. Stefan Possanner, which is currently in preparation.

## Chapter 3

## Towards field-aligned semi-Lagrangian gyrokinetic simulations

In this chapter and the following two we present and discuss the results of the research that we conducted on the investigation and development of numerical methods for gyrokinetic simulations. These simulations are a well-established tool for the study of plasma turbulence in nuclear fusion devices and it is our hope that the numerical methods presented in this thesis, or their extension and improvement, will be eventually employed in state-of-the-art gyrokinetic codes. All the numerical investigations and computer experiments discussed in this thesis have been conducted within the framework of the software library SeLaLib. The primary aim of this software library is to provide mathematical and computational tools for kinetic, drift-kinetic and gyrokinetic simulations based on either semi-Lagrangian or particle-in-cell methods. In this thesis we focus on the development of numerical methods and algorithms for gyrokinetic simulations based on the semi-Lagrangian method. Therefore, our target state-of-the-art gyrokinetic code is the semi-Lagrangian gyrokinetic code GySeLa (Grandgirard et al., 2006a,b, 2016), developed at the Cadarache Center of the French Commission for Atomic Energy and Alternative Energies (CEA) in collaboration with several research partners.

In this chapter we introduce the basic features of a field-aligned semi-Lagrangian drift-kinetic electrostatic code that we developed within the SeLaLib library. Our code addresses the numerical solution of a 4D drift-kinetic electrostatic model that can be derived from the full gyrokinetic Vlasov-Maxwell equations under specific assumptions. A more detailed description of the model is given in chapter 5. However, the numerical features presented here are fairly general and do not depend on the simplifications behind the model addressed by our code. In particular, the features discussed in this chapter apply to any advection equation with characteristic equations similar to the ones derived for ions and electrons in chapter 2 (equations (2.155) and (2.157), respectively).

This chapter is organized as follows. Section 3.1 describes briefly the basic features of our target physical model. Section 3.2 defines the curvilinear coordinate systems that we will employ in the next chapters. Section 3.3 introduces the field-aligned approach, which constitutes a major feature of our numerical methods, and defines, in particular, the field-aligned splitting of the advection equation in our model. Section 3.4 describes our time advancing strategy and how to combine it with the field-aligned splitting. Section 3.5 reviews briefly the basics of the semi-Lagrangian method for the numerical solution of advection equations. Section 3.6 describes the discretization of the continuous problem into a numerical model with a finite number of degrees of freedom. Section 3.7 reviews briefly the basics of the interpolation schemes that we will employ, namely 1D Lagrange interpolation and 1D and 2D spline interpolation. Sections 3.8 and 3.9 describe two additional methods that characterize our field-aligned approach, namely field-aligned interpolation and field-aligned differentiation. Finally, we end the chapter with a summary of our contributions.

### 3.1 The physical model

We consider a gyrokinetic Vlasov equation of the form

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\boldsymbol{U} \cdot \boldsymbol{\nabla} F+U_{P_{\|}} \frac{\partial F}{\partial P_{\|}}=0 . \tag{3.1}
\end{equation*}
$$

The unknown in (3.1) is the particle distribution function $F\left(t, \boldsymbol{X}, P_{\|}\right)$, defined on the 4D gyrocenter phase space described by the gyrocenter position and parallel momentum $\boldsymbol{X}$ and $P_{\|}$. The time evolution of $F$ is typically coupled to the time evolution of some electromagnetic potentials, whose dynamics is described by the gyrokinetic Maxwell's equations or some approximations of them. The advection fields $\boldsymbol{U}\left(t, \boldsymbol{X}, P_{\|}\right)$and $U_{P_{\|}}\left(t, \boldsymbol{X}, P_{\|}\right)$in (3.1) are defined as

$$
\begin{align*}
\boldsymbol{U} & :=\frac{1}{B_{\|}^{*}}\left(\boldsymbol{b}_{0} \times \boldsymbol{\nabla} H+\frac{\partial H}{\partial P_{\|}} \boldsymbol{B}^{*}\right),  \tag{3.2a}\\
U_{P_{\|}} & :=-\frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} \cdot \boldsymbol{\nabla} H \tag{3.2b}
\end{align*}
$$

where the modified magnetic field $\boldsymbol{B}^{*}\left(\boldsymbol{X}, P_{\|}\right)$is defined as

$$
\begin{equation*}
\boldsymbol{B}^{*}:=\boldsymbol{B}_{0}+P_{\|} \boldsymbol{\nabla} \times \boldsymbol{b}_{0}, \tag{3.3}
\end{equation*}
$$

its parallel component $B_{\|}^{*}\left(\boldsymbol{X}, P_{\|}\right)$is defined as $B_{\|}^{*}:=\boldsymbol{B}^{*} \cdot \boldsymbol{b}_{0}$, and $H\left(t, \boldsymbol{X}, P_{\|}\right)$ denotes the Hamiltonian of the system. The particular form of $H$ is not relevant for the methods presented in this chapter. The advection fields in (3.2) are as general as the ones derived for ions in chapter 2 (where $H$ was denoted as $\mathcal{H}$ ), with the only difference that the small perturbation parameter $\varepsilon$ has been absorbed into the physical quantities and does not appear explicitly in the equations.

### 3.2 Coordinate systems

The positions $\boldsymbol{X}$ in (3.1) are Cartesian coordinates in the 3D gyrocenter configuration space. However, depending on the specific geometry of the physical domain considered, which usually represents an approximation of the geometry of a realistic physical device, such as a Tokamak, it may be convenient to address the numerical solution of (3.1) choosing a different system of coordinates, typically a curvilinear coordinate system. The basics of vector algebra and analysis in curvilinear coordinates are reviewed in Appendix A. In this chapter we denote by $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ the
logical coordinates in the configuration space, where the spatial degrees of freedom of our problem are represented. Moreover, we denote by $\eta^{4}$ the logical coordinate corresponding to the parallel momentum $P$. Poloidal planes are spanned by the coordinates $\left(\eta^{1}, \eta^{2}\right)$, where $\eta^{1}$ is a non-periodic radial-like coordinate and $\eta^{2}$ is a $2 \pi$-periodic angle-like coordinate. On the other hand, flux surfaces are spanned by the coordinates $\left(\eta^{2}, \eta^{3}\right)$ at a given fixed value of $\eta^{1}$. The coordinate $\eta^{3}$ is a $2 \pi$-periodic angle coordinate, which we call toroidal angle. We assume that the magnetic field $\boldsymbol{B}_{0}$ is mostly aligned to the toroidal direction and always satisfies the condition $B_{0}^{\eta^{3}} \neq 0$, where $B_{0}^{\eta^{3}}$ is the third contravariant component of $\boldsymbol{B}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{\eta^{1}}, \boldsymbol{e}_{\eta^{2}}, \boldsymbol{e}_{\eta^{3}}\right)$ of the logical coordinate system. We then introduce a second system of coordinates, which we denote by $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$, and we assume that the magnetic field $\boldsymbol{B}_{0}$ is given in terms of its contravariant components $\left(B_{0}^{\zeta^{1}}, B_{0}^{\zeta^{2}}, B_{0}^{\zeta^{3}}\right)$ with respect to the tangent basis $\left(\boldsymbol{e}_{\zeta^{1}}, \boldsymbol{e}_{\zeta^{2}}, \boldsymbol{e}_{\zeta^{3}}\right)$ of this coordinate system. As for the logical coordinates, we assume that the magnetic field $\boldsymbol{B}_{0}$ is mostly aligned to the direction of the coordinate $\zeta^{3}$ and always satisfies the condition $B_{0}^{\zeta^{3}} \neq 0$. In other words, the coordinates $\zeta^{3}$ and $\eta^{3}$ are related by a linear homogeneous transformation of the form $\zeta^{3}=c \eta^{3}$, for a given constant $c$, and poloidal planes are also entirely spanned by the coordinates $\left(\zeta^{1}, \zeta^{2}\right)$.

For example, in a cylindrical geometry, such as the one shown in Figure 3.2 (top), we choose as logical coordinates the cylindrical coordinates $(r, \theta, \varphi)$ defined by the transformation

$$
\begin{align*}
& x(r, \theta, \varphi)=r \cos \theta, \\
& y(r, \theta, \varphi)=r \sin \theta,  \tag{3.4}\\
& z(r, \theta, \varphi)=R_{0} \varphi,
\end{align*}
$$

where $R_{0}$ is related to the length $L$ of the cylinder via $L=2 \pi R_{0}$. Moreover, we assume that the magnetic field $\boldsymbol{B}_{0}$ is given in terms of its contravariant components $\left(B_{0}^{x}, B_{0}^{y}, B_{0}^{z}\right)$ with respect to the tangent basis $\left(\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}\right)$ of the coordinate system defined by the Cartesian coordinates $(x, y, z)$. In a toroidal geometry with circular poloidal cross sections, such as the one shown in Figure 3.2 (bottom), we choose as logical coordinates the elementary toroidal coordinates $(r, \theta, \varphi)$ defined by the


Figure 3.1: Elementary toroidal coordinates $(r, \theta, \varphi)$.
transformation

$$
\begin{align*}
& x(r, \theta, \varphi)=\left(R_{0}+r \cos \theta\right) \cos \varphi, \\
& y(r, \theta, \varphi)=r \sin \theta,  \tag{3.5}\\
& z(r, \theta, \varphi)=\left(R_{0}+r \cos \theta\right) \sin \varphi,
\end{align*}
$$

where $R_{0}$ denotes the major radius of the torus. Moreover, we assume that the magnetic field $\boldsymbol{B}_{0}$, irrespective of the shape of the poloidal cross sections, is given in terms of its contravariant components $\left(B_{0}^{R}, B_{0}^{Z}, B_{0}^{\varphi}\right)$ with respect to the tangent basis $\left(\boldsymbol{e}_{R}, \boldsymbol{e}_{Z}, \boldsymbol{e}_{\varphi}\right)$ of the coordinate system defined by the cylindrical coordinates $(R, Z, \varphi)$. These are defined, in turn, by the transformation

$$
\begin{align*}
& x(R, Z, \varphi)=R \cos \varphi, \\
& y(R, Z, \varphi)=Z  \tag{3.6}\\
& z(R, Z, \varphi)=R \sin \varphi .
\end{align*}
$$

The elementary toroidal coordinates defined in (3.5) are shown in Figure 3.1.
When dealing with curvilinear coordinates, a mathematical object that contains useful geometric information is the Jacobian matrix of the coordinate system, defined in (A.9). In cylindrical geometry the Jacobian matrix $J_{\eta}(r, \theta, \varphi)$ of the logical coordinate system reads

$$
J_{\eta}(r, \theta, \varphi)=\left[\begin{array}{ccc}
\cos \theta & -r \sin \theta & 0  \tag{3.7}\\
\sin \theta & r \cos \theta & 0 \\
0 & 0 & R_{0}
\end{array}\right],
$$



Figure 3.2: Cylindrical and circular toroidal grids.
with determinant det $J_{\eta}(r, \theta, \varphi)=R_{0} r$, while the Jacobian matrix $J_{\zeta}(x, y, z)$ of the coordinate system defined by the coordinates ( $x, y, z$ ) reads simply

$$
J_{\zeta}(x, y, z)=\left[\begin{array}{lll}
1 & 0 & 0  \tag{3.8}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right],
$$

with determinant det $J_{\zeta}(x, y, z)=1$. In toroidal geometry with circular poloidal cross sections the Jacobian matrix $J_{\eta}(r, \theta, \varphi)$ of the logical coordinate system reads

$$
J_{\eta}(r, \theta, \varphi)=\left[\begin{array}{ccc}
\cos \theta \cos \varphi & -r \sin \theta \cos \varphi & -\left(R_{0}+r \cos \theta\right) \sin \varphi  \tag{3.9}\\
\sin \theta & r \cos \theta & 0 \\
\cos \theta \sin \varphi & -r \sin \theta \sin \varphi & \left(R_{0}+r \cos \theta\right) \cos \varphi
\end{array}\right],
$$

with determinant det $J_{\eta}(r, \theta, \varphi)=\left(R_{0}+r \cos \theta\right) r$, while the Jacobian matrix $J_{\zeta}(R, Z, \varphi)$ of the coordinate system defined by the coordinates $(R, Z, \varphi)$ reads

$$
J_{\zeta}(R, Z, \varphi)=\left[\begin{array}{ccc}
\cos \varphi & 0 & -R \sin \varphi  \tag{3.10}\\
0 & 1 & 0 \\
\sin \varphi & 0 & R \cos \varphi
\end{array}\right],
$$

with determinant $\operatorname{det} J_{\zeta}(R, Z, \varphi)=R$.

### 3.3 Field-aligned splitting

One of the major features of the numerical methods developed in the context of our semi-Lagrangian drift-kinetic code is what we call the field-aligned approach. The idea behind this approach, first investigated in (Ottaviani, 2011; Hariri and Ottaviani, 2013) and recently employed in (Latu et al., 2018) in a context similar to the one discussed in this thesis, is to exploit at the numerical level the anisotropy of the turbulent plasma structures stretched along the direction of the magnetic field. This is achieved by introducing a field-aligned splitting of the 4D Vlasov equation (3.1) and by replacing interpolation on the flux surfaces and differentiation along the toroidal
direction, to which the magnetic field $\boldsymbol{B}_{0}$ is mostly aligned, with field-aligned interpolation and field-aligned differentiation. The idea is to choose any arbitrarily fine discretization of the poloidal planes and interpolate our solution between adjacent poloidal planes following the magnetic field lines. We now present the field-aligned splitting and leave the discussion on field-aligned interpolation and field-aligned differentiation to sections 3.8 and 3.9 , respectively.

The idea of the field-aligned splitting is to decompose the advection field $U$ in (3.1) into a 2D component on the poloidal plane and a 1D component aligned with the direction of the magnetic field $\boldsymbol{B}_{0}$. This is done by expressing the third vector of the tangent basis $\left(\boldsymbol{e}_{\zeta^{1}}, \boldsymbol{e}_{\zeta^{2}}, \boldsymbol{e}_{\zeta^{3}}\right)$ in terms of the unit vector $\boldsymbol{b}_{0}:=\boldsymbol{B}_{0} / B_{0}$, with contravariant components $\left(b_{0}^{\zeta^{1}}, b_{0}^{\zeta^{2}}, b_{0}^{\zeta^{3}}\right)$, thanks to the assumption $b_{0}^{\zeta^{3}} \neq 0$ :

$$
\begin{equation*}
\boldsymbol{e}_{\zeta^{3}}=-\frac{b_{0}^{\zeta^{1}}}{b_{0}^{\zeta^{3}}} \boldsymbol{\zeta}_{\zeta^{1}}-\frac{b_{0}^{\zeta^{2}}}{b_{0}^{\zeta^{3}}} \boldsymbol{\zeta}_{\zeta^{2}}+\frac{\boldsymbol{b}_{0}}{b_{0}^{\zeta^{3}}} . \tag{3.11}
\end{equation*}
$$

Since the advection field $\boldsymbol{U}$ is typically written in terms of the magnetic field $\boldsymbol{B}_{0}$, its curl, and its cross product with the gradient of the Hamiltonian $\boldsymbol{\nabla} H$, it is natural to assume that $\boldsymbol{U}$, as $\boldsymbol{B}_{0}$, is also given in terms of its contravariant components $\left(U^{\zeta^{1}}, U^{\zeta^{2}}, U^{\zeta^{3}}\right)$ with respect to the tangent basis $\left(\boldsymbol{e}_{\zeta^{1}}, \boldsymbol{e}_{\zeta^{2}}, \boldsymbol{e}_{\zeta^{3}}\right)$, provided that the components of $\nabla H$ with respect to the same basis are also available. We then split $U$ as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{U}_{\mathrm{p}}+U_{\mathrm{b}} \boldsymbol{b}_{0}, \tag{3.12}
\end{equation*}
$$

where $\boldsymbol{U}_{\mathrm{p}}$, which lies on the poloidal planes spanned by $\left(\zeta^{1}, \zeta^{2}\right)$, and $U_{\mathrm{b}}$ are defined as

$$
\begin{align*}
\boldsymbol{U}_{\mathrm{p}} & :=\left(U^{\zeta^{1}}-\frac{b_{0}^{\zeta^{1}}}{b_{0}^{\zeta^{3}}} U^{\zeta^{3}}\right) \boldsymbol{e}_{\zeta^{1}}+\left(U^{\zeta^{2}}-\frac{b_{0}^{\zeta^{2}}}{b_{0}^{\zeta^{3^{\prime}}}} U^{\zeta^{3}}\right) \boldsymbol{e}_{\zeta^{2}},  \tag{3.13a}\\
U_{\mathrm{b}} & :=\frac{U^{\zeta^{3}}}{b_{0}^{\zeta^{3}}} \tag{3.13b}
\end{align*}
$$

Therefore, we split the 4D Vlasov equation (3.1) into the following three separate lower-dimensional advection problems:

1. a 2 D advection on poloidal planes:

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\boldsymbol{U}_{\mathrm{p}} \cdot \boldsymbol{\nabla} F=0 \tag{3.14}
\end{equation*}
$$

2. a 2 D field-aligned advection on flux surfaces:

$$
\begin{equation*}
\frac{\partial F}{\partial t}+U_{\mathrm{b}} \boldsymbol{b}_{0} \cdot \boldsymbol{\nabla} F=0 \tag{3.15}
\end{equation*}
$$

3. a 1D advection in momentum space:

$$
\begin{equation*}
\frac{\partial F}{\partial t}+U_{P_{\|}} \frac{\partial F}{\partial P_{\|}}=0 \tag{3.16}
\end{equation*}
$$

From (3.11) we can also express derivatives with respect to the toroidal coordinate $\zeta^{3}$ as derivatives with respect to the coordinates $\left(\zeta^{1}, \zeta^{2}\right)$ and parallel derivatives $\nabla_{\|}:=\boldsymbol{b}_{0} \cdot \nabla:$

$$
\begin{equation*}
\frac{\partial}{\partial \zeta^{3}}=-\frac{b_{0}^{\zeta^{1}}}{b_{0}^{\zeta^{3}}} \frac{\partial}{\partial \zeta^{1}}-\frac{b_{0}^{\zeta^{2}}}{b_{0}^{\zeta^{3}}} \frac{\partial}{\partial \zeta^{2}}+\frac{1}{b_{0}^{\zeta^{3}}} \nabla_{\|} \tag{3.17}
\end{equation*}
$$

How the parallel derivatives $\nabla_{\|}$, which we also call field-aligned derivatives, are computed numerically is discussed in section 3.9. The explicit expressions of the advection fields $\boldsymbol{U}_{\mathrm{p}}, U_{\mathrm{b}}$ and $U_{P_{\|}}$in the coordinate system $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$ can be computed from (3.2). The contravariant components $U^{\zeta^{i}}$ of $\boldsymbol{U}$, for $i=1,2,3$, read

$$
\begin{equation*}
U^{\zeta^{i}}=\frac{1}{B_{\|}^{*}}\left(\frac{\varepsilon^{i j k}}{\operatorname{det} J_{\zeta}}\left(b_{0}\right)_{\zeta^{j}} \frac{\partial H}{\partial \zeta^{k}}+\frac{\partial H}{\partial P_{\|}}\left(B^{*}\right)^{\zeta^{i}}\right) \tag{3.18}
\end{equation*}
$$

where $\varepsilon^{i j k}$ denotes the Levi-Civita symbol, defined in (A.13), the contravariant components $\left(B^{*}\right)^{\zeta^{i}}$ read

$$
\begin{equation*}
\left(B^{*}\right)^{\zeta^{i}}=B_{0}^{\zeta^{i}}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{i}} \tag{3.19}
\end{equation*}
$$

the parallel component $B_{\|}^{*}$ reads

$$
\begin{equation*}
B_{\|}^{*}=B_{0}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{i}}\left(b_{0}\right)_{\zeta^{i}}, \tag{3.20}
\end{equation*}
$$

and we employ the Einstein summation convention. Here, $\left(b_{0}\right)_{\zeta^{i}}$, for $i=1,2,3$, de-
note the covariant components of $\boldsymbol{b}_{0}$ with respect to the co-tangent basis $\left(e^{\zeta^{1}}, e^{\zeta^{2}}, e^{\zeta^{3}}\right)$. From (3.17) and (3.18) it follows that

$$
\begin{align*}
U_{\mathrm{p}}^{\zeta^{1}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}} & \frac{1}{\operatorname{det} J_{\zeta}}\left(-\frac{\partial H}{\partial \zeta^{2}}+\left(b_{0}\right)_{\zeta^{2}} \nabla_{\|} H\right) \\
& \left.+\frac{\partial H}{\partial P_{\|}} P_{\|}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{1}}-b_{0}^{\zeta^{1}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right]  \tag{3.21a}\\
U_{\mathrm{p}}^{\zeta^{2}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}}[ & \frac{-1}{\operatorname{det} J_{\zeta}}\left(-\frac{\partial H}{\partial \zeta^{1}}+\left(b_{0}\right)_{\zeta^{1}} \nabla_{\|} H\right)  \tag{3.21b}\\
& \left.+\frac{\partial H}{\partial P_{\|}} P_{\|}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{2}}-b_{0}^{\zeta^{2}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right] .
\end{align*}
$$

The advection field $U_{\mathrm{b}}$ for the field-aligned advection on flux surfaces is obtained directly dividing (3.18), with $i=3$, by $b_{0}^{\zeta^{3}}$ and reads

$$
\begin{align*}
U_{\mathrm{b}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}}[ & \frac{1}{\operatorname{det} J_{\zeta}}\left(\left(b_{0}\right)_{\zeta^{1}} \frac{\partial H}{\partial \zeta^{2}}-\left(b_{0}\right)_{\zeta^{2}} \frac{\partial H}{\partial \zeta^{1}}\right) \\
& \left.+\frac{\partial H}{\partial P_{\|}}\left(B_{0}^{\zeta^{3}}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right] . \tag{3.22}
\end{align*}
$$

Finally, the advection field $U_{P_{\|}}$for the advection in momentum space reads

$$
\begin{equation*}
U_{P_{\|}}=-\frac{1}{B_{\|}^{*}}\left(B^{*}\right)^{\zeta^{i}} \frac{\partial H}{\partial \zeta^{i}}, \tag{3.23}
\end{equation*}
$$

which, using (3.17), can be written as

$$
\begin{align*}
U_{P_{\|}}=-\frac{1}{B_{\|}^{*}}[ & \left(B_{0}+\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \nabla_{\|} H \\
& +\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \zeta^{\zeta^{1}}-b_{0}^{\zeta^{1}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \frac{\partial H}{\partial \zeta^{1}}  \tag{3.24}\\
& \left.+\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right){\zeta^{2}}^{2}-b_{0}^{\zeta^{2}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \frac{\partial H}{\partial \zeta^{2}}\right] .
\end{align*}
$$

### 3.4 Time-advancing strategy

The idea for advancing in time the Vlasov equation (3.1) is to choose, within each time step, an approximate time-independent Hamiltonian (and the corresponding approximate time-independent advection fields) and solve the resulting linear advection equation with the numerical method of choice. More precisely, we employ a second-order predictor-corrector scheme similar to the one described in (Latu et al., 2018, section 4.2), that we now review briefly. Let us denote by $F(t)$ and $H(t)$ the distribution function $F$ and the Hamiltonian $H$ at time $t$, omitting the dependence on the other phase-space variables. In the predictor step we advance $F(t)$ for half the time step with the Hamiltonian $H(t)$ (and the corresponding advection fields) computed from $F(t)$, and obtain $F(t+\Delta t / 2)$. In the corrector step we advance $F(t)$ for the entire time step with the Hamiltonian $H(t+\Delta t / 2)$ (and the corresponding advection fields) computed from $F(t+\Delta t / 2)$, and obtain $F(t+\Delta t)$. This scheme is represented graphically in Figure 3.3. Our time advancing strategy is then combined
predictor: $\quad F(t) \longrightarrow H(t) \longrightarrow F(t+\Delta t / 2)$
corrector: $\quad F(t) \longrightarrow H(t+\Delta t / 2) \longrightarrow F(t+\Delta t)$


Figure 3.3: Graphical representation of the second-order predictor-corrector scheme employed to solve the Vlasov equation (3.1).
with the field-aligned splitting as follows. In the predictor step we start from $F(t)$, compute $H(t)$ from it, perform the steps

1. solve (3.15) in the time interval $[t, t+\Delta t / 2]$,
2. solve (3.16) in the time interval $[t, t+\Delta t / 2]$,
3. solve (3.14) in the time interval $[t, t+\Delta t / 2]$,
and obtain $F(t+\Delta t / 2)$. This corresponds to a first-order Lie splitting of the 4D Vlasov equation. In the corrector step we start again from $F(t)$, compute $H(t+\Delta t / 2)$
from $F(t+\Delta t / 2)$, perform the steps
4. solve (3.15) in the time interval $[t, t+\Delta t / 2]$,
5. solve (3.16) in the time interval $[t, t+\Delta t / 2]$,
6. solve (3.14) in the time interval $[t, t+\Delta t]$,
7. solve (3.16) in the time interval $[t+\Delta t / 2, t+\Delta t]$,
8. solve (3.15) in the time interval $[t+\Delta t / 2, t+\Delta t]$,
and obtain $F(t+\Delta t)$. This corresponds to a second-order Strang splitting of the 4D Vlasov equation.

### 3.5 Semi-Lagrangian method

In both the predictor and the corrector steps, each of the lower-dimensional advection equations, (3.14), (3.15) and (3.16), is solved with the semi-Lagrangian method, which we briefly review in this section for a generic 2D advection problem (the corresponding scheme for 1D advection equations is obtained by simply replacing vector quantities with scalar quantities). The idea of the semi-Lagrangian method is to combine the Eulerian and the Lagrangian approaches, by keeping the good properties of both schemes (namely, the fact that Eulerian methods work well on regular Cartesian meshes and the fact that Lagrangian methods allow for large time steps) and trying to get rid of their disadvantages (namely, the fact that Eulerian methods often require restrictive time steps in order to ensure computational stability and the fact that Lagrangian methods exhibit noise in the case of particle methods and strong grid deformation in the case of mesh-based methods). The semi-Lagrangian method was originally developed within the context of numerical weather prediction (Fjørtoft, 1952, 1955; Wiin-Nielsen, 1959; Krishnamurti, 1962; Sawyer, 1963; Leith, 1964; Purnell, 1976) (see, for example, (Staniforth and Côté, 1991) for a comprehensive review). The method was applied later on to Vlasov-like transport equations and drift-kinetic and gyrokinetic models in the context of plasma physics by (Cheng and Knorr, 1976; Gagné and Shoucri, 1977; Sonnendrücker et al., 1999; Filbet et al.,

2001; Besse and Sonnendrücker, 2003; Crouseilles et al., 2010). We now review how the semi-Lagrangian scheme works for a 2D advection equation of the form

$$
\begin{equation*}
\frac{\partial g}{\partial t}+\boldsymbol{u} \cdot \boldsymbol{\nabla} g=0 \tag{3.25}
\end{equation*}
$$

for a given advection field $\boldsymbol{u}(t, \boldsymbol{x})$. The characteristics of (3.25) are the solutions of the dynamical system

$$
\begin{equation*}
\frac{\mathrm{d} \boldsymbol{x}}{\mathrm{~d} t}=\boldsymbol{u} \tag{3.26}
\end{equation*}
$$

with given initial conditions. The information contained in (3.25) is that its solution $g$ is conserved along the characteristics obtained by solving (3.26). Typically, when we solve (3.25) numerically, we have a discrete set of mesh points $\left\{\boldsymbol{x}_{i j}\right\}_{i j}$ and we are interested in knowing the value of $g$ at a given time $t$ and a given mesh point $\boldsymbol{x}_{k l}$. The information we have is the set of values of $g$ at the previous time $t-\Delta t$ at each mesh point $\boldsymbol{x}_{i j}$. We then first solve (3.26) backward in time, starting from the initial condition $x_{k l}$ at time $t$, and find the origin $x_{k l}^{*}$ of the characteristic at time $t-\Delta t$. Since $g$ is conserved along the characteristics of (3.25), we have

$$
\begin{equation*}
g\left(t, \boldsymbol{x}_{k l}\right)=g\left(t-\Delta t, \boldsymbol{x}_{k l}^{*}\right) . \tag{3.27}
\end{equation*}
$$

Since we are integrating the characteristics backward in time, the algorithm described here is usually referred to as backward semi-Lagrangian method, as opposed to forward semi-Lagrangian methods, where the characteristics are integrated forward in time. Typically, the origin $\boldsymbol{x}_{k l}^{*}$ of the characteristic does not coincide with a mesh point and the value $g\left(t-\Delta t, \boldsymbol{x}_{k l}^{*}\right)$ in (3.27) is not immediately available. Instead, it is obtained by interpolating the values of $g$ at the same time $t-\Delta t$ and at mesh points in some neighborhood of $\boldsymbol{x}_{k l}^{*}$. The number and collocation of such mesh points with respect to $\boldsymbol{x}_{k l}^{*}$ depend on the choice of the interpolation scheme. The semi-Lagrangian method just described is represented graphically in Figure 3.4. The specific interpolation schemes and numerical methods employed for each of the lower-dimensional advection equations, (3.14), (3.15) and (3.16), will be discussed later on in this thesis.


Figure 3.4: Semi-Lagrangian method: the value of $g$ at a given time $t$ and a given mesh point $\boldsymbol{x}_{k l}$ is obtained by first finding the origin $x_{k l}^{*}$ of the characteristic at time $t-\Delta t$ and then interpolating the values of $g$ at the same time $t-\Delta t$ at mesh points in some neighborhood of $\boldsymbol{x}_{k l}^{*}$ (empty bullets).

### 3.6 Discretization

In order to discuss the numerical methods and algorithms that we employ to solve our target model (3.1), we need to first present how we define the discrete degrees of freedom corresponding to the continuous degrees of freedom of the model. When we solve (3.1) numerically with the semi-Lagrangian method, we have a discrete set of mesh points corresponding to each of the logical phase-space coordinates, which we denote by $\left\{\eta_{i_{1}}^{1}\right\}_{i_{1}=1}^{n_{1}},\left\{\eta_{i_{2}}^{2}\right\}_{i_{2}=1}^{n_{2}},\left\{\eta_{i_{3}}^{3}\right\}_{i_{3}=1}^{n_{3}}$ and $\left\{\eta_{i_{4}}^{4}\right\}_{i_{4}=1}^{n_{4}}$, respectively. The logical mesh points corresponding to the poloidal coordinates $\left(\eta^{1}, \eta^{2}\right)$ and the parallel momentum $\eta^{4}$ are defined as the interpolation points that we choose for the reconstruction of relevant quantities in each of these directions. On the other hand, the logical mesh points corresponding to the toroidal angle $\eta^{3}$ are simply defined from a uniform mesh in the domain of $\eta^{3}$.

On the poloidal planes and along the direction of the parallel momentum we interpolate using splines. More precisely, we employ 2D tensor-product splines on the poloidal planes spanned by the coordinates $\left(\eta^{1}, \eta^{2}\right)$ and 1D splines in the direction of the parallel momentum $\eta^{4}$. In general, we work on a Schönberg space of maximum regularity. Given a decomposition of a 1D domain into cells, this is the space of piecewise polynomials of degree $p$ with $p-1$ continuous derivatives across the
domain. The $B$-splines that we are going to define constitute a basis for this space and have some desirable properties, most notably: positivity, compact support, and partition of unity. The two types of $B$-splines that we consider in order to define our spline bases are clamped (non-periodic) $B$-splines and periodic $B$-splines. Given a domain $[a, b]$, we decompose it into cells, whose limit points are named break points. Denoting by $n$ the number of degrees of freedom and by $p$ the degree of the $B$-splines, the number $n^{\mathrm{c}}$ of cells for clamped and periodic $B$-splines is defined as

$$
n^{\mathrm{c}}:= \begin{cases}n-p & \text { clamped }  \tag{3.28}\\ n & \text { periodic }\end{cases}
$$

with $n^{\mathrm{b}}:=n^{\mathrm{c}}+1$ break points, which we denote by $\left\{\bar{\eta}_{i}\right\}_{i=1}^{\mathrm{n}}$. The domain $[a, b]$ is thus decomposed as

$$
\begin{equation*}
[a, b]=\bigcup_{i=1}^{n^{\mathrm{b}}-1}\left[\bar{\eta}_{i}, \bar{\eta}_{i+1}\right] . \tag{3.29}
\end{equation*}
$$

From the break points $\left\{\bar{\eta}_{i}\right\}_{i=1}^{n^{\mathrm{b}}}$ we define a knot sequence of $n^{\mathrm{k}}:=n^{\mathrm{b}}+2 p$ knots $\left\{t_{i}\right\}_{i=1-p}^{n^{\mathrm{b}}+p}$. More precisely, for clamped $B$-splines we define the open knots

$$
t_{i}:= \begin{cases}\bar{\eta}_{1} & i=1-p, \ldots, 0,  \tag{3.30}\\ \bar{\eta}_{i} & i=1, \ldots, n^{\mathrm{b}}, \\ \bar{\eta}_{n^{\mathrm{b}}} & i=n^{\mathrm{b}}+1, \ldots, n^{\mathrm{b}}+p,\end{cases}
$$

whereas for periodic $B$-splines we define the periodic knots

$$
t_{i}:= \begin{cases}\bar{\eta}_{n^{\mathrm{b}}+i}-2 \pi & i=1-p, \ldots, 0  \tag{3.31}\\ \bar{\eta}_{i} & i=1, \ldots, n^{\mathrm{b}} \\ \bar{\eta}_{i-n^{\mathrm{b}}}+2 \pi & i=n^{\mathrm{b}}+1, \ldots, n^{\mathrm{b}}+p\end{cases}
$$

assuming that the $B$-splines are $2 \pi$-periodic. From the knot sequence $\left\{t_{i}\right\}_{i=1-p}^{n^{\mathrm{b}}+p}$ the $B$-splines $B_{i}^{p}$ of degree $p$ are defined by the recurrence relations (de Boor, 1980)

$$
\begin{equation*}
B_{i}^{p}(\eta):=\frac{\eta-t_{i}}{t_{i+p}-t_{i}} B_{i}^{p-1}(\eta)+\frac{t_{i+p+1}-\eta}{t_{i+p+1}-t_{i+1}} B_{i+1}^{p-1}(\eta), \tag{3.32}
\end{equation*}
$$

with $\eta \in[a, b]$ and the $B$-splines $B_{i}^{0}$ of degree $p=0$ defined as

$$
B_{i}^{0}(\eta):= \begin{cases}1 & \eta \in\left[t_{i}, t_{i+1}\right)  \tag{3.33}\\ 0 & \text { elsewhere }\end{cases}
$$

We then define the interpolation points $\left\{\eta_{i}\right\}_{i=1}^{n}$ as the Greville averages

$$
\begin{equation*}
\eta_{i}:=\frac{1}{p} \sum_{j=i+1-p}^{i} t_{j} . \tag{3.34}
\end{equation*}
$$

Such points are averages of the knots generally lying near the values corresponding to the maximum of the basis functions (Gordon and Riesenfeld, 1974; Farin, 1988). In the case of a periodic domain the Greville averages reduce to either the break points themselves or the mid-points of each cell, depending on whether the degree of the $B$-splines is odd or even, respectively. In formulas, the interpolation points for periodic $B$-splines are given by

$$
\eta_{i}= \begin{cases}\bar{\eta}_{i} & p \text { odd }  \tag{3.35}\\ \frac{\bar{\eta}_{i}+\bar{\eta}_{i+1}}{2} & p \text { even } .\end{cases}
$$

On the poloidal planes we then define a 2D tensor-product spline basis of clamped $B$-splines of degree $p_{1}$ in $\eta^{1} \in\left[0, \eta_{\text {max }}^{1}\right]$ and $2 \pi$-periodic $B$-splines of degree $p_{2}$ in $\eta^{2} \in[0,2 \pi)$ :

$$
\begin{equation*}
\left\{B_{i_{1} i_{2}}^{p_{1} p_{2}}\left(\eta^{1}, \eta^{2}\right):=B_{i_{1}}^{p_{1}}\left(\eta^{1}\right) B_{i_{2}}^{p_{2}}\left(\eta^{2}\right)\right\}_{i_{1}, i_{2}=1}^{n_{1}, n_{2}} . \tag{3.36}
\end{equation*}
$$

Along the direction of the parallel momentum we define a 1D spline basis of clamped $B$-splines of degree $p_{4}$ in $\eta^{4} \in\left[\eta_{\text {min }}^{4}, \eta_{\text {max }}^{4}\right]$ (with typically $\eta_{\text {min }}^{4}=-\eta_{\text {max }}^{4}$ ):

$$
\begin{equation*}
\left\{B_{i_{4}}^{p_{4}}\left(\eta^{4}\right)\right\}_{i_{4}=1}^{n_{4}} . \tag{3.37}
\end{equation*}
$$

Finally, along the $2 \pi$-periodic toroidal direction $\eta^{3}$ we define the logical mesh by decomposing the periodic domain $[0,2 \pi)$ into $n_{3}^{\mathrm{c}}:=n_{3}$ cells with $n_{3}^{\mathrm{b}}:=n_{3}^{\mathrm{c}}+1$ break points $\left\{\bar{\eta}_{i_{3}}^{3}\right\}_{i_{3}=1}^{n_{3}^{b}}$,

$$
\begin{equation*}
[0,2 \pi)=\bigcup_{i_{3}=1}^{n_{3}^{\mathrm{b}}-1}\left[\bar{\eta}_{i_{3}}^{3}, \bar{\eta}_{i_{3}+1}^{3}\right) \tag{3.38}
\end{equation*}
$$

and choosing the logical mesh points $\left\{\eta_{i_{3}}^{3}\right\}_{i_{3}=1}^{n_{3}}$ as the break points: $\eta_{i_{3}}^{3}:=\bar{\eta}_{i_{3}}^{3}$. Examples of logical meshes in the directions $\eta^{1} \in[0,1], \eta^{2} \in[0,2 \pi), \eta^{3} \in[0,2 \pi)$ and $\eta^{4} \in[-1,1]$, with $n_{1}=n_{2}=n_{3}=n_{4}=8$ and $p_{1}=p_{2}=p_{4}=3$, are shown in Figure 3.5.

### 3.7 Interpolation

Interpolation is one of the main building blocks of the semi-Lagrangian method. In this section we review briefly the two types of standard interpolation that we employ in this thesis, namely 1D Lagrange interpolation and 1D and 2D spline interpolation.

For 1D Lagrange interpolation we employ the Neville's algorithm (Neville, 1934). Given $n$ data points $\left\{\left(x_{i}, z_{i}\right)\right\}_{i=1}^{n}$, the value $P(x)$ of the interpolating Lagrange polynomial $P$ of degree $n-1$ at the point $x$ is given by $P(x)=P_{0, n-1}(x)$, where $P_{i, j}$ denotes the Lagrange polynomial of degree $j-i$ interpolating the data points $\left\{\left(x_{k}, z_{k}\right)\right\}_{k=i}^{j}$ and satisfying the recurrence relations

$$
\begin{array}{ll}
P_{i, i}(x)=z_{i} & 0 \leqslant i \leqslant n-1 \\
P_{i, j}(x)=\frac{\left(x-x_{j}\right) P_{i, j-1}(x)-\left(x-x_{i}\right) P_{i+1, j}(x)}{x_{i}-x_{j}} & 0 \leqslant i<j \leqslant n-1 . \tag{3.39b}
\end{array}
$$

For 1D spline interpolation, let us introduce a generic 1D spline basis of $B$-splines of degree $p$ :

$$
\begin{equation*}
\left\{B_{i}^{p}(x)\right\}_{i=1}^{n} . \tag{3.40}
\end{equation*}
$$

Given $n$ data points $\left\{\left(x_{i}, z_{i}\right)\right\}_{i=1}^{n}$, corresponding to the values of a given quantity of interest on the logical mesh defined by the interpolation points, an interpolatory spline

$$
\begin{equation*}
S(x):=\sum_{i=1}^{n} c_{i} B_{i}^{p}(x) \tag{3.41}
\end{equation*}
$$

satisfies the interpolation conditions $S\left(x_{i}\right)=z_{i}$, for all $i=1, \ldots, n$. These can be


Figure 3.5: Examples of logical meshes in the directions $\eta^{1} \in[0,1], \eta^{2} \in[0,2 \pi)$, $\eta^{3} \in[0,2 \pi)$ and $\eta^{4} \in[-1,1]$, with $n_{1}=n_{2}=n_{3}=n_{4}=8$ and $p_{1}=p_{2}=p_{4}=3$. The vertical lines represent the break points ( $n_{1}^{\mathrm{b}}=n_{4}^{\mathrm{b}}=6$ break points in the directions $\eta^{1}$ and $\eta^{4}$, and $n_{2}^{\mathrm{b}}=n_{3}^{\mathrm{b}}=9$ break points in the directions $\eta^{2}$ and $\eta^{3}$ ).
written in the matrix form

$$
\left[\begin{array}{ccc}
B_{1}^{p}\left(x_{1}\right) & \cdots & B_{n}^{p}\left(x_{1}\right)  \tag{3.42}\\
\vdots & \ddots & \vdots \\
B_{1}^{p}\left(x_{n}\right) & \cdots & B_{n}^{p}\left(x_{n}\right)
\end{array}\right]\left[\begin{array}{c}
c_{1} \\
\vdots \\
c_{n}
\end{array}\right]=\left[\begin{array}{c}
z_{1} \\
\vdots \\
z_{n}
\end{array}\right]
$$

and the resulting linear system can be solved with a method of choice in order to obtain the coefficients $\left\{c_{i}\right\}_{i=1}^{n}$. We remark that, for any given location $x$ in the domain, only $p+1 B$-splines are non-zero at $x$. Therefore, the linear system (3.42) is in general sparse (given that $n \gg p$ typically) and banded.

For 2D spline interpolation, let us introduce a generic 2D tensor-product spline basis of $B$-splines of degrees $p$ and $q$, respectively:

$$
\begin{equation*}
\left\{B_{i j}^{p q}(x, y):=B_{i}^{p}(x) B_{j}^{q}(y)\right\}_{i, j=1}^{n, m} \tag{3.43}
\end{equation*}
$$

Given $n \times m$ data points $\left\{\left(x_{i}, y_{j}, z_{i j}\right)\right\}_{i, j=1}^{n, m}$, corresponding to the values of a given quantity of interest on the 2D logical mesh defined by the interpolation points, an interpolatory spline

$$
\begin{equation*}
S(x, y):=\sum_{i=1}^{n} \sum_{j=1}^{m} c_{i j} B_{i}^{p}(x) B_{j}^{q}(y) \tag{3.44}
\end{equation*}
$$

satisfies the interpolation conditions $S\left(x_{i}, y_{j}\right)=z_{i j}$, for all $i=1, \ldots, n$ and $j=1, \ldots, m$. These can be solved by decomposing the problem into two separate 1D interpolation problems. More precisely, for each location $y_{j}$, with $j=1, \ldots, m$, we first solve the 1D interpolation problem along $x$

$$
\left[\begin{array}{ccc}
B_{1}^{p}\left(x_{1}\right) & \cdots & B_{n}^{p}\left(x_{1}\right)  \tag{3.45}\\
\vdots & \ddots & \vdots \\
B_{1}^{p}\left(x_{n}\right) & \cdots & B_{n}^{p}\left(x_{n}\right)
\end{array}\right]\left[\begin{array}{c}
\bar{c}_{1 j} \\
\vdots \\
\bar{c}_{n j}
\end{array}\right]=\left[\begin{array}{c}
z_{1 j} \\
\vdots \\
z_{n j}
\end{array}\right], \quad j=1, \ldots, m,
$$

thus obtaining the intermediate coefficients $\left\{\bar{c}_{i j}\right\}_{i, j=1}^{n, m}$. Then, for each location $x_{i}$,
with $i=1, \ldots, n$, we solve the 1D interpolation problem along $y$

$$
\left[\begin{array}{ccc}
B_{1}^{q}\left(y_{1}\right) & \cdots & B_{m}^{q}\left(y_{1}\right)  \tag{3.46}\\
\vdots & \ddots & \vdots \\
B_{1}^{q}\left(y_{m}\right) & \cdots & B_{m}^{q}\left(y_{m}\right)
\end{array}\right]\left[\begin{array}{c}
c_{i 1} \\
\vdots \\
c_{i m}
\end{array}\right]=\left[\begin{array}{c}
\bar{c}_{i 1} \\
\vdots \\
\bar{c}_{i m}
\end{array}\right], \quad i=1, \ldots, n,
$$

thus obtaining the coefficients $\left\{c_{i j}\right\}_{i, j=1}^{n, m}$.

### 3.8 Field-aligned interpolation

Interpolation on the flux surfaces (the 2D surfaces spanned by the coordinates $\left(\eta^{2}, \eta^{3}\right)$ for a fixed value of $\eta^{1}$ ) is performed as described in (Latu et al., 2018, section 2.1). The idea of field-aligned interpolation comes from the observation that standard interpolation based on a centered rectangular stencil of interpolation points, as shown in Figure 3.6, requires a fine mesh in the toroidal direction $\eta^{3}$, in order to achieve good accuracy. The idea of field-aligned interpolation is instead to define a stencil of interpolation points which is approximately aligned to the magnetic field lines, as shown in Figure 3.7, thus allowing for a coarser mesh in the toroidal direction $\eta^{3}$ and reducing the memory footprint of the overall numerical scheme. Figures 3.6 and 3.7 show centered and field-aligned stencils that we would employ in the case of third-order Lagrange interpolation, in order to clarify the general idea. When using splines, field-aligned interpolation allows us to replace 2D spline interpolation in $\left(\eta^{2}, \eta^{3}\right)$ with 1D spline interpolation in $\eta^{2}$ and Lagrange interpolation along the magnetic field lines. More precisely, if we want to interpolate a function $g\left(\eta^{2}, \eta^{3}\right)$ at a given point $\left(\eta_{*}^{2}, \eta_{*}^{3}\right)$ on the flux surface (not belonging to the logical mesh), we first identify a set of adjacent lines at fixed grid values of $\eta^{3}$ in the neighborhood of $\eta_{*}^{3}$, which we denote by $\left\{\eta_{\ell}^{3}\right\}$. It is then possible to compute the values of the coordinate $\eta^{2}$ corresponding to the intersections between the magnetic field line passing through the point $\left(\eta_{*}^{2}, \eta_{*}^{3}\right)$ and the lines at $\eta^{3}=\eta_{\ell}^{3}$. We denote such values of the coordinate $\eta^{2}$ as $\xi\left(\eta_{*}^{2}, \eta_{*}^{3}, \ell\right)$, following a notation similar to (Latu et al., 2018, section 2.1). The values of $g$ at these intersection points, $g\left(\xi\left(\eta_{*}^{2}, \eta_{*}^{3}, \ell\right), \eta_{\ell}^{3}\right)$, are computed by spline interpolation along the direction $\eta^{2}$. The


Figure 3.6: Standard interpolation on a flux surface, based on a centered rectangular stencil of interpolation points (empty bullets).
final value at the point $\left(\eta_{*}^{2}, \eta_{*}^{3}\right)$ is then computed by Lagrange interpolation from the values $g\left(\xi\left(\eta_{*}^{2}, \eta_{*}^{3}, \ell\right), \eta_{\ell}^{3}\right)$ obtained in the previous step. In particular, we typically employ a centered stencil and Lagrange polynomials of odd degree.

### 3.9 Field-aligned differentiation

The parallel derivatives $\nabla_{\|}:=\boldsymbol{b}_{0} \cdot \nabla$, which we also call field-aligned derivatives, are computed in the same way as described in (Latu et al., 2018, section 2.2). For a given function $g\left(\eta^{2}, \eta^{3}\right)$ on a flux surface, its parallel derivative at the mesh point $\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}\right)$ is computed with central finite differences of order 6, yielding

$$
\begin{equation*}
\nabla_{\|} g\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}\right)=\frac{b_{0}^{\eta^{3}}}{\Delta \eta^{3}} \sum_{\ell=-3}^{3} w_{\ell} \bar{g}\left(\xi\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}, i_{3}+\ell\right), \eta_{i_{3}+\ell}^{3}\right) \tag{3.47}
\end{equation*}
$$

where $b_{0}^{\eta^{3}}$ denotes the third contravariant component of $\boldsymbol{b}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{\eta^{1}}, \boldsymbol{e}_{\eta^{2}}, \boldsymbol{e}_{\eta^{3}}\right), \Delta \eta^{3}:=2 \pi / n_{3}$ represents the uniform size of each cell along the toroidal direction $\eta^{3}$, the weights $\left\{w_{\ell}\right\}_{\ell=-3}^{3}$ are defined as

$$
w_{0}=0, \quad w_{-1}=-w_{1}=-\frac{3}{4}, \quad w_{-2}=-w_{2}=\frac{3}{20}, \quad w_{-3}=-w_{3}=-\frac{1}{60},
$$



Figure 3.7: Field-aligned interpolation on a flux surface, based on a field-aligned stencil of interpolation points (empty bullets). The blue crosses represent the points $\left(\xi\left(\eta_{*}^{2}, \eta_{*}^{3}, \ell\right), \eta_{\ell}^{3}\right)$.
and the values $\bar{g}\left(\xi\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}, i_{3}+\ell\right), \eta_{i_{3}+\ell}^{3}\right)$ are computed by spline interpolation along the direction $\eta^{2}$. The algorithm for computing field-aligned derivatives is represented graphically in Figure 3.8.

### 3.10 Summary of the contributions

In this chapter we introduced the basic features of the semi-Lagrangian drift-kinetic code that we developed within the SeLaLib library. Among all the topics described, our main contributions are:

- the extension of the field-aligned splitting discussed in (Latu et al., 2018) to a general setting based on curvilinear coordinates;
- the improvement of the capabilities offered by the SeLaLib library with respect to our spline discretization, which led to the implementation of a small embedded spline library, offering the possibility to define spline bases on periodic or non-periodic domains, based on uniform or non-uniform meshes, and interpolation tools employing different types of boundary conditions, such as periodic boundary conditions, interpolation on Greville points, and Hermite boundary


Figure 3.8: Field-aligned derivative of a function $g$ at the mesh point $\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}\right)$ on a flux surface. The blue crosses represent the points $\left(\xi\left(\eta_{i_{2}}^{2}, \eta_{i_{3}}^{3}, i_{3}+\ell\right), \eta_{i_{3}+\ell}^{3}\right)$, for $l=-3, \ldots, 3$.
conditions (which we do not employ, thus neither describe, in this thesis).
The rest of the material presented in this chapter refers to either background mathematical notions or mathematical and computational tools that were already available before this research started and that may have been only slightly improved within the scope of this thesis.

## Chapter 4

## Coupled hyperbolic-elliptic problems in 2D complex geometries

The field-aligned splitting strategy discussed in the previous chapter allows us to split the 4D Vlasov equation of our drift-kinetic electrostatic model into separate lower-dimensional advection problems. In this chapter we look at the 2D advection on poloidal planes in more detail, including its coupling with the quasi-neutrality equation (described in more detail in chapter 5). If we want to consider realistic geometries, such as, for example, D-shaped Tokamaks, the domains corresponding to the poloidal planes of such geometries can be described, from a mathematical point of view, as singular mapped disk-like domains. The term "mapped" refers to the fact that such domains can be obtained from a rectangular uniform logical domain by applying a given coordinate mapping and the term "singular" refers to the fact that one edge of the rectangular logical domain collapses, through the coordinate mapping, to one point of the physical domain. We refer sometimes to this point as the pole of the domain. In this chapter we suggest a numerical strategy to solve coupled hyperbolic-elliptic problems, similar to the 2D poloidal advection equation coupled to the quasi-neutrality equation of our original 4D model, in such singular domains.

More precisely, we are interested in solving the hyperbolic part of our problem with the semi-Lagrangian method and the elliptic part with a finite element method based
on $B$-splines. One advantage of the semi-Lagrangian method is to avoid any limitation related to the Courant-Friedrichs-Lewy condition (Courant et al., 1928) in the region close to the pole, where the mesh cells become smaller and smaller. Since the method is based on the integration of the characteristics (backward in time), the choice of coordinates to be used while performing this integration turns out to be crucial: such coordinates need indeed to be well-defined in the whole domain, including the pole. The choice of coordinates that we propose fulfills this aim without affecting the robustness, efficiency and accuracy of the numerical scheme. The same coordinates can be used as well for the integration forward in time of the characteristic trajectories of point charges or point-like vortices. On the other hand, the elliptic equation is solved with a finite element method based on $B$-splines. We require the elliptic solver to return a solution at least $\mathcal{C}^{1}$ smooth everywhere in the domain. This is difficult to achieve at the pole. Therefore, we follow the approach recently developed by (Toshniwal et al., 2017) to define a set of globally $\mathcal{C}^{1}$ smooth spline basis functions on singular mapped disk-like domains. A higher degree of smoothness, consistent with the spline degree, may be imposed as well, if needed.

This chapter is organized as follows. Section 4.1 introduces the 2D model that we choose as a test-bed for our numerical methods. Section 4.2 introduces some basic notation that we employ consistently throughout this chapter. Section 4.3 describes singular mapped disk-like domains in more detail. Section 4.4 presents our numerical strategy to solve advection problems on disk-like domains, including numerical tests. Section 4.5 describes our finite element elliptic solver based on globally $\mathcal{C}^{1}$ smooth splines, including numerical tests. Section 4.6 describes how to couple the two numerical schemes in order to solve a self-consistent hyperbolicelliptic problem and presents the results of different numerical tests in various disklike domains. Finally, we end the chapter with a summary of our contributions.

### 4.1 The physical model

The 2D model that we choose as a test-bed for the numerical methods presented in this chapter is the guiding-center model (O'Neil, 1985; Dubin and O'Neil, 1988)

$$
\left\{\begin{array} { l } 
{ \frac { \partial \rho } { \partial t } - E ^ { y } \frac { \partial \rho } { \partial x } + E ^ { x } \frac { \partial \rho } { \partial y } = 0 , }  \tag{4.1}\\
{ - \boldsymbol { \nabla } \cdot \boldsymbol { \nabla } \Phi = \rho , }
\end{array} \quad \text { with } \quad \left\{\begin{array}{l}
\rho(0, x, y)=\rho_{\mathbb{N}}(x, y), \\
\Phi(t, x, y)=0 \text { on } \partial \Omega .
\end{array}\right.\right.
$$

In the context of plasma physics, (4.1) is typically used to describe low-density nonneutral plasmas (Davidson, 2001; Driscoll et al., 2002; Sengupta and Ganesh, 2014, 2015) in a uniform magnetic field $\boldsymbol{B}$ aligned with the direction perpendicular to the $(x, y)$ plane. The unknowns in (4.1) are the density of the plasma particles $\rho$ and the electric scalar potential $\Phi$, related to the electric field via $\boldsymbol{E}=\left(E^{x}, E^{y}\right)^{T}=-\nabla \Phi$. The advection field $\left(-E^{y}, E^{x}\right)$, responsible for the transport of $\rho$ in (4.1), represents the $\boldsymbol{E} \times \boldsymbol{B}$ drift velocity. This model is also equivalent, from a mathematical point of view, to the 2D Euler equations for incompressible inviscid fluids, with $-\rho$ representing the vorticity of the fluid and $\Phi$ a stream function. Indeed, (4.1) has been investigated also in the fluid dynamics community for a variety of studies related to vortex dynamics and turbulence (Schecter and Dubin, 1999; Schecter et al., 1999; Schecter and Dubin, 2001; Ganesh and Lee, 2002).

### 4.2 Notation

In this chapter we denote by $\widehat{\Omega}:=[0,1] \times[0,2 \pi)$ the logical domain (Figure 4.1) and by $\Omega \subset \mathbb{R}^{2}$ the physical domain, which is the image of $\widehat{\Omega}$ through a given coordinate transformation $\boldsymbol{F}: \widehat{\Omega} \rightarrow \mathbb{R}^{2}$. In other words, $\Omega:=\boldsymbol{F}(\widehat{\Omega})$. We denote by $\boldsymbol{\eta}:=(s, \theta) \in \widehat{\Omega}$ and $\boldsymbol{x}:=(x, y) \in \Omega$ the logical and Cartesian coordinates, respectively. Moreover, all quantities defined on the logical domain $\widehat{\Omega}$ are denoted by placing a hat over their symbols. On the other hand, the corresponding quantities defined on the physical domain $\Omega$ are denoted by the same symbols without the hat. For example, denoting by $\alpha$ a scalar quantity of interest, we have $\hat{\alpha}: \widehat{\Omega} \rightarrow \mathbb{R}$


Figure 4.1: Rectangular uniform logical domain $\widehat{\Omega}$ spanned by the logical coordinates $(s, \theta)$.
and $\alpha: \Omega \rightarrow \mathbb{R}$, and the two functions are related via $\hat{\alpha}=\alpha \circ \boldsymbol{F}$. For timedependent quantities, the domain $\widehat{\Omega}$ (respectively, $\Omega$ ) is replaced by $\mathbb{R}^{+} \times \widehat{\Omega}$ (respectively, $\mathbb{R}^{+} \times \Omega$ ). Moreover, for vector quantities, the codomain $\mathbb{R}$ is replaced by $\mathbb{R}^{2}$.

### 4.3 Complex geometries

As mentioned above, we consider here logical domains with a singularity at a unique pole, where the edge $s=0$ of $\widehat{\Omega}$ collapses to the pole ( $x_{0}, y_{0}$ ) of the physical domain through the mapping $\boldsymbol{F}: \boldsymbol{F}(0, \theta)=\left(x_{0}, y_{0}\right)$ for all $\theta$. We now provide two analytical examples of such mappings. The first mapping is defined by (Bouzat et al., 2018) as

$$
\begin{align*}
& x(s, \theta):=x_{0}+(1-\kappa) s \cos \theta-\Delta s^{2}, \\
& y(s, \theta):=y_{0}+(1+\kappa) s \sin \theta, \tag{4.2}
\end{align*}
$$

where $\kappa$ and $\Delta$ denote the elongation and the Shafranov shift, respectively. For $s=0$ the mapping collapses to the pole $\left(x_{0}, y_{0}\right)$. The Jacobian matrix of the mapping, denoted by $J_{F}$, reads

$$
J_{\boldsymbol{F}}(s, \theta)=\left[\begin{array}{cc}
(1-\kappa) \cos \theta-2 \Delta s & (\kappa-1) s \sin \theta  \tag{4.3}\\
(1+\kappa) \sin \theta & (1+\kappa) s \cos \theta
\end{array}\right]
$$

with determinant

$$
\begin{equation*}
\operatorname{det} J_{\boldsymbol{F}}(s, \theta)=s(1+\kappa)[(1-\kappa)-2 \Delta s \cos \theta], \tag{4.4}
\end{equation*}
$$

which vanishes at the pole. The Jacobian matrix of the inverse transformation reads

$$
J_{\boldsymbol{F}}^{-1}(s, \theta)=\frac{1}{\operatorname{det} J_{\boldsymbol{F}}(s, \theta)}\left[\begin{array}{cc}
(1+\kappa) s \cos \theta & (1-\kappa) s \sin \theta  \tag{4.5}\\
-(1+\kappa) \sin \theta & (1-\kappa) \cos \theta-2 \Delta s
\end{array}\right]
$$

and it is singular at the pole. The second mapping is defined by (Czarny and Huysmans, 2008) as

$$
\begin{align*}
& x(s, \theta):=\frac{1}{\varepsilon}(1-\sqrt{1+\varepsilon(\varepsilon+2 s \cos \theta)}) \\
& y(s, \theta):=y_{0}+\frac{e \xi s \sin \theta}{2-\sqrt{1+\varepsilon(\varepsilon+2 s \cos \theta)}}=y_{0}+\frac{e \xi s \sin \theta}{1+\varepsilon x(s, \theta)}, \tag{4.6}
\end{align*}
$$

where $\varepsilon$ and $e$ denote the inverse aspect ratio and the ellipticity, respectively, and $\xi:=1 / \sqrt{1-\varepsilon^{2} / 4}$. For $s=0$ the mapping collapses to the pole $\left(\left(1-\sqrt{1+\varepsilon^{2}}\right) / \varepsilon, y_{0}\right)$. The Jacobian matrix of the mapping reads

$$
J_{\boldsymbol{F}}(s, \theta)=\frac{e \xi}{1+\varepsilon x(s, \theta)}\left[\begin{array}{cc}
-\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{\cos \theta}{e \xi} & \frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{s \sin \theta}{e \xi}  \tag{4.7}\\
\sin \theta+\frac{\varepsilon s \sin \theta \cos \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & s \cos \theta-\frac{\varepsilon s^{2} \sin ^{2} \theta}{1-\varepsilon^{2} x^{2}(s, \theta)}
\end{array}\right]
$$

with determinant

$$
\begin{equation*}
\operatorname{det} J_{\boldsymbol{F}}(s, \theta)=\frac{s}{\varepsilon x(s, \theta)-1}, \tag{4.8}
\end{equation*}
$$



Figure 4.2: Disk-like domains defined by the mappings (4.2) (left) and (4.6) (right). The lines originating from the pole are isolines at constant $\theta$, while the lines concentric around the pole are isolines at constant $s$.
which vanishes at the pole. The Jacobian matrix of the inverse transformation reads

$$
J_{\boldsymbol{F}}^{-1}(s, \theta)=\frac{1}{\operatorname{det} J_{\boldsymbol{F}}(s, \theta)}\left[\begin{array}{cc}
s \cos \theta-\frac{\varepsilon s^{2} \sin ^{2} \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & -\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{s \sin \theta}{e \xi}  \tag{4.9}\\
-\sin \theta-\frac{\varepsilon s \sin \theta \cos \theta}{1-\varepsilon^{2} x^{2}(s, \theta)} & -\frac{1+\varepsilon x(s, \theta)}{1-\varepsilon x(s, \theta)} \frac{\cos \theta}{e \xi}
\end{array}\right],
$$

and it is again singular at the pole. In all the numerical tests considered in this thesis, mapping (4.2) is set up with the parameters

$$
\begin{equation*}
\left(x_{0}, y_{0}\right)=(0,0), \quad \kappa=0.3, \quad \Delta=0.2, \tag{4.10}
\end{equation*}
$$

and mapping (4.6) is set up with the parameters

$$
\begin{equation*}
y_{0}=0, \quad \varepsilon=0.3, \quad e=1.4 \tag{4.11}
\end{equation*}
$$

which yield $x_{0} \approx-0.15$ and $\xi \approx 1.0114$. Figure 4.2 shows the physical domains obtained with these mappings.

In practical applications it may be not possible to have an analytical description of the mapping that represents the physical domain of interest, as in the examples discussed above. Moreover, we are going to solve the elliptic equation in (4.1) with a finite element method based on $B$-splines. This means that our numerical strategy is based on a machinery inherently defined at the discrete level. We therefore need to have a discrete representation of the analytical mappings discussed above. Based on the 2D spline basis defined in section 3.6, we define a discrete representation of our analytical mappings as

$$
\begin{align*}
& x(s, \theta):=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{x} \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta)=x_{0} \widehat{B}_{1}^{s}(s)+\sum_{i_{1}=2}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{x} \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta), \\
& y(s, \theta):=\sum_{i_{1}=1}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{y} \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta)=y_{0} \widehat{B}_{1}^{s}(s)+\sum_{i_{1}=2}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} c_{i_{1} i_{2}}^{y} \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta) . \tag{4.12}
\end{align*}
$$

We remark again a few differences between the notation employed here (and in the following) and the corresponding notation employed in section 3.6. The logical coordinates are now denoted as $(s, \theta)$ instead of $\left(\eta^{1}, \eta^{2}\right)$, a hat is placed over the symbols denoting the basis functions, when they are defined on the logical domain, and the superscripts indicating the degrees $p_{1}$ and $p_{2}$ have been removed in favor of superscripts indicating the functional dependence of the basis functions (either on $s$ or on $\theta$ ).

In all the numerical tests considered in this thesis, the control points $\left\{\left(c_{i_{1} i_{2}}^{x}, c_{i_{1} i_{2}}^{y}\right)\right\}_{i_{1}, i_{2}=1}^{n_{1}, n_{2}}$ are obtained by interpolating a given analytical mapping on the interpolation points defined in section 3.6. For more general practical applications, they could be given as an input from any code capable of constructing a mesh conformal to the flux surfaces of a given equilibrium magnetic field, such as, for example, the software Tokamesh (Guillard et al., 2018). Finally, we note that all the control points at $i_{1}=1$ are equal to the pole, $\left(c_{1 i_{2}}^{x}, c_{1 i_{2}}^{y}\right)=\left(x_{0}, y_{0}\right)$, which is another way of saying that the edge $s=0$ of the logical domain collapses to the pole of the physical domain.

In order to compute integrals on the logical domain $\widehat{\Omega}$ (in the subsequent sections), $p_{1}+1$ Gauss-Legendre quadrature points and weights are introduced in each cell of the domain $[0,1]$ along $s$ and $p_{2}+1$ Gauss-Legendre quadrature points and weights
are introduced in each cell of the domain $[0,2 \pi)$ along $\theta$.

### 4.4 Semi-Lagrangian advection solver

We now focus on the advection equation in (4.1) and write it in terms of a general advection field $\boldsymbol{U}:=\left(-E^{y}, E^{x}\right)^{T}$ as

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\boldsymbol{U} \cdot \boldsymbol{\nabla} \rho=0 . \tag{4.13}
\end{equation*}
$$

We now discuss the optimal choice of coordinates for the integration backward in time of the characteristics of (4.13). We recall that the advection field available at the discrete level is the advection field $\hat{\boldsymbol{U}}$ defined on the logical domain. It is natural to think of integrating the characteristic equations in either Cartesian or logical coordinates. However, both choices present some drawbacks. The characteristic equations in Cartesian coordinates $\boldsymbol{x}$ read

$$
\begin{equation*}
\dot{\boldsymbol{x}}=\hat{\boldsymbol{U}}\left(t, \boldsymbol{F}^{-1}(\boldsymbol{x})\right) . \tag{4.14}
\end{equation*}
$$

These equations are well defined everywhere in the domain, but they become computationally expensive if the mapping $\boldsymbol{F}$ is not easy to invert. On the other hand, the characteristic equations in logical coordinates $\eta$ read

$$
\begin{equation*}
\dot{\boldsymbol{\eta}}=J_{\boldsymbol{F}}^{-1} \hat{\boldsymbol{U}}(t, \boldsymbol{\eta}) . \tag{4.15}
\end{equation*}
$$

These equations are not defined at the pole $s=0$, because $J_{\boldsymbol{F}}^{-1}$ is singular there. We then suggest to introduce the new coordinates $\boldsymbol{X}:=(X, Y)$, defined by the polar transformation

$$
\begin{align*}
& X(s, \theta):=s \cos \theta,  \tag{4.16}\\
& Y(s, \theta):=s \sin \theta,
\end{align*}
$$



Figure 4.3: Pseudo-Cartesian coordinates: the light-gray grids represent the grids in the pseudo-Cartesian coordinates $(X, Y)$ for disk-like domains defined by the mappings (4.2) (left) and (4.6) (right).
which we name pseudo-Cartesian coordinates. We denote by $G: \widehat{\Omega} \rightarrow \mathbb{R}^{2}$ the new mapping defined by $\boldsymbol{G}(\boldsymbol{\eta}):=\boldsymbol{X}$, and by $J_{G}$ its Jacobian, given by

$$
J_{\boldsymbol{G}}(s, \theta)=\left[\begin{array}{rr}
\cos \theta & -s \sin \theta  \tag{4.17}\\
\sin \theta & s \cos \theta
\end{array}\right] .
$$

The pseudo-Cartesian coordinates for the domains defined by the mappings (4.2) and (4.6) are shown in Figure 4.3. In the simplest case of a circular mapping, they reduce to standard Cartesian coordinates. The characteristic equations in pseudoCartesian coordinates $\boldsymbol{X}$ read

$$
\begin{equation*}
\dot{\boldsymbol{X}}=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1} \hat{\boldsymbol{U}}\left(t, \boldsymbol{G}^{-1}(\boldsymbol{X})\right), \tag{4.18}
\end{equation*}
$$

where $J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}$ represents the Jacobian of the composite mapping $\boldsymbol{F} \circ \boldsymbol{G}^{-1}$ defined by $\boldsymbol{F} \circ \boldsymbol{G}^{-1}(\boldsymbol{X})=\boldsymbol{x}$. For a circular mapping, $\boldsymbol{F} \circ \boldsymbol{G}^{-1}$ reduces to the identity and (4.18) reduces to (4.14), which works well because $\boldsymbol{F}^{-1}$ (inverse polar transformation) is easy to compute. For more complex non-circular mappings, (4.18) is more
convenient than (4.14) because the mapping $G$ is easier to invert than the original mapping $\boldsymbol{F}$. More precisely, the inverse mapping $G^{-1}$ is analytical and reads

$$
\begin{align*}
& s(X, Y)=\sqrt{X^{2}+Y^{2}}  \tag{4.19}\\
& \theta(X, Y)=\operatorname{atan} 2(Y, X)
\end{align*}
$$

where atan2 $(Y, X)$ returns the principal value of the argument function applied to the complex number $X+i Y$ in the range $(-\pi, \pi]$ (which then must be shifted appropriately to the domain $[0,2 \pi)$ ). Moreover, the inverse Jacobian matrix $\left(J_{F} J_{G}^{-1}\right)^{-1}$ in (4.18) turns out to be well-behaved everywhere in the physical domain, including the pole. More precisely, the singularity of the inverse Jacobian matrix

$$
J_{\boldsymbol{G}}^{-1}(s, \theta)=\left[\begin{array}{cc}
\cos \theta & \sin \theta  \tag{4.20}\\
-\frac{1}{s} \sin \theta & \frac{1}{s} \cos \theta
\end{array}\right],
$$

in the limit $s \rightarrow 0^{+}$, is cancelled by the matrix elements of $J_{\boldsymbol{F}}$. The product $J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}$ in general reads

$$
J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}(s, \theta)=\left[\begin{array}{ll}
\frac{\partial x}{\partial s} \cos \theta-\frac{1}{s} \frac{\partial x}{\partial \theta} \sin \theta & \frac{\partial x}{\partial s} \sin \theta+\frac{1}{s} \frac{\partial x}{\partial \theta} \cos \theta  \tag{4.21}\\
\frac{\partial y}{\partial s} \cos \theta-\frac{1}{s} \frac{\partial y}{\partial \theta} \sin \theta & \frac{\partial y}{\partial s} \sin \theta+\frac{1}{s} \frac{\partial y}{\partial \theta} \cos \theta
\end{array}\right] .
$$

From an analytical point of view, (4.21) holds for all values of $s$ except at the pole $s=0$. However, the products $\frac{1}{s} \frac{\partial x}{\partial \theta}$ and $\frac{1}{s} \frac{\partial y}{\partial \theta}$ are finite and well-defined in the limit $s \rightarrow 0^{+}$. From a numerical point of view, (4.21) holds for all values of $s$ sufficiently far from the pole, as far as the factor $1 / s$ does not become too large. Therefore, we assume that (4.21) holds for $s \geqslant \epsilon$, for a given small $\epsilon$. More precisely, the derivatives $\partial x / \partial \theta$ and $\partial y / \partial \theta$ vanish for $s=0$. Hence, expanding in $s$ around $s=0$, we have

$$
\begin{align*}
& \frac{\partial x}{\partial \theta}(s, \theta)=s \frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta)+O\left(s^{2}\right)  \tag{4.22}\\
& \frac{\partial y}{\partial \theta}(s, \theta)=s \frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta)+O\left(s^{2}\right)
\end{align*}
$$

which yields

$$
\begin{align*}
& \lim _{s \rightarrow 0^{+}} \frac{1}{s} \frac{\partial x}{\partial \theta}(s, \theta)=\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta),  \tag{4.23}\\
& \lim _{s \rightarrow 0^{+}} \frac{1}{s} \frac{\partial y}{\partial \theta}(s, \theta)=\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta) .
\end{align*}
$$

Therefore, the product $J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}$ at the pole $s=0$ reads
$J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}(0, \theta)=\left[\begin{array}{ll}\frac{\partial x}{\partial s}(0, \theta) \cos \theta-\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta) \sin \theta & \frac{\partial x}{\partial s}(0, \theta) \sin \theta+\frac{\partial^{2} x}{\partial s \partial \theta}(0, \theta) \cos \theta \\ \frac{\partial y}{\partial s}(0, \theta) \cos \theta-\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta) \sin \theta & \frac{\partial y}{\partial s}(0, \theta) \sin \theta+\frac{\partial^{2} y}{\partial s \partial \theta}(0, \theta) \cos \theta\end{array}\right]$.
For example, in the case of mapping (4.2) we get

$$
\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}(0, \theta)=\left[\begin{array}{cc}
\frac{1}{1-\kappa} & 0  \tag{4.25}\\
0 & \frac{1}{1+\kappa}
\end{array}\right]
$$

and, similarly, in the case of mapping (4.6) we get

$$
\left(J_{\boldsymbol{F}} J_{G}^{-1}\right)^{-1}(0, \theta)=\left[\begin{array}{cc}
-\sqrt{1+\varepsilon^{2}} & 0  \tag{4.26}\\
0 & \frac{2-\sqrt{1+\varepsilon^{2}}}{e \xi}
\end{array}\right]
$$

In order to connect (4.21) and (4.24) in a smooth way, for $0<s<\epsilon$ we interpolate linearly the value at the pole $s=0$ and the value at $s=\epsilon$, obtaining

$$
\begin{equation*}
\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}(s, \theta)=\left(1-\frac{s}{\epsilon}\right)\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}(0, \theta)+\frac{s}{\epsilon}\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}(\epsilon, \theta) . \tag{4.27}
\end{equation*}
$$

We remark that the result obtained in (4.24) needs to be single-valued, and hence should not depend on the angle-like variable $\theta$. This is true if we consider analytical mappings such as (4.2) and (4.6), as demonstrated by (4.25) and (4.26), respectively. If we consider, instead, a discrete representation of the above-mentioned mappings, defined, for example, in terms of splines, we observe a residual dependence of (4.24) on $\theta$. It is possible to measure the discrepancy between the matrix elements of $\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}(0, \theta)$, computed by inverting (4.24) (with the derivatives

|  | Circular mapping |  | Mapping (4.2) |  | Mapping (4.6) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $n_{1} \times n_{2}$ | Error | Order | Error | Order | Error | Order |
| $16 \times 32$ | $8.30 \times 10^{-6}$ |  | $1.19 \times 10^{-5}$ |  | $3.66 \times 10^{-6}$ |  |
| $32 \times 64$ | $5.17 \times 10^{-7}$ | 4.01 | $7.38 \times 10^{-7}$ | 4.01 | $5.39 \times 10^{-7}$ | 4.01 |
| $64 \times 128$ | $3.23 \times 10^{-8}$ | 4.00 | $4.61 \times 10^{-8}$ | 4.00 | $3.37 \times 10^{-8}$ | 4.00 |
| $128 \times 256$ | $2.02 \times 10^{-9}$ | 4.00 | $2.88 \times 10^{-9}$ | 4.00 | $2.94 \times 10^{-9}$ | 3.52 |
| $256 \times 512$ | $1.26 \times 10^{-10}$ | 4.00 | $1.80 \times 10^{-10}$ | 4.00 | $3.69 \times 10^{-10}$ | 3.00 |

Table 4.1: Convergence of the product $\left(J_{\boldsymbol{F}} J_{G}^{-1}\right)^{-1}$ to the $\theta$-independent analytical values for a circular mapping and for the mappings (4.2) and (4.6).
evaluated from the discrete spline mapping (4.12)), and the corresponding analytical $\theta$-independent matrix elements. As a measure of the error, we consider the maximum among all matrix elements and all values of $\theta$ for a given interpolation grid. The results in Table 4.1 show that such errors become asymptotically small as the computational mesh is refined (that is, as the number of interpolation points is increased). Such errors do not constitute a problem if they turn out to be smaller than the overall numerical accuracy of our scheme. However, we suggest to guarantee that (4.24) is truly single-valued by taking an average of (4.24) over all values of $\theta$ in the interpolation grid. This may become particularly useful if implicit integration schemes are used, when the magnitude of the above-mentioned errors may become comparable to the tolerances chosen for the implicit methods of choice. We also remark that the parameter $\epsilon$ can be chosen arbitrarily small, as far as it avoids underflows and overflows in floating point arithmetic. For all the numerical tests presented in this thesis we set $\epsilon=10^{-12}$.

### 4.4.1 Numerical results

We test our advection solver for the stationary rotating advection field

$$
\begin{equation*}
\boldsymbol{U}(x, y):=\omega\binom{y_{c}-y}{x-x_{c}} \tag{4.28}
\end{equation*}
$$

with $\omega=2 \pi$ and $\left(x_{c}, y_{c}\right)=(0.25,0)$. The numerical test is performed on mapping (4.6) with the parameters in (4.11). The flow field corresponding to the advection field (4.28) can be computed analytically and reads

$$
\begin{align*}
& x(t+\Delta t)=x_{c}+\left(x(t)-x_{c}\right) \cos (\omega \Delta t)-\left(y(t)-y_{c}\right) \sin (\omega \Delta t), \\
& y(t+\Delta t)=y_{c}+\left(x(t)-x_{c}\right) \sin (\omega \Delta t)+\left(y(t)-y_{c}\right) \cos (\omega \Delta t), \tag{4.29}
\end{align*}
$$

where $\Delta t$ denotes the time step. Therefore, the numerical solution can be compared to the exact one obtained from the analytical flow field by the method of characteristics, $\rho_{\text {ex }}(t, x(t), y(t))=\rho(0, x(0), y(0))$, where the initial positions $x(0)$ and $y(0)$ are obtained from (4.29) with $\Delta t=-t$. The initial condition is set to a superposition of cosine bells with elliptical cross sections:

$$
\begin{equation*}
\rho(0, x, y):=\frac{1}{2}\left[\mathcal{G}\left(r_{1}(x, y)\right)+\mathcal{G}\left(r_{2}(x, y)\right)\right], \tag{4.30}
\end{equation*}
$$

where $\mathcal{G}(r)$ is defined as

$$
\mathcal{G}(r):= \begin{cases}\cos ^{4}\left(\frac{\pi r}{2 a}\right) & r<a  \tag{4.31}\\ 0 & \text { elsewhere }\end{cases}
$$

with $a=0.3$, and $r_{1}(x, y)$ and $r_{2}(x, y)$ are defined as

$$
\begin{align*}
& r_{1}(x, y):=\sqrt{(x-\bar{x})^{2}+8(y-\bar{y})^{2}}, \\
& r_{2}(x, y):=\sqrt{8(x-\bar{x})^{2}+(y-\bar{y})^{2}} . \tag{4.32}
\end{align*}
$$

This test case is inspired by one presented in (Güçlü et al., 2014, section 5.2): the non-Gaussian initial condition allows us to possibly detect any deformation of the ini-
tial density perturbation while rotating under the action of the advection field (4.28). Denoting by $\Delta \rho:=\rho-\rho_{\text {ex }}$ the numerical error, that is, the difference between the numerical solution and the exact one, measures of the error of our numerical scheme are obtained by taking the $L^{\infty}$-norm in time of the spatial $L^{2}$-norm of $\Delta \rho$,

$$
\begin{align*}
\max _{t}\|\Delta \rho\|_{L^{2}} & :=\max _{t}\left(\sqrt{\int_{\Omega} \mathrm{d} x \mathrm{~d} y[\Delta \rho(t, x, y)]^{2}}\right)  \tag{4.33}\\
& =\max _{t}\left(\sqrt{\int_{\hat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}(s, \theta)\right|[\Delta \hat{\rho}(t, s, \theta)]^{2}}\right)
\end{align*}
$$

computed using the Gauss-Legendre quadrature points and weights mentioned in section 4.3, and the $L^{\infty}$-norm in time of the spatial $L^{\infty}$-norm of $\Delta \rho$,

$$
\begin{equation*}
\max _{t}\|\Delta \rho\|_{L^{\infty}}:=\max _{t} \max _{(x, y) \in \Omega}|\Delta \rho(t, x, y)|=\max _{t} \max _{(s, \theta) \in \hat{\Omega}}|\Delta \widehat{\rho}(t, s, \theta)|, \tag{4.34}
\end{equation*}
$$

computed on the Greville points. We remark that the pole is included when we estimate the spatial $L^{\infty}$-norm (4.34). Table 4.2 shows the convergence of our numerical scheme while decreasing the time step $\Delta t$ and correspondingly refining the spatial mesh by increasing the number of points $n_{1}$ in the direction $s$ and the number of points $n_{2}$ in the direction $\theta$ (in order to keep the CFL number constant), using cubic splines and an explicit third-order Runge-Kutta method for the integration of the characteristics. We note that there are no effects of order reduction due to the singularity at the pole. Standard tensor-product spline interpolation turns out to work well in the case of analytical advection fields, provided our choice of coordinates for the integration of the characteristics.

The time integration algorithm is as follows. Starting from a mesh point $\boldsymbol{\eta}_{i j}:=\left(s_{i}, \theta_{j}\right)$ with pseudo-Cartesian coordinates $\boldsymbol{X}_{i j}:=\boldsymbol{G}\left(\boldsymbol{\eta}_{i j}\right)$, we compute the first-stage,


Figure 4.4: Numerical test of the advection solver: contour plot of the density $\rho(t, x, y)$ at time $t=0.8$. The dashed circle represents the trajectory that the initial density perturbation is expected to follow under the action of the rotating advection field (4.28).

| $\Delta t$ | $n_{1} \times n_{2}$ | $\max _{t}\\|\Delta \rho\\|_{L^{2}}$ | Order | $\max _{t}\\|\Delta \rho\\|_{L^{\infty}}$ | Order |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $64 \times 128$ | $3.25 \times 10^{-2}$ |  | $3.53 \times 10^{-1}$ |  |
| $0.1 / 2$ | $128 \times 256$ | $4.10 \times 10^{-3}$ | 2.99 | $4.34 \times 10^{-2}$ | 3.02 |
| $0.1 / 4$ | $256 \times 512$ | $5.11 \times 10^{-4}$ | 3.00 | $5.09 \times 10^{-3}$ | 3.09 |
| $0.1 / 8$ | $512 \times 1024$ | $6.39 \times 10^{-5}$ | 3.00 | $6.13 \times 10^{-4}$ | 3.05 |
| $0.1 / 16$ | $1024 \times 2048$ | $7.98 \times 10^{-6}$ | 3.00 | $7.52 \times 10^{-5}$ | 3.03 |

Table 4.2: Third-order convergence of the advection solver using cubic splines and an explicit third-order Runge-Kutta method for the integration of the characteristics.
second-stage and third-stage derivatives and solutions

1. $\quad \dot{\boldsymbol{X}}_{i j}^{(1)}:=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}\right)$

$$
\begin{equation*}
\boldsymbol{X}_{i j}^{(1)}:=\boldsymbol{X}_{i j}-\frac{\Delta t}{2} \dot{\boldsymbol{X}}_{i j}^{(1)} \tag{4.35a}
\end{equation*}
$$

$$
\boldsymbol{\eta}_{i j}^{(1)}:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(1)}\right)
$$

2. $\quad \dot{\boldsymbol{X}}_{i j}^{(2)}:=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}^{(1)}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}^{(1)}\right)$

$$
\begin{equation*}
\boldsymbol{X}_{i j}^{(2)}:=\boldsymbol{X}_{i j}-\Delta t\left[2 \dot{\boldsymbol{X}}_{i j}^{(2)}-\dot{\boldsymbol{X}}_{i j}^{(1)}\right] \tag{4.35b}
\end{equation*}
$$

$$
\boldsymbol{\eta}_{i j}^{(2)}:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(2)}\right)
$$

3. $\quad \dot{\boldsymbol{X}}_{i j}^{(3)}:=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}^{(2)}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}^{(2)}\right)$

$$
\begin{align*}
\boldsymbol{X}_{i j}^{(3)} & :=\boldsymbol{X}_{i j}-\frac{\Delta t}{6}\left[\dot{\boldsymbol{X}}_{i j}^{(1)}+4 \dot{\boldsymbol{X}}_{i j}^{(2)}+\dot{\boldsymbol{X}}_{i j}^{(3)}\right]  \tag{4.35c}\\
\boldsymbol{\eta}_{i j}^{(3)} & :=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(3)}\right)
\end{align*}
$$

The logical coordinates $\boldsymbol{\eta}_{i j}^{(3)}$ obtained represent the origin of the characteristic at time $t-\Delta t$ passing through the point $\boldsymbol{\eta}_{i j}$ at time $t$.

### 4.5 Spline finite element elliptic solver

We now focus on the elliptic equation in (4.1) and write it in the more general form

$$
\begin{equation*}
-\boldsymbol{\nabla} \cdot(\alpha \boldsymbol{\nabla} \Phi)+\beta \Phi=\rho, \tag{4.36}
\end{equation*}
$$

which reduces to Poisson's equation $-\boldsymbol{\nabla} \cdot \nabla \Phi=\rho$ for $\alpha=1$ and $\beta=0$. We want to solve this equation with a finite element method based on $B$-splines. Following an isogeometric approach, we use the same spline basis used to construct the discrete spline mappings (4.12) as a basis for our finite element method. Moreover, our aim is to obtain a potential $\Phi$ which is at least $\mathcal{C}^{1}$ smooth everywhere in the physical domain, including the pole, so that the corresponding advection fields for the transport of $\rho$ are at least continuous. This is achieved by imposing appropriate $\mathcal{C}^{1}$ smoothness constraints on the spline basis while solving the linear system obtained
from the weak form of (4.36). A systematic approach to define a set of globally $\mathcal{C}^{1}$ smooth spline basis functions on singular mapped disk-like domains was suggested in (Toshniwal et al., 2017) and we now recall its basic ideas.

### 4.5.1 $\mathcal{C}^{1}$ smooth polar splines

The idea is to satisfy the $\mathcal{C}^{1}$ smoothness requirements by imposing appropriate constraints on the $2 n_{2}$ degrees of freedom corresponding to $i_{1}=1,2$ for all $i_{2}$. More precisely, the $2 n_{2}$ basis functions corresponding to these degrees of freedom are replaced by only three new basis functions, defined as linear combinations of the existing ones. In order to guarantee the properties of partition of unity and positivity, (Toshniwal et al., 2017) suggests to use barycentric coordinates to construct these linear combinations. Taking an equilateral triangle enclosing the pole and the first row of control points $\left(c_{2 i_{2}}^{x}, c_{2 i_{2}}^{y}\right)$, with vertices

$$
V_{1}:=\left(x_{0}+\tau, y_{0}\right), \quad V_{2}:=\left(x_{0}-\frac{\tau}{2}, y_{0}+\frac{\sqrt{3}}{2} \tau\right), \quad V_{3}:=\left(x_{0}-\frac{\tau}{2}, y_{0}-\frac{\sqrt{3}}{2} \tau\right)
$$

with $\tau$ defined as

$$
\begin{align*}
\tau:=\max [ & \max _{i_{2}}\left(-2\left(c_{2 i_{2}}^{x}-x_{0}\right)\right), \\
& \max _{i_{2}}\left(\left(c_{2 i_{2}}^{x}-x_{0}\right)-\sqrt{3}\left(c_{2 i_{2}}^{y}-y_{0}\right)\right),  \tag{4.37}\\
& \left.\max _{i_{2}}\left(\left(c_{2 i_{2}}^{x}-x_{0}\right)+\sqrt{3}\left(c_{2 i_{2}}^{y}-y_{0}\right)\right)\right],
\end{align*}
$$

we denote by $\left(\lambda_{1}, \lambda_{2}, \lambda_{3}\right)$ the barycentric coordinates of any point with respect to the vertices of this triangle:

$$
\begin{align*}
& \lambda_{1}(x, y):=\frac{1}{3}+\frac{2}{3} \frac{1}{\tau}\left(x-x_{0}\right),  \tag{4.38a}\\
& \lambda_{2}(x, y):=\frac{1}{3}-\frac{1}{3} \frac{1}{\tau}\left(x-x_{0}\right)+\frac{\sqrt{3}}{3} \frac{1}{\tau}\left(y-y_{0}\right),  \tag{4.38b}\\
& \lambda_{3}(x, y):=\frac{1}{3}-\frac{1}{3} \frac{1}{\tau}\left(x-x_{0}\right)-\frac{\sqrt{3}}{3} \frac{1}{\tau}\left(y-y_{0}\right) . \tag{4.38c}
\end{align*}
$$

Then, the three new basis functions are denoted by $\hat{\mathcal{B}}_{l}$, for $l=1,2,3$, and defined as

$$
\begin{equation*}
\widehat{\mathcal{B}}_{l}(s, \theta):=\sum_{i_{1}=1}^{2} \sum_{i_{2}=1}^{n_{2}} \lambda_{l}\left(c_{i_{1} i_{2}}^{x}, c_{i_{1} i_{2}}^{y}\right) \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta) . \tag{4.39}
\end{equation*}
$$

It can be shown that these basis functions are positive, $\widehat{\mathcal{B}}_{l}(s, \theta) \geqslant 0 \forall(s, \theta)$ and $\forall l$, and that they satisfy the partition of unity property, namely

$$
\begin{equation*}
\sum_{l=1}^{3} \widehat{\mathcal{B}}_{l}(s, \theta)+\sum_{i_{1}=3}^{n_{1}} \sum_{i_{2}=1}^{n_{2}} \widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta)=1 \quad \forall(s, \theta) . \tag{4.40}
\end{equation*}
$$

Moreover, the new basis functions $\mathcal{B}_{l}$, related to $\widehat{\mathcal{B}}_{l}$ via $\widehat{\mathcal{B}}_{l}=\mathcal{B}_{l} \circ \boldsymbol{F}$, are $\mathcal{C}^{1}$ smooth everywhere in the physical domain.

### 4.5.2 Finite element solver

We now consider a more general version of the elliptic equation (4.36) which includes a finite set of $n_{c}$ point charges, denoted with the label $c$, of charges $q_{c}$ and positions $\left(x_{c}, y_{c}\right)$. Denoting by $\rho_{\mathrm{SL}}$ and $\rho_{\mathrm{PIC}}$ the semi-Lagrangian density and the particle density, respectively, we rewrite (4.36) as

$$
\begin{equation*}
-\boldsymbol{\nabla} \cdot(\alpha \boldsymbol{\nabla} \Phi)+\beta \Phi=\rho_{\mathrm{SL}}+\rho_{\mathrm{PIC}} \tag{4.41}
\end{equation*}
$$

with the particle density $\rho_{\text {PIC }}$ defined as

$$
\begin{equation*}
\rho_{\mathrm{PIC}}(x, y):=\sum_{c=1}^{n_{c}} q_{c} \delta\left(x-x_{c}\right) \delta\left(y-y_{c}\right), \tag{4.42}
\end{equation*}
$$

and homogeneous Dirichlet boundary conditions $\Phi(x, y)=0$ on $\partial \Omega$ (omitting the time dependence of $\Phi$ ). We impose these boundary conditions by removing the corresponding basis functions from both the test space and the trial space. More precisely, we choose as test and trial spaces the space defined by the tensor-product spline basis $\left\{\widehat{B}_{i_{1} i_{2}}(s, \theta):=\widehat{B}_{i_{1}}^{s}(s) \widehat{B}_{i_{2}}^{\theta}(\theta)\right\}_{i_{1}, i_{2}=1}^{n_{1}-1, n_{2}}$, where we remove the last $n_{2}$ basis
functions corresponding to $i_{1}=n_{1}$. Hence, the weak form of (4.41) reads

$$
\int_{\Omega} \mathrm{d} x \mathrm{~d} y\left(\alpha \nabla \Phi \cdot \nabla B_{i_{1} i_{2}}+\beta \Phi B_{i_{1} i_{2}}\right)=\int_{\Omega} \mathrm{d} x \mathrm{~d} y \rho_{\mathrm{SL}} B_{i_{1} i_{2}}+\sum_{c=1}^{n_{c}} q_{c} B_{i_{1} i_{2}}\left(x_{c}, y_{c}\right)
$$

for all $i_{1}=1, \ldots, n_{1}-1$ and $i_{2}=1, \ldots, n_{2}$. We now expand $\Phi$ on the trial space and $\rho_{\mathrm{SL}}$ on the full tensor-product space (without removing the last $n_{2}$ basis functions, as the space where $\rho_{\mathrm{SL}}$ is defined is completely independent from the test and trial spaces):

$$
\begin{equation*}
\Phi=\sum_{j_{1}=1}^{n_{1}-1} \sum_{j_{2}=1}^{n_{2}} \Phi_{j_{1} j_{2}} B_{j_{1} j_{2}}, \quad \rho_{\mathrm{SL}}=\sum_{k_{1}=1}^{n_{1}} \sum_{k_{2}=1}^{n_{2}} \rho_{k_{1} k_{2}} B_{k_{1} k_{2}} \tag{4.43}
\end{equation*}
$$

To sum up, the following integer indices are being used:

$$
\begin{array}{lll}
i_{1}=1, \ldots, n_{1}-1 & i_{2}=1, \ldots, n_{2} & \text { (test space) } \\
j_{1}=1, \ldots, n_{1}-1 & j_{2}=1, \ldots, n_{2} & \text { (trial space) }  \tag{4.44}\\
k_{1}=1, \ldots, n_{1} & k_{2}=1, \ldots, n_{2} & \text { (space of } \left.\rho_{\mathrm{SL}}\right)
\end{array}
$$

Hence, we obtain

$$
\begin{align*}
\sum_{j_{1}=1}^{n_{1}-1} \sum_{j_{2}=1}^{n_{2}} \Phi_{j_{1} j_{2}} & \int_{\Omega} \mathrm{d} x \mathrm{~d} y\left(\alpha \boldsymbol{\nabla} B_{j_{1} j_{2}} \cdot \boldsymbol{\nabla} B_{i_{1} i_{2}}+\beta B_{j_{1} j_{2}} B_{i_{1} i_{2}}\right)  \tag{4.45}\\
& =\sum_{k_{1}=1}^{n_{1}} \sum_{k_{2}=1}^{n_{2}} \rho_{k_{1} k_{2}} \int_{\Omega} \mathrm{d} x \mathrm{~d} y B_{k_{1} k_{2}} B_{i_{1} i_{2}}+\sum_{c=1}^{n_{c}} q_{c} B_{i_{1} i_{2}}\left(x_{c}, y_{c}\right)
\end{align*}
$$

for all $i_{1}=1, \ldots, n_{1}-1$ and $i_{2}=1, \ldots, n_{2}$. We now introduce the tensors

$$
\begin{align*}
S_{i_{1} i_{2} j_{1} j_{2}} & :=\int_{\Omega} \mathrm{d} x \mathrm{~d} y\left(\alpha \boldsymbol{\nabla} B_{j_{1} j_{2}} \cdot \boldsymbol{\nabla} B_{i_{1} i_{2}}+\beta B_{j_{1} j_{2}} B_{i_{1} i_{2}}\right) \\
& =\int_{\hat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}\right|\left(\widehat{\alpha} \hat{\boldsymbol{\nabla}} \widehat{B}_{j_{1} j_{2}} \cdot G^{-1} \cdot \hat{\boldsymbol{\nabla}} \widehat{B}_{i_{1} i_{2}}+\widehat{\beta} \widehat{B}_{j_{1} j_{2}} \widehat{B}_{i_{1} i_{2}}\right),  \tag{4.46a}\\
M_{i_{1} i_{2} k_{1} k_{2}} & :=\int_{\Omega} \mathrm{d} x \mathrm{~d} y B_{k_{1} k_{2}} B_{i_{1} i_{2}}=\int_{\widehat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}\right| \widehat{B}_{k_{1} k_{2}} \widehat{B}_{i_{1} i_{2}}, \tag{4.46b}
\end{align*}
$$

where $\hat{\boldsymbol{\nabla}}$ denotes the gradient in the logical domain, defined as $\hat{\boldsymbol{\nabla}} \hat{g}:=\left(\frac{\partial \hat{g}}{\partial s}, \frac{\partial \widehat{g}}{\partial \theta}\right)^{T}$ for any function $\hat{g} \in \mathcal{C}^{1}(\widehat{\Omega})$, and $G^{-1}$ denotes the inverse of the metric matrix of the logical coordinate system (defined by the metric coefficients (A.7)). Such integrals are computed using the Gauss-Legendre quadrature points and weights mentioned in section 4.3. We then obtain

$$
\begin{equation*}
\sum_{j_{1}=1}^{n_{1}-1} \sum_{j_{2}=1}^{n_{2}} S_{i_{1} i_{2} j_{1} j_{2}} \Phi_{j_{1} j_{2}}=\sum_{k_{1}=1}^{n_{1}} \sum_{k_{2}=1}^{n_{2}} M_{i_{1} i_{2} k_{1} k_{2}} \rho_{k_{1} k_{2}}+\sum_{c=1}^{n_{c}} q_{c} \widehat{B}_{i_{1} i_{2}}\left(s_{c}, \theta_{c}\right), \tag{4.47}
\end{equation*}
$$

for all $i_{1}=1, \ldots, n_{1}-1$ and $i_{2}=1, \ldots, n_{2}$. Here, the basis functions $\widehat{B}_{i_{1} i_{2}}$ in the last term are evaluated at the positions $\left(s_{c}, \theta_{c}\right)=\boldsymbol{F}^{-1}\left(x_{c}, y_{c}\right)$ of the point charges in the logical domain. We remark that, when the elliptic equation is coupled to the advection equation for $\rho$ in the guiding-center model, $\boldsymbol{F}^{-1}\left(x_{c}, y_{c}\right)$ needs only to be computed at the beginning of a simulation: later on, the particle equations of motion are integrated using the pseudo-Cartesian coordinates ( $X_{c}, Y_{c}$ ) and therefore $\left(s_{c}, \theta_{c}\right)=\boldsymbol{G}^{-1}\left(X_{c}, Y_{c}\right)$. Equation (4.47) can be written in matrix form as follows. Defining the new integer indices

$$
\begin{array}{ll}
i:=\left(i_{1}-1\right) n_{2}+i_{2}=1, \ldots,\left(n_{1}-1\right) n_{2} & \text { (test space) } \\
j:=\left(j_{1}-1\right) n_{2}+j_{2}=1, \ldots,\left(n_{1}-1\right) n_{2} & \text { (trial space) }  \tag{4.48}\\
k:=\left(k_{1}-1\right) n_{2}+k_{2}=1, \ldots, n_{1} n_{2} & \text { (space of } \left.\rho_{\mathrm{SL}}\right)
\end{array}
$$

we can write (4.47) as

$$
\begin{equation*}
S \boldsymbol{\Phi}=M \boldsymbol{\rho}_{\mathrm{SL}}+\boldsymbol{\rho}_{\mathrm{PIC}} \tag{4.49}
\end{equation*}
$$

where we introduced the matrices $S$ and $M$ with elements $(S)_{i j}:=S_{i_{1} i_{2} j_{1} j_{2}}$ and $(M)_{i k}:=M_{i_{1} i_{2} k_{1} k_{2}}$, and the vectors $\boldsymbol{\Phi}, \boldsymbol{\rho}_{\text {SL }}$ and $\boldsymbol{\rho}_{\text {PIC }}$ with elements $(\boldsymbol{\Phi})_{j}:=\Phi_{j_{1} j_{2}}$, $\left(\boldsymbol{\rho}_{\mathrm{SL}}\right)_{k}:=\rho_{k_{1} k_{2}}$ and $\left(\boldsymbol{\rho}_{\mathrm{PIC}}\right)_{i}:=\sum_{c=1}^{n_{c}} q_{c} \widehat{B}_{i_{1} i_{2}}\left(s_{c}, \theta_{c}\right)$. The $\mathcal{C}^{1}$ smoothness constraint is imposed by applying to the tensor-product spline basis of the test and trial spaces the restriction operator (using a notation similar to (Toshniwal et al., 2017, section 3.3))

$$
E^{T}:=\left(\begin{array}{cc}
\bar{E}^{T} & 0  \tag{4.50}\\
0 & I
\end{array}\right)
$$

where $\bar{E}$ contains the barycentric coordinates of the pole and of the first row of control points. More precisely, $\bar{E}$ is a $2 n_{2} \times 3$ matrix with elements $\bar{E}_{i l}:=\lambda_{l}\left(c_{i_{1} i_{2}}^{x}, c_{i_{1} i_{2}}^{y}\right)$ and $I$ is the identity matrix of size $\left[\left(n_{1}-3\right) n_{2}\right] \times\left[\left(n_{1}-3\right) n_{2}\right]$. Hence, the restriction operator $E$ is a matrix of size $\left[\left(n_{1}-1\right) n_{2}\right] \times\left[3+\left(n_{1}-3\right) n_{2}\right]$. Therefore, (4.49) becomes

$$
\begin{equation*}
\bar{S} \overline{\boldsymbol{\Phi}}=E^{T}\left(M \boldsymbol{\rho}_{\mathrm{SL}}+\boldsymbol{\rho}_{\mathrm{PIC}}\right), \tag{4.51}
\end{equation*}
$$

where $\bar{S}:=E^{T} S E$ and the solution vector $\bar{\Phi}$ is of size $\left[3+\left(n_{1}-3\right) n_{2}\right]$. The matrix $\bar{S}$ is symmetric and positive-definite, hence we can solve the linear system (4.51) with the conjugate gradient method (Hestenes and Stiefel, 1952; Quarteroni et al., 2006). The resulting solution is then prolonged back to the trial space via $\Phi=E \bar{\Phi}$.

### 4.5.3 Numerical results

We first test our elliptic solver on Poisson's equation

$$
\begin{equation*}
-\nabla \cdot \nabla \Phi=\rho, \tag{4.52}
\end{equation*}
$$

with the method of manufactured solutions, looking for an exact solution of the form

$$
\begin{equation*}
\widehat{\Phi}_{\mathrm{ex}}(s, \theta):=\left(1-s^{2}\right) \cos (2 \pi x(s, \theta)) \sin (2 \pi y(s, \theta)), \tag{4.53}
\end{equation*}
$$

on the physical domain defined by mapping (4.2). Denoting by $\Delta \Phi:=\Phi-\Phi_{\text {ex }}$ the numerical error, that is the difference between the numerical solution and the exact one, measures of the error are obtained by computing the spatial $L^{2}$-norm of $\Delta \Phi$,

$$
\|\Delta \Phi\|_{L^{2}}:=\sqrt{\int_{\Omega} \mathrm{d} x \mathrm{~d} y[\Delta \Phi(x, y)]^{2}}=\sqrt{\int_{\widehat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}(s, \theta)\right|[\Delta \hat{\Phi}(s, \theta)]^{2}},
$$

computed using the Gauss-Legendre quadrature points and weights mentioned in section 4.3, and the spatial $L^{\infty}$-norm of $\Delta \Phi$,

$$
\begin{equation*}
\|\Delta \Phi\|_{L^{\infty}}:=\max _{(x, y) \in \Omega}|\Delta \Phi(x, y)|=\max _{(s, \theta) \in \hat{\Omega}}|\Delta \hat{\Phi}(s, \theta)| \tag{4.54}
\end{equation*}
$$



Figure 4.5: Numerical solution of Poisson's equation on a disk-like domain defined by mapping (4.2): contour plots of the numerical solution (left) and error (right), obtained with $n_{1} \times n_{2}=128 \times 256$ and cubic splines.
computed on the Greville points. We remark again that the pole is included when we estimate the spatial $L^{\infty}$-norm (4.54). Numerical results are shown in Figure 4.5. Table 4.3 shows the convergence of the solver while increasing the mesh size using cubic splines.

We then test our solver on the quasi-neutrality equation

$$
\begin{equation*}
-\boldsymbol{\nabla} \cdot(\alpha \boldsymbol{\nabla} \Phi)+\beta \Phi=\rho, \tag{4.55}
\end{equation*}
$$

with $\theta$-independent profiles $\alpha(s)$ and $\beta(s)$ defined as (Figure 4.6)

$$
\alpha(s):=\exp \left[-\tanh \left(\frac{s-0.5}{0.1}\right)\right], \quad \beta(s):=\exp \left[\tanh \left(\frac{s-0.5}{0.2}\right)\right]
$$

and look again for an exact solution of the form (4.53). Measures of the error are obtained, as before, by computing the spatial $L^{2}$-norm and $L^{\infty}$-norm of the numerical error, $\|\Delta \Phi\|_{L^{2}}$ and $\|\Delta \Phi\|_{L^{\infty}}$. Numerical results are shown in Figure 4.7. Table 4.4 shows the convergence of the solver while increasing the mesh size using

| $n_{1} \times n_{2}$ | $\\|\Delta \Phi\\|_{L^{2}}$ | Order | $\\|\Delta \Phi\\|_{L^{\infty}}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| $32 \times 64$ | $7.10 \times 10^{-5}$ |  | $4.17 \times 10^{-5}$ |  |
| $64 \times 128$ | $3.87 \times 10^{-6}$ | 4.20 | $2.31 \times 10^{-6}$ | 4.17 |
| $128 \times 256$ | $2.33 \times 10^{-7}$ | 4.05 | $1.41 \times 10^{-7}$ | 4.03 |
| $256 \times 512$ | $1.44 \times 10^{-8}$ | 4.02 | $8.78 \times 10^{-9}$ | 4.01 |
| $512 \times 1024$ | $8.99 \times 10^{-10}$ | 4.00 | $5.48 \times 10^{-10}$ | 4.00 |

Table 4.3: Numerical solution of Poisson's equation on a disk-like domain defined by mapping (4.2): fourth-order convergence of the elliptic solver using cubic splines.


Figure 4.6: $\theta$-independent profiles used in the quasi-neutrality equation (4.55).


Figure 4.7: Numerical solution of the quasi-neutrality equation on a disk-like domain defined by mapping (4.2): contour plots of the numerical solution (left) and error (right), obtained with $n_{1} \times n_{2}=128 \times 256$ and cubic splines.
cubic splines.

### 4.5.4 Evaluation of the electric field

The advection fields for the transport of $\rho$ in (4.1) are obtained from the potential $\Phi$ by means of derivatives. Here we suggest a strategy to evaluate the Cartesian components of the gradient of $\Phi$ while taking into account the singularity at the pole. We denote again by $\hat{\nabla} \hat{\Phi}$ the gradient of $\widehat{\Phi}$ in the logical domain. The Cartesian components of the gradient are obtained from the logical ones by applying the inverse of the transposed Jacobian matrix:

$$
\begin{equation*}
\widehat{\boldsymbol{\nabla} \Phi}(s, \theta)=\left(J_{\boldsymbol{F}}^{-1}\right)^{T}(s, \theta) \widehat{\boldsymbol{\nabla}} \hat{\Phi}(s, \theta) \tag{4.56}
\end{equation*}
$$

From an analytical point of view, (4.56) holds for all values of $s>0$ and its limit as $s \rightarrow 0^{+}$is finite and unique. From a numerical point of view, (4.56) holds for all values of $s$ sufficiently far from the pole, as far as the inverse Jacobian does not

| $n_{1} \times n_{2}$ | $\\|\Delta \Phi\\|_{L^{2}}$ | Order | $\\|\Delta \Phi\\|_{L^{\infty}}$ | Order |
| :---: | :---: | :---: | :---: | :---: |
| $32 \times 64$ | $7.11 \times 10^{-5}$ |  | $8.36 \times 10^{-5}$ |  |
| $64 \times 128$ | $3.82 \times 10^{-6}$ | 4.22 | $3.78 \times 10^{-6}$ | 4.47 |
| $128 \times 256$ | $2.29 \times 10^{-7}$ | 4.06 | $2.13 \times 10^{-7}$ | 4.15 |
| $256 \times 512$ | $1.41 \times 10^{-8}$ | 4.02 | $1.28 \times 10^{-8}$ | 4.06 |
| $512 \times 1024$ | $8.81 \times 10^{-10}$ | 4.00 | $7.87 \times 10^{-10}$ | 4.02 |

Table 4.4: Numerical solution of the quasi-neutrality equation on a disk-like domain defined by mapping (4.2): fourth-order convergence of the elliptic solver using cubic splines.
become too large. Therefore, we assume that (4.56) holds for $s \geqslant \epsilon$, for a given small $\epsilon$. For $s=0$ the partial derivative with respect to $\theta$ vanishes and all the information is contained in the partial derivative with respect to $s$, which takes a different value for each value of $\theta$. Recalling that a partial derivative has the geometrical meaning of a directional derivative along a vector of the tangent basis, the idea is to combine two given values corresponding to two different values of $\theta$ and extract from them the Cartesian components of the gradient at the pole. The two chosen values of $\theta$ must correspond to linearly independent directions, so that from

$$
\begin{align*}
& \frac{\partial \widehat{\Phi}}{\partial s}\left(0, \theta_{1}\right)=\widehat{\boldsymbol{\nabla} \Phi} \cdot \boldsymbol{e}_{s}=(\widehat{\boldsymbol{\nabla} \Phi})_{x} \frac{\partial x}{\partial s}\left(0, \theta_{1}\right)+(\widehat{\boldsymbol{\nabla} \Phi})_{y} \frac{\partial y}{\partial s}\left(0, \theta_{1}\right),  \tag{4.57a}\\
& \frac{\partial \widehat{\Phi}}{\partial s}\left(0, \theta_{2}\right)=\widehat{\boldsymbol{\nabla} \Phi} \cdot \boldsymbol{e}_{s}=(\widehat{\boldsymbol{\nabla} \Phi})_{x} \frac{\partial x}{\partial s}\left(0, \theta_{2}\right)+(\widehat{\boldsymbol{\nabla} \Phi})_{y} \frac{\partial y}{\partial s}\left(0, \theta_{2}\right), \tag{4.57b}
\end{align*}
$$

the two components $(\widehat{\nabla \Phi})_{x}$ and $(\widehat{\nabla \Phi})_{y}$ can be obtained. Each possible couple of linearly independent directions produces the same result. In order to connect the two approaches in a smooth way, for $0<s<\epsilon$ we interpolate linearly the value at the pole $s=0$ and the value at $s=\epsilon$ :

$$
\begin{equation*}
\widehat{\nabla \Phi}(s, \theta)=\left(1-\frac{s}{\epsilon}\right) \widehat{\nabla} \Phi(0, \theta)+\frac{s}{\epsilon} \widehat{\nabla} \Phi(\epsilon, \theta) . \tag{4.58}
\end{equation*}
$$

We remark that the parameter $\epsilon$ can be chosen arbitrarily small, as far as it avoids underflows and overflows in floating point arithmetic. For all the numerical tests presented in this thesis we set $\epsilon=10^{-12}$.

### 4.6 The 2D guiding-center model

We now address the solution of our 2D guiding-center model

$$
\left\{\begin{array} { l } 
{ \frac { \partial \rho } { \partial t } - E ^ { y } \frac { \partial \rho } { \partial x } + E ^ { x } \frac { \partial \rho } { \partial y } = 0 , }  \tag{4.59}\\
{ - \boldsymbol { \nabla } \cdot \boldsymbol { \nabla } \Phi = \rho , }
\end{array} \quad \text { with } \quad \left\{\begin{array}{l}
\rho(0, x, y)=\rho_{\mathbb{N}}(x, y), \\
\Phi(t, x, y)=0 \text { on } \partial \Omega
\end{array}\right.\right.
$$

Physical quantities conserved by the model are the total mass and energy

$$
\begin{align*}
& M(t):=\int_{\Omega} \mathrm{d} x \mathrm{~d} y \rho(t, x, y)=\int_{\hat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}(s, \theta)\right| \hat{\rho}(t, s, \theta),  \tag{4.60a}\\
& W(t):=\int_{\Omega} \mathrm{d} x \mathrm{~d} y|\boldsymbol{E}(t, x, y)|^{2}=\int_{\hat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}(s, \theta)\right||\widehat{\boldsymbol{E}}(t, s, \theta)|^{2} . \tag{4.60b}
\end{align*}
$$

These integrals are computed using the Gauss-Legendre quadrature points and weights mentioned in section 4.3. The relative errors for the conservation of the invariants (4.60) are defined as

$$
\begin{equation*}
\delta M(t):=\frac{|M(0)-M(t)|}{|M(0)|}, \quad \delta W(t):=\frac{|W(0)-W(t)|}{|W(0)|} . \tag{4.61}
\end{equation*}
$$

Before describing the numerical tests considered for this model, we present our time-advancing strategy and how we deal with the problem of defining an equilibrium density on complex mappings while initializing our simulations.

### 4.6.1 Time integration

We present here two different time integration schemes, one explicit and one implicit, that may be chosen according to the particular physical dynamics described
by model (4.59). Both integration schemes are based on a predictor-corrector procedure. In the numerical tests discussed in this section, the explicit scheme is our default choice, because of its low computational cost. However, there are situations (as, for example, the test case simulating the merger of two macroscopic vortices presented in section 4.6.3) where the dynamics described by model (4.59) is such that the explicit scheme would require very small time steps in order to produce correct results. Instead, the implicit trapezoidal scheme that we describe here has proven capable of capturing the correct dynamics with much larger time steps, thanks to its symmetry and adjoint-symplecticity (Hairer et al., 2012).

## Second-order explicit scheme

The explicit time integration scheme is the second-order integrator described in (Xiong et al., 2018, section 2.2). Since it will be used also for test cases involving point charges, we denote here again by $\rho_{\mathrm{SL}}$ and $\rho_{\text {PIC }}$ the semi-Lagrangian density and the particle density, respectively. Moreover, following the notation of section 4.4, we denote by $\boldsymbol{X}_{i j}:=\boldsymbol{G}\left(\boldsymbol{\eta}_{i j}\right)$ the pseudo-Cartesian coordinates of a given mesh point and by $\boldsymbol{X}_{c}:=\boldsymbol{G}\left(\boldsymbol{\eta}_{c}\right)$ the pseudo-Cartesian coordinates of a given point charge, respectively. The first-order prediction (superscript " $(P)$ ") is given by

$$
\begin{align*}
1 . & \dot{\boldsymbol{X}}_{i j}^{(P)} & :=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}\right) \\
& \boldsymbol{X}_{i j}^{(P)} & :=\boldsymbol{X}_{i j}-\Delta t \dot{\boldsymbol{X}}_{i j}^{(P)}  \tag{4.62a}\\
& \boldsymbol{\eta}_{i j}^{(P)} & :=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(P)}\right) \\
2 . & \dot{\boldsymbol{X}}_{c}^{(P)} & :=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{c}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{c}\right) \\
& \boldsymbol{X}_{c}^{(P)} & :=\boldsymbol{X}_{c}+\Delta t \dot{\boldsymbol{X}}_{c}^{(P)}  \tag{4.62b}\\
& \boldsymbol{\eta}_{c}^{(P)} & :=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{c}^{(P)}\right)
\end{align*}
$$

We then compute the intermediate semi-Lagrangian and particle densities $\rho_{\mathrm{SL}}^{(P)}$ and $\rho_{\text {PIC }}^{(P)}$ and obtain the intermediate electric potential $\Phi^{(P)}$ by solving Poisson's equation. Denoting by $\hat{\boldsymbol{U}}^{(P)}$ the corresponding intermediate advection field, the second-
order correction (superscript " $(C)$ ") is given by

$$
\begin{align*}
& 1 . \dot{\boldsymbol{X}}_{i j}^{(C)} \\
&:=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}^{(P)}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}^{(P)}\right)+\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}\right) \hat{\boldsymbol{U}}^{(P)}\left(\boldsymbol{\eta}_{i j}\right)  \tag{4.63a}\\
& \boldsymbol{X}_{i j}^{(C)}:=\boldsymbol{X}_{i j}-\frac{\Delta t}{2} \dot{\boldsymbol{X}}_{i j}^{(C)} \\
& \boldsymbol{\eta}_{i j}^{(C)}:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(C)}\right) \\
& 2 . \dot{\boldsymbol{X}}_{c}^{(C)}  \tag{4.63b}\\
&:=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{c}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{c}\right)+\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{c}^{(P)}\right) \hat{\boldsymbol{U}}^{(P)}\left(\boldsymbol{\eta}_{c}^{(P)}\right) \\
& \boldsymbol{X}_{c}^{(C)}:=\boldsymbol{X}_{c}+\frac{\Delta t}{2} \dot{\boldsymbol{X}}_{c}^{(C)} \\
& \boldsymbol{\eta}_{c}^{(C)} \\
&:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{c}^{(C)}\right)
\end{align*}
$$

For point charges, this second-order scheme is equivalent to Heun's method (improved Euler's method (Süli and Mayers, 2003)).

## Second-order implicit scheme

The implicit time integration scheme is based on the implicit trapezoidal rule and it will not be used for test cases involving point charges. We denote again by $\rho_{\mathrm{SL}}$ the semi-Lagrangian density and by $\boldsymbol{X}_{i j}:=\boldsymbol{G}\left(\boldsymbol{\eta}_{i j}\right)$ the pseudo-Cartesian coordinates of a given mesh point. The second-order prediction (superscript " $(P)$ ") is given by $\boldsymbol{X}_{i j}^{(P)}:=\boldsymbol{X}_{i j}^{(k)}$ and $\boldsymbol{\eta}_{i j}^{(P)}:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(P)}\right)$, where the $k$-th iteration is computed as

$$
\begin{aligned}
\dot{\boldsymbol{X}}_{i j}^{(k)} & :=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}\right)+\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}^{(k-1)}\right) \hat{\boldsymbol{U}}\left(\boldsymbol{\eta}_{i j}^{(k-1)}\right) \\
\boldsymbol{X}_{i j}^{(k)} & :=\boldsymbol{X}_{i j}-\frac{\Delta t}{4} \dot{\boldsymbol{X}}_{i j}^{(k)} \\
\boldsymbol{\eta}_{i j}^{(k)} & :=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(k)}\right)
\end{aligned}
$$

with $\boldsymbol{X}_{i j}^{(0)}:=\boldsymbol{X}_{i j}$ and $\boldsymbol{\eta}_{i j}^{(0)}:=\boldsymbol{\eta}_{i j}$, provided that $\left|\boldsymbol{X}_{i j}^{(k)}-\boldsymbol{X}_{i j}^{(k-1)}\right|^{2} \leqslant \tau^{2}$, where the tolerance $\tau$ is defined as $\tau:=\tau_{A}+\tau_{R}\left|\boldsymbol{X}_{i j}\right|$, for given absolute and relative tolerances $\tau_{A}$ and $\tau_{R}$. We then compute the intermediate semi-Lagrangian density $\rho_{\mathrm{SL}}^{(P)}$ and obtain the intermediate electric potential $\Phi^{(P)}$ by solving Poisson's equation. Denoting by $\hat{\boldsymbol{U}}^{(P)}$ the corresponding intermediate advection field, the second-order correction (superscript " $(C)$ ") is given by $\boldsymbol{X}_{i j}^{(C)}:=\boldsymbol{X}_{i j}^{(k)}$ and $\boldsymbol{\eta}_{i j}^{(C)}:=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(C)}\right)$,
where the $k$-th iteration is computed as

$$
\begin{aligned}
\dot{\boldsymbol{X}}_{i j}^{(k)} & :=\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}\right) \hat{\boldsymbol{U}}^{(P)}\left(\boldsymbol{\eta}_{i j}\right)+\left(J_{\boldsymbol{F}} J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(\boldsymbol{\eta}_{i j}^{(k-1)}\right) \hat{\boldsymbol{U}}^{(P)}\left(\boldsymbol{\eta}_{i j}^{(k-1)}\right) \\
\boldsymbol{X}_{i j}^{(k)} & :=\boldsymbol{X}_{i j}-\frac{\Delta t}{2} \dot{\boldsymbol{X}}_{i j}^{(k)} \\
\boldsymbol{\eta}_{i j}^{(k)} & :=\boldsymbol{G}^{-1}\left(\boldsymbol{X}_{i j}^{(k)}\right)
\end{aligned}
$$

with $\boldsymbol{X}_{i j}^{(0)}:=\boldsymbol{X}_{i j}$ and $\boldsymbol{\eta}_{i j}^{(0)}:=\boldsymbol{\eta}_{i j}$, provided that $\left|\boldsymbol{X}_{i j}^{(k)}-\boldsymbol{X}_{i j}^{(k-1)}\right|^{2} \leqslant \tau^{2}$.

### 4.6.2 Numerical equilibria

Defining an equilibrium density $\rho$ and a corresponding equilibrium potential $\Phi$ for the system (4.59) becomes non-trivial on domains defined by complex non-circular mappings, such as (4.2) and (4.6). In the case of circular mappings, any axisymmetric density independent of the angle variable $\theta$ turns out to be an equilibrium for the transport equation in (4.59). For more complex mappings we follow the numerical procedure suggested by (Takeda and Tokuda, 1991), and references therein, to compute an equilibrium couple ( $\rho, \Phi$ ). The equilibrium is determined by the eigenvalue problem of finding $(\sigma, \Phi)$ such that $-\boldsymbol{\nabla} \cdot \boldsymbol{\nabla} \Phi=\sigma g(\Phi)$, with given $g$ such that $g^{\prime}(\Phi) \neq 0$ in some limited domain. Given initial data $\left(\sigma^{(0)}, \Phi^{(0)}\right)$, the $i$-th iteration, with $i \geqslant 1$, is computed with the following steps:

1. compute $\rho^{(i)}:=\sigma^{(i-1)} g\left(\Phi^{(i-1)}\right)$;
2. compute $\Phi_{*}^{(i)}$ by solving $-\boldsymbol{\nabla} \cdot \nabla \Phi_{*}^{(i)}=\rho^{(i)}$;
3. if a maximum value $\Phi_{\max }$ is given, compute $c^{(i)}$ by setting $c^{(i)}:=\Phi_{\max } /\left\|\Phi_{*}^{(i)}\right\|_{L^{\infty}}$; if a maximum value $\rho_{\max }$ is given, compute $c^{(i)}$ by solving $c^{(i)} g\left(c^{(i)}\left\|\Phi_{*}^{(i)}\right\|_{L^{\infty}}\right)=\frac{\rho_{\max }}{\sigma^{(i-1)}}$;
4. compute $\left(\sigma^{(i)}, \Phi^{(i)}\right):=c^{(i)}\left(\sigma^{(i-1)}, \Phi_{*}^{(i)}\right)$.

The iterative procedure stops when $\left|\sigma^{(i)}-\sigma^{(i-1)}\right| \leqslant \tau$, for a given tolerance $\tau$. The eigenvalue problem does not have a unique solution, but the algorithm is expected to converge to the ground state, that is the eigenstate with minimum eigenvalue. Figure 4.8 illustrates, for example, the equilibrium obtained in this way with $g(\Phi)=\Phi^{2}$
and $\rho_{\max }=1$ on domains defined by a circular mapping and by the mappings (4.2) and (4.6).



Figure 4.8: Numerical equilibrium density $\rho(x, y)$ obtained with $g(\Phi)=\Phi^{2}$ and $\rho_{\max }=1$ on disk-like domains defined by a circular mapping (top) and by the mappings (4.2) (bottom left) and (4.6) (bottom right).

### 4.6.3 Numerical results

We present here various numerical tests performed on model (4.59), in order to verify the validity and correctness of the numerical schemes discussed in the previous sections.

## Diocotron instability

As a first test we investigate the evolution of the diocotron instability on a domain defined by a circular mapping. From a physical point of view, this corresponds to studying a non-neutral plasma in cylindrical geometry, where the plasma particles are confined radially by a uniform axial magnetic field with a cylindrical conducting wall located at the outer boundary (Levy, 1965). Following (Davidson, 2001), we consider the initial density profile

$$
\widehat{\rho}(0, s, \theta):=\widehat{\rho}_{0}(s)+\widehat{\rho}_{1}(0, s, \theta):= \begin{cases}1+\epsilon \cos (m \theta) & s^{-} \leqslant s \leqslant s^{+}  \tag{4.64}\\ 0 & \text { elsewhere }\end{cases}
$$

This corresponds to a $\theta$-independent equilibrium $\widehat{\rho}_{0}$ (an annular charged layer) with a density perturbation $\hat{\rho}_{1}$ of azimuthal mode number $m$ and small amplitude $\epsilon$. The linear dispersion relation for a complex eigenfrequency $\omega$ reads (Davidson, 2001)

$$
\begin{equation*}
\left(\frac{\omega}{\omega_{D}}\right)^{2}-b_{m} \frac{\omega}{\omega_{D}}+c_{m}=0, \tag{4.65}
\end{equation*}
$$

where $\omega_{D}$ is the diocotron frequency ( $\omega_{D}=1 / 2$ in our units), and $b_{m}$ and $c_{m}$ are defined as

$$
\begin{align*}
& b_{m}:=m\left[1-\left(\frac{s^{-}}{s^{+}}\right)^{2}\right]+\left(s^{+}\right)^{2 m}-\left(s^{-}\right)^{2 m},  \tag{4.66a}\\
& c_{m}:=m\left[1-\left(\frac{s^{-}}{s^{+}}\right)^{2}\right]\left[1-\left(s^{-}\right)^{2 m}\right]-\left[1-\left(\frac{s^{-}}{s^{+}}\right)^{2 m}\right]\left[1-\left(s^{+}\right)^{2 m}\right] . \tag{4.66b}
\end{align*}
$$

If $4 c_{m}>b_{m}^{2}$, the oscillation frequencies resulting from (4.65) form complex conjugate pairs. The solution with $\operatorname{Im} \omega>0$ corresponds to the diocotron instability and describes how rapidly the electric potential grows. The quantity of interest, in this regard, is the $L^{2}$-norm of the perturbed electric potential

$$
\begin{align*}
\left\|\Phi-\Phi_{0}\right\|_{L^{2}} & =\sqrt{\int_{\Omega} \mathrm{d} x \mathrm{~d} y\left[\Phi(t, x, y)-\Phi_{0}(x, y)\right]^{2}}  \tag{4.67}\\
& =\sqrt{\int_{\hat{\Omega}} \mathrm{d} s \mathrm{~d} \theta\left|\operatorname{det} J_{\boldsymbol{F}}(s, \theta)\right|\left[\widehat{\Phi}(t, s, \theta)-\widehat{\Phi}_{0}(s, \theta)\right]^{2}}
\end{align*}
$$

where $\Phi_{0}$ denotes the equilibrium electric potential and the integration is performed again using the Gauss-Legendre quadrature points and weights. In order to represent the initial density in the finite-dimensional space of tensor-product splines, we modify (4.64) by a radial smoothing to avoid discontinuities:

$$
\hat{\rho}(0, s, \theta):= \begin{cases}{[1+\epsilon \cos (m \theta)] \exp \left[-\left(\frac{s-\bar{s}}{d}\right)^{p}\right]} & s^{-} \leqslant s \leqslant s^{+}  \tag{4.68}\\ 0 & \text { elsewhere }\end{cases}
$$

with $\bar{s}:=\left(s^{+}+s^{-}\right) / 2$ and $d:=\left(s^{+}-s^{-}\right) / 2$. If the smoothing layer is small enough, we can still rely on the analytical result obtained for the dispersion relation in the case of the sharp annular layer (4.64). The numerical results have been verified against the analytical dispersion relation for a perturbation with azimuthal mode number $m=9$ and amplitude $\epsilon=10^{-4}$. The numerical growth rate is in good agreement with the analytical one, $\operatorname{Im} \omega \approx 0.18$, for the time interval $20 \lesssim t \lesssim 50$, which corresponds to the linear phase. At time $t \approx 50$, the system enters its nonlinear phase. The simulation is run with $n_{1} \times n_{2}=128 \times 256$ and $\Delta t=0.1$, with the explicit time integrator described in section 4.6.1. Additional parameters defining the initial condition (4.68) are set to $s^{-}=0.45, s^{+}=0.50$ and $p=50$. Numerical results are illustrated in Figures 4.9-4.12. For the conservation of mass and energy we get

$$
\begin{equation*}
\max _{t \in[0,70]} \delta M(t) \approx 5.8 \times 10^{-4}, \quad \max _{t \in[0,70]} \delta W(t) \approx 1.8 \times 10^{-3} . \tag{4.69}
\end{equation*}
$$



Figure 4.9: Numerical simulation of the diocotron instability: $L^{2}$-norm of the perturbed electric potential.

Figures 4.10-4.12 show that in this test case nothing significant happens in the region close to the pole. The effect of using $\mathcal{C}^{1}$ smooth polar splines in such situations is not particularly evident, but they do ensure continuity of the advection field responsible for the transport of $\rho$ (the electric field) everywhere in the domain. Moreover, pseudo-Cartesian coordinates reduce to standard Cartesian coordinates, as the physical domain is defined by a simple circular mapping. The interest of this test case lies primarily in the fact that it provides the valuable possibility of easily verifying the implementation of our numerical scheme by comparing the numerical results with an analytical dispersion relation.

## Vortex merger

In the context of incompressible inviscid 2D Euler fluids, we simulate the merger of two macroscopic vortices by setting up initial conditions qualitatively similar to those described in (Driscoll et al., 2002, section 3). Unlike the diocotron instability, the


Figure 4.10: Numerical simulation of the diocotron instability: contour plots of the density $\rho(t, x, y)$ at times $t=0$ (beginning of the simulation) and $t=50$ (end of the linear phase).


Figure 4.11: Numerical simulation of the diocotron instability: contour plots of the electric potential $\Phi(t, x, y)$ at times $t=0$ (beginning of the simulation) and $t=50$ (end of the linear phase).


Figure 4.12: Numerical simulation of the diocotron instability: contour plots of the electric energy density $|\boldsymbol{E}(t, x, y)|^{2}$ at times $t=0$ (beginning of the simulation) and $t=50$ (end of the linear phase).
interest of this test case lies primarily in the fact that the relevant dynamics occurs in a region close the pole of the physical domain. We consider an equilibrium $\rho_{0}$ obtained with the numerical procedure described in section 4.6 .2 with $g(\Phi)=\Phi^{2}$ and $\Phi_{\max }=1$, and perturb it with two Gaussian perturbations,

$$
\begin{align*}
\rho(0, x, y):=\rho_{0}(x, y)+ & \rho_{1}(0, x, y) \\
:=\rho_{0}(x, y)+ & \epsilon\left(\exp \left[-\frac{\left(x-x_{1}^{*}\right)^{2}+\left(y-y_{1}^{*}\right)^{2}}{2 \sigma^{2}}\right]\right.  \tag{4.70}\\
& \left.+\exp \left[-\frac{\left(x-x_{2}^{*}\right)^{2}+\left(y-y_{2}^{*}\right)^{2}}{2 \sigma^{2}}\right]\right),
\end{align*}
$$

with amplitude $\epsilon=10^{-4}$, width $\sigma=0.08$ and centered in $\left(x_{1}^{*}, y_{1}^{*}\right)=(+0.08,-0.14)$ and $\left(x_{2}^{*}, y_{2}^{*}\right)=(-0.08,+0.14)$, respectively. The time evolution of the initial perturbation $\rho_{1}$ is shown in Figures 4.13-4.14. The simulation is run with $n_{1} \times n_{2}=$ $128 \times 256$ and time step $\Delta t=0.1$, with the second-order implicit time integrator described in section 4.6.1. The explicit time integrator would require in this case very small time steps in order to capture the correct dynamics. Two different aspects play a role in the choice of the time integrator for this particular test case. On the one hand, the error in the integration of the characteristics, which scales with $\Delta t^{2}$ for the second-order explicit scheme described in section 4.6.1, must not be larger than the amplitude of the perturbation on the advection field caused by the density perturbation. In other words, for the explicit scheme, the choice of the time step would be dependent on the amplitude $\epsilon$ of the density perturbation. On the other hand, committing an error in the integration of closed trajectories (as it would be when using the explicit scheme even for stationary advection fields) seems to disrupt the dynamics, preventing the simulation from correctly predicting the merger of the two macroscopic vortices. For the conservation of mass and energy we get

$$
\begin{equation*}
\max _{t \in[0,10]} \delta M(t) \approx 2.8 \times 10^{-9}, \quad \max _{t \in[0,10]} \delta W(t) \approx 4.9 \times 10^{-9} \tag{4.71}
\end{equation*}
$$

The results of a convergence analysis of the numerical results while decreasing the time step are shown in Table 4.5, where $\Delta \rho$ denotes the difference between the vorticity $\rho$ and a reference vorticity obtained by running a simulation with time step $\Delta t=0.1 / 16$.


Figure 4.13: Numerical simulation of the merger of two vortices: contour plots of the density perturbation $\rho_{1}(t, x, y)$ at times $t=0$ and $t=3.5$.


Figure 4.14: Numerical simulation of the merger of two vortices: contour plots of the density perturbation $\rho_{1}(t, x, y)$ at times $t=6.5$ and $t=10$.

| $\Delta t$ | $\\|\Delta \rho\\|_{L^{\infty}}$ | Order | $\max _{t} \delta M(t)$ | Order | $\max _{t} \delta W(t)$ | Order |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.1 | $3.04 \times 10^{-5}$ |  | $2.84 \times 10^{-9}$ |  | $4.92 \times 10^{-9}$ |  |
| $0.1 / 2$ | $8.44 \times 10^{-6}$ | 1.85 | $1.42 \times 10^{-9}$ | 1.00 | $2.47 \times 10^{-9}$ | 0.99 |
| $0.1 / 4$ | $2.05 \times 10^{-6}$ | 2.04 | $7.14 \times 10^{-10}$ | 0.99 | $1.22 \times 10^{-9}$ | 1.02 |
| $0.1 / 8$ | $4.12 \times 10^{-7}$ | 2.32 | $3.46 \times 10^{-10}$ | 1.05 | $6.08 \times 10^{-10}$ | 1.01 |

Table 4.5: Convergence in time of the numerical results for the vortex merger with respect to reference results obtained with time step $\Delta t=0.1 / 16$. The mesh size $n_{1} \times n_{2}=128 \times 256$ is kept fixed in this convergence analysis.

## Point-like vortex dynamics

Again in the context of incompressible inviscid 2D Euler fluids, we also investigate the dynamics of point-like vortices (or point charges) on a non-uniform equilibrium, following the discussion in (Schecter and Dubin, 2001). The numerical tests presented in this section show that the numerical approaches suggested in this thesis can be applied straightforwardly in the context of particle-in-cell methods. This makes our numerical methods interesting also for numerical codes based on such methods, as for example the gyrokinetic PIC codes GTC (Ethier et al., 2005), GTS (Wang et al., 2006), XGC1 (Ku et al., 2009), ORB5 (Bottino et al., 2010), and ELMFIRE (Heikkinen et al., 2008). The examples discussed here can be considered as limit cases of usual particle-in-cell simulations, as we will include only one single point-like vortex (or point charge) in the system. Since our strategy turns out to work well for this extreme scenario, we do not expect issues to appear when dealing with the usual case of large numbers of particles. The point-like vortex contributes to the total charge density as described in equation (4.42). Moreover, the position of the point-like vortex is evolved following the same advection fields $\left(-E^{y}, E^{x}\right)^{T}$ responsible for the transport of $\rho$. Integration in time is performed with the secondorder explicit scheme described in section 4.6.1. For a domain defined by a circular
mapping, we consider an equilibrium vorticity of the form

$$
\hat{\rho}_{0}(s):= \begin{cases}1-1.25 s & s \leqslant 0.8  \tag{4.72}\\ 0 & s>0.8\end{cases}
$$

identical to the one considered in (Schecter and Dubin, 2001, section IV). Figure 4.15 shows the local stream lines of the advection field near positive and negative point-like vortices at the initial time $t=0$ in a rotating frame where the point-like vortices are initially at rest. This is obtained by transforming given coordinates $(x, y)$ at time $t$ to the rotated coordinates

$$
\begin{align*}
x^{\prime} & :=x \cos (-\omega t)-y \sin (-\omega t), \\
y^{\prime} & :=x \sin (-\omega t)+y \cos (-\omega t), \tag{4.73}
\end{align*}
$$

and by transforming the advection field $\left(-E^{y}, E^{x}\right)^{T}$ to the rotated advection field $\left(E^{y}+\omega y, E^{x}-\omega x\right)^{T}$, where $\omega=0.3332$ represents the angular velocity of the background at $t=0$ and $s=0.4$. Figures 4.16-4.17 show results for a point-like vortex of intensity $q= \pm 0.0025$ at the initial position $s=0.4$ and $\theta=0$, viewed in a rotating frame. Time is here normalized as $t^{\prime}=0.1668 t$ (as in (Schecter and Dubin, 2001), where $t^{\prime}$ is denoted as $T$ ). The results shown in Figures 4.16-4.17 are in agreement with the ones shown in Figures 7a and 10a of (Schecter and Dubin, 2001). As explained in (Schecter and Dubin, 2001), positive point-like vortices drift transverse to the shear flow, up the background vorticity gradient, while negative point-like vortices drift down the gradient. Figure 4.18 shows, in this regard, the time evolution of the radial position of the vortices, in agreement with the results shown in Figures 7b and 10b of (Schecter and Dubin, 2001). The simulation is run with $n_{1} \times n_{2}=256 \times 512$ and time step $\Delta t=0.005$. The time step is chosen small enough to resolve the oscillations due to the self-force experienced by the point-like vortices. Moreover, the computational mesh needs to be finer than the previous test cases in order to capture correctly the complex nonlinear dynamics of the interaction between the point-like vortices and the background vorticity. For a rough comparison, the vortex-in-cell simulations discussed in (Schecter and Dubin, 2001) require as well a large computational rectangular grid of size $1025 \times 1025$. Special techniques may be used to reduce self-force effects on non-uniform meshes (or even unstructured


Figure 4.15: Local stream lines of the advection field near a positive (top) and negative (bottom) point-like vortex in a rotating frame $\left(x^{\prime}, y^{\prime}\right)$.


Figure 4.16: Dynamics of a positive point-like vortex on a domain defined by a circular mapping: contour plots of the density $\rho\left(t^{\prime}, x^{\prime}, y^{\prime}\right)$ at times $t^{\prime}=0$ and $t^{\prime}=5.838$ in a rotating frame $\left(x^{\prime}, y^{\prime}\right)$.


Figure 4.17: Dynamics of a negative point-like vortex on a domain defined by a circular mapping: contour plots of the density $\rho\left(t^{\prime}, x^{\prime}, y^{\prime}\right)$ at times $t^{\prime}=0$ and $t^{\prime}=5.838$ in a rotating frame $\left(x^{\prime}, y^{\prime}\right)$.


Figure 4.18: Time evolution of the radial position of a positive (top) and negative (bottom) point-like vortex.


Figure 4.19: Dynamics of a positive point-like vortex on a disk-like domain defined by mapping (4.6): contour plots of the density $\rho(t, x, y)$ at times $t=0$ and $t=35$.
meshes), such as, for example, the ones suggested in (Bettencourt, 2014), but they have not been considered in this thesis. For the conservation of mass and energy we get

$$
\begin{equation*}
\max _{t^{\prime} \in[0,5.838]} \delta M\left(t^{\prime}\right) \approx 6.9 \times 10^{-6}, \quad \max _{t^{\prime} \in[0,5.838]} \delta W\left(t^{\prime}\right) \approx 8.4 \times 10^{-3}, \tag{4.74}
\end{equation*}
$$

for the positive point-like vortex and

$$
\begin{equation*}
\max _{t^{\prime} \in[0,5.838]} \delta M\left(t^{\prime}\right) \approx 6.9 \times 10^{-6}, \quad \max _{t^{\prime} \in[0,5.838]} \delta W\left(t^{\prime}\right) \approx 7.3 \times 10^{-3}, \tag{4.75}
\end{equation*}
$$

for the negative point-like vortex.
Similar simulations on a domain defined by mapping (4.6), initialized with an equilibrium vorticity obtained with the numerical procedure described in section 4.6.2 with $g(\Phi)=\Phi^{2}$ and $\rho_{\max }=1$, show the same qualitative behavior: a positive point-like vortex drifts towards the center of the domain, while a negative point-like vortex drifts towards the boundary (Figures 4.19-4.20). The final time $t=35$ corresponds to the normalized time $t^{\prime}=5.838$ considered before. For the conservation of mass and


Figure 4.20: Dynamics of a negative point-like vortex on a disk-like domain defined by mapping (4.6): contour plots of the density $\rho(t, x, y)$ at times $t=0$ and $t=35$.
energy we get

$$
\begin{equation*}
\max _{t \in[0,35]} \delta M(t) \approx 1.6 \times 10^{-5}, \quad \max _{t \in[0,35]} \delta W(t) \approx 6.9 \times 10^{-3}, \tag{4.76}
\end{equation*}
$$

for the positive point-like vortex and

$$
\begin{equation*}
\max _{t \in[0,35]} \delta M(t) \approx 3.6 \times 10^{-6}, \quad \max _{t \in[0,35]} \delta W(t) \approx 5.7 \times 10^{-3} \tag{4.77}
\end{equation*}
$$

for the negative point-like vortex.

### 4.7 Summary of the contributions

In this chapter we presented a comprehensive numerical strategy for the solution of systems of coupled hyperbolic-elliptic partial differential equations on singular mapped disk-like domains. We introduced a novel set of coordinates, named pseudo-Cartesian coordinates, for the integration of the characteristics of the hyperbolic equation of the system. Such coordinates are well-defined everywhere in the
computational domain, including the pole, and provide a straightforward and relatively simple solution for dealing with singularities when solving advection problems in complex geometries. They reduce to standard Cartesian coordinates in the case of a circular mapping. Moreover, we developed a finite element elliptic solver based on globally $\mathcal{C}^{1}$ smooth splines (Toshniwal et al., 2017). In this thesis we considered only $\mathcal{C}^{1}$ smoothness, but higher-order smoothness, consistent with the spline degree, may be considered as well. We tested our solvers on several test cases in the simplest case of a circular domain and in more complex geometries. The numerical methods presented here show high-order convergence in the space discretization parameters, uniformly across the computational domain, including the pole. Moreover, the techniques discussed in this chapter can be easily applied in the context of particle-in-cell methods and are not necessarily restricted to semi-Lagrangian schemes, which were here discussed in more detail. The range of physical problems that can be approached following the ideas presented in this chapter includes the study of turbulence in magnetized fusion plasmas by means of Vlasov-Poisson fully kinetic models as well as drift-kinetic and gyrokinetic models, and turbulence models for incompressible inviscid Euler fluids in the context of fluid dynamics.

The methods discussed here were developed with the primary aim of being applied later on within our 4D field-aligned semi-Lagrangian drift-kinetic code. How this is done constitutes part of the subjects covered by the next chapter.

All the mathematical and computational tools described in this chapter, except for background material, were derived and tested within the scope of this thesis. The code development was done entirely in the framework of the SeLaLib library. The material presented in this chapter is also described and discussed in a manuscript written in collaboration with Dr. Yaman Güçlü, which is currently under consideration for publication in an international peer-reviewed scientific journal.

## Chapter 5

## Field-aligned semi-Lagrangian 4D drift-kinetic simulations


#### Abstract

In this chapter we consider a 4D drift-kinetic electrostatic model and discuss its numerical solution in two different geometries, namely a cylindrical geometry with a screw pinch magnetic field and a toroidal geometry with circular concentric poloidal cross sections, conformal to the circular concentric flux surfaces of the magnetic field. Our physical model describes the electromagnetic interaction of positive ions of a single atomic species with adiabatic electrons. The model is among the simplest that can be derived under specific assumptions from the full gyrokinetic VlasovMaxwell equations. The word "electrostatic" refers to the fact that we consider only electric perturbations (time-dependent dynamic fluctuations of the electric scalar potential), without treating magnetic perturbations (time-dependent dynamic fluctuations of the magnetic vector potential). We note that this meaning is in contrast to the usual meaning of the word "electrostatic" in the context of classical electrodynamics, where it describes physical processes where the electric field and potential do not vary in time. Despite these simplifications, the model is still complex enough to ensure that the numerical methods and algorithms developed within its scope can be easily employed also within simulation codes that address the solution of more complex gyrokinetic models.


Our primary aim is to show that it is quite straightforward to integrate the 2D numer-
ical machinery developed in the previous chapter within our 4D field-aligned semiLagrangian drift-kinetic code. It is our hope that this will serve as a basis for the future implementation of the same machinery in state-of-the-art gyrokinetic codes, such as, for example, the semi-Lagrangian gyrokinetic code GySeLa (Grandgirard et al., 2006b). The numerical tests that we performed in order to verify our implementation should be considered as first simple tests and can be certainly improved and extended to cover more complex and realistic scenarios.

This chapter is organized as follows. Section 5.1 describes briefly our 4D driftkinetic electrostatic model. Section 5.2 presents in more detail the numerical methods employed for the solution of each of the lower-dimensional advection problems obtained by applying the field-aligned splitting discussed in chapter 3. Section 5.3 defines the scalar quantities that we look at as diagnostic tools in order to verify our implementation and analyze the results of our numerical simulations. Section 5.4 describes our physical model in cylindrical geometry with a screw pinch magnetic field and presents the results obtained for the numerical simulation of an ITG instability, verified through a linear dispersion analysis. Section 5.5 describes our physical model in a toroidal geometry with circular concentric poloidal cross sections and present a first basic numerical test with the primary aim of verifying the conservation properties of the model. We also review how to define an appropriate kinetic equilibrium in such geometry and suggest a numerical strategy to deal with the problem of particles crossing the boundary of the computational domain, when solving the advection equation on poloidal planes. Finally, we end the chapter with a summary of our contributions.

### 5.1 The physical model

The target model that we want to solve is the 4D drift-kinetic electrostatic model

$$
\left\{\begin{array}{l}
\frac{\partial F}{\partial t}+\boldsymbol{U} \cdot \boldsymbol{\nabla} F+U_{P_{\|}} \frac{\partial F}{\partial P_{\|}}=0,  \tag{5.1}\\
-\boldsymbol{\nabla}_{\perp} \cdot\left(\frac{\rho_{0}}{B_{0}^{2}} \boldsymbol{\nabla}_{\perp} \Phi_{1}\right)+\frac{n_{\mathrm{e}}}{T_{\mathrm{e}}} \Phi_{1}=\rho_{1} .
\end{array}\right.
$$

The unknowns in (5.1) are the particle distribution function $F\left(t, \boldsymbol{X}, P_{\|}\right)$, defined on the 4D gyrocenter phase space described by the gyrocenter position and parallel momentum $\boldsymbol{X}$ and $P_{\|}$, and the perturbed electric scalar potential $\Phi_{1}(t, \boldsymbol{X})$, defined on the 3D gyrocenter configuration space. Boundary conditions for (5.1) are an initial distribution function $F\left(0, \boldsymbol{X}, P_{\|}\right)$and homogeneous Dirichlet boundary conditions for $\Phi_{1}$. Both $F$ and $\Phi_{1}$ depend on time and model (5.1) describes their selfconsistent evolution in time. We sometimes refer to the first equation in (5.1) as the 4D drift-kinetic Vlasov equation (or simply the Vlasov equation, if the overall context is clear enough) and to the second equation in (5.1) as the quasi-neutrality equation, as it can be derived under the assumption of quasi-neutrality of the plasma from the Vlasov-Maxwell system (see, for example, (Tronko et al., 2016) for a comprehensive explanation of the quasi-neutrality approximation in the derivation of gyrokinetic models). The word "self-consistent" refers to the fact that the evolution in time of $F$ is coupled to the evolution in time of $\Phi_{1}$. More precisely, the evolution of $\Phi_{1}$, computed by solving the quasi-neutrality equation in (5.1), is coupled to the evolution of $F$ through the perturbed charge density $\rho_{1}(t, \boldsymbol{X})$, defined as

$$
\begin{equation*}
\rho_{1}:=\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} B_{\|}^{*}\left(F-F_{0}\right), \tag{5.2}
\end{equation*}
$$

where $F_{0}\left(\boldsymbol{X}, P_{\|}\right)$denotes the equilibrium distribution function, while the evolution of $F$, computed by solving the Vlasov equation in (5.1), is coupled to the evolution of $\Phi_{1}$ through the advection fields $\boldsymbol{U}\left(t, \boldsymbol{X}, P_{\|}\right)$and $U_{P_{\|}}\left(t, \boldsymbol{X}, P_{\|}\right)$, defined as

$$
\begin{align*}
\boldsymbol{U} & :=\frac{1}{B_{\|}^{*}}\left(\boldsymbol{b}_{0} \times \boldsymbol{\nabla} H+\frac{\partial H}{\partial P_{\|}} \boldsymbol{B}^{*}\right),  \tag{5.3a}\\
U_{P_{\|}} & :=-\frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} \cdot \boldsymbol{\nabla} H \tag{5.3b}
\end{align*}
$$

where the modified magnetic field $\boldsymbol{B}^{*}\left(\boldsymbol{X}, P_{\|}\right)$is defined as

$$
\begin{equation*}
\boldsymbol{B}^{*}:=\boldsymbol{B}_{0}+P_{\|} \boldsymbol{\nabla} \times \boldsymbol{b}_{0}, \tag{5.4}
\end{equation*}
$$

its parallel component $B_{\|}^{*}\left(\boldsymbol{X}, P_{\|}\right)$is defined as $B_{\|}^{*}:=\boldsymbol{B}^{*} \cdot \boldsymbol{b}_{0}$, and the drift-kinetic electrostatic Hamiltonian $H\left(t, \boldsymbol{X}, P_{\|}\right)$is defined as

$$
\begin{equation*}
H:=\frac{P_{\|}^{2}}{2}+\Phi_{1} . \tag{5.5}
\end{equation*}
$$

We note that the perpendicular gradient $\nabla_{\perp}$ in (5.1) denotes the gradient computed with respect to the coordinates spanning the poloidal planes of the 3D geometry considered. The notation is therefore slightly imprecise, as such gradient does not entirely lie on a plane perpendicular to the direction of the magnetic field. Model (5.1) has been considered, for example, in (Latu et al., 2018), in a context similar to the one of this thesis.

### 5.2 Numerical methods

In this chapter we denote the logical coordinates and domains by

$$
\begin{equation*}
\left(r, \theta, \varphi, P_{\|}\right) \in[0, a] \times[0,2 \pi) \times[0,2 \pi) \times\left[-\bar{P}_{\|}, \bar{P}_{\|}\right], \tag{5.6}
\end{equation*}
$$

where $(r, \theta, \varphi)$ refer to either cylindrical coordinates in cylindrical geometry or elementary toroidal coordinates in toroidal geometry, $a>0$ denotes the maximum radius (called the minor radius in toroidal geometry, in order to distinguish it from the major radius $R_{0}$ ) and $\bar{P}_{\|}>0$ denotes the maximum parallel momentum. We also denote the corresponding logical meshes by $\left\{r_{i}\right\}_{i=1}^{n_{1}},\left\{\theta_{j}\right\}_{j=1}^{n_{2}},\left\{\varphi_{k}\right\}_{k=1}^{n_{3}}$, and $\left\{P_{\| \ell}\right\}_{\ell=1}^{n_{4}}$, respectively.

According to the field-aligned splitting described in chapter 3, we split the 4D Vlasov equation in (5.1) into the following three separate lower-dimensional advection problems:

1. a 2D advection on poloidal planes, for constant values $\varphi=\varphi_{k}$ for all $k=1, \ldots, n_{3}$ and $P_{\|}=P_{\| \ell}$ for all $\ell=1, \ldots, n_{4}$ :

$$
\begin{equation*}
\frac{\partial F}{\partial t}+\boldsymbol{U}_{\mathrm{p}} \cdot \boldsymbol{\nabla} F=0 \tag{5.7}
\end{equation*}
$$

2. a 2D field-aligned advection on flux surfaces, for constant values $r=r_{i}$ for all $i=1, \ldots, n_{1}$ and $P_{\|}=P_{\| \ell}$ for all $\ell=1, \ldots, n_{4}$ :

$$
\begin{equation*}
\frac{\partial F}{\partial t}+U_{\mathrm{b}} \boldsymbol{b}_{0} \cdot \boldsymbol{\nabla} F=0 \tag{5.8}
\end{equation*}
$$

3. a 1D advection in momentum space, for constant values $(r, \theta, \varphi)=\left(r_{i}, \theta_{j}, \varphi_{k}\right)$ for all $i=1, \ldots, n_{1}, j=1, \ldots, n_{2}$ and $k=1, \ldots, n_{3}$ :

$$
\begin{equation*}
\frac{\partial F}{\partial t}+U_{P_{\|}} \frac{\partial F}{\partial P_{\|}}=0 \tag{5.9}
\end{equation*}
$$

We recall that the contravariant components $\left(U_{\mathrm{p}}^{\zeta^{1}}, U_{\mathrm{p}}^{\zeta^{2}}\right)$ of the poloidal advection field $\boldsymbol{U}_{\mathrm{p}}$ with respect to the tangent basis $\left(\boldsymbol{e}_{\zeta^{1}}, \boldsymbol{e}_{\zeta^{2}}, \boldsymbol{e}_{\zeta^{3}}\right)$ of the coordinate system defined by the coordinates $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$ (Cartesian coordinates in cylindrical geometry or cylindrical coordinates in toroidal geometry) read

$$
\begin{align*}
U_{\mathrm{p}}^{\zeta^{1}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}} & {\left[\frac{1}{\operatorname{det} J_{\zeta}}\left(-\frac{\partial \Phi_{1}}{\partial \zeta^{2}}+\left(b_{0}\right)_{\zeta^{2}} \nabla_{\|} \Phi_{1}\right)\right.} \\
& \left.+P_{\|}^{2}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{1}}-b_{0}^{\zeta^{1}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right]  \tag{5.10a}\\
U_{\mathrm{p}}^{\zeta^{2}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}}[ & \frac{-1}{\operatorname{det} J_{\zeta}}\left(-\frac{\partial \Phi_{1}}{\partial \zeta^{1}}+\left(b_{0}\right)_{\zeta^{1}} \nabla_{\|} \Phi_{1}\right)  \tag{5.10b}\\
& \left.+P_{\|}^{2}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{2}}-b_{0}^{\zeta^{2}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right]
\end{align*}
$$

the advection field $U_{\mathrm{b}}$ for the field-aligned advection on flux surfaces reads

$$
\begin{align*}
U_{\mathrm{b}}=\frac{1}{B_{\|}^{*}} \frac{1}{b_{0}^{\zeta^{3}}}[ & \frac{1}{\operatorname{det} J_{\zeta}}\left(\left(b_{0}\right)_{\zeta^{1}} \frac{\partial \Phi_{1}}{\partial \zeta^{2}}-\left(b_{0}\right)_{\zeta^{2}} \frac{\partial \Phi_{1}}{\partial \zeta^{1}}\right)  \tag{5.11}\\
& \left.+P_{\|}\left(B_{0}^{\zeta^{3}}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right)\right],
\end{align*}
$$

and the advection field $U_{P_{\|}}$for the advection in momentum space reads

$$
\begin{align*}
U_{P_{\|}}=\frac{-1}{B_{\|}^{*}}[ & \left(B_{0}+\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \nabla_{\|} \Phi_{1} \\
& +\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \zeta^{\zeta^{1}}-b_{0}^{\zeta^{1}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \frac{\partial \Phi_{1}}{\partial \zeta^{1}}  \tag{5.12}\\
& \left.+\frac{P_{\|}}{b_{0}^{\zeta^{3}}}\left(b_{0}^{\zeta^{3}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{2}}-b_{0}^{\zeta^{2}}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\zeta^{3}}\right) \frac{\partial \Phi_{1}}{\partial \zeta^{2}}\right],
\end{align*}
$$

where we also inserted the explicit expression of the drift-kinetic electrostatic Hamiltonian (5.5). We now look at each separate advection problem and discuss in more detail the numerical methods employed for its solution.

We remark that in the following three paragraphs we do not write the explicit dependence of the various advection fields on all variables and we leave instead only the dependence on the variables involved in the particular advection described. In other words, the poloidal advection field $\boldsymbol{U}_{\mathrm{p}}$ is considered to be a function of the poloidal coordinates $(r, \theta)$ only, the advection field $U_{\mathrm{b}}$ for the field-aligned advection on flux surfaces is considered to be a function of the flux-surface coordinates $(\theta, \varphi)$ only, and the advection field $U_{P_{\|}}$for the advection in momentum space is considered to be a function of the momentum coordinate $P_{\|}$only.

The poloidal advection (5.7) is solved by following the strategy described in section 4.4 for the 2D guiding-center model. In this context we denote the pseudo-Cartesian coordinates by $\mathcal{X}:=(\mathcal{X}, \mathcal{Y})$, in order to avoid confusion with the Cartesian coordinates $\boldsymbol{X}$ in the 3D gyrocenter configuration space. The pseudo-Cartesian coordinates $\mathcal{X}$ are defined as

$$
\begin{align*}
& \mathcal{X}(r, \theta):=r \cos \theta,  \tag{5.13}\\
& \mathcal{Y}(r, \theta):=r \sin \theta .
\end{align*}
$$

We denote again by $\boldsymbol{G}$ the mapping defined by $\boldsymbol{G}(r, \theta):=(\mathcal{X}, \mathcal{Y})$, and by $J_{\boldsymbol{G}}$ its Jacobian, using the same notation of section 4.4. The characteristic equations for the poloidal advection (5.7) in pseudo-Cartesian coordinates read

$$
\begin{equation*}
\dot{\boldsymbol{X}}=\left(J J_{\boldsymbol{G}}^{-1}\right)^{-1} \boldsymbol{U}_{\mathrm{p}}, \tag{5.14}
\end{equation*}
$$

where $J$ is the $2 \times 2$ upper-left block extracted from the Jacobian matrix of the coordinate transformation $(r, \theta, \varphi) \mapsto\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$,

$$
J:=\left[\begin{array}{cc}
\frac{\partial \zeta^{1}}{\partial r} & \frac{\partial \zeta^{1}}{\partial \theta}  \tag{5.15}\\
\frac{\partial \zeta^{2}}{\partial r} & \frac{\partial \zeta^{2}}{\partial \theta}
\end{array}\right]
$$

We recall again that the coordinates $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$ are chosen to be the Cartesian coordinates $(x, y, z)$ in cylindrical geometry or the cylindrical coordinates $(R, Z, \varphi)$ in toroidal geometry. The poloidal components of the electric field $\boldsymbol{E}=-\nabla \Phi_{1}$ with respect to the tangent basis $\left(\boldsymbol{e}_{\zeta^{1}}, \boldsymbol{e}_{\zeta^{2}}, \boldsymbol{e}_{\zeta^{3}}\right)$, appearing in $U_{\mathrm{p}}^{\zeta^{1}}$ and $U_{\mathrm{p}}^{\zeta^{2}}$, are computed by following the procedure described in section 4.5 . We then integrate the characteristic equations (5.14) with an implicit 2D trapezoidal scheme. Suppose that we want to find the origin $\left(r^{*}, \theta^{*}\right)$ at time $t-\Delta t$ of the characteristic passing through the mesh point $\left(r_{i}, \theta_{j}\right)$ at time $t$. We denote by $\mathcal{X}_{i j}:=\left(\mathcal{X}_{i j}, \mathcal{Y}_{i j}\right):=\boldsymbol{G}\left(r_{i}, \theta_{j}\right)$ the pseudo-Cartesian coordinates corresponding to $\left(r_{i}, \theta_{j}\right)$. The origin $\left(r^{*}, \theta^{*}\right)$ is given by $\left(r^{*}, \theta^{*}\right)=\left(r_{i}^{(q)}, \theta_{j}^{(q)}\right)=\boldsymbol{G}^{-1}\left(\mathcal{X}_{i j}^{(q)}, \mathcal{Y}_{i j}^{(q)}\right)$, where the $q$-th iteration is computed as

$$
\begin{aligned}
\dot{\boldsymbol{X}}_{i j}^{(q)} & :=\left(J J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(r_{i}, \theta_{j}\right) \boldsymbol{U}_{\mathrm{p}}\left(r_{i}, \theta_{j}\right)+\left(J J_{\boldsymbol{G}}^{-1}\right)^{-1}\left(r_{i}^{(q-1)}, \theta_{j}^{(q-1)}\right) \boldsymbol{U}_{\mathrm{p}}\left(r_{i}^{(q-1)}, \theta_{j}^{(q-1)}\right) \\
\boldsymbol{\mathcal { X }}_{i j}^{(q)} & :=\boldsymbol{\mathcal { X }}_{i j}-\frac{\Delta t}{2} \boldsymbol{\mathcal { X }}_{i j}^{(q)} \\
\left(r_{i}^{(q)}, \theta_{j}^{(q)}\right) & :=\boldsymbol{G}^{-1}\left(\boldsymbol{\mathcal { X }}_{i j}^{(q)}\right)
\end{aligned}
$$

with $\mathcal{X}_{i j}^{(0)}:=\left(\mathcal{X}_{i j}^{(0)}, \mathcal{Y}_{i j}^{(0)}\right):=\left(\mathcal{X}_{i j}, \mathcal{Y}_{i j}\right)$ and $\left(r_{i}^{(0)}, \theta_{j}^{(0)}\right):=\left(r_{i}, \theta_{j}\right)$, provided that $\left|\boldsymbol{\mathcal { X }}_{i j}^{(q)}-\boldsymbol{\mathcal { X }}_{i j}^{(q-1)}\right|^{2} \leqslant \tau^{2}$, where the tolerance $\tau$ is defined as $\tau:=\tau_{\mathrm{A}}+\tau_{\mathrm{R}}\left|\mathcal{X}_{i j}\right|$, for given absolute and relative tolerances $\tau_{\mathrm{A}}$ and $\tau_{\mathrm{R}}$.

The field-aligned advection on flux surfaces (5.8) is solved as follows. Suppose that we want to find the origin $\left(\theta^{*}, \varphi^{*}\right)$ at time $t-\Delta t$ of the characteristic passing through the mesh point $\left(\theta_{j}, \varphi_{k}\right)$ at time $t$. The toroidal angle coordinate $\varphi$ satisfies the ordinary differential equation

$$
\begin{equation*}
\frac{\mathrm{d} \varphi}{\mathrm{~d} t}=U_{\mathrm{b}} b_{0}^{\varphi}=U^{\varphi} \tag{5.16}
\end{equation*}
$$



Figure 5.1: Field-aligned advection on a flux surface. The blue crosses represent the points $\left(\xi^{(q)}\left(\theta_{j}, \varphi_{k}, \ell\right), \varphi_{\ell}^{(q)}\right)$ at the $q$-th iteration of the implicit trapezoidal scheme.
where $b_{0}^{\varphi}$ represents the third contravariant component of $b_{0}$ with respect to the tangent basis ( $\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}$ ) of the logical coordinate system. This scalar equation is solved with an implicit trapezoidal scheme. For $q \geqslant 1$, we denote by $\varphi_{k}^{(q)}$ the value of $\varphi$ obtained at the $q$-th iteration and by $\left\{\varphi_{\ell}^{(q)}\right\}$ a set of grid values of $\varphi$ in some neighborhood of $\varphi_{k}^{(q)}$. It is then possible to compute the values of the coordinate $\theta$ corresponding to the intersections between the magnetic field line passing through the starting point $\left(\theta_{j}, \varphi_{k}\right)$ and the lines at $\varphi=\varphi_{\ell}^{(q)}$. We denote such values of the coordinate $\theta$ as $\xi^{(q)}\left(\theta_{j}, \varphi_{k}, \ell\right)$, as in section 3.8. The values of $F$ and $U_{\mathrm{b}}$ at these intersection points (blue crosses in Figure 5.1) are computed by spline interpolation along the direction $\theta$. We also denote by $\mathcal{U}_{\mathrm{b}}^{(q)}$ the value obtained by interpolating with Lagrange polynomials the values of $U_{\mathrm{b}} b_{0}^{\varphi}$ at the intersection points. We then compute the value of $\varphi$ at the $q$-th iteration as

$$
\begin{equation*}
\varphi_{k}^{(q)}:=\varphi_{k}-\frac{\Delta t}{2}\left[U_{\mathrm{b}}\left(\theta_{j}, \varphi_{k}\right) b_{0}^{\varphi}\left(\theta_{j}, \varphi_{k}\right)+\mathcal{U}_{\mathrm{b}}^{(q-1)}\right], \tag{5.17}
\end{equation*}
$$

with $\varphi_{k}^{(0)}:=\varphi_{k}$. We then set the origin of the characteristic to the point obtained at the $q$-th iteration, $\varphi^{*}=\varphi_{k}^{(q)}$, if $\left|\varphi_{k}^{(q)}-\varphi_{k}^{(q-1)}\right| \leqslant \tau$, for a given tolerance $\tau$.

Finally, the advection in momentum space (5.9) is solved with an implicit 1D trapezoidal scheme. The origin $P_{\|}^{*}$ at time $t-\Delta t$ of the characteristic passing through the
mesh point $P_{\| \ell}$ at time $t$ is given by $P_{\|}^{*}=P_{\| \ell}^{(q)}$, where the $q$-th iteration is computed as

$$
\begin{equation*}
P_{\| \ell}^{(q)}:=P_{\| \ell}-\frac{\Delta t}{2}\left[U_{P_{\|}}\left(P_{\| \ell}\right)+U_{P_{\|}}\left(P_{\| \ell}^{(q-1)}\right)\right], \tag{5.18}
\end{equation*}
$$

with $P_{\| \ell}^{(0)}:=P_{\| \ell}$, provided that $\left|P_{\| \ell}^{(q)}-P_{\| \ell}^{(q-1)}\right| \leqslant \tau$, for a given tolerance $\tau$. If for any $q \geqslant 1$ we have either $P_{\| \ell}^{(q)}<-\bar{P}_{\|}$or $P_{\| \ell}^{(q)}>\bar{P}_{\|}$, we set $P_{\| \ell}^{(q)}=-\bar{P}_{\|}$or $P_{\| \ell}^{(q)}=\bar{P}_{\|}$, respectively.

### 5.3 Scalar diagnostics

The scalar diagnostics currently implemented in our 4D field-aligned semi-Lagrangian drift-kinetic code are the total mass (or total number of particles) and the $L^{2}$-norms of $F$ and $\Phi_{1}$ :

$$
\begin{align*}
M(t) & :=\int_{0}^{a} \mathrm{~d} r \int_{0}^{2 \pi} \mathrm{~d} \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi \int_{-\bar{P}_{\|}}^{\bar{P}_{\|}} \mathrm{d} P_{\|}\left|\operatorname{det} J_{\eta}\right| B_{\|}^{*} F,  \tag{5.19a}\\
\|F\|_{L^{2}}(t) & :=\left[\int_{0}^{a} \mathrm{~d} r \int_{0}^{2 \pi} \mathrm{~d} \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi \int_{-\bar{P}_{\|}}^{\bar{P}_{\|}} \mathrm{d} P_{\|}\left|\operatorname{det} J_{\eta}\right| B_{\|}^{*} F^{2}\right]^{1 / 2},  \tag{5.19b}\\
\left\|\Phi_{1}\right\|_{L^{2}}(t) & :=\left[\int_{0}^{a} \mathrm{~d} r \int_{0}^{2 \pi} \mathrm{~d} \theta \int_{0}^{2 \pi} \mathrm{~d} \varphi\left|\operatorname{det} J_{\eta}\right| \Phi_{1}^{2}\right]^{1 / 2} . \tag{5.19c}
\end{align*}
$$

These scalar quantities are computed numerically by performing the above integrations on the logical meshes. More precisely, the integration in $r$ is performed with the weights

$$
w_{i}^{r}:=\frac{1}{2 \Delta r} \begin{cases}r_{i+1}-r_{i} & i=1  \tag{5.20}\\ r_{i+1}-r_{i-1} & i=2, \ldots, n_{1}-1, \\ r_{i}-r_{i-1} & i=n_{1},\end{cases}
$$

where $\Delta r:=a /\left(n_{1}-1\right)$ (as for a uniform mesh); the integrations in $\theta$ and $\varphi$ are performed with the trapezoidal rule on the respective periodic meshes (defining the cell spacings $\Delta \theta:=2 \pi / n_{2}$ and $\Delta \varphi:=2 \pi / n_{3}$ ); finally, the integration in $P_{\|}$is performed
with the weights

$$
w_{\ell}^{P_{\|}}:=\frac{1}{2 \Delta P_{\|}} \begin{cases}P_{\| \ell+1}-P_{\| \ell} & \ell=1  \tag{5.21}\\ P_{\| \ell+1}-P_{\| \ell-1} & \ell=2, \ldots, n_{4}-1 \\ P_{\| \ell}-P_{\| \ell-1} & \ell=n_{4}\end{cases}
$$

where $\Delta P_{\|}:=2 \bar{P}_{\|} /\left(n_{4}-1\right)$ (as for a uniform mesh). Therefore, the total mass and the $L^{2}$-norms of $F$ and $\Phi_{1}$ are computed as

$$
\begin{gathered}
M(t)=\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}} \sum_{\ell=1}^{n_{4}}\left|\operatorname{det} J_{\eta}\left(r_{i}, \theta_{j}, \varphi_{k}\right)\right| B_{\|}^{*}\left(r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right) F\left(t, r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right) \times \\
\times w_{i}^{r} w_{\ell}^{P_{\|}} \Delta r \Delta \theta \Delta \varphi \Delta P_{\|}, \\
\|F\|_{L^{2}}(t)=\left[\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}} \sum_{\ell=1}^{n_{4}}\left|\operatorname{det} J_{\eta}\left(r_{i}, \theta_{j}, \varphi_{k}\right)\right| B_{\|}^{*}\left(r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right) F^{2}\left(t, r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right) \times\right. \\
\left.\times w_{i}^{r} w_{\ell}^{P_{\|}} \Delta r \Delta \theta \Delta \varphi \Delta P_{\|}\right]^{1 / 2}, \\
\left\|\Phi_{1}\right\|_{L^{2}}(t)=\left[\sum_{i=1}^{n_{1}} \sum_{j=1}^{n_{2}} \sum_{k=1}^{n_{3}}\left|\operatorname{det} J_{\eta}\left(r_{i}, \theta_{j}, \varphi_{k}\right)\right| \Phi_{1}^{2}\left(t, r_{i}, \theta_{j}, \varphi_{k}\right) w_{i}^{r} \Delta r \Delta \theta \Delta \varphi\right]^{1 / 2} .
\end{gathered}
$$

The relative errors for the conservation of the total mass and the $L^{2}$-norm of $F$ are defined as

$$
\begin{equation*}
\delta M(t):=\frac{|M(0)-M(t)|}{|M(0)|}, \quad \delta\|F\|_{L^{2}}(t):=\frac{\left|\|F\|_{L^{2}}(0)-\|F\|_{L^{2}}(t)\right|}{\|F\|_{L^{2}}(0)} \tag{5.23}
\end{equation*}
$$

The quadrature formulas presented in this section, especially regarding the integrations in the non-periodic domains along $r$ and $P_{\|}$, could be improved by using appropriate Gauss-Legendre quadrature points and weights defined in each cell of the respective domains, consistently with the degrees of the spline basis functions along $r$ and $P_{\|}$.

### 5.4 The 4D drift-kinetic model in cylindrical geometry

We now describe model (5.1) in cylindrical geometry with a screw pinch magnetic field. In this case we choose the coordinates $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$ as the Cartesian coordinates $(x, y, z)$, related to the logical coordinates $(r, \theta, \varphi)$ via the transformation

$$
\begin{align*}
& x(r, \theta, \varphi)=r \cos \theta \\
& y(r, \theta, \varphi)=r \sin \theta  \tag{5.24}\\
& z(r, \theta, \varphi)=R_{0} \varphi
\end{align*}
$$

where $R_{0}$ is related to the length $L$ of the cylinder via $L=2 \pi R_{0}$. The contravariant components ( $B_{0}^{x}, B_{0}^{y}, B_{0}^{z}$ ) of the magnetic field $\boldsymbol{B}_{0}$ with respect to the tangent basis ( $\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}$ ) of the Cartesian coordinate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{align*}
B_{0}^{x}(r, \theta) & :=-\bar{B}_{0} \frac{r \sin \theta}{R_{0} q(r)} \\
B_{0}^{y}(r, \theta) & :=\bar{B}_{0} \frac{r \cos \theta}{R_{0} q(r)},  \tag{5.25}\\
B_{0}^{z}(r, \theta) & :=\bar{B}_{0},
\end{align*}
$$

where $\bar{B}_{0}$ is given and $q(r)$ denotes the safety factor profile. We note that $\boldsymbol{B}_{0}$ is axisymmetric and therefore does not depend on the toroidal angle coordinate $\varphi$. The magnitude $B_{0}$ of the magnetic field reads

$$
\begin{equation*}
B_{0}(r)=\sqrt{\frac{\bar{B}_{0}^{2}\left(R_{0}^{2} q^{2}(r)+r^{2}\right)}{R_{0}^{2} q^{2}(r)}} \tag{5.26}
\end{equation*}
$$

and depends only on $r$. The contravariant components $\left(b_{0}^{x}, b_{0}^{y}, b_{0}^{z}\right)$ of the unit vector $\boldsymbol{b}_{0}:=\boldsymbol{B}_{0} / B_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}\right)$ of the Cartesian coordi-
nate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{align*}
b_{0}^{x}(r, \theta) & :=\frac{B_{0}^{x}(r, \theta)}{B_{0}(r)}=-\frac{\bar{B}_{0}}{B_{0}(r)} \frac{r \sin \theta}{R_{0} q(r)}, \\
b_{0}^{y}(r, \theta) & :=\frac{B_{0}^{y}(r, \theta)}{B_{0}(r)}=\frac{\bar{B}_{0}}{B_{0}(r)} \frac{r \cos \theta}{R_{0} q(r)},  \tag{5.27}\\
b_{0}^{z}(r, \theta) & :=\frac{B_{0}^{z}(r, \theta)}{B_{0}(r)}=\frac{\bar{B}_{0}}{B_{0}(r)} .
\end{align*}
$$

Moreover, the contravariant components of the curl of $b_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{x}, \boldsymbol{e}_{y}, \boldsymbol{e}_{z}\right)$ of the Cartesian coordinate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{aligned}
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{x}:=\frac{\partial}{\partial y}\left(b_{0}\right)_{z}-\frac{\partial}{\partial z}\left(b_{0}\right)_{y}=\frac{q(r)-r q^{\prime}(r)}{R_{0}^{2} q^{2}(r)+r^{2}} R_{0} b_{0}^{x}(r, \theta), \\
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{y}:=\frac{\partial}{\partial z}\left(b_{0}\right)_{x}-\frac{\partial}{\partial x}\left(b_{0}\right)_{z}=\frac{q(r)-r q^{\prime}(r)}{R_{0}^{2} q^{2}(r)+r^{2}} R_{0} b_{0}^{y}(r, \theta), \\
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{z}:=\frac{\partial}{\partial x}\left(b_{0}\right)_{y}-\frac{\partial}{\partial y}\left(b_{0}\right)_{x}=\frac{r^{2}+2 R_{0}^{2} q^{2}(r)-R_{0}^{2} r q(r) q^{\prime}(r)}{\left(R_{0}^{2} q^{2}(r)+r^{2}\right) R_{0} q(r)} b_{0}^{z}(r, \theta),
\end{aligned}
$$

where $q^{\prime}(r)=\mathrm{d} q(r) / \mathrm{d} r$. Here we used the fact that $\left(b_{0}\right)_{x}=b_{0}^{x},\left(b_{0}\right)_{y}=b_{0}^{y}$ and $\left(b_{0}\right)_{z}=b_{0}^{z}$, and expressed derivatives with respect to the Cartesian coordinates in terms of derivatives with respect to the logical coordinates as

$$
\begin{align*}
\frac{\partial}{\partial x} & =\frac{\partial r}{\partial x} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial x} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial x} \frac{\partial}{\partial \varphi}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \\
\frac{\partial}{\partial y} & =\frac{\partial r}{\partial y} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial y} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial y} \frac{\partial}{\partial \varphi}=\sin \theta \frac{\partial}{\partial r}+\frac{\cos \theta}{r} \frac{\partial}{\partial \theta}  \tag{5.28}\\
\frac{\partial}{\partial z} & =\frac{\partial r}{\partial z} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial z} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial z} \frac{\partial}{\partial \varphi}=\frac{1}{R_{0}} \frac{\partial}{\partial \varphi} .
\end{align*}
$$

The equation of a magnetic field line in logical coordinates reads

$$
\begin{equation*}
\frac{B_{0}^{\theta}}{\mathrm{d} \theta}=\frac{B_{0}^{\varphi}}{\mathrm{d} \varphi}, \tag{5.29}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\mathrm{d} \theta=\frac{\mathrm{d} \varphi}{q(r)} . \tag{5.30}
\end{equation*}
$$

Here we used the fact that the contravariant components $\left(B_{0}^{r}, B_{0}^{\theta}, B_{0}^{\varphi}\right)$ of the magnetic field $\boldsymbol{B}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}\right)$ of the logical coordinate system can be computed from the corresponding contravariant components ( $B_{0}^{x}, B_{0}^{y}, B_{0}^{z}$ ) using (A.18):

$$
\begin{align*}
& B_{0}^{r}=\cos \theta B_{0}^{x}+\sin \theta B_{0}^{y}, \\
& B_{0}^{\theta}=-\frac{\sin \theta}{r} B_{0}^{x}+\frac{\cos \theta}{r} B_{0}^{y},  \tag{5.31}\\
& B_{0}^{\varphi}=\frac{B_{0}^{z}}{R_{0}} .
\end{align*}
$$

The integration of the right-hand side of (5.30) in the interval $\left[\varphi_{0}, \varphi\right]$ yields

$$
\begin{equation*}
\int_{\varphi_{0}}^{\varphi} \frac{\mathrm{d} \varphi^{\prime}}{q(r)}=\frac{\varphi-\varphi_{0}}{q(r)} . \tag{5.32}
\end{equation*}
$$

The integration of the left-hand side of (5.30) in the interval $\left[\theta_{0}, \theta\right]$ yields

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta} \mathrm{d} \theta^{\prime}=\theta-\theta_{0} . \tag{5.33}
\end{equation*}
$$

Therefore, a magnetic field line passing through the point $\left(r, \theta_{0}, \varphi_{0}\right)$ can be described by the relation between $\theta$ and $\varphi$, which reads

$$
\begin{equation*}
\theta(\varphi)=\theta_{0}+\frac{\varphi-\varphi_{0}}{q(r)} . \tag{5.34}
\end{equation*}
$$

The resulting field lines, shown in Figure 5.2 on the flux surface at $r=a / 2$, are simply straight lines, with a slope depending only on $r$.


Figure 5.2: Magnetic field lines for the magnetic field (5.25) on the flux surface at $r=a / 2$.

### 5.4.1 Linear dispersion analysis

We perform now a linear dispersion analysis of (5.1) and compute the corresponding dispersion relation. We split the distribution function $F$ into an equilibrium part $F_{0}\left(r, P_{\|}\right)$and a linear perturbation $F_{1}\left(t, r, \theta, \varphi, P_{\|}\right)$, of the same order as the perturbed electric potential $\Phi_{1}$ :

$$
\begin{equation*}
F=F_{0}+F_{1} . \tag{5.35}
\end{equation*}
$$

The equilibrium distribution function $F_{0}$ is defined as

$$
\begin{equation*}
F_{0}:=\frac{1}{B_{0}} \frac{\rho_{0}}{\sqrt{2 \pi T_{\mathrm{i}}}} \exp \left(-\frac{P_{\|}^{2}}{2 T_{\mathrm{i}}}\right), \tag{5.36}
\end{equation*}
$$

where $B_{0}, \rho_{0}$ and $T_{\mathrm{i}}$ depend only on $r$, and it is such that

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} B_{\|}^{*} F_{0}=\rho_{0} . \tag{5.37}
\end{equation*}
$$

We note that in this section we assume an infinite momentum domain $[-\infty, \infty]$, so that we can easily perform some analytical calculations. The idea is that the finite domain $\left[-\bar{P}_{\|}, \bar{P}_{\|}\right]$is chosen in such a way that integrals over $\left[-\bar{P}_{\|}, \bar{P}_{\|}\right]$approximate well enough the corresponding integrals over $[-\infty, \infty]$. Similarly to (5.35), we split the advection fields $\boldsymbol{U}$ and $U_{P_{\|}}$as

$$
\begin{equation*}
\boldsymbol{U}=\boldsymbol{U}_{0}+\boldsymbol{U}_{1}, \quad U_{P_{\|}}=U_{P_{\|} 0}+U_{P_{\|} 1}, \tag{5.38}
\end{equation*}
$$

with $\boldsymbol{U}_{0}, \boldsymbol{U}_{1}, U_{P_{\|} 0}$ and $U_{P_{\|} 1}$ defined as

$$
\begin{array}{ll}
\boldsymbol{U}_{0}:=\frac{P_{\|}}{B_{\|}^{*}} \boldsymbol{B}^{*}, & \boldsymbol{U}_{1}:=\frac{\boldsymbol{b}_{0}}{B_{\|}^{*}} \times \nabla \Phi_{1}, \\
U_{P_{\|} 0}:=0, & U_{P_{\|} 1}:=-\frac{\boldsymbol{B}^{*}}{B_{\|}^{*}} \cdot \nabla \Phi_{1} . \tag{5.39b}
\end{array}
$$

Neglecting terms of order higher than linear, the linearized Vlasov equation reads

$$
\begin{equation*}
\frac{\partial F_{1}}{\partial t}+\boldsymbol{U}_{0} \cdot \boldsymbol{\nabla} F_{1}=-\boldsymbol{U}_{0} \cdot \boldsymbol{\nabla} F_{0}-\boldsymbol{U}_{1} \cdot \boldsymbol{\nabla} F_{0}-U_{P_{\| 1}} \frac{\partial F_{0}}{\partial P_{\|}} \tag{5.40}
\end{equation*}
$$

The corresponding (already) linearized quasi-neutrality equation reads

$$
\begin{equation*}
-\nabla_{\perp} \cdot\left(\frac{\rho_{0}}{B_{0}^{2}} \nabla_{\perp} \Phi_{1}\right)+\frac{n_{\mathrm{e}}}{T_{\mathrm{e}}} \Phi_{1}=\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} B_{\|}^{*} F_{1} . \tag{5.41}
\end{equation*}
$$

Introducing the Fourier coefficients

$$
\begin{equation*}
\widehat{F_{1}}:=\int_{0}^{2 \pi} \frac{\mathrm{~d} \theta}{2 \pi} \int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} F_{1} e^{-i m \theta-i n \varphi}, \quad \widehat{\Phi_{1}}:=\int_{0}^{2 \pi} \frac{\mathrm{~d} \theta}{2 \pi} \int_{0}^{2 \pi} \frac{\mathrm{~d} \varphi}{2 \pi} \Phi_{1} e^{-i m \theta-i n \varphi}, \tag{5.42}
\end{equation*}
$$

with $m \in \mathbb{Z}$ and $n \in \mathbb{Z}$, multiplying the linearized equations by $e^{-i m \theta-i n \varphi}$ and integrating with respect to $\theta$ and $\varphi$, we obtain

$$
\begin{equation*}
\frac{\partial \widehat{F_{1}}}{\partial t}+i \boldsymbol{k} \cdot \boldsymbol{U}_{0} \widehat{F_{1}}=i\left(\frac{1}{B_{\|}^{*}} \frac{\partial F_{0}}{\partial r}\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r}+\frac{1}{B_{\|}^{*}} \frac{\partial F_{0}}{\partial P_{\|}} \boldsymbol{k} \cdot \boldsymbol{B}^{*}\right) \widehat{\Phi_{1}}, \tag{5.43}
\end{equation*}
$$

where the vector $\boldsymbol{k}$ has the covariant components $\left(k_{r}, k_{\theta}, k_{\varphi}\right):=(0, m, n)$, and

$$
\begin{equation*}
-\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\rho_{0}}{B_{0}^{2}} \frac{\partial \widehat{\Phi_{1}}}{\partial r}\right)+\frac{m^{2}}{r^{2}} \frac{\rho_{0}}{B_{0}^{2}} \widehat{\Phi_{1}}+\frac{n_{\mathrm{e}}}{T_{\mathrm{e}}} \widehat{\Phi_{1}}=\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} B_{\|}^{*} \widehat{F_{1}} . \tag{5.44}
\end{equation*}
$$

Here we used $U_{0}^{r}=0$, the fact that $U_{0}^{\theta}$ and $U_{0}^{\varphi}$ depend only on $r$ and not on $\theta$ and $\varphi$, and expressed the differential operator on the left-hand side of the quasi-neutrality equation in the curvilinear coordinates $(r, \theta)$ (recalling that $\nabla_{\perp}$ denotes the gradient computed with respect to the coordinates spanning the poloidal planes). Introducing the Laplace transforms

$$
\begin{equation*}
\widetilde{F_{1}}:=\int_{0}^{\infty} \mathrm{d} t \widehat{F}_{1} e^{i \omega t}, \quad \widetilde{\Phi_{1}}:=\int_{0}^{\infty} \mathrm{d} t \widehat{\Phi_{1}} e^{i \omega t} \tag{5.45}
\end{equation*}
$$

with $\omega \in \mathbb{C}$, multiplying the linearized equations by $e^{i \omega t}$ and integrating with respect to $t$, we obtain

$$
\begin{equation*}
i\left(-\omega+\boldsymbol{k} \cdot \boldsymbol{U}_{0}\right) \widetilde{F}_{1}=\widehat{F}_{1 \mathrm{~N}}+i\left(\frac{1}{B_{\|}^{*}} \frac{\partial F_{0}}{\partial r}\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r}+\frac{1}{B_{\|}^{*}} \frac{\partial F_{0}}{\partial P_{\|}} \boldsymbol{k} \cdot \boldsymbol{B}^{*}\right) \widetilde{\Phi_{1}} \tag{5.46}
\end{equation*}
$$

where $\widehat{F_{1 \mathrm{~N}}}$ denotes the value of $\widehat{F_{1}}$ at the initial time $t=0$, and

$$
\begin{equation*}
-\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\rho_{0}}{B_{0}^{2}} \frac{\partial \widetilde{\Phi_{1}}}{\partial r}\right)+\frac{m^{2}}{r^{2}} \frac{\rho_{0}}{B_{0}^{2}} \widetilde{\Phi_{1}}+\frac{n_{\mathrm{e}}}{T_{\mathrm{e}}} \widetilde{\Phi_{1}}=\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} B_{\|}^{*} \widetilde{F_{1}} . \tag{5.47}
\end{equation*}
$$

Inserting $\widetilde{F_{1}}$ obtained from (5.46) into (5.47) we obtain the linear dispersion relation

$$
\begin{equation*}
D(\boldsymbol{k}, \omega) \widetilde{\Phi_{1}}=N(\boldsymbol{k}, \omega) \tag{5.48}
\end{equation*}
$$

where $N(\boldsymbol{k}, \omega)$ and the differential operator $D(\boldsymbol{k}, \omega)$ are defined as

$$
\begin{align*}
N(\boldsymbol{k}, \omega):= & \int_{-\infty}^{+\infty} \mathrm{d} P_{\|} \frac{-i B_{\|}^{*} \widehat{F}_{1 \mathbb{N}}}{-\omega+\boldsymbol{k} \cdot \boldsymbol{U}_{0}},  \tag{5.49a}\\
D(\boldsymbol{k}, \omega):= & -\frac{1}{r} \frac{\partial}{\partial r}\left(r \frac{\rho_{0}}{B_{0}^{2}} \frac{\partial}{\partial r}\right)+\frac{m^{2}}{r^{2}} \frac{\rho_{0}}{B_{0}^{2}}+\frac{n_{\mathrm{e}}}{T_{\mathrm{e}}} \\
& -\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} \frac{\frac{\partial F_{0}}{\partial r}\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r}+\frac{\partial F_{0}}{\partial P_{\|}} \boldsymbol{k} \cdot \boldsymbol{B}^{*}}{-\omega+\boldsymbol{k} \cdot \boldsymbol{U}_{0}} . \tag{5.49b}
\end{align*}
$$

The idea is that the Fourier coefficient $\widehat{\Phi_{1}}$ can be obtained by inverting the Laplace transform (5.45) as

$$
\begin{equation*}
\widehat{\Phi_{1}}=\frac{1}{2 i \pi} \int_{-\infty+i u}^{\infty+i u} \mathrm{~d} \omega \widetilde{\Phi_{1}} e^{-i \omega t} \tag{5.50}
\end{equation*}
$$

where the integration is done along the line $\operatorname{Re} \omega=u$ in the complex plane and $u$ is greater than the real part of all singularities of $\widetilde{\Phi_{1}}$. The integral (5.50) can be computed with the residue theorem by closing the contour by a half-circle in the lower complex half-plane and letting the radius of the half-circle go to infinity. If $\widetilde{\Phi_{1}}$ is analytical everywhere in the domain of integration except a finite number of poles $\left\{\omega_{i}\right\}_{i=1}^{p}$ and if the integral on the half-circle vanishes in the limit of infinite radius, we have

$$
\begin{equation*}
\widehat{\Phi_{1}}=\sum_{i=1}^{p} \operatorname{Res}\left(\widetilde{\Phi_{1}}, \omega_{i}\right) e^{-i \omega_{i} t} \tag{5.51}
\end{equation*}
$$

We refer to (Ahlfors, 1979) for more details about path integrals in complex variables. From the dispersion relation (5.48) we conclude that in order to find the poles of $\widetilde{\Phi_{1}}$ it is necessary to find the values of $\omega$ such that $D(\boldsymbol{k}, \omega)=0$, for a given $\boldsymbol{k}$. Such zeros are computed with the mathematical software package ZEAL (Kravanja et al., 2000), integrated within the SeLaLib library. We also note that the integral

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} P_{\|} \frac{\frac{\partial F_{0}}{\partial r}\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r}+\frac{\partial F_{0}}{\partial P_{\|}} \boldsymbol{k} \cdot \boldsymbol{B}^{*}}{-\omega+\boldsymbol{k} \cdot \boldsymbol{U}_{0}} \tag{5.52}
\end{equation*}
$$

appearing in the differential operator $D(\boldsymbol{k}, \omega)$, can be computed analytically and equals the integral $K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, \beta_{2}, \gamma\right)$, defined in Appendix $\mathbf{B}$, where $n=3$, $\gamma:=1 /\left(2 T_{\mathrm{i}}\right)$, the coefficients $\beta_{0}, \beta_{1}$ and $\beta_{2}$ are defined as

$$
\begin{align*}
& \beta_{0}:=-\omega B_{0},  \tag{5.53a}\\
& \beta_{1}:=\boldsymbol{k} \cdot \boldsymbol{B}_{0}-\omega\left[\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}\right],  \tag{5.53b}\\
& \beta_{2}:=\boldsymbol{k} \cdot\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right), \tag{5.53c}
\end{align*}
$$

and the coefficients $\alpha_{0}, \alpha_{1}, \alpha_{2}$ and $\alpha_{3}$ are defined as

$$
\begin{align*}
& \alpha_{0}:=B_{0} \frac{\partial}{\partial r}\left(\frac{1}{B_{0}} \frac{\rho_{0}}{\sqrt{2 \pi T_{\mathrm{i}}}}\right)\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r},  \tag{5.54a}\\
& \alpha_{1}:=\frac{1}{B_{0}}\left[\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}\right] \alpha_{0}-\frac{1}{T_{\mathrm{i}}} \frac{\rho_{0}}{\sqrt{2 \pi T_{\mathrm{i}}}} \boldsymbol{k} \cdot \boldsymbol{B}_{0},  \tag{5.54b}\\
& \alpha_{2}:=\frac{1}{T_{\mathrm{i}}} \frac{\rho_{0}}{\sqrt{2 \pi T_{\mathrm{i}}}}\left(\frac{1}{2} \frac{1}{T_{\mathrm{i}}} \frac{\partial T_{\mathrm{i}}}{\partial r}\left(\boldsymbol{k} \times \boldsymbol{b}_{0}\right)^{r}-\beta_{2}-\left(\boldsymbol{k} \cdot \boldsymbol{b}_{0}\right)\left[\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}\right]\right),  \tag{5.54c}\\
& \alpha_{3}:=\frac{1}{B_{0}}\left[\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}\right]\left(\alpha_{2}+\frac{1}{T_{\mathrm{i}}} \frac{\rho_{0}}{\sqrt{2 \pi T_{\mathrm{i}}}}\left(\boldsymbol{k} \cdot \boldsymbol{b}_{0}\right)\left[\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right) \cdot \boldsymbol{b}_{0}\right]\right) . \tag{5.54d}
\end{align*}
$$

### 5.4.2 Numerical results

We present here the numerical results obtained from the simulation of an ITG instability. From a physical point of view, we are looking at a plasma instability driven by the gradient of the temperature profile of the ions. The instability exhibits a linear phase of exponential growth, that eventually reaches a saturation level, followed by a non-linear evolution. The parameters defining the cylindrical domain considered here are non-physical, as the size of the system is only about 10 times bigger than the ion Larmor radius. However, such geometry has the effect of amplifying the physical phenomena under study, thus making numerical issues related to our numerical scheme more visible and easier to fix. We therefore think that the geometrical setting considered here, despite being non-physical, is still highly valuable from the point of view of testing our numerical methods and algorithms. More precisely, the minor radius of the cylinder is $a=14.5$ and its length is $L=2 \pi R_{0}$,
with $R_{0}=72.5$. This corresponds to an aspect ratio $A=R_{0} / a=5$, which is only slightly larger than the corresponding realistic physical values for toroidal devices ( $A \approx 2.0$ for ASDEX Upgrade, $A \approx 2.4$ for JET, $A \approx 3.1$ for ITER). The density and temperature profiles of ions and electrons are defined as

$$
\begin{align*}
\rho_{0}(r)=n_{\mathrm{e}}(r) & :=\bar{\rho}_{0} \exp \left[-k_{\rho_{0}} w_{\rho_{0}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{\rho_{0}} a}\right)\right],  \tag{5.55a}\\
T_{\mathrm{i}}(r) & :=\bar{T}_{\mathrm{i}} \exp \left[-k_{T_{\mathrm{i}}} w_{T_{\mathrm{i}}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{T_{\mathrm{i}}} a}\right)\right],  \tag{5.55b}\\
T_{\mathrm{e}}(r): & : \bar{T}_{\mathrm{e}} \exp \left[-k_{T_{\mathrm{e}}} w_{T_{\mathrm{e}}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{T_{\mathrm{e}}} a}\right)\right], \tag{5.55c}
\end{align*}
$$

where $\bar{r}:=a / 2$ and the parameters are set as

$$
\begin{array}{ll}
\bar{\rho}_{0}=0.15, & \bar{T}_{\mathrm{i}}=\bar{T}_{\mathrm{e}}=1.0, \\
k_{\rho_{0}}=4.0, & k_{T_{\mathrm{i}}}=k_{T_{\mathrm{e}}}=20.0, \\
w_{\rho_{0}}=0.2, & w_{T_{\mathrm{i}}}=w_{T_{\mathrm{e}}}=0.1 . \tag{5.56c}
\end{array}
$$

The profiles in (5.55) are shown in Figure 5.3. The safety factor profile $q(r)$ is chosen to be uniform in the whole radial domain, $q(r)=1.25$, and $\bar{B}_{0}=1$. The values of the parameters defining the initial setup of our numerical test are chosen in order to match the initial setup of the numerical simulations presented in (Latu et al., 2018, section 4.3). The initial distribution function is defined as a small perturbation added on an equilibrium local Maxwellian:

$$
\begin{equation*}
F\left(0, r, \theta, \varphi, P_{\|}\right):=F_{0}\left(r, P_{\|}\right)\left[1+\epsilon \exp \left(-\frac{(r-\bar{r})^{2}}{4 w_{\rho_{0}} / w_{T_{\mathrm{i}}}}\right) \cos (m \theta+n \varphi)\right], \tag{5.57}
\end{equation*}
$$

where the equilibrium local Maxwellian $F_{0}$ is defined as in (5.36). The numerical results have been verified against the analytical dispersion relation for a perturbation with poloidal mode number $m=9$, toroidal mode number $n=-8$ and amplitude $\epsilon=10^{-8}$. The exponential growth rate observed in the numerical experiment is in good agreement with the analytical one, $\operatorname{Im} \omega \approx 0.005$, for the time interval $1000 \lesssim t \lesssim 3000$, which corresponds to the linear phase, as shown in Figure 5.4. At time $t \approx 3000$ the system enters its non-linear phase. The simulation is run


Figure 5.3: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: density and temperature profiles used to initialize the simulation.


Figure 5.4: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: $L^{2}$-norm of the perturbed electric potential.
with $n_{1} \times n_{2} \times n_{3} \times n_{4}=256 \times 512 \times 32 \times 128, \Delta t=2.0$ and a momentum domain [ $-8.0,8.0$ ]. Numerical results are shown in Figures 5.4-5.8. For the conservation of the total mass $M(t)$ and the $L^{2}$-norm of $F$ we get

$$
\begin{equation*}
\max _{t \in[0,4000]} \delta M(t) \approx 1.6 \times 10^{-7}, \quad \max _{t \in[0,4000]} \delta\|F\|_{L^{2}}(t) \approx 2.7 \times 10^{-5} . \tag{5.58}
\end{equation*}
$$

### 5.5 The 4D drift-kinetic model in toroidal geometries

We now describe model (5.1) in a toroidal geometry with circular concentric poloidal cross sections, conformal to the circular concentric flux surfaces of the magnetic field. In this case we choose the coordinates $\left(\zeta^{1}, \zeta^{2}, \zeta^{3}\right)$ as the cylindrical coordi-


Figure 5.5: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: contour plots of the distribution function $F\left(t, x, y, z=0, P_{\|}=0\right)$ at times $t=0$ (beginning of the simulation) and $t=3000$ (end of the linear phase).


Figure 5.6: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: contour plots of the density perturbation $\rho_{1}(t, x, y, z=0)$ at times $t=0$ (beginning of the simulation) and $t=3000$ (end of the linear phase).


Figure 5.7: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: contour plots of the perturbed electric potential $\Phi_{1}(t, x, y, z=0)$ at times $t=0$ (beginning of the simulation) and $t=3000$ (end of the linear phase).


Figure 5.8: Numerical simulation of an ITG instability in cylindrical geometry with a screw pinch magnetic field: contour plots of the density perturbation $\rho_{1}(t, r=a / 2, \theta, \varphi)$ on the flux surface at $r=a / 2$ at times $t=0$ (beginning of the simulation) and $t=3000$ (end of the linear phase). The oblique lines in the top figure are exactly straight: any oscillation is an artifact of the interpolation (not field-aligned) used for visualization.
nates $(R, Z, \varphi)$, related to the logical coordinates $(r, \theta, \varphi)$ via the transformation

$$
\begin{align*}
& R(r, \theta, \varphi)=R_{0}+r \cos \theta \\
& Z(r, \theta, \varphi)=r \sin \theta  \tag{5.59}\\
& \varphi(r, \theta, \varphi)=\varphi
\end{align*}
$$

where $R_{0}$ denotes the major radius of the torus. The contravariant components ( $B_{0}^{R}, B_{0}^{Z}, B_{0}^{\varphi}$ ) of the magnetic field $\boldsymbol{B}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{R}, \boldsymbol{e}_{Z}, \boldsymbol{e}_{\varphi}\right)$ of the cylindrical coordinate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{align*}
B_{0}^{R}(r, \theta) & :=-\bar{B}_{0} \frac{r \sin \theta}{\left(R_{0}+r \cos \theta\right) q(r)}, \\
B_{0}^{Z}(r, \theta) & :=\bar{B}_{0} \frac{r \cos \theta}{\left(R_{0}+r \cos \theta\right) q(r)},  \tag{5.60}\\
B_{0}^{\varphi}(r, \theta) & :=\bar{B}_{0} \frac{R_{0}}{\left(R_{0}+r \cos \theta\right)^{2}},
\end{align*}
$$

where $\bar{B}_{0}$ is given and $q(r)$ denotes the safety factor profile. We note that $\boldsymbol{B}_{0}$ is axisymmetric and therefore does not depend on the toroidal angle coordinate $\varphi$. The magnitude $B_{0}$ of the magnetic field reads

$$
\begin{equation*}
B_{0}(r, \theta)=\sqrt{\frac{\bar{B}_{0}^{2}\left(R_{0}^{2} q^{2}(r)+r^{2}\right)}{\left(R_{0}+r \cos \theta\right)^{2} q^{2}(r)}} . \tag{5.61}
\end{equation*}
$$

The contravariant components $\left(b_{0}^{R}, b_{0}^{Z}, b_{0}^{\varphi}\right)$ of the unit vector $\boldsymbol{b}_{0}:=\boldsymbol{B}_{0} / B_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{R}, \boldsymbol{e}_{Z}, \boldsymbol{e}_{\varphi}\right)$ of the cylindrical coordinate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{align*}
b_{0}^{R}(r, \theta) & :=\frac{B_{0}^{R}(r, \theta)}{B_{0}(r, \theta)}=-\frac{\bar{B}_{0}}{B_{0}(r, \theta)} \frac{r \sin \theta}{\left(R_{0}+r \cos \theta\right) q(r)}, \\
b_{0}^{Z}(r, \theta) & :=\frac{B_{0}^{Z}(r, \theta)}{B_{0}(r, \theta)}=\frac{\bar{B}_{0}}{B_{0}(r, \theta)} \frac{r \cos \theta}{\left(R_{0}+r \cos \theta\right) q(r)},  \tag{5.62}\\
b_{0}^{\varphi}(r, \theta) & :=\frac{B_{0}^{\varphi}(r, \theta)}{B_{0}(r, \theta)}=\frac{\bar{B}_{0}}{B_{0}(r, \theta)} \frac{R_{0}}{\left(R_{0}+r \cos \theta\right)^{2}} .
\end{align*}
$$

Moreover, the contravariant components of the curl of $b_{0}$ with respect to the tangent basis ( $\boldsymbol{e}_{R}, \boldsymbol{e}_{Z}, \boldsymbol{e}_{\varphi}$ ) of the cylindrical coordinate system, expressed as functions of the logical coordinates $(r, \theta, \varphi)$, read

$$
\begin{aligned}
\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{R} & :=\frac{1}{R}\left(\frac{\partial}{\partial Z}\left(b_{0}\right)_{\varphi}-\frac{\partial}{\partial \varphi}\left(b_{0}\right)_{Z}\right) \\
\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{Z} & :=\frac{1}{R}\left(\frac{\partial}{\partial \varphi}\left(b_{0}\right)_{R}-\frac{\partial}{R_{0}^{2} q^{2}(r)+q^{2}}(r)\right. \\
\partial R & \left.\left.b_{0}\right)_{\varphi}\right) \\
b_{0}^{R}(r, \theta) & =\frac{q(r)-r q^{\prime}(r)}{R_{0}^{2} q^{2}(r)+r^{2}} R_{0} b_{0}^{Z}(r, \theta)-b_{0}^{\varphi}(r, \theta), \\
\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\varphi}: & :=\frac{1}{R}\left(\frac{\partial}{\partial R}\left(b_{0}\right)_{Z}-\frac{\partial}{\partial Z}\left(b_{0}\right)_{R}\right)=\frac{r^{2}+2 R_{0}^{2} q^{2}(r)-R_{0}^{2} r q(r) q^{\prime}(r)}{\left(R_{0}^{2} q^{2}(r)+r^{2}\right) R_{0} q(r)} b_{0}^{\varphi}(r, \theta),
\end{aligned}
$$

where $q^{\prime}(r)=\mathrm{d} q(r) / \mathrm{d} r$. Here we used the fact that $\left(b_{0}\right)_{R}=b_{0}^{R},\left(b_{0}\right)_{Z}=b_{0}^{Z}$ and $\left(b_{0}\right)_{\varphi}=\left(R_{0}+r \cos \theta\right)^{2} b_{0}^{\varphi}$, and expressed derivatives with respect to the cylindrical coordinates in terms of derivatives with respect to the logical coordinates as

$$
\begin{align*}
\frac{\partial}{\partial R} & =\frac{\partial r}{\partial R} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial R} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial R} \frac{\partial}{\partial \varphi}=\cos \theta \frac{\partial}{\partial r}-\frac{\sin \theta}{r} \frac{\partial}{\partial \theta} \\
\frac{\partial}{\partial Z} & =\frac{\partial r}{\partial Z} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial Z} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial Z} \frac{\partial}{\partial \varphi}=\sin \theta \frac{\partial}{\partial r}+\frac{\cos \theta}{r} \frac{\partial}{\partial \theta}  \tag{5.63}\\
\frac{\partial}{\partial \varphi} & =\frac{\partial r}{\partial \varphi} \frac{\partial}{\partial r}+\frac{\partial \theta}{\partial \varphi} \frac{\partial}{\partial \theta}+\frac{\partial \varphi}{\partial \varphi} \frac{\partial}{\partial \varphi}=\frac{\partial}{\partial \varphi}
\end{align*}
$$

The equation of a magnetic field line in logical coordinates reads

$$
\begin{equation*}
\frac{B_{0}^{\theta}}{\mathrm{d} \theta}=\frac{B_{0}^{\varphi}}{\mathrm{d} \varphi}, \tag{5.64}
\end{equation*}
$$

which gives

$$
\begin{equation*}
\frac{\mathrm{d} \theta}{R_{0}+r \cos \theta}=\frac{\mathrm{d} \varphi}{R_{0} q(r)} . \tag{5.65}
\end{equation*}
$$

Here we used the fact that the contravariant components ( $B_{0}^{r}, B_{0}^{\theta}, B_{0}^{\varphi}$ ) of the magnetic field $\boldsymbol{B}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}\right)$ of the logical coordinate system can be computed from the corresponding contravariant components
$\left(B_{0}^{R}, B_{0}^{Z}, B_{0}^{\varphi}\right)$ using (A.18):

$$
\begin{align*}
B_{0}^{r} & =\cos \theta B_{0}^{R}+\sin \theta B_{0}^{Z}, \\
B_{0}^{\theta} & =-\frac{\sin \theta}{r} B_{0}^{R}+\frac{\cos \theta}{r} B_{0}^{Z},  \tag{5.66}\\
B_{0}^{\varphi} & =B_{0}^{\varphi} .
\end{align*}
$$

The integration of the right-hand side of (5.65) in the interval $\left[\varphi_{0}, \varphi\right]$ yields

$$
\begin{equation*}
\int_{\varphi_{0}}^{\varphi} \frac{\mathrm{d} \varphi^{\prime}}{R_{0} q(r)}=\frac{\varphi-\varphi_{0}}{R_{0} q(r)} . \tag{5.67}
\end{equation*}
$$

The integration of the left-hand side of (5.65) in the interval $\left[\theta_{0}, \theta\right]$,

$$
\begin{equation*}
\int_{\theta_{0}}^{\theta} \frac{\mathrm{d} \theta^{\prime}}{R_{0}+r \cos \theta^{\prime}} \tag{5.68}
\end{equation*}
$$

can be performed using the trigonometric identity

$$
\begin{equation*}
\cos \theta=\frac{1-\tan ^{2}(\theta / 2)}{1+\tan ^{2}(\theta / 2)} \tag{5.69}
\end{equation*}
$$

and introducing the change of variable

$$
\begin{equation*}
\xi^{\prime}:=\sqrt{\frac{R_{0}-r}{R_{0}+r}} \tan \frac{\theta^{\prime}}{2}, \tag{5.70}
\end{equation*}
$$

which eventually yields

$$
\begin{align*}
\int_{\theta_{0}}^{\theta} \frac{\mathrm{d} \theta^{\prime}}{R_{0}+r \cos \theta^{\prime}}=\frac{2}{\sqrt{R_{0}^{2}-r^{2}}} & {\left[\arctan \left(\sqrt{\frac{R_{0}-r}{R_{0}+r}} \tan \frac{\theta}{2}\right)\right.}  \tag{5.71}\\
& \left.-\arctan \left(\sqrt{\frac{R_{0}-r}{R_{0}+r}} \tan \frac{\theta_{0}}{2}\right)\right] .
\end{align*}
$$



Figure 5.9: Magnetic field lines for the magnetic field (5.60) on the flux surface at $r=a / 2$.

Therefore, a magnetic field line passing through the point $\left(r, \theta_{0}, \varphi_{0}\right)$ can be described by the relation between $\theta$ and $\varphi$, which reads

$$
\begin{aligned}
\theta(\varphi)=2 \arctan & \left(\sqrt { \frac { R _ { 0 } + r } { R _ { 0 } - r } } \operatorname { t a n } \left\{\frac{\sqrt{R_{0}^{2}-r^{2}}}{2} \times\right.\right. \\
& \left.\left.\times\left[\frac{2}{\sqrt{R_{0}^{2}-r^{2}}} \arctan \left(\sqrt{\frac{R_{0}-r}{R_{0}+r}} \tan \frac{\theta_{0}}{2}\right)+\frac{\varphi-\varphi_{0}}{R_{0} q(r)}\right]\right\}\right)
\end{aligned}
$$

Figure 5.9 shows these magnetic field lines on the flux surface at $r=a / 2$.

### 5.5.1 Kinetic equilibrium

We now briefly review how to define a kinetic equilibrium distribution function, denoted again by $F_{0}$, for model (5.1) in a toroidal geometry with circular poloidal cross sections with the magnetic field (5.60). This problem has been addressed and dis-
cussed, for example, in (Idomura et al., 2003; Angelino et al., 2006; Dif-Pradalier et al., 2008a,b; Di Troia, 2012). By definition, the equilibrium $F_{0}$ does not depend on time. Moreover, we assume that $F_{0}$ is axisymmetric and thus depends only on $\left(r, \theta, P_{\|}\right)$. Such equilibrium distribution function is a stationary solution of the Vlasov equation in (5.1), where only the equilibrium advection fields $\boldsymbol{U}_{0}$ and $U_{P_{\|} 0}$, given by

$$
\begin{equation*}
\boldsymbol{U}_{0}=\frac{P_{\|}}{B_{\|}^{*}} \boldsymbol{B}^{*}, \quad U_{P_{\|} 0}=0 \tag{5.72}
\end{equation*}
$$

are considered. Under these assumptions, the equation for $F_{0}$ reads simply

$$
\begin{equation*}
\boldsymbol{U}_{0} \cdot \boldsymbol{\nabla} F_{0}=0 \tag{5.73}
\end{equation*}
$$

which in logical coordinates yields

$$
\begin{equation*}
P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{r} \frac{\partial F_{0}}{\partial r}+\left[B_{0}^{\theta}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\theta}\right] \frac{\partial F_{0}}{\partial \theta}=0 . \tag{5.74}
\end{equation*}
$$

Following (Angelino et al., 2006), we assume that $F_{0}$ depends on the variables $\left(r, \theta, P_{\|}\right)$only implicitly through two new variables $\hat{\Psi}\left(r, \theta, P_{\|}\right)$and $K\left(P_{\|}\right)$. More precisely, we can write $F_{0}\left(r, \theta, P_{\|}\right)=\widetilde{F}_{0}\left(\widehat{\Psi}\left(r, \theta, P_{\|}\right), K\left(P_{\|}\right)\right)$. The idea behind this assumption is to choose a distribution function which depends only on the canonical invariants of (5.73), namely the poloidal magnetic flux and the kinetic energy, denoted here by $\widehat{\Psi}$ and $K$, respectively. For this reason, the kinetic equilibrium distribution function that will result from our analysis is usually referred to as canonical Maxwellian, as it exhibits a functional form similar to a standard local Maxwellian, but it is modified in order to depend only on the above-mentioned canonical invariants. We then write (5.74) as

$$
\begin{equation*}
\frac{\partial \widetilde{F}_{0}}{\partial \hat{\Psi}}\left(P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{r} \frac{\partial \hat{\Psi}}{\partial r}+\left[B_{0}^{\theta}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\theta}\right] \frac{\partial \hat{\Psi}}{\partial \theta}\right)=0 . \tag{5.75}
\end{equation*}
$$

If we assume that $\hat{\Psi}$ has the form

$$
\begin{equation*}
\widehat{\Psi}\left(r, \theta, P_{\|}\right):=\Psi(r)+P_{\|}\left(R_{0}+r \cos \theta\right) \chi(r), \tag{5.76}
\end{equation*}
$$

it follows that (5.75) holds if and only if the following two ordinary differential equations are satisfied by $\Psi$ and $\chi$, respectively:

$$
\begin{align*}
& \frac{\mathrm{d} \Psi}{\mathrm{~d} r}=\frac{r \sin \theta B_{0}^{\theta}}{\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{r}} \chi  \tag{5.77a}\\
& \frac{\mathrm{~d} \chi}{\mathrm{~d} r}+\left(\frac{\cos \theta}{R_{0}+r \cos \theta}-\frac{\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\theta}}{\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{r}} \frac{r \sin \theta}{R_{0}+r \cos \theta}\right) \chi=0 \tag{5.77b}
\end{align*}
$$

Here we can use again the fact that the contravariant components of the curl of $b_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}\right)$ of the logical coordinate system can be computed from the corresponding contravariant components with respect to the tangent basis $\left(\boldsymbol{e}_{R}, \boldsymbol{e}_{Z}, \boldsymbol{e}_{\varphi}\right)$ of the cylindrical coordinate system using (A.18):

$$
\begin{align*}
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{r}=\cos \theta\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{R}+\sin \theta\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{Z}, \\
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\theta}=-\frac{\sin \theta}{r}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{R}+\frac{\cos \theta}{r}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{Z},  \tag{5.78}\\
& \left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\varphi}=\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\varphi} .
\end{align*}
$$

Therefore, the equation for $\chi$ reads

$$
\begin{equation*}
\frac{\mathrm{d} \chi}{\mathrm{~d} r}+\frac{\xi \xi^{\prime}}{1+\xi^{2}} \chi=0 \tag{5.79}
\end{equation*}
$$

where the auxiliary function $\xi$ is defined as

$$
\begin{equation*}
\xi(r):=\frac{r}{R_{0} q(r)} . \tag{5.80}
\end{equation*}
$$

The solution of (5.79) is

$$
\begin{equation*}
\chi(r)=\frac{\chi_{0}}{\sqrt{1+\xi^{2}(r)}} \tag{5.81}
\end{equation*}
$$

where $\chi_{0}$ is a constant. The function $\Psi$ is then given by

$$
\begin{equation*}
\Psi(r)=-\left|\bar{B}_{0}\right| \chi_{0} \int_{0}^{r} \mathrm{~d} r^{\prime} \frac{r^{\prime}}{q\left(r^{\prime}\right)} \tag{5.82}
\end{equation*}
$$

Any function of the two variables $\widehat{\Psi}$ and $K$, with

$$
\begin{equation*}
\widehat{\Psi}\left(r, \theta, P_{\|}\right)=-\left|\bar{B}_{0}\right| \chi_{0} \int_{0}^{r} \mathrm{~d} r^{\prime} \frac{r^{\prime}}{q\left(r^{\prime}\right)}+P_{\|}\left(R_{0}+r \cos \theta\right) \frac{\chi_{0}}{\sqrt{1+\xi^{2}(r)}}, \tag{5.83}
\end{equation*}
$$

is an equilibrium distribution function for (5.1). A shift $\delta \widehat{\Psi}\left(P_{\|}\right):=-R_{0} P_{\|}$on the poloidal magnetic flux $\hat{\Psi}$ can be introduced in order to minimize parallel flows (Angelino et al., 2006). To sum up, a canonical Maxwellian distribution function is given by

$$
\begin{equation*}
F_{0}(\hat{\Psi}, K):=\frac{1}{\widehat{B}_{0}} \frac{\hat{\rho}_{0}}{\sqrt{2 \pi \hat{T}_{\mathrm{i}}}} \exp \left(-\frac{K}{\hat{T}_{\mathrm{i}}}\right) \tag{5.84}
\end{equation*}
$$

where $\widehat{\rho}_{0}=\rho_{0}(\widehat{r}), \widehat{T}_{\mathrm{i}}=T_{\mathrm{i}}(\widehat{r}), \widehat{B}_{0}=B_{0}(\widehat{r}, \theta=\pi / 2)$, with $\widehat{r}$ defined as the inverse function $r(\Psi)$ evaluated at $\Psi=\widehat{\Psi}$. If $q$ is uniform, i.e. $q(r)=q_{0}$, we have (setting $\chi_{0}=1$ )

$$
\begin{equation*}
\Psi(r)=-\left|\bar{B}_{0}\right| \frac{r^{2}}{2 q_{0}}, \tag{5.85}
\end{equation*}
$$

with the corresponding inverse function

$$
\begin{equation*}
r(\Psi)=\sqrt{-\frac{2 q_{0}}{\left|\bar{B}_{0}\right|} \Psi} . \tag{5.86}
\end{equation*}
$$

If $q$ has the form $q(r)=q_{0}+q_{2} r^{2}$, we have (setting again $\chi_{0}=1$ )

$$
\begin{equation*}
\Psi(r)=-\frac{\left|\bar{B}_{0}\right|}{2 q_{2}} \log \frac{q(r)}{q_{0}}, \tag{5.87}
\end{equation*}
$$

with the corresponding inverse function

$$
\begin{equation*}
r(\Psi)=\sqrt{\frac{q_{0}}{q_{2}}\left[\exp \left(-\frac{2 q_{2}}{\left|\bar{B}_{0}\right|} \Psi\right)-1\right]} . \tag{5.88}
\end{equation*}
$$

In general, for a given profile $q(r)$, the flux function $\Psi$ can be obtained by computing numerically the integral (5.82). The corresponding inverse function $r(\Psi)$ can be then computed by a numerical inversion: for example, for any given value $\Psi=\Psi^{*}$, we could use a Newton method to find $r=r^{*}$ that solves $\Psi(r)-\Psi^{*}=0$.

### 5.5.2 Boundary conditions

We now address another issue that comes into play when studying our drift-kinetic model in toroidal geometry, namely the problem of particles crossing the boundary of the computational domain, when solving the 2D advection problem (5.7) on a given poloidal plane. Such problem occurs even when we consider only the equilibrium advection field $\boldsymbol{U}_{0}$. By looking at the kinetic equilibrium distribution function $F_{0}$ given by the canonical Maxwellian (5.84), we indeed notice that the contour lines of $F_{0}$ on a given poloidal plane are not conformal to the circular concentric flux surfaces of the magnetic field. This is shown in Figure 5.10 with the parameters of the highly non-physical scenario considered for the numerical simulations described in section 5.4.2 and with the more realistic parameters considered for the numerical simulations described in the next section. As a consequence, the characteristics obtained by solving (5.7), even when we consider only the equilibrium advection field $\boldsymbol{U}_{0}$, can go across the boundary of the poloidal plane. This corresponds to having particles that enter the computational domain from the region outside the poloidal plane, as we integrate the characteristics backward in time. We therefore need a strategy for the integration of (5.7) in the region outside the poloidal plane. For this purpose, we introduce an outer computational domain $\left(a, r_{0}\right] \times[0,2 \pi)$, for a given $r_{\mathrm{o}}>a$. The strategy we suggest is based on the observation that the electric field becomes very small when we approach the boundary of the poloidal plane and consists in integrating (5.7) by considering only the equilibrium advection field $\boldsymbol{U}_{0}$. In other words, we assume that the electric field is zero in the outer region. Since the radial electric field is small but not exactly zero when we approach the boundary from the inner region, in order for our strategy to work at the numerical level, we impose by hand zero radial electric field at $r=a$, thus connecting the inner and outer regions in a smooth way without discontinuities. Moreover, when we need to interpolate the distribution function at a given point in the outer region, starting from its values at neighboring mesh points, we choose to interpolate the equilibrium distribution function $F_{0}$. One computational advantage of our strategy is that the values of the equilibrium advection field $\boldsymbol{U}_{0}$ and of the equilibrium distribution function $F_{0}$ at the mesh points in the outer region can be pre-computed only once. However, when pre-computing the values of $F_{0}$ we have to take into account the fact that, according


Figure 5.10: Contour plots of the equilibrium canonical Maxwellian distribution function $F_{0}$ in toroidal geometry with circular poloidal cross sections, with the parameters of the highly non-physical scenario considered for the numerical simulations described in section 5.4.2 (top) and with the more realistic parameters considered for the numerical simulations described in section 5.5.3 (bottom). In both cases, the contour lines of $F_{0}$ are not conformal to the circular concentric flux surfaces of the magnetic field.
to our field-aligned splitting combined with the time-advancing strategy described in section 3.4, the poloidal advection (5.7) is solved after solving the field-aligned advection on flux surfaces within half a time step. Therefore, in order to be consistent with our splitting, the equilibrium distribution $F_{0}$ should also undergo $\Delta t / 2$ of fieldaligned advection: when pre-computing the value of $F_{0}$ at a given phase-space point $\left(r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right)$ in the outer region $a<r_{i} \leqslant r_{o}$, we set

$$
\begin{equation*}
F_{0}\left(r_{i}, \theta_{j}, \varphi_{k}, P_{\| \ell}\right)=F_{0}\left(r_{i}, \theta_{j}^{\prime}, \varphi_{k}^{\prime}, P_{\| \ell}\right), \tag{5.89}
\end{equation*}
$$

where the modified coordinates $\theta_{j}^{\prime}$ and $\varphi_{k}^{\prime}$ are obtained from $\theta_{j}$ and $\varphi_{k}$ by integrating the characteristics of (5.8) on the flux surface at $r=r_{i}$ within half a time step:

$$
\begin{equation*}
\theta_{j}^{\prime}:=\theta_{j}-\frac{\Delta t}{2} \frac{b_{0}^{\theta}}{b_{0}^{\varphi}} U_{0}^{\varphi}, \quad \varphi_{k}^{\prime}:=\varphi_{k}-\frac{\Delta t}{2} U_{0}^{\varphi}, \tag{5.90}
\end{equation*}
$$

where $U_{0}^{\varphi}$ denotes the third contravariant component of $\boldsymbol{U}_{0}$ with respect to the tangent basis $\left(\boldsymbol{e}_{r}, \boldsymbol{e}_{\theta}, \boldsymbol{e}_{\varphi}\right)$ of the logical coordinate system and is given by

$$
\begin{equation*}
U_{0}^{\varphi}=\frac{P_{\|}}{B_{\|}^{*}}\left(B_{0}^{\varphi}+P_{\|}\left(\boldsymbol{\nabla} \times \boldsymbol{b}_{0}\right)^{\varphi}\right) . \tag{5.91}
\end{equation*}
$$

### 5.5.3 Numerical results

We present here the numerical results obtained from the first tests performed on model (5.1) in a toroidal geometry with circular poloidal cross sections. We note that this is also the geometry currently available in the gyrokinetic code GySeLa (Grandgirard et al., 2006a,b, 2016), with the difference that the center of the poloidal plane is included in our case, thanks to the numerical machinery that we developed for 2D singular geometries (described in the previous chapter). The parameters defining the toroidal geometry considered and the initial density and temperature profiles of ions and electrons are identical to the ones of the test case presented in (Görler et al., 2016, section III), based in turn on the cyclone base case (Greenfield et al., 1997; Dimits et al., 2000). More precisely, the minor and major radius of the torus are set to $a=180$ and $R_{0}=500$, thus yielding an aspect ratio $A=2.78$,
which is quite close to the realistic physical values $(A \approx 2.0$ for ASDEX Upgrade, $A \approx 2.4$ for JET, $A \approx 3.1$ for ITER). The density and temperature profiles of ions and electrons, as for the tests performed in cylindrical geometry, are defined as

$$
\begin{align*}
\rho_{0}(r)=n_{\mathrm{e}}(r) & :=\bar{\rho}_{0} \exp \left[-k_{\rho_{0}} w_{\rho_{0}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{\rho_{0}} a}\right)\right],  \tag{5.92a}\\
T_{\mathrm{i}}(r) & :=\bar{T}_{\mathrm{i}} \exp \left[-k_{T_{\mathrm{i}}} w_{T_{\mathrm{i}}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{T_{\mathrm{i}}} a}\right)\right],  \tag{5.92b}\\
T_{\mathrm{e}}(r) & :=\bar{T}_{\mathrm{e}} \exp \left[-k_{T_{\mathrm{e}}} w_{T_{\mathrm{e}}} \frac{a}{R_{0}} \tanh \left(\frac{r-\bar{r}}{w_{T_{\mathrm{e}}}}\right)\right], \tag{5.92c}
\end{align*}
$$

where $\bar{r}:=a / 2$ and the parameters are set as

$$
\begin{array}{ll}
\bar{\rho}_{0}=1.0, & \bar{T}_{\mathrm{i}}=\bar{T}_{\mathrm{e}}=1.0, \\
k_{\rho_{0}}=2.23, & k_{T_{\mathrm{i}}}=k_{T_{\mathrm{e}}}=6.96, \\
w_{\rho_{0}}=0.3, & w_{T_{\mathrm{i}}}=w_{T_{\mathrm{e}}}=0.3 . \tag{5.93c}
\end{array}
$$

The profiles (5.92) are shown in Figure 5.11. The safety factor profile $q(r)$ is chosen as $q(r):=q_{0}+q_{2} r^{2}$, with $q_{0}=0.84$ and $q_{2}=2.26 / a^{2}$, again very close to the one considered in the test case presented in (Görler et al., 2016, section III), and $\bar{B}_{0}=1$. The numerical test consists in loading a kinetic equilibrium distribution function $F_{0}$ for model (5.1) in toroidal geometry and verifying that we are capable of maintaining the equilibrium while we let the system evolve in time. The initial distribution function is defined as the equilibrium canonical Maxwellian (5.84). The simulation is run with $n_{1} \times n_{2} \times n_{3} \times n_{4}=256 \times 512 \times 32 \times 128, \Delta t=2.0$ and a momentum domain [-6.0, 6.0]. Numerical results are shown in Figures 5.12-5.14. For the conservation of the total mass $M(t)$ and the $L^{2}$-norm of $F$ we get

$$
\begin{equation*}
\max _{t \in[0,4000]} \delta M(t) \approx 6.8 \times 10^{-10}, \quad \max _{t \in[0,4000]} \delta\|F\|_{L^{2}}(t) \approx 4.7 \times 10^{-10} . \tag{5.94}
\end{equation*}
$$

It is also interesting to measure within this simple numerical test the residual electric potential $\Phi_{1}$ after one time step. This gives information on how small a perturbation of the kinetic equilibrium distribution function could be in order to produce an initial condition that makes sense from a numerical point of view. More precisely, the


Figure 5.11: Numerical test of the 4D drift-kinetic electrostatic model in toroidal geometry with circular poloidal cross sections: density and temperature profiles used to initialize the simulation.


Figure 5.12: Numerical test of the 4D drift-kinetic electrostatic model in toroidal geometry with circular poloidal cross sections: contour plots of the distribution function $F\left(t, x, y, z=0, P_{\|}=0\right)$ at times $t=0$ (beginning of the simulation) and $t=4000$ (end of the simulation). A kinetic equilibrium distribution function is loaded and well maintained during the time evolution.


Figure 5.13: Numerical test of the 4D drift-kinetic electrostatic model in toroidal geometry with circular poloidal cross sections: contour plots of the distribution function $F\left(t, x, y, z=0, P_{\|}=\bar{P}_{\|}\right)$at times $t=0$ (beginning of the simulation) and $t=4000$ (end of the simulation). A kinetic equilibrium distribution function is loaded and well maintained during the time evolution.


Figure 5.14: Numerical test of the 4D drift-kinetic electrostatic model in toroidal geometry with circular poloidal cross sections: contour plots of the distribution function $F\left(t, x, y, z=0, P_{\|}=-\bar{P}_{\|}\right)$at times $t=0$ (beginning of the simulation) and $t=4000$ (end of the simulation). A kinetic equilibrium distribution function is loaded and well maintained during the time evolution.
amplitude of a perturbation should be large enough to ensure that the electric potential resulting from it is larger than the residual electric potential obtained without the perturbation. As a measure of such residual electric potential, we can compute, for example, the spatial $L^{\infty}$-norm of $\Phi_{1}(t, x, y, z=0)$ at the initial time $t=0$ (where $\Phi_{1}$ is expected to be zero, because there is no initial perturbation) and at time $t=2$, after one time step:

$$
\begin{align*}
& \max _{(x, y)}\left|\Phi_{1}(t=0, x, y, z=0)\right| \approx 1.3 \times 10^{-16},  \tag{5.95a}\\
& \max _{(x, y)}\left|\Phi_{1}(t=2, x, y, z=0)\right| \approx 3.4 \times 10^{-7} . \tag{5.95b}
\end{align*}
$$

As a result, we observe that the minimum amplitude $\epsilon$ for a perturbation of the kinetic equilibrium distribution function would be approximately $\epsilon \approx 10^{-4}$. Smaller perturbations would produce an electric potential which is too small for the accuracy resulting from our time splitting.

### 5.6 Summary of the contributions

In this chapter we discussed the latest developments of our field-aligned semiLagrangian drift-kinetic code. The numerical methods implemented in the code were described in detail, as well as the numerical results obtained from simulations in two different 3D geometries, namely a cylindrical geometry and a toroidal geometry with circular concentric poloidal cross sections. We showed that the numerical machinery developed for the solution of coupled hyperbolic-elliptic problems in 2D singular geometries can be applied to higher-dimensional kinetic, drift-kinetic and gyrokinetic models in a straightforward way, therefore making our numerical methods ready to be implemented in state-of-the-art gyrokinetic codes, such as, for example, the semi-Lagrangian gyrokinetic code GySeLa (Grandgirard et al., 2006a,b, 2016). The simulations performed in cylindrical geometries enabled us to provide a robust verification of our implementation, thanks to the semi-analytical results that can be derived from a linear dispersion analysis of our drift-kinetic electrostatic model. The numerical results obtained in toroidal geometry should be considered as first sim-
ple tests and can be certainly improved and extended to cover more complex and realistic scenarios.

The starting point at the beginning of our developments was a field-aligned semiLagrangian code addressing the solution of a simplified version of our 4D driftkinetic electrostatic model in cylindrical geometry. Such code (and the corresponding model) is described, for example, in (Latu et al., 2018, section 4). It was the primary aim of this thesis to improve that code and extend its capabilities, with respect to both the physical model addressed and the available 3D geometries. Our main contributions can be summarized as follows:

- the extension of the physical model (and its linear dispersion analysis) from the simplified one presented in (Latu et al., 2018, section 4) to a more comprehensive drift-kinetic electrostatic model, closer to the physical model implemented, for example, in the semi-Lagrangian gyrokinetic code GySeLa;
- the extension of the geometric capabilities of the existing code to toroidal geometries;
- the integration in the existing code of the numerical machinery developed for the solution of coupled hyperbolic-elliptic problems in 2D singular geometries;
- the treatment of boundary conditions in toroidal geometries, handling the problem of particles crossing the boundaries of the poloidal planes.

The rest of the material presented in this chapter refers to either background mathematical notions or mathematical and computational tools that were already available before this research started and that may have been only slightly improved within the scope of this thesis.

## Chapter 6

## Conclusions and outlook

In this thesis we presented and discussed novel mathematical and computational tools for theoretical and computational gyrokinetics, which we briefly summarize in the following.

With regard to theoretical gyrokinetics, we presented and discussed a new method for the derivation of gyrokinetic models, based on polynomial transforms instead of Lie transforms. Our technique is based on a rigorous normalization of the physical equations within ordering assumptions relevant for existing and future fusion experiments, such as ASDEX Upgrade and ITER. In particular, we derived a set of gyrokinetic equations for both ions and electrons in maximal ordering. Our method is alternative to the use of Lie transforms and can provide useful insights into the derivation of gyrokinetic models. It is our hope that the derivation presented in this thesis will make gyrokinetic theory more accessible for scientists who are not familiar with it and for students at the early undergraduate level, without requiring any solid knowledge of differential geometry. Moreover, our rigorous non-dimensional approach may be of particular interest for mathematicians who want to apply techniques of error analysis and asymptotic methods to gyrokinetic models of magnetized fusion plasmas.

With regard to computational gyrokinetics, we presented and discussed novel numerical methods with the ultimate aim of providing useful computational techniques
to be employed in state-of-the-art gyrokinetic codes. In chapter 3 we introduced the basic features of a field-aligned semi-Lagrangian 4D drift-kinetic code developed within the software library SeLaLib. In particular, we extended the field-aligned splitting discussed in (Latu et al., 2018) to a general setting based on curvilinear coordinates and also improved the capabilities offered by the SeLaLib library with respect to our spline discretization. In chapter 4 we presented a comprehensive numerical strategy for the solution of coupled hyperbolic-elliptic PDEs on singular mapped disk-like domains. In particular, we introduced a novel set of coordinates, named pseudo-Cartesian coordinates, for the integration in time of the characteristics of hyperbolic PDEs on such domains. Moreover, we described a finite element elliptic solver based on the $\mathcal{C}^{1}$ smooth polar splines presented in (Toshniwal et al., 2017). The resulting numerical techniques are fairly general and can be also applied to problems relevant for areas of physics and engineering other than plasma physics and nuclear fusion. In chapter 5 we described the latest developments on our fieldaligned semi-Lagrangian 4D drift-kinetic code, which may be of interest for similar codes in the computational plasma physics community. In particular, we showed that the numerical machinery described in chapter 4 for 2D problems can be applied to higher-dimensional models in a straightforward way, therefore making our numerical methods ready to be implemented in state-of-the-art gyrokinetic codes, such as, for example, the semi-Lagrangian gyrokinetic code GySeLa (Grandgirard et al., 2006a,b, 2016).

All the numerical tests presented in this thesis were described in detail, as they represent a fundamental building block of code development. The field-aligned semiLagrangian 4D drift-kinetic code can be further developed and improved in several ways. In order to consider singular disk-like poloidal domains resembling realistic Tokamak geometries, as for the 2D setting described in chapter 4, the capability of constructing a discrete mesh from a given magnetic field should be added. For example, an interface with the software Tokamesh (Guillard et al., 2018) could be built, as the two codes are based on a very similar discretization. Moreover, a fifth dimension (corresponding to the magnetic moment) should be added, in order to be able to perform all the standard test cases used for verification and validation purposes between different gyrokinetic codes, such as the ones discussed in (Görler
et al., 2016). In order for our model to correspond precisely to the ones considered for such test cases, the quasi-neutrality equation for the electric potential should be also modified by including the so-called "zonal-flow" term, namely the magnetic flux surface average of the electric potential. The method described in (Crouseilles et al., 2012, section 6) could be implemented in order to avoid non-locality in the finite element solution of the quasi-neutrality equation, thus preserving the overall efficiency of the code. With regard to the code efficiency, it would be certainly helpful to parallelize the serial finite element elliptic solver described in chapter 4 and implemented at the moment in our 4D code. An interesting approach to tackle this problem could be to build an interface for the similar parallel finite element elliptic solver currently implemented in the novel HPC PSYDAC framework based on Python (Ratnani et al., 2019).

## Appendix A

## Curvilinear coordinates

In this appendix we review briefly the basics of vector algebra and analysis in curvilinear coordinates and collect several useful relations that are used consistently throughout this thesis. It is not within the scope of this appendix to derive all relations within the context of differential geometry. For this purpose and for a practical and more comprehensive treatment of the topic, we refer to (D'haeseleer et al., 1991).

A set of curvilinear coordinates $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ is defined by a transformation $\boldsymbol{T}$ of the form

$$
\begin{align*}
x & =x\left(\eta^{1}, \eta^{2}, \eta^{3}\right), \\
\boldsymbol{T}: y & =y\left(\eta^{1}, \eta^{2}, \eta^{3}\right),  \tag{A.1}\\
z & =z\left(\eta^{1}, \eta^{2}, \eta^{3}\right),
\end{align*}
$$

where $(x, y, z)$ denote Cartesian coordinates in 3D space. The tangent basis of the curvilinear coordinate system defined by the transformation $\boldsymbol{T}$ is denoted by $\left(\boldsymbol{e}_{\eta^{1}}, \boldsymbol{e}_{\eta^{2}}, \boldsymbol{e}_{\eta^{3}}\right)$ and defined as

$$
\begin{equation*}
\boldsymbol{e}_{\eta^{i}}:=\frac{\partial \boldsymbol{T}}{\partial \eta^{i}}, \tag{A.2}
\end{equation*}
$$

for $i=1,2,3$. The corresponding cotangent basis is denoted by $\left(\boldsymbol{e}^{\eta^{1}}, \boldsymbol{e}^{\eta^{2}}, \boldsymbol{e}^{\eta^{3}}\right)$ and defined as

$$
\begin{equation*}
\boldsymbol{e}^{\eta^{i}}:=\boldsymbol{\nabla} \eta^{i}, \tag{A.3}
\end{equation*}
$$

for $i=1,2,3$. Here, the gradient $\nabla \eta^{i}$ is such that $\boldsymbol{\nabla} \eta^{i} \cdot \boldsymbol{e}_{\eta^{j}}=\delta_{j}^{i}$, where $\delta_{j}^{i}$ is the

Kronecker delta, defined as

$$
\delta_{j}^{i}:= \begin{cases}1 & \text { if } i=j  \tag{A.4}\\ 0 & \text { if } i \neq j\end{cases}
$$

for $i, j=1,2,3$. The contravariant components of a vector $\boldsymbol{V}$ with respect to the tangent basis $\left(\boldsymbol{e}_{\eta^{1}}, \boldsymbol{e}_{\eta^{2}}, \boldsymbol{e}_{\eta^{3}}\right)$ are denoted by $\left(V^{\eta^{1}}, V^{\eta^{2}}, V^{\eta^{3}}\right)$ and defined as

$$
\begin{equation*}
V^{\eta^{i}}:=\boldsymbol{V} \cdot \boldsymbol{e}^{\eta^{i}} \tag{A.5}
\end{equation*}
$$

for $i=1,2,3$. Similarly, the covariant components of $\boldsymbol{V}$ with respect to the cotangent basis $\left(\boldsymbol{e}^{\eta^{1}}, \boldsymbol{e}^{\eta^{2}}, \boldsymbol{e}^{\eta^{3}}\right)$ are denoted by $\left(V_{\eta^{1}}, V_{\eta^{2}}, V_{\eta^{3}}\right)$ and defined as

$$
\begin{equation*}
V_{\eta^{i}}:=\boldsymbol{V} \cdot \boldsymbol{e}_{\eta^{i}}, \tag{A.6}
\end{equation*}
$$

for $i=1,2,3$. We note that contravariant and covariant components do not differ in a Cartesian coordinate system. The metric coefficients of the curvilinear coordinate system defined by the coordinates $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ are denoted by $g_{i j}\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$, for $i, j=1,2,3$, and defined as

$$
\begin{equation*}
g_{i j}:=\boldsymbol{e}_{\eta^{i}} \cdot \boldsymbol{e}_{\eta^{j}} \tag{A.7}
\end{equation*}
$$

The covariant component of a vector $\boldsymbol{V}$ can be expressed in terms of its contravariant components by means of the metric coefficients as

$$
\begin{equation*}
V_{\eta^{i}}=g_{i j} V^{\eta^{j}} \tag{A.8}
\end{equation*}
$$

for $i=1,2,3$. Here and in the following we employ the Einstein summation convention (sum over repeated indices). The Jacobian matrix of the curvilinear coordinate system defined by the coordinates $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ is denoted by $J_{\eta}\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ and defined as

$$
J_{\eta}:=\left[\begin{array}{ccc}
\frac{\partial x}{\partial \eta^{1}} & \frac{\partial x}{\partial \eta^{2}} & \frac{\partial x}{\partial \eta^{3}}  \tag{A.9}\\
\frac{\partial y}{\partial \eta^{1}} & \frac{\partial y}{\partial \eta^{2}} & \frac{\partial y}{\partial \eta^{3}} \\
\frac{\partial z}{\partial \eta^{1}} & \frac{\partial z}{\partial \eta^{2}} & \frac{\partial z}{\partial \eta^{3}}
\end{array}\right] .
$$

The determinant det $J_{\eta}$ of the Jacobian matrix $J_{\eta}$ can be expressed in terms of the determinant $\operatorname{det} G$ of the metric matrix $G$ (defined by the metric coefficients $g_{i j}$ ) as

$$
\begin{equation*}
\operatorname{det} J_{\eta}=\sqrt{\operatorname{det} G} . \tag{A.10}
\end{equation*}
$$

The dot product between two vectors $V$ and $\boldsymbol{W}$ can be expressed in terms of their contravariant and covariant components as

$$
\begin{equation*}
\boldsymbol{V} \cdot \boldsymbol{W}=V^{\eta^{i}} W_{\eta^{i}}=V_{\eta^{i}} W^{\eta^{i}} . \tag{A.11}
\end{equation*}
$$

The contravariant components of the cross product between two vectors $\boldsymbol{V}$ and $\boldsymbol{W}$ can be expressed in terms of their individual covariant components as

$$
\begin{equation*}
(\boldsymbol{V} \times \boldsymbol{W})^{\eta^{k}}=\frac{\varepsilon^{i j k}}{\operatorname{det} J_{\eta}} V_{\eta^{i}} W_{\eta^{j}}, \tag{A.12}
\end{equation*}
$$

for $k=1,2,3$. Here $\varepsilon^{i j k}$ denotes the Levi-Civita symbol, defined as

$$
\varepsilon^{i j k}:= \begin{cases}+1 & \text { if }(i, j, k) \text { even permutation of }(1,2,3)  \tag{A.13}\\ -1 & \text { if }(i, j, k) \text { odd permutation of }(1,2,3) \\ 0 & \text { otherwise }\end{cases}
$$

for $i, j, k=1,2,3$. Similarly, the covariant components of the cross product between $\boldsymbol{V}$ and $\boldsymbol{W}$ can be expressed in terms of their individual contravariant components as

$$
\begin{equation*}
(\boldsymbol{V} \times \boldsymbol{W})_{\eta^{k}}=\varepsilon_{i j k}\left(\operatorname{det} J_{\eta}\right) V^{\eta^{i}} W^{\eta^{j}} \tag{A.14}
\end{equation*}
$$

for $k=1,2,3$. Here $\varepsilon_{i j k}$ is defined as in (A.13). When we consider the gradient of a scalar function $g\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$, the derivatives of $g$ with respect to the coordinates $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ define the covariant components of its gradient. In formulas:

$$
\begin{equation*}
(\boldsymbol{\nabla} g)_{\eta^{i}}=\frac{\partial g}{\partial \eta^{i}}, \tag{A.15}
\end{equation*}
$$

for $i=1,2,3$. The divergence of a vector $\boldsymbol{V}$ can be expressed in terms of its
contravariant components as

$$
\begin{equation*}
\boldsymbol{\nabla} \cdot \boldsymbol{V}=\frac{1}{\operatorname{det} J_{\eta}} \frac{\partial}{\partial \eta^{i}}\left[\left(\operatorname{det} J_{\eta}\right) V^{\eta^{i}}\right] \tag{A.16}
\end{equation*}
$$

The contravariant components of the curl of a vector $\boldsymbol{V}$ can be expressed in terms of its covariant components as

$$
\begin{equation*}
(\boldsymbol{\nabla} \times \boldsymbol{V})^{\eta^{k}}=\frac{\varepsilon^{i j k}}{\operatorname{det} J_{\eta}} \frac{\partial V_{\eta^{j}}}{\partial \eta^{i}} \tag{A.17}
\end{equation*}
$$

for $k=1,2,3$. The corresponding covariant components can be obtained by lowering the indices with the metric coefficients $g_{i j}$, using (A.8). Finally, we end the appendix by recalling how to obtain the contravariant (respectively, covariant) components of a vector $\boldsymbol{V}$ with respect to a curvilinear coordinate system defined by the coordinates $\left(\eta^{1}, \eta^{2}, \eta^{3}\right)$ starting from the corresponding contravariant (respectively, covariant) components of the same vector with respect to a different curvilinear coordinate system defined by the coordinates $\left(\bar{\eta}^{1}, \bar{\eta}^{2}, \bar{\eta}^{3}\right)$. The contravariant components of $\boldsymbol{V}$ in the two curvilinear coordinate systems are related by

$$
\begin{equation*}
V^{\bar{\eta}^{i}}=\frac{\partial \bar{\eta}^{i}}{\partial \eta^{j}} V^{\eta^{j}} \tag{A.18}
\end{equation*}
$$

for $i=1,2,3$. Similarly, the covariant components of $\boldsymbol{V}$ in the two curvilinear coordinate systems are related by

$$
\begin{equation*}
V_{\bar{\eta}^{i}}=\frac{\partial \eta^{j}}{\partial \bar{\eta}^{i}} V_{\eta^{j}} \tag{A.19}
\end{equation*}
$$

for $i=1,2,3$.

## Appendix B

## Useful analytical integrals

We show here how to compute some recurrent integrals frequently occurring in linear dispersion analyses. Let us first consider the integrals

$$
\begin{equation*}
I_{i}:=\int_{-\infty}^{+\infty} \mathrm{d} x x^{i} e^{-x^{2}} \tag{B.1}
\end{equation*}
$$

with $i \in \mathbb{N}$. If $i=0$, we have

$$
\begin{equation*}
I_{0}=\int_{-\infty}^{+\infty} \mathrm{d} x e^{-x^{2}}=\sqrt{\pi} \tag{B.2}
\end{equation*}
$$

If $i$ is odd, an odd integrand function is integrated over a domain symmetric with respect to 0 , yielding $I_{i}=0$. If $i$ is even, there exists a unique integer $j>0$ such that $i=2 j$. Therefore, we have

$$
\begin{equation*}
I_{i}=\int_{-\infty}^{+\infty} \mathrm{d} x x^{2 j} e^{-x^{2}} \tag{B.3}
\end{equation*}
$$

Due to the parity of the integrand function, we have

$$
\begin{equation*}
\int_{-\infty}^{+\infty} \mathrm{d} x x^{2 j} e^{-x^{2}}=2 \int_{0}^{+\infty} \mathrm{d} x x^{2 j} e^{-x^{2}} \tag{B.4}
\end{equation*}
$$

Via the change of variable $t:=x^{2}$, we obtain

$$
\begin{equation*}
2 \int_{0}^{+\infty} \mathrm{d} x x^{2 j} e^{-x^{2}}=\int_{0}^{+\infty} \frac{\mathrm{d} t}{\sqrt{t}} t^{j} e^{-t} \tag{B.5}
\end{equation*}
$$

We now define $k:=j+1 / 2$ and obtain

$$
\begin{equation*}
\int_{0}^{+\infty} \frac{\mathrm{d} t}{\sqrt{t}} t^{j} e^{-t}=\int_{0}^{+\infty} \mathrm{d} t t^{k-1} e^{-t}=\Gamma(k) \tag{B.6}
\end{equation*}
$$

where $\Gamma$ is the Euler Gamma function. Summing up, we have

$$
I_{i}= \begin{cases}\sqrt{\pi} & i=0  \tag{B.7}\\ 0 & i \text { odd } \\ \Gamma\left(\frac{i+1}{2}\right) & i \text { even }\end{cases}
$$

Let us now consider the integrals

$$
\begin{equation*}
J_{i}(z):=\int_{-\infty}^{+\infty} \mathrm{d} x \frac{x^{i} e^{-x^{2}}}{x-z} \tag{B.8}
\end{equation*}
$$

for $i \in \mathbb{N}$ and $z \in \mathbb{C}$. If $i>0$, we have

$$
\begin{align*}
J_{i}(z) & =\int_{-\infty}^{+\infty} \mathrm{d} x x^{i-1} e^{-x^{2}}+z \int_{-\infty}^{+\infty} \mathrm{d} x \frac{x^{i-1} e^{-x^{2}}}{x-z}  \tag{B.9}\\
& =I_{i-1}+z J_{i-1}(z)
\end{align*}
$$

If $i$ is even, then $J_{i}(z)=z J_{i-1}(z)$. If $i$ is odd, we have

$$
\begin{equation*}
J_{i}(z)=\Gamma\left(\frac{i}{2}\right)+z J_{i-1}(z) \tag{B.10}
\end{equation*}
$$

Summing up, for $i>0$ we have the recursive formula

$$
J_{i}(z)= \begin{cases}\Gamma\left(\frac{i}{2}\right)+z J_{i-1}(z) & i \text { odd }  \tag{B.11}\\ z J_{i-1}(z) & i \text { even }\end{cases}
$$

In order to compute the first integral $J_{0}(z)$,

$$
\begin{equation*}
J_{0}(z)=\int_{-\infty}^{+\infty} \mathrm{d} x \frac{e^{-x^{2}}}{x-z} \tag{B.12}
\end{equation*}
$$

we introduce the complex function (Barton et al., 1965) (sometimes called Faddeeva function)

$$
\begin{align*}
w(z) & :=e^{-z^{2}}\left(1+\frac{2 i}{\sqrt{\pi}} \int_{0}^{z} \mathrm{~d} t e^{t^{2}}\right)  \tag{B.13}\\
& =: e^{-z^{2}} \operatorname{erfc}(-i z)=: e^{-z^{2}}[1-\operatorname{erf}(-i z)],
\end{align*}
$$

for any $z \in \mathbb{C}$. If $\operatorname{Im}(z)>0$, the function $w(z)$ has also the integral representation

$$
\begin{equation*}
w(z)=\frac{i}{\pi} \int_{-\infty}^{+\infty} \mathrm{d} t \frac{e^{-t^{2}}}{z-t} . \tag{B.14}
\end{equation*}
$$

Therefore, if $\operatorname{Im}(z)>0$, the integral $J_{0}(z)$ is given by

$$
\begin{equation*}
J_{0}(z)=i \pi w(z) \tag{B.15}
\end{equation*}
$$

If $\operatorname{Im}(z)<0$, we introduce the new variable $t:=-x$ and obtain

$$
\begin{equation*}
J_{0}(z)=\int_{-\infty}^{+\infty} \mathrm{d} x \frac{e^{-x^{2}}}{x-z}=-\int_{-\infty}^{+\infty} \mathrm{d} t \frac{e^{-t^{2}}}{t+z}=-i \pi w(-z) \tag{B.16}
\end{equation*}
$$

since now $\operatorname{Im}(-z)>0$. Summing up, the integral $J_{0}(z)$ is given by

$$
\begin{align*}
J_{0}(z) & = \begin{cases}i \pi w(z) & \operatorname{Im}(z)>0, \\
-i \pi w(-z) & \operatorname{Im}(z)<0,\end{cases}  \tag{B.17}\\
& =\operatorname{sgn}[\operatorname{Im}(z)] i \pi w(\operatorname{sgn}[\operatorname{Im}(z)] z) .
\end{align*}
$$

The derivative of $J_{i}(z)$ for $i>0$ can be computed from the recursive formula (B.11), yielding

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z} J_{i}(z)=\sum_{j=1}^{i} z^{j-1} J_{i-j}(z)+z^{i} \frac{\mathrm{~d}}{\mathrm{~d} z} J_{0}(z) \tag{B.18}
\end{equation*}
$$

The derivative of $J_{0}(z)$ comes then from (B.17), independently of the sign of $\operatorname{Im}(z)$ :

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} z} J_{0}(z)=i \pi \frac{\mathrm{~d}}{\mathrm{~d} z} w(z) . \tag{B.19}
\end{equation*}
$$

Let us now consider the integral

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, \beta_{2}, \gamma\right):=\int_{-\infty}^{+\infty} \mathrm{d} x \frac{\left(\sum_{i=0}^{n} \alpha_{i} x^{i}\right) e^{-\gamma x^{2}}}{\beta_{0}+\beta_{1} x+\beta_{2} x^{2}}, \tag{B.20}
\end{equation*}
$$

with $n \in \mathbb{N}, \alpha_{i} \in \mathbb{R}$ for $i=0, \ldots, n, \gamma \in \mathbb{R}$ with $\gamma \neq 0, \beta_{0} \in \mathbb{C}$ with $\beta_{0} \neq 0, \beta_{1} \in \mathbb{C}$ and $\beta_{2} \in \mathbb{R}$. If $\beta_{1}=0$ and $\beta_{2}=0$, we have

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, 0,0, \gamma\right)=\frac{1}{\beta_{0}} \sum_{i=0}^{n} \alpha_{i} \int_{-\infty}^{+\infty} \mathrm{d} x x^{i} e^{-\gamma x^{2}} . \tag{B.21}
\end{equation*}
$$

We introduce the change of variable $y:=\sqrt{\gamma} x$ and obtain

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, 0,0, \gamma\right)=\frac{1}{\beta_{0}} \sum_{i=0}^{n} \alpha_{i} \gamma^{-(i+1) / 2} I_{i} . \tag{B.22}
\end{equation*}
$$

If only $\beta_{2}=0$, we have

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, 0, \gamma\right)=\sum_{i=0}^{n} \alpha_{i} \int_{-\infty}^{+\infty} \mathrm{d} x \frac{x^{i} e^{-\gamma x^{2}}}{\beta_{0}+\beta_{1} x} . \tag{B.23}
\end{equation*}
$$

We first rewrite the integral as

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, 0, \gamma\right)=\frac{1}{\beta_{1}} \sum_{i=0}^{n} \alpha_{i} \int_{-\infty}^{+\infty} \mathrm{d} x \frac{x^{i} e^{-\gamma x^{2}}}{x+\beta_{0} / \beta_{1}} \tag{B.24}
\end{equation*}
$$

Introducing again the change of variable $y:=\sqrt{\gamma} x$, we define $z:=-\sqrt{\gamma} \beta_{0} / \beta_{1}$ and obtain

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, 0, \gamma\right)=\frac{1}{\beta_{1}} \sum_{i=0}^{n} \alpha_{i} \gamma^{-i / 2} J_{i}(z) . \tag{B.25}
\end{equation*}
$$

If $\beta_{2} \neq 0$, we define $\Delta \in \mathbb{C}$ as

$$
\begin{equation*}
\Delta:=\beta_{1}^{2}-4 \beta_{2} \beta_{0}, \tag{B.26}
\end{equation*}
$$

and $u_{ \pm} \in \mathbb{C}$ as

$$
\begin{equation*}
u_{ \pm}:=\frac{1}{2 \beta_{2}}\left(-\beta_{1} \pm \sqrt{\Delta}\right) \tag{B.27}
\end{equation*}
$$

We note that

$$
\begin{align*}
& u_{+} u_{-}=\frac{1}{4 \beta_{2}^{2}}\left(\beta_{1}^{2}-\Delta\right)=\frac{\beta_{0}}{\beta_{2}}  \tag{B.28}\\
& u_{+}+u_{-}=-\frac{\beta_{1}}{\beta_{2}} .
\end{align*}
$$

Therefore, we have

$$
\begin{equation*}
\beta_{2} x^{2}+\beta_{1} x+\beta_{0}=\beta_{2}\left(x-u_{+}\right)\left(x-u_{-}\right) . \tag{B.29}
\end{equation*}
$$

The integral can be then rewritten as

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, \beta_{2}, \gamma\right)=\frac{1}{\beta_{2}} \sum_{i=0}^{n} \alpha_{i} \int_{-\infty}^{+\infty} \mathrm{d} x \frac{x^{i} e^{-\gamma x^{2}}}{\left(x-u_{+}\right)\left(x-u_{-}\right)} . \tag{B.30}
\end{equation*}
$$

Via the change of variable $y:=\sqrt{\gamma} x$, we can write the integral as

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, \beta_{2}, \gamma\right)=\frac{1}{\beta_{2}} \sum_{i=0}^{n} \alpha_{i} \gamma^{-(i-1) / 2} \int_{-\infty}^{+\infty} \mathrm{d} y \frac{y^{i} e^{-y^{2}}}{\left(y-z_{+}\right)\left(y-z_{-}\right)} \tag{B.31}
\end{equation*}
$$

where we have defined $z_{ \pm}:=\sqrt{\gamma} u_{ \pm}$. We now note that

$$
\begin{equation*}
\frac{1}{\left(y-z_{+}\right)\left(y-z_{-}\right)}=\frac{1}{z_{+}-z_{-}}\left(\frac{1}{y-z_{+}}-\frac{1}{y-z_{-}}\right) \tag{B.32}
\end{equation*}
$$

with $z_{+}-z_{-}$given by

$$
\begin{equation*}
z_{+}-z_{-}=\sqrt{\gamma}\left(u_{+}-u_{-}\right)=\sqrt{\gamma} \frac{\sqrt{\Delta}}{\beta_{2}} . \tag{B.33}
\end{equation*}
$$

Therefore, we obtain

$$
\begin{equation*}
K\left(\alpha_{0}, \ldots, \alpha_{n}, \beta_{0}, \beta_{1}, \beta_{2}, \gamma\right)=\frac{1}{\sqrt{\Delta}} \sum_{i=0}^{n} \alpha_{i} \gamma^{-i / 2}\left[J_{i}\left(z_{+}\right)-J_{i}\left(z_{-}\right)\right] . \tag{B.34}
\end{equation*}
$$
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