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Abstract 

In the automotive domain, the overall complexity of technical 
components has increased enormously. Formerly isolated, purely 
mechanical cars are now a multitude of cyber-physical systems that 
are continuously interacting with other IT systems, e.g. with the 
smartphone of their driver or the back-end servers of the car 
manufacturer. This has huge security implications as demonstrated 
by several recent research papers that document attacks endangering 

the safety of the car. However, there is, to the best of our knowledge, 
no holistic overview or structured description of the complex 
automotive domain. Without such a big picture, distinct security 
research remains isolated and is lacking interconnections between the 
different subsystems. Hence, it is difficult to draw conclusions about 
the overall security of a car or to identify aspects that have not been 
sufficiently covered by security analyses. In this work, we propose a 
comprehensive model covering all relevant aspects of the automotive 
environment and link it with selected attack scenarios and defense 

strategies already discussed in academic literature. This showcases 
the capabilities of our model to build new attack chains, to compare 
alternative defense strategies, to structure existing work and to 
identify possibilities for future research. 

1. Introduction 

About 40 years ago, cars contained just a few basic electronic control 
units (ECUs) that were mainly connected with actuators and sensors 
but with little communication between each other. Over time, not 
only did the amount of software grow exponentially, but also new 
functionality promoted the concept of an “intelligent vehicle” [1]. 

Nowadays, we consider a “connected car as a vehicle capable of 
accessing the Internet [...] of interacting with other smart devices on 
the road or in mechanical shops [...] [and] with other vehicles.” [2] 

These new levels of interaction and variety of technologies give rise 
to new security problems and concerns. Security flaws that are not 
dangerous in isolation can be combined to enable multistep-attacks 
and thereby raise serious security concerns which imply safety flaws 
for passengers. In this work, we present a model that sheds light on 
these attack chains and their implications. 

 

We address the problem that today’s automotive environment has 

grown into a complex interconnection of diverse systems (e.g. ECUs, 
infotainment system, remote services, garages). To the best of our 
knowledge, there is no holistic overview nor any structured 
description of this environment, which includes grave attacks and the 

defenses against them. 

We propose a comprehensive model as a solution to this problem and 

to enable the description and discussion of multistep-attacks and the 
underlying weaknesses. It allows us to represent and visualize attacks 
and defenses presented in the academic literature in a formal, 
uniform way. 

The contribution offered by this paper consists of a comprehensive 

model deduced from the academic literature and discussions with 
automotive professionals. Furthermore, a mapping of selected 
research about automotive attacks and defenses shows the 

applicability and merit of our model, which is designed to: 
(1) organize and structure academic literature and related work, 
(2) highlight gaps in existing research, (3) compare alternative 
defense strategies and (4) combine described attacks into new attack 
scenarios. 

The paper is structured in the following way: Section 2 presents all 
the elements that constitute our suggestion for a comprehensive 
model. Section 3 places our model in the context of related surveys. 
Section 4 spotlights the merits and advantages of using our model 

Section 5 concludes with an outlook on future work. 

2. A Comprehensive Model 

To manage the growing numbers of technologies and research 
relevant to the automotive domain, we consider a single, integrated 
model linking all core aspects to be a valuable navigation tool. 
However, due to the high complexity of the domain, a comprehensive 
model needs a substructure for convenient handling and easier 
understanding. Therefore, we propose three sub-models covering: 
(1) environmental aspects, (2) the steps of an attack and (3) defense 
mechanisms. These are linked together to enable a comprehensive 
view of the security level of today’s cars. We start their discussion 

with a detailed look at each of the submodels and integrate them 
afterwards. The big picture showing the connections between the 
submodels is given in Figure 5 and can be used for better orientation 
in this section. 
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We consider this model and the mapping as a valuable contribution to 

both academia and industry. Researchers can use this model to 
systematically classify and group existing academic literature. This is 
especially helpful for related work and for identifying research gaps. 
Related research is classified similarly and work uncovering new 
attack-vectors in the system inherently requires new defense 
mechanisms that can be linked with them. For industry experts, this 
model can be helpful to explore security problems and solutions. 
Using the interconnections and the attributes within the model, they 

can compare attacks with their prerequisite and potential impact on 
the defenses with their effectiveness and the efforts (i.e. costs) 
involved in implementation. We believe that this is a helpful guide 
for decision-makers when it comes to incorporating a higher level of 
security into the automotive domain, as presented by researchers. 

In the following sections, we walk through the three submodels. For 

making the explanations more tangible, we are elaborating a 
hypothetical example of an attack. In this scenario, an adversary uses 
a malicious smartphone app to gain remote control over a car. 

2.1 Environment Model 

All security analyses can only be carried out with respect to the 
concrete, underlying system in the specific context of a given 
environment. Hence, the foundation for our model is formed by a 
model for the automotive environment containing the relevant system 
parts. We are aware of the continued development and changes in the 
automotive domain. So a single static model can ever only be a 

snapshot of the environment, which sooner or later will become 
outdated and would require adjustments in the model. 

Figure 1: High level model of the Environment 

Figure 2: Concretization of the Environment Model 
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Therefore, we provide two models: A higher level model defining the 
basic structure of the environment together with its interrelations and 
a specific representation of this model that depicts the current state-
of-the-art in the automotive domain. Future security analyses can 

adapt and extend the specific instances, although the higher level 
model remains constant. 

2.1.1 High Level Environment Model 

A UML class diagram for the complete model is illustrated in 
Figure 1. Today’s automotive environment can be split into distinct 
areas, e.g. the car itself and its surroundings on the road. Each of 
these areas is composed of different assets (e.g. ECUs or a micro-
service) and may have nested areas supporting a deeper, more 
detailed analysis. These assets may have a varying number of 
interfaces that connect them with other assets from the same area or 

from some other area. Such a connection is called linkage and can be 
monodirectional, bidirectional or a broadcast communication. Each 
of connections requires a protocol for communication and a medium 
for transporting the communication. As assets, interfaces, and 
linkages all potentially exhibit attack surfaces, they are generalized as 
system parts and referenced as such in the attack model. 

2.1.2 Concretization of the Environment Model 

While the abstract model ensures an immutable foundation for the 
environment description, it needs to be specialized on the 
interrelations in the automotive domain for any concrete security 

analyses to be possible. To tailor it to the domain, we instantiate this 
model with the relevant entities from the automotive ecosystem. 

We focus mainly on the diversity of the areas and added enough 
details to map ongoing research to the model, but we skip the 
technical embodiment of all the assets, in order to limit the initial 
complexity of the model. If needed, domain experts can add more 
levels of detail for their special use cases. As this enrichment happens 
based on the higher level model, the comprehensive view retains its 

connections and usability. 

Our initial concretization of the model is illustrated in Figure 2. The 
most important area in the automotive environment is the car. Due to 
its complexity, we split this area into two subareas: car internals and 

the car exterior. The car exterior is a collection of everything that is 

tangible when you look at a car, e.g. the car body, a doorknob or the 
hood. Its counterpart consists of the car internals, everything that is 

hidden out of sight in the interior of the car, e.g. the body control 
module, the motor and apps for the infotainment system. The entity 
interacting the most with the car is the driver. The driver can use all 

the offerings of the infotainment system (e.g. the displays) and 
connect various assets (e.g. a smartphone, Bluetooth speaker, for 
more details see Oka et al. [3]) to the car. The driver herself is not an 

asset, as our model works on information assets only. However, she 
is indirectly represented by the assets she is using and their design. 
Another area consists of everything on the road, for example, the 

hardware required for vehicle to road infrastructure (V2R) 
communication (for a more detailed description see Lu et al. [4]). 
Finally, there are several areas related to the manufacturer of the car. 
First, everything that is needed to build and maintain the car is 
grouped in the garage & factory area. This includes the construction 

plans, the images for the ECUs and the whole debugging tool-chain. 
Furthermore, modern cars use the mobile telelphone network to 
establish a steady connection to a backend, operated by the respective 

manufacturers. This backend is used to provide additional services to 
the driver. The assets of the backend-area are the software 

components required to provide these services, e.g. the server 
operating system or the micro-services. Most likely, not all of these 
services can be provided by the manufacturer alone. Hence, the 

backend is connected to the third party area that can provide 

additional services, for example, updated maps or traffic information. 

In our hypothetical example, we need to add different, concrete assets 
to the model. The attack starts with a malicious smartphone app, so 
the driver needs to use it on her smartphone and have a link to the 
infotainment app. For gaining remote control, the access of the 
attacker needs to be extended to the head unit, and via the CAN bus 
to the ECUs that are actually controlling the car. 

2.2 Attack Model 

After describing the different systems, our next sub-model focuses on 
the attacks on these systems. This model is illustrated in Figure 3. 

The core node of the attack-model is the attacker performing the 

attack. Initially, each attacker has several capabilities that allows 
them to start the attack. This can be some level of access to the car or 

the ownership of and knowledge about tools. Other capabilities 

gained or required by exploits are labeled as aptitudes. These initial 

capabilities enable the attacker to execute an exploit on some system 

part. If this exploit is successful, the attacker may gain additional 
capabilities from the infected component. These new capabilities can 

enable the attacker to execute other exploits on some other or the 
same system part. This procedure continues until the attackers reach 
an exploit that allows them to achieve their final objective. A 

successful attack is not just a single exploit, but a consecutive chain 
of exploits depending on each other, building up more capabilities for 
the attacker until they achieve their objective. 

Our model enriches this core skeleton with additional information 
and classification that gives a better understanding of the attack. Each 
attacker has a motivation. The most harmless attackers just want to 

tinker with the car. The reasons for this might be personal satisfaction 
or to enhance their reputation in an arbitrary community. Research 

falls into this category. Another group of attackers seek financial 
profit, e.g. by stealing components or selling “unofficial” software 
updates to car owners. Finally, there are attackers who endeavor to 
cause maximum damage, financially or to other people. 

In addition to the motive behind it, each attack is also aimed at a 
concrete objective. These objectives can take various forms and may 

be represented as sub-classes of the objective. At an initial level, they 
can be separated into in-system objectives and objectives with trans 
system effects. On the one hand, in-system objectives are directly 

linked and located to specific system parts, e.g. the theft of a 
component, car tuning or violation of the safety properties of system 
components. On the other hand, trans-system objectives are related to 

transcending units, which cannot be located directly in any one part 
of the system, e.g. the exfiltration of data, which is transferred 
through the system, the intellectual property of specific architectures 
or solutions or, in general, the reputation of the manufacturer. Some 
motives have direct, implicit objectives. For example, vandals will 
mainly focus on sabotaging the car, e.g. they will destroy the car 
completely or just disable safety-critical components. The tinkerer 
aims to modify their car. This includes classical car tuning but 

extends also to unlocking “premium features”. We expect enabling 
these features without paying to become increasingly significant in 
the future [5]. However, there is no distinct mapping between the 
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sub-types of motives and objectives: For example, an attacker can 
use an exploit endangering safety to blackmail the manufacturer, and 
thus for his own financial gain. The objectives and motives of 
attackers can be combined in various forms and more examples can 
be found in academic literature [6]. For capabilities, it is most 

important to separate different levels of access to the car. The OBD-
II port exposes a big attack surface, but it requires physical access to 
the interior of the car that is only available to a small group of 

people, e.g. the car owner, passengers or technicians in the repair 
garage. More likely are exploits on web-services of the backend, as 
they are remotely available over the Internet. Physical access to the 
exterior of the car also offers lots of attack vectors, e.g. breaking into 
the car, but entails the risk of being discovered and arrested during 
the attack. Exploits on sensors require physical proximity to the car, 
e.g. being on the same street as the attacker. 

As exploits are the pivotal element of our attack model, we enhance 
them by adding different classes of exploit. First of all, each exploit 

affects at least one system part. The system part class is identical to 
the same-named class in the previous environment model. In this 
way, an exploit can affect assets, interfaces, and linkages in all areas 
of the system. In our model, each exploit is also based on a weakness 

in a system part that it exploits. This weakness can be in the design, 
the implementation or the configuration of the system part. 

For our fictional attack scenario, we have to be more concrete about 
the actual steps of the attacks. While remote controlling the car, the 
attacker might aim for violating the safety, for example, by actively 
crashing the car; or she can harm the reputation, for example, by 
selectively degrading features like the adaptive cruise control. Both 
are motivated by doing vandalism. Next, we need to define the 
exploit-capability chain: The attack is starting with the remote access 

of the attacker to the smartphone of the user. This capability could be 
gained via a malicious app in the app store, which is not part of the 
model presented in Figure 2. In this model, as an initial capability, we 
take the ability of the attacker to execute code on the smartphone. 
From there, the attacker can also send crafted messages to the 
Bluetooth interface of the car, while the driver is inside. There might 
be weaknesses in the implementation of the communication stack, for 
example, a buffer overflow that enables the attacker to execute code 

on the head unit. Thereby, she can access the CAN bus and can send 
messages to other ECUs inside the car. From that point, there are 
many alternatives for harming safety, see section 4 for details. One 
example is to spam packages and with this deny all legitimate 
communication between the sensors and ECUs connected to the bus. 

Figure 3: Attack Model 
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2.3 Defense Model 

Finally, the third model is dedicated to possible defense mechanisms. 
It is illustrated in Figure 4. Such mechanisms can be classified by 
multiple relevant properties. First of all, the model considers the 
implementation of the defense, as this can be done in software or at 

hardware level. Each defense can have multiple, different effects: 

Ideally, it solves the underlying problem, so that the corresponding 

attacks become impossible. For example, bug fixes in the 
implementation of software should have this effect. Other defense 

mechanisms cannot prevent attacks completely, but at least they can 
harden the system. All cryptographically secure encryption 

algorithms have such effects, as in theory decryption is always 
possible by brute forcing the key; but practically, the required 
computation power to perform the attack is not affordable. As 
subclasses of the hardening group, we reuse the three aspects of the 
CIA-triad, confidentiality, integrity and availability. Please note, 

that CIA is intentionally not represented in the attack model. The 
attack model focuses on describing an attacker that is exploiting 
weaknesses to gain more capabilities until she reaches her final 
objective. These exploits are violating the CIA attributes, and often 

several of them are affected simultaneously, for example when an 
ECU is infected via exploiting a buffer overflow. In this example, the 
attacker gains access to CAN bus, where she can read all messages 
(confidentiality), manipulate sent signals (integrity) and flood the bus 
to make it unusable (availability). However, these attacks in most 
cases are only based on message manipulation, so hardening by using 
cryptographic signatures is a valid defense. With these links, the 
relevant CIA attributes of the attack are implicitly described by the 

linked defenses. Finally, the minor effect any defense can have is to 
raise awareness of the attack. This means that even though the 

defense does not prevent or stop the attack, it does give an indication 
that the attack is ongoing or has happened, so that its causes can be 
mitigated. One important factor that can be used to compare different 

defense mechanisms dealing with the same attack is the cost of their 
implementation. Cost is integrated into our model via the indirection 
of overhead of a defense. These overheads can manifest in memory, 

performance, the development effort to implement the defense. It is 

also possible to have a general overhead without the refinement of 
one of these subclasses. For example, physical unclonable functions 

are a defense mechanism that can only be implemented in hardware 
[7]. Thus, they do not directly increase the overhead in memory or 
performance but do cause a cost to the specialized hardware. Lastly, 
all defenses follow a strategy. On the highest level, a defense 

strategy can be classified as proactive – measures taken against 

attacks before they happen – and reactive – measures taken against 

attacks while they are happening or after they have happened. 

Proactive measures can be further refined in strategies aimed at non-
functional or for adaptation of the system. The first category, 

hardening, is based on adding additional layers to the software, like 
applying cryptography before the communication or storage of data 

or integrity protection that adds tamper-protection mechanisms to 

existing software or data. The second category, adoption, 
incorporates the changes directly into the system. The most basic 
case is just abug fix that repairs a flaw in the implementation or 

configuration. Furthermore, the system can be adapted to limit access 
to a sensitive component, e.g. by restructuring the network or 
restricting it with a firewall. All reactive measures provoke a 
reaction whenever they detect an attack. These reactions can be 

automatic, e.g. a script adjusting a firewall, or manual e.g. an alarm 
alerting a human security agent who will conduct further 

investigations of the incident. The minimal reactive measure is just 
monitoring the system. These defenses, e.g. recording performance 

indicators or storing some log files for later manual analysis, are 
based on some information about the system but do not apply 
continued scans automatically.  

Figure 4: Defense Model 
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More advanced reactive measures are classified under intrusion 
detection (e.g. as applied by Hoppe et al. [8]). Depending on its 

internal mechanics these defenses can be refined in two subclasses. 
On the one hand, signature based defenses have information about 

previous attacks and have knowledge about concrete indicators of an 
ongoing attack. This knowledge is used to define signatures of the 

attack (e.g. rules, patterns) that are then used to scan ongoing actions. 
On the other hand, anomaly based defenses do not have information 

about attacks and extract or learn rules from the regular behavior of 
the system and consider deviations as abnormal. These two 
subclasses are common in academic literature: for example, see 
Axelsson [9] and Kabiri et al. [10]. The nodes capability and 

weakness constitute the interconnection to the attack model and will 

be discussed in more detail in the next subsection.  

There is intentionally nothing specifically automotive in our defense 
model, as we do not see a requirement for it. Software engineering is 
all about different trade-offs and the defense model describes these. 
The decision as to which trade-offs are acceptable is always domain-

specific. However, these decisions are not represented in the model 
and thus, the defense model does not specialize in the automotive 
domain.  

For our fictional example of an attack via a malicious smartphone 
app, various possible defenses could be modeled. The most basic 
example is fixing the buffer-overflow weaknesses in the Bluetooth 
implementation that solves the attack vector with no noticeable 
overhead. Furthermore, the architecture of the internal bus 
communication can be adapted to clearly separate the head unit from 

any other safety-critical communication. However, this only hardens 
the integrity of the system, because as long as the buses are 
connected, an attacker just needs to perform more exploits to reach 
the same capabilities again. Furthermore, that particular architectural 
change has to be realized in hardware and therefore, it is very 
expensive. Namely, it might be more feasible to add a reactive 
measure. For example, an additional software component in the 
central gateway that detects anomalous traffic, as a reaction—isolates 

the affected network or component; reports this to the driver to raise 
the awareness about the ongoing attack and sends the car to a repair 
shop. All these are possible defenses, that can be compared using the 
properties in our model and the manufacturer, finally, could decide 
which should be implemented. 
 

2.4 Interconnection of the Models 

After discussing all three sub-models in detail, this subsection now 
focuses on the interconnection of the models. The connection 
between the models is depicted in Figure 5. The environment builds 

the foundation of our model. With the proposed higher level model, 
almost every part of the environment is a system-part. No matter in 
what area it is used or how the assets are connected, every part of the 
environment can be exploited for an attack. If there exists an attack, 
the abused system-part has a direct linkage to the attack model. This 
allows us to query the combined model as to which system part is 
attacked more frequently or which attacks need to be considered 
when a specific part of the environment is designed or implemented. 

Summarizing the attack model, a successful attack in our model is a 
chain of capabilities and exploits that finally achieves an object. 
Hence, any successful defense must break this chain. This can be 
done in two ways: Either the defense restricts the capabilities of the 
attackers, so that they are no longer able to perform an exploit; or else 
it mitigates the underlying weakness, such that the attackers can no 
longer use it to gain more capabilities. Intentionally, our model has 
no direct connection between the system and the defense. This is in 

order to always require a concrete attack for such linkage. 
Accordingly, there are two ways to model defenses: Either they are 
part of the system or else they function as an asset of the 
environment. Defenses designed to thwart a specific attack should be 
modeled as an explicit defense against this attack. 

Otherwise, the “defense” has to be modeled as an asset inside the 
environment that inhibits an attack surface, just like any other part of 
the environment. In other words, a defense should at least have one 
specific attack scenario that it protects against to qualify as a defense. 

With splitting the model into three submodels and with the 
generalization to a generic representation, we aimed for making the 
complexity in the automotive domain manageable. Our model is 
applicable to older cars without ECUs up to completely autonomous 
cars. Modern architectures are composed of a multitude more aspects, 
but just modelling a single attack on a single component is sufficient 
to initialize and use our model. Further links, attacks, and defenses 
can be added when required or needed.  

Figure 5: Interconnections between the Models 
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3. Related Work 

Our initial models were inspired by the thoughts about the 
automotive threat model of Checkoway et al. [11]. For their threat 
assessment, they focus on the capabilities of an attacker that enables 
them to execute an exploit, e.g. the ability to write an IDA Pro 
module for modifying the firmware of an ECU. Furthermore, they 

show several attacks using chains of multiple exploits that are also 
reflected in our attack model. However, they choose a different 
approach to classifying the level of access and the capabilities of the 
attacker. They structure the access level into “indirect physical”, 
“short-range wireless” and “long-range wireless” areas. In contrast to 
our model, they are not considering remote attacks like attacks on the 
OEM servers that do not require any proximity to the car. 
Additionally, their structure is based on the physical properties of the 

transport medium for the attacks. Hence, such a model cannot be 
applied to classical attacks like cutting cables or lock-picking. We 
think classification of the access level by the distance of the initial 
interaction with the car is more suitable, since this is independent of 
the medium used by the attacker and thus more enduring for future 
developments. Finally, they distinguish between “technical”, the 
knowledge and skills of the attacker, and “operational” capabilities, 
the level of access an attacker can achieve. Our separation between 

tool and access sounds similar at the first sight; but we consider 
separating exploits by the required knowledge of the attacker as a 
variant of security by obscurity. Hence, it is barely helpful for 
classification purposes. As an alternative, we suggest using the 
notion of tools that are required to execute the corresponding exploit, 
as a tool is always related to the cost involved in building or buying 
it. This cost makes some of the exploits unaffordable for some 
attackers. For example, it is not feasible for a car tuner to spend a lot 

of money on expensive equipment for illegally unlocking a premium 
feature that is comparably cheap to buy directly. Unfortunately, none 
of authors’ thoughts are formalized or generalized and they do not 
provide a structure for their recommended defense mechanisms. 

Another survey that has helped to refine our model was done by 
Studnia et al. [12]. In their study, they are naming and grouping a lot 
of elements that need to be considered in security analyses. They start 
with a detailed overview of the automotive networks that conforms to 
our environment model. Then, they classify the goals of the attacker. 

These are represented in more detail in the subclasses of the objective 
and the motive of the attacker in our attack model. Furthermore, the 
survey lists several attacks grouped by their level of access and 
covering different elements in the environment (e.g. the OBD-II port, 
the TPMS or the Web browser in the infotainment). Finally, the 
authors list several defense mechanisms, like anomaly detection and 
cryptography, that are also represented in the strategy subclasses 
contained in the defense model. Their survey gives an overview of 

the interconnections between environment, attacks and defenses. Our 
model combines the different views on security given by them into 
one interconnected model that provides enough structure for them to 
be able to merge their work with similar and future research. 

Finally, our model is a more formalized view of the landscapes 

drawn by the survey of Parkinson at al. [13], which focuses on 
research gaps and future challenges. Their initial outline is similar to 
our environment model, as they also consider the car, the road 
environment. and the connections between them all as distinct 
elements. However, our model also considers the manufacturer and 
the backend for connected services as parts of the environment that 
may contain new challenges for research. Subsequently, they outline 
a total of 14 research gaps that can (with one exception—privacy 

concerns—these can only be considered from an attacker’s 
perspective as data leakage) all be located in our model since, while 
designing our model, we intended to cover all of their findings. Three 
gaps are related to attacks on sensors, the effects of compromised 

sensors and protections against these attacks. Most central for us is 
the lack of comprehensive research on ECU vulnerabilities, their 
combinations, potential implications and mitigation techniques. The 
interconnection of exploits and capabilities of the attackers as well as 
the interconnectivity of attacks and defenses are designed to enable a 
mapping that highlights this gap. Two other gaps, namely research 
into a secure update mechanism and also secure forensic storage, are 
considered as assets at the backend of the manufacturer and inside 

the car, because they are not only defense mechanisms but their 
security needs to be discussed in the context of the entire system and 
known attacks. The third party information in the infotainment 
system is represented in our model as a trace from the third party area 
through the backend into the infotainment system as we consider this 
level of detail as highly relevant to discuss these attacks. Sensors are 
part of our environment model, hence it can be used to discuss all of 
the three gaps. Furthermore, three other gaps involve considering the 

reactions to and the detectability of attacks. Our defense model 
differentiates multiple defense strategies and the reaction should 
directly be linked with each of these strategies. Finally, the three 
remaining gaps point to a lack of industry adaption and reaction to 
automated attacks by non-professional attackers. Moreover, industry 
should put more effort into fixing inherent security vulnerabilities in 
the components. Our model includes the notion of costs for attack 
tools and defense mechanisms to quantify these aspects. Hopefully 

this will make this problem more tangible for the management level 
and will increase the efforts in this research direction. 

4. Application of the Model 

After the discussion of the delta from our model to previous work, 
below we will elaborate the merits of using our threefold model. 
Mainly, we see these benefits in four different aspects. Each of them 
will be discussed in one of the following subsections. 

4.1 Structuring existing academic literature 

First of all, our model provides a structured view of the mapped 
academic literature. Due to time and space limitations, it is not 
feasible to give an exhaustive mapping here. Hence, we have selected 
academic literature from attacks and defenses to cover all aspects of 
our model at least once. When multiple papers were available, we 
choose the most cited source. By this process, we demonstrate the 
applicability of our model to the current research landscape. Our 

mapping can be found in Table 1. 

In this table, each column represents one class from our model. 
Namely from left to right: the environment model, the attacker model 
and the defense model – each separated by double lines. To prevent 
proliferation of the number of columns, we skipped all inherited 
classes and just kept the parent class and give the concrete subclass in 
the table fields. Each row represents a pair of attack and correlated 
defense strategies documented in one piece of academic literature. 

The first column cites the reference for the illustrated instance. If one 
reference explains multiple attacks and defenses, these are listed one 
below the other and only the first row cites the reference. 

In order to keep this table compact and on a single page we use 
abbreviations and some symbols inside the table. Words ending with 
a dot are short versions of class names in our model, chosen long 
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enough to match uniquely to one subclass. A field with “n/a” 
indicates that the corresponding information was not given by the 
authors in this reference, but would be required for a complete 
instantiation of our model. A field with “–” indicates, that this field is 

not needed for this specific instance. This is only used for the 
reaction only required by a reactive defense strategy. 

We want to point out that our collection ranges from survey papers 
over experimental analyses to blog posts on the Internet. Although all 
of them give different granularity of information and level of details, 
all of them are still mapable to our structure. This underlines the 
capabilities of our model. 

Such a structured view is helpful for automotive professionals as well 

as academic research. On the one hand, domain experts are mainly 
responsible for one specific part of the car, e.g. one functionality 
inside an ECU or one remote service inside the backend. The explicit 
environment model allows them to filter for their component and 
only focus on information available for their field of interest. On the 
other hand, researchers need a broad overview of all existing research 
to identify gaps and link their work to closely related previous 
publications. Our model directly links attacks with defenses and vice 

versa. Thereby research on attacks can show that it circumvents 
existing defense strategies and new defense mechanisms can rely on 
documented attacks to prove their effectiveness. Hence, we consider 
our model to be a valuable aid to the collection of related work. 

4.2 Comparison of alternative defenses 

In our model, a description of an attack is split into exploits and 
different levels of capabilities i.e. all intermediate steps of the attack 
have to be explicit. In this way, not only are the attacks illustrated 
with a high level of detail, but this also enables a very detailed 
discussion of different approaches for a suitable defense. Longer 

attack chains, as for example described by Spaar [17], hold more 
potential for defenses. The single strategy discussed in their work is 
just preventing the final replay step of the attack. 

Even though their work focuses on the description of the attack, this 
attack can however be impeded by addressing each segment of the 
attack chain. 

If the initial soldering of the debug pins on the chips inside the ECU 
that have been intentionally removed is impeded, no meaningful 

debugging of the firmware is possible and the vulnerabilities 
exploited will be harder to discover. The weak DES encryption used 
by the chip could be replaced by its successor 3DES or by stronger 
AES encryption; which would harden the confidentiality of the 
sniffed messages, but would also involve higher computational costs. 
When switching the cryptography, it is also possible to use modern, 
white-box cryptography [26]. This would hide the key inside the 
implementation, so that it can no longer be discovered easily by code 
inspection. At the simplest level, sensitive information like the VIN 

of the car should not be divulged inadvertently, e.g. by verbose error 
messages. This small change in implementation would require an 
additional step in the attack chain in order to gather this information. 
Additionally, the attackers would have to use their own mobile 
station for sending fake messages to the car. 

 

 

By fingerprinting mobile stations that have been used previously, and 
also by collecting a pool of trusted stations, the manufacturer could 
adopt a reactive strategy of restricting the use of “unknown” stations, 
thus preventing a car unlock command via this channel, for example.  

Finally, the car owner is not included at any point in the attack chain. 
Therefore, an automatic information notice on a third channel, stating 
that the car has been unlocked by the remote service, would provide 
notification of the attack. 

These defenses would be capable of mitigating the attack described, 
since each of them breaks the chain of exploits. However, each 
defense involves a different cost and has a different impact – not only 
on an individual attack but also on the overall level of security. 

Furthermore, in our opinion, security mechanisms always need to 
consider the architecture of the entire system: The car’s internals and 
the road units are just as important as the manufacturer’s backend and 
repair garages. All of these areas are needed when it comes to 
designing a holistic, fully functional security architecture. Hence, we 
consider this discussion to be a valuable application of our model. 

4.3 New combinations of existing attacks 

The core element of our attack model is the circular relationship 
between capabilities and exploits. A successful attack starts with the 
initial capabilities of each attacker, followed by the exploits these 

enable and continues similarly with new capabilities gained through 
these exploits. Each exploit and the capabilities it requires are just 
one segment of these attack chains and can be reused for other 
attacks, although they have been described by different authors. One 
example of such interaction is the work done by Computest [19] and 
the work of Koscher et al. [15]. 

Computest focuses on analyses of the cellular connection, the 
interface to the modular infotainment platform linking it with the 

Internet. They have been able to exploit one of the running services, 
so as to enable remote code execution. Furthermore, they broke the 
weak encryption keys inside the ECUs and finally were able to send 
messages over the CAN bus. Computest stopped their research at this 
point and disclosed its findings to the manufacturer. The 
manufacturer confirmed their findings but points out that the final 
“objective of manipulating the steering and brakes was not achieved”. 
In this situation, our model provides more information and links work 

that shows how an attacker can continue with the ability to send 
arbitrary CAN messages; namely, the work of Koscher et al. They 
started their security analysis with physical access to the OBD-II port 
in the interior of the car and the ability to send messages using it. 
With exploits on several connected ECUs, they were able to bridge 
different CAN networks, composite their attacks and finally managed 
to interfere with the brakes of the car. Both attacks when combined 
form a new, even more dangerous attack chain. In combination, the 
attack only requires remote access to the car via the mobile network 

and achieves the objective of active interference with a car in motion. 

This is only one example for such a combination of attacks, but it 
shows that structuring existing research provides stronger arguments 
for persuading manufacturers to take additional security steps; 
especially as, according to the findings of Computest, existing 
production cars have still not been patched. 
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Table 1: Structuring selected existing research according to our threefold model. 
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4.4 Spotting gaps and potential for further research 

With more and more research focusing on exploits or the defense of 
specific parts of the automotive domain, e.g. on inter-ECU 
communication, some of the components needed to describe attacks 
are redundant, e.g. the lack of authentication in the CAN bus as a 

weakness or detrimental to the safety of the passengers who could be 
the objective of an attack. Koscher et al. [15] find a remarkable 
solution for tailoring the description of the attacker to their work, as 
they “intentionally and explicitly skirt the question of a threat 
model”. For research as focused as theirs, skipping this is valid, but 
for a comprehensive security analysis, the threat model is vital. In our 
model, we have included the attackers, their motivation and the 
objective they want to achieve. They are directly linked to our attack 
chain and so they are reusable. Thus, in cases where the authors do 

not directly provide this information, our model is a useful add-on, as 
it spots missing information. Clearly scoped, exhaustive work can 
also profit from the context given by our model. The work of Yan et 
al. [16] focuses on attacks on various types of sensors that manipulate 
their readings. However, they do not take into consideration the 
different types of attackers and what they can achieve with these 
methods. Can a speedster use a manipulated sensor to trick an 
autonomous car in a more aggressive, faster operation? Or can a 

portable “attack-device” at a crossing cause passing cars to crash 
without leaving any traces once the device has been removed? The 
attacker’s perspective offers new views on research and makes them 
more tangible for the car industry. Furthermore, our model requires a 
variety of details from different aspects of an attack or defense. 
Unfortunately, most of the academic literature reviewed does not 
provide sufficient information to fill all classes of our model. As can 
be seen in Table 1, descriptions of attacks rarely discuss the motive 

or the objective of the attack. In particular, the granularity of the 
objective in our model is never considered in research, e.g. we were 
not able to find any academic literature about car tuning or about the 
theft of intellectual property. Also, information about the cost of a 
defense mechanism was not given for any of suggested defenses. The 
research proposing reactive defense strategies in our selection does 
not offer any specific reactions other than notification of the user. 

Finally, we noticed a remarkable development in research on 

sophisticated defense strategies, e.g. the work of Kang et al. [18]. 
They develop an advanced defense mechanism based on anomaly 
detection, but their work is only linked with “a general attack 
scenario” and does not give any information about the specific 
context of the attack used in their analysis. We consider attacks and 
defenses as strongly interconnected and interdependent: There ought 
to be no attack that does not also have a suitable defense available 
nor any defense strategy that does not mitigate a specific attack 
scenario. This is revealed by our model, since it enforces the linkage 

between attacks and defenses. All of these findings can be considered 
to be gaps in literature and, as such, potential areas for further 
research. In particular, we noticed that information we consider to be 
helpful to decision-making in the car industry (e.g. the cost of 
defense mechanisms) was never provided in the literature we 
analyzed. 

 

 

 

5 Conclusion and Future Work 

This paper presents a comprehensive model for security analysis in 
the automotive domain. Our model consists of three submodels: the 
environment model, illustrating and structuring all relevant assets in 
the automotive environment; the attack model, describing attacks as 
capability-exploit chains of attackers to their final objective; and the 

defense model, which is used to classify different defense strategies. 
Additionally, we offered a structure for existing knowledge contained 
in the academic literature on the subject, using this model; and we 
discussed the examples of four different ways to apply this structure. 

We are aware that this paper does not fully elaborate the detailed 
usage of the model. We intentionally presented the model in an 
abstract level, and only sketched exemplary applications to keep the 
underlying structure generally applicable and independent from any 

concrete example. The particular usage is always specific to the user 
of the model and the model could be refined as needed. Nevertheless, 
our model can be used to integrate existing knowledge and enable a 
structured analysis of alternatives. 

Although our mapping of selected research shows the applicability of 
our model to existing research, the results of this mapping are only 
preliminary; this being because it is not typical of the whole body of 
knowledge concerning security in the automotive domain. As future 

work, we are planning to extend and continue mapping those attacks 
and vulnerabilities that have already been documented and this 
research will be published in the future. This will enrich our 
formalized model with more detailed attack descriptions, with the 
aim being to enable solid, well-founded discussion of issues in the 
automotive domain. Furthermore, we plan to build a small web-based 
navigator that will transform the voluminous literature mapping 
found in this paper into an explorable knowledgebase that will be 

available publicly, for researchers and industry experts alike. Finally, 
we also plan an experimental evaluation of the benefits of our new 
model, to be carried out in conjunction with experts in this area, 
drawn from science and industry. While the instantiation already 
indicates the potential of this model, only further investigations will 
be able to demonstrate its value in helping these experts improve 
automotive security.  
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