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ARTICLE INFO ABSTRACT

Keywords: This article presents a review on computational fluid dynamics (CFD) applied to urban wind energy exploitation.
Building aerodynamics The content comprises technical CFD aspects relevant for this application and the current state-of-the-art in
CFD building aerodynamics applied to urban wind energy. The majority of studies (more than 50% of the respective
Computational wind engineering criteria) used Reynolds-averaged Navier-Stokes (RANS) turbulence models, the commercial solver ANSYS,
LES simulated a full-scale geometry and studied an isolated building. For RANS, at least second order-accurate dis-
RANS s . S I . .
. cretization schemes must be used, to improve turbulence kinetic energy prediction. In large-eddy simulation (LES)
Urban wind energy . . . . . . 14 . . .
studies, a blending scheme is often needed to avoid numerical instability. Urban wind flow is very complex (i.e.
detachment, stagnation), and rigorous validation and verification processes are needed, because only sophisti-
cated turbulence models are able to yield acceptable results. The building-roof shape was optimized for the wind
energy exploitation attending to both turbulence intensity and wind velocity. Conventional roof and roof edge
shapes were studied, as well as the compatibility with the installation of solar panels. Wind turbines sitting was
also discussed. Few simulations of wind turbines installed on building roofs were conducted using wind turbine

models, whereas real geometries of vertical axis wind turbines were simulated and optimized.

1. Introduction

The total amount of wind energy power is augmenting exponentially
in the World, mainly thanks to large wind turbines (Toja-Silva et al.,
2013). However, small wind turbines in urban areas are still mostly un-
used, what supposes a waste of a significant energy resource (Walker,
2011). As it is well known, distributed energy generation (generation at
the consumption site) offers significant benefits in terms of high energy
efficiency, lower emission of pollutants, reduced energy dependence and
stimulation of the economy (Chicco and Mancarella, 2009). Micro wind
generation in the urban environment is viable. The major barriers are
social perception of noise and visual acuity, concerns about safety, and
the relative high cost and maintenance of small wind turbines compared
with other easier and more robust alternatives, e.g. photovoltaics
(Encraft, 2009).

Toja-Silva et al. (2013) reviewed the opportunities and challenges for

urban wind energy exploitation showing the potential of such an energy
source, but also pointed out another impediment, a certain lack of soci-
etal acceptance due to the customers’ disappointment regarding the
difference between the expected and the real energy generated. A careful
analysis of the wind flow around buildings is needed, in order to decide
the best possible positioning for wind turbines to take advantage of the
accelerating effect of the wind on the roof, and the most adequate kind of
wind turbine for such particular case. Computational fluid dynamics
(CFD) is the best tool existing nowadays to carry out a careful analysis of
the wind flow around buildings. This field of study is called building
aerodynamics. Several investigations carried out CFD simulations of the
wind in urban environments, e.g. pedestrian comfort (Blocken and Car-
meliet, 2008; Blocken et al., 2016; Du et al., 2017) and pollutant
dispersion (Nozu and Tamura, 2012; Tominaga and Stathopoulos, 2013).
Toja-Silva et al. (2017, 2018) also used CFD to simulate the
column-averaged greenhouse gas concentrations (Chen et al., 2016) in an
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urban area and utilized real measurements to verify the results. In the
present review, however, we focus on urban wind energy.

Walker (2011) reviews methods of estimating urban wind resource
including a short section about the use of CFD. Few articles were cited
about CFD applied to urban wind energy. A significant part of the dis-
cussion focuses on ducted wind turbines. Millward-Hopkins et al.
(2013) mapped the wind resource over UK cities using statistical
methods, and stated that “detailed CFD studies would be required in
order to obtain detailed flow information around individual rooftops”.
Toja-Silva et al. (2013) conducted CFD simulations of the wind flow
around a simple building to qualitatively assess the effect on wind
turbines of the highly variable wind conditions on a building roof. This
review includes some studies on CFD simulations, but the main focus
was on the opportunities and challenges of the urban wind energy
technology. Blocken (2014) published a widely cited review article
about computational wind engineering (probably the most important
review up to the date), stressing the need of a review article about CFD
applied to urban wind energy.

The present article is aimed at providing a review about the state-of-
the-art of CFD applied to urban wind energy resource assessment. In
what follows, Section 2 is a technical section that discusses the turbu-
lence modelling, numerical schemes, meshing and the best practice
guidelines used for the CFD simulation of the urban wind for wind
energy exploitation purposes. Section 3 focuses on application, and
shows previous investigations reported in the literature regarding the
simulation of the wind on isolated building roofs and build environ-
ments. Section 4 focuses on the simulation of wind turbines (using both
models and real geometries) on building roofs. Finally, a summary is
presented in Section 5.

2. Computational modelling of the urban wind
2.1. Turbulence modelling
2.1.1. Reynolds-averaged Navier-Stokes (RANS)
The RANS equations (mass and momentum conservation) for

incompressible fluids without body forces (Cheng et al., 2003) are nor-
mally used for urban wind energy applications, i.e.
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where p is the mean pressure, p the fluid density and v the kinematic
viscosity. Using the two-equation RANS approach, the Reynolds stresses

(u'iu}'.) are prescribed in terms of the mean flow values, and the statistical

turbulence closure (turbulence kinetic energy and turbulence dissipation
rate equations) is based on the Boussinesq linear isotropic eddy-viscosity
hypothesis, i.e. linear relationship between the turbulent stresses and the
mean velocity gradients:

o 2
—uu; = 2,8 — —koy ,

3 3

where S;; is the strain rate tensor, v; is the kinematic eddy viscosity, §; the
Kronecker Delta function and k is the turbulence kinetic energy (TKE).
Buoyancy is usually not considered in urban wind energy applications,
because a neutrally stratified atmospheric boundary layer is a common
assumption, i.e. wind speed is strong enough for being considered as the
predominant fluid flow factor (Tabrizi et al., 2014). The equations for
TKE and the turbulence dissipation rate (¢) are necessary to solve all the
unknowns (i.e. three components of averaged velocity, mean pressure, k
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where Py = 1,S? is the production of k, S is the modulus of the mean rate
of strain tensor, and oy and 6, (Prandtl numbers), C,; and C,, are closure
constants. The values of the constant parameters involved in RANS
equations (i.e. closure constants, Prandtl numbers, von Kdrman constant
x and proportional number C,) have a significant influence on simulation
results near the roof surface. Toja-Silva et al. (2015a) carried out an
extensive comparison of CFD simulation results using the standard
values, the values proposed by Crespo et al. (1985) and those proposed
by Bechmann and Sgrensen (2010). Table 1 shows the standard values
used for RANS equations constants, and those proposed by Crespo et al.
(1985) and Bechmann and Sgrensen (2010), respectively. Crespo et al.
(1985) tailored the standard values using the atmospheric measurements
of Panofsky and Dutton (1984), and Bechmann and Sgrensen (2010)
assumed a balance between viscous dissipation and shear production in
the surface layer. Simulations that use the standard values show a worse
agreement with wind tunnel experimental values for an isolated building.
Being the hit rate (HR) the % of the simulation results that agree with a
defined set of experimental data, a validation process is considered
successful for values HR > 66% (Santiago et al., 2007; Toja-Silva et al.,
2015a). The highest hit rates (especially for TKE, the most complicated
variable) were obtained using the values proposed by Bechmann and
Sgrensen (2010), but the best reproduction of the flow recirculation on
the roof was obtained using the values proposed by Crespo et al. (1985).
Both alternatives showed reasonably good results.
The production of TKE and the kinematic eddy viscosity

k2
Uy = Cﬂ? )

(6)
are thermodynamic quantities involved in the RANS equations that are
modelled using the standard k — & (SKE) turbulence model. Some mod-
ifications were introduced to the SKE model in order to improve the
accuracy of the results, especially in order to reduce the overestimation of
the TKE in the impinging region of bluff bodies. Such overestimation also
leads to the underestimation (even to the non-reproduction) of the
recirculation of the flow on the roof (Tominaga et al., 2008a; Shao et al.,
2012; Toja-Silva et al., 2015a). Although the wake behind the building
has less interest for urban wind energy application than the flow on the
roof, it is important to mention that the most simple turbulence models
also under-predict turbulence in the wake of bluff bodies. This is asso-
ciated with the vortex formation and shedding behind the body and the
often very high level of cross stream normal stress in comparison to the
streamwise one.

Launder and Kato (1993) proposed to consider the vorticity scale (£2)
in the calculation of P; (KL model), i.e.

@)

However, the KL model has a mathematical inconsistency in the
modelling of the Reynolds stresses and P;. Additionally, the KL model

Py =150 .

Table 1

Values used for RANS equations constants, in urban wind energy simulations.
Coefficients C, Ca Ce2 Ok o, K
Standard coefficients 0.09 1.44 192 1.0 1.3 040
Crespo et al. (1985) 0.0333 1.176 1.92 1.0 1.3 0.42
Bechmann and Sgrensen (2010) 0.03 1.21 1.92 1.0 1.3 0.40
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overestimates Py (compared with the SKE model) when € is higher than
the strain rate scale. In order to correct these problems, Tsuchiya et al.
(1997) introduced the Murakami-Mochida-Kondo (MMK) model that
adds a modification to the expression for calculating v, only applicable
when Q is lower than the strain rate scale (the SKE expression for v, is
applicable otherwise), i.e.

ey
T eSS

®

t

Durbin (1996) proposed another k — ¢ modification in order to cor-
rect the TKE overestimation and the recirculation underestimation on the
roof (stagnation point anomaly) in the SKE model. The stagnation point
anomaly is addressed by relating v, to the turbulence velocity timescale
(T), i.e.

v, =CikT. 9

The Durbin model is based on the imposition of the “Realisability”
constraint 2k > u'au'a > 0 by bounding the turbulence velocity timescale
as

T = min(Tskg, Tp) » 10)
where Tgkg = k/¢ is the timescale computed according to the SKE tur-
bulence model and

_ ! \/5
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is the bounded timescale proposed by Durbin (1996). The procedure
leads to a reduction of the TKE overestimation at the impingement wall
and to the more accurate reproduction of the recirculation flow on the
building roof. However, although the overestimation is significantly
reduced, it still remains. The recirculation length (Xz) is the distance of
the flow recirculation on the roof normalized using the whole roof
length. This model tends to overestimate Xz both on the roof and beyond
the building. According to Durbin (1996), the constant parameter in the
expression derived for computing T, can be modified in order to obtain a
better agreement with experimental data. Toja-Silva et al. (2015a) have
empirically found that there exists a linear relationship between the
constant parameter used in the definition of Tp and the recirculation
length, as shown in Fig. 1. Toja-Silva et al. (2015a) found that the
recirculation length of the flow on the roof can be exactly matched by
relaxing the Realisability constraint proposed by Durbin (1996). The

Tp 1n
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Fig. 1. Sensitivity analysis for the recirculation distance (Xg) of the flow on the
building roof by varying the constant factor in the definition of the turbulence
velocity time scale (Tp). Adapted from Toja-Silva et al. (2015a).
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optimum constant factor for the calculation of Tp was determined car-
rying out a sensibility analysis. As shown in Fig. 1, other researchers
(Tominaga et al., 2008a) have also relaxed this Realisability constraint.

Yap (1987) also proposed a correction for the k — ¢ model. It consists
in the addition of a source term that depends on the normal distance to
the nearest wall in the turbulence dissipation rate equation (Eq. [5]).
Yap's correction is normally applied simultaneously with the KL model,
yielding to the KLY model (Launder and Kato, 1993). Yakhot and Smith
(1992) developed the k — ¢ Re-Normalisation Group (RNG) model, also
by adding a source term to the ¢ equation.

Nonlinear k — ¢ RANS turbulence models were also used (Shao et al.,
2012). The nonlinear eddy viscosity models have been developed to
improve the Boussinesq approximation adopted in the linear eddy vis-
cosity turbulence models keeping the stability and applicability condi-
tions. Shih et al. (1993) presented a quadratic nonlinear eddy viscosity
model by truncating the cubic and higher order terms in the general
expression of the turbulent stresses, i.e.

—uiuj = Zl/,Sij — 51(5,] — C]l/,; <SikSkj — 5&;&;5,-,) s (12)

where C; is an empirical coefficient. Notice that the linear models (i.e.
Eq. [3]) truncate quadratic and higher order terms. A quadratic eddy
viscosity model allows the inclusion of the normal stress anisotropy. By
considering the streamline curvature effects on the turbulent stresses,
Craft et al. (1996) proposed a cubic eddy viscosity model that allows the
successful inclusion of the normal stress anisotropy. Ehrhard and Mous-
siopoulos (2000) proposed another cubic eddy viscosity model with
different constant values, to simulate the flow field around a cube in a
channel. The computing time required for CFD simulations using
nonlinear turbulence models is typically around 15% higher than using
linear eddy-viscosity models (Ehrhard and Moussiopoulos, 2000).

In addition to the k — ¢ turbulence models described previously, the
k — w shear stress transport (SST) was also used by some researchers for
the CFD simulation of the wind flow around buildings. This model fol-
lows the k — w approach at the near-wall region, and switches to the k — ¢
away from the surface. The expression of the transport equation for k in
the k — @ SST model is different from that in the k — ¢ model (i.e.
effective diffusivities are involved instead of viscosities), and a new
equation for the specific dissipation () is used (Menter, 1994), i.e.

o(pwk) o ok\ -
o oy (rka—xj) + P =Y 13)
and
M:i@,a—“’) Py —Yy+ Dy, (14)
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where, Py is the TKE generation due to the mean velocity gradients, P,, is
® generation, I'y and I',, and Yy and Y, are effective diffusivities and
dissipations of k and w, respectively, and D,, is the cross-diffusion term.

Toja-Silva et al. (2015a) presented a rigorous validation of several
RANS turbulence models (SKE, RNG, MMK, Durbin, Yap, Nonlinear Shih
and k — w SST) on an isolated building roof. The case study was the
benchmark case A of the Architectural Institute of Japan (2017), with the
experimental results of Meng and Hibi (1998). All the models tested
successfully passed the validation threshold (hit rate above 66%) for
velocity, but for the TKE only the RNG (with standard constants), MMK
(with Crespo and Bechmann constants), all the Durbin variations (with
Crespo and Bechmann constants, and the original Durbin model also with
standard constants), Yap (with Bechmann constants) and Nonlinear Shih
passed the validation. A very small recirculation of the flow was observed
using the SKE model (specially using standard constants), and the
recirculation exceeded the roof length using both Nonlinear Shih and k —
o SST models (notice that the recirculation distance is near the half
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length of the roof in the experiment). The Durbin model variation pro-
posed in Toja-Silva et al. (2015a) gave the best results (using Crespo
constants) considering both hit rates and the recirculation of the flow,
and the MMK model (with Crespo constants) gave the best hit rates and a
reasonably good agreement with the recirculation of the flow in the
experimental data. A very important observation is that the most difficult
variable to simulate in urban environments (and in complex terrain in
general) is TKE. Furthermore, since TKE is frequently used as a qualita-
tive predictor of wind turbine damage, a very strong effort regarding this
issue is necessary to ensure accurate CFD simulations.

Tominaga et al. (2008a) carried out a comparison between experi-
mental and simulation results using some RANS turbulence models
(SKE, KL, MMK and Durbin) for the wind flow around an isolated
building (i.e. over the roof and also in the wake of the building). The
SKE model did not reproduce the recirculation of the flow on the roof.
The rest of the k — ¢ models tested overestimated the reattachment
length behind the building in comparison with the SKE model. The
Durbin turbulence model showed the closest agreement with the
experiment.

Shao et al. (2012) also carried out a comparison between experi-
mental and simulation results for the same case study using nonlinear k —
¢ turbulence models. They found that the steady calculation using the
non-linear models cannot reach convergent solutions. The Craft model
showed the best agreement regarding the reattachment length on the
building roof, while the other non-linear models produced excessively
large recirculation vortexes that extend over the entire roof without
attachment. As stated above, this excessive recirculation was also ob-
tained by Toja-Silva et al. (2015a) using the Shih model. All the nonlinear
models compared in Shao et al. (2012) overestimated the reattachment
length behind the building when compared with the wind tunnel
experiment. The Craft model predicted the shortest reattachment length
behind the building, yielding a value almost equal to the length given by
the SKE model. The two other nonlinear models greatly overestimated
the reattachment length by approximately three times the experimental
value. On the building roof, the TKE predicted by the Ehrhard model
agrees with the experimental data because the coefficients in that model
were specifically calibrated for the wind flow over a cube. The two other
nonlinear models in Shao et al. (2012) overestimated the TKE over the
building roof, but such overestimation was smaller than that obtained
using the SKE model. Behind the building, all the nonlinear models
underestimated the TKE below the height of the building, especially both
Shih and Ehrhard models. This TKE underestimation caused an over-
estimation of the reattachment length above the building roof when
using these two nonlinear k — ¢ models.

Yang et al. (2016) conducted CFD simulations of wind flow in a real
urban area in Taipei (Taiwan). The wind speed, direction and turbulence
intensity (TT) were compared with on-site measurement data to validate
the computational model. The simulation results using the realizable k —
& model yielded differences with the measurements for wind speed less
than 10% in the windward region, and 20% in the leeward region. Wind
direction matched well with measurements in general. According to Yang
et al. (2016), the realizable k — ¢ model provided more reasonable results
for TI than those using SKE and RNG models, reaching a maximum dif-
ference with the experimental results of 16.5%.

2.1.2. Large-eddy simulation (LES)

Studies on urban wind energy using LES were conducted by Mill-
ward-Hopkins et al. (2012), Kono and Kogaki (2012) and Kono et al.
(2016). In these studies, the governing equations were the filtered,
incompressible continuity equation and the filtered, incompressible
Navier-Stokes equations under neutral stability conditions:

ou;

(3x,~ -

(15)

and
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where 7; = Ufj — U;ll; are the components of the subgrid-scale (SGS)
stress tensor. For LES, the overbar denotes the filtering operator (overbar
denotes averaged values for RANS). The filtering was implemented at the
grid scale. The subgrid-scale (SGS) stresses were computed using the
standard Smagorinsky model (Smagorinsky, 1991):

1 _
T — 2Tl = —2 Uscs Sij, an

3

where Sj; is the filtered rate of strain and vsgs = L25S is the SGS turbulent
viscosity, with S the characteristic filtered rate of strain, and Lggs is the
SGS mixing length computed as
Lsos = min(xd, CsV}) | 8)
where d is the distance to the nearest wall, V. is the volume of the
computational cell and Cs = 0.1 is the Smagorinsky constant used or
recommended by Rodi (1997), Murakami et al. (1999) and Sohankar
et al. (1999) for flow past a rectangular cylinder or building. The optimal
value of Cs varies from flow to flow and even point to point within one
flow. In the near wall region, Kono and Kogaki (2012) and Kono et al.
(2016) used Van Driest's damping function (Van-Driest, 1956) to meet
the condition where the value of SGS stresses decreases drastically with a
decrease in the distance from the nearest wall and becomes zero on the
wall. Millward-Hopkins et al. (2012) used the Lilly's damping function
that reduces the filter width within the viscosity-affected region so that
the energy-carrying eddy sizes scale appropriately. To correct the
drawback of a constant value of Cs, several models have been proposed.
One of the well-known models is the dynamic Smagorinsky model pro-
posed by Germano et al. (1991) and revised by Lilly (1992), which de-
termines (Cs)? as a variable of space and time following the properties of
the flow field, using two filters with different characteristics scales: a grid
filter and a test filter. As compared to the standard Smagorinsky model,
the accuracy of the dynamic Smagorinsky model for the flows around a
square cylinder and around a wall-mounted cube is generally improved
(Rodi, 1997; Murakami et al., 1999; Sohankar et al., 1999). However, the
dynamic Smagorinsky model has a higher possibility of causing numer-
ical instability (Ferziger and Peric, 2002).

Millward-Hopkins et al. (2012) investigated the validity of their LES
approach by using the wind tunnel experimental results of flow over
idealized urban pattern that were composed of rectangular blocks with
heterogeneous height. Here, the wind tunnel experiment was conducted
by Cheng and Castro (2002). The LES results of vertical profiles of mean
wind speed above various blocks were matched well with the experi-
mental data. However, the LES results of vertical profiles of streamwise
and vertical turbulence generally underestimated the experimental data.

Kono and Kogaki (2012) and Kono et al. (2016) validated their LES
approach using also the benchmark case A of the Architectural Institute
of Japan (2017), which is a case study frequently cited in the literature
for validation purposes, e.g. Toja-Silva et al. (2015a). The LES results of
the streamwise, lateral and vertical components of mean velocity and TI
around an isolated building matched well with the experimental data.

Tominaga et al. (2008a) carried out a comparison between experi-
mental and simulation results using some RANS and LES turbulence
models for the wind flow around an isolated building. Regarding LES, the
standard Smagorinsky sub-grid model was used with the Smagorinsky
constant C; = 0.12. The overestimation of reattachment length behind
the building obtained using RANS models was improved in the LES
computations. This improvement is attributed to the better reproduction
of the periodic velocity fluctuation due to the vortex shedding behind the
building when using LES. The LES simulations in Tominaga et al. (2008a)
were carried out with and without inflow turbulence. The LES without
inflow turbulence produced too much vortex shedding behind the
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building and, therefore, some discrepancies with the experimental results
were observed, caused by the overestimation of velocity fluctuation in
the lateral direction in the wake region. The result of LES with inflow
turbulence showed a better agreement with the experiment concerning
both velocity and TKE behind the building.

Gousseau et al. (2013) have also simulated the benchmark case A of
the Architectural Institute of Japan (2017), and compared simulation
results with the experiment of Meng and Hibi (1998). They carried out a
rigorous validation and verification using LES turbulence modelling
implemented in the commercial code ANSYS Fluent. They used the
standard Smagorinsky model (testing the constant values C; = 0.1 and
Cs = 0.15) and its dynamic version. The use of C; = 0.1 provided the
most accurate results, very close to those of the dynamic Smagorinsky
model. The vortex method to generate time-dependent velocity profiles
at the inlet of the domain (inflow turbulence) showed to be suitable for
atmospheric boundary layer flows. They obtained a very good agreement
for mean streamwise velocity, but the validation was not successful for
TKE. Thus, we can state that LES may be successfully validated for TKE
focussing only on the roof, as Toja-Silva et al. (2015a) did using RANS.

2.1.3. Reynolds stress model (RSM)

The RSM (Launder et al., 1975) is a more elaborated turbulence
model. Instead of assuming isotropic eddy viscosity, the RSM calculates
the individual Reynolds stresses using differential transport equations
together with an equation for the dissipation rate, i.e. 7 additional
transport equations must be solved for three-dimensional flows.

Since the RSM takes into account the effects of streamline curvature,
swirl, rotation and rapid changes in strain rate in a more rigorous manner
than two-equation models (e.g. RANS), it may have a good potential for
being used when the flow features of interest are the result of anisotropy
in the Reynolds stresses, e.g. cyclone flows, highly swirling flows in
combustors, rotating flow passages and stress-induced secondary flows in
ducts.

The accuracy of RSM simulations is limited by the closure assump-
tions employed to model various terms in the exact transport equations
for the Reynolds stresses. Additionally, the modelling of the pressure
strain and dissipation rate terms is particularly challenging, and
considered to be responsible for compromising the accuracy of RSM re-
sults. It is not yet demonstrated that the RSM yields clearly superior re-
sults than the other models, in order to justify the additional
computational cost (ANSYS, 2017a).

Mertens et al. (2003) is the only study reported in the present review
that used RSM for the CFD simulation of the urban atmospheric boundary
layer. They commented on the theoretical advantage of the model, but
they did not carry out a validation of the simulations by comparing with
experimental data.
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Mohamed et al. (2018) compared RANS and RSM simulations with
new wind-tunnel measurements of all the terms involved in the TKE
equation, for a two-dimensional stagnation flow around a flat plate. The
SKE model over-predicted TKE, and Durbin's modified eddy viscosity
reduced but did not avoid such over-prediction. Dissipation does not
seem to be important in stagnation, and RSM models were not more
accurate than two-equation RANS models. They showed that stagnation
effects (large irrotational strain) cause not only a modification of the
production term, but also affect advection and turbulent diffusion.

2.2. Numerical schemes

Although the use of 1st order (upwind) numerical schemes for the
discretization of some convective terms is a common practice due to the
highest stability of the algorithms, at least second order accurate nu-
merical schemes (both central differencing and upwind) must be used for
RANS in order to avoid problems with false diffusion (Rakai et al., 2014;
Balogh et al., 2012; Bakker, 2016; Toja-Silva et al., 2015a). Fig. 2 shows a
comparison of vertical profiles using RANS (Toja Silva et al., 2015a) for
both streamwise velocity and TKE, for the wind flow around an isolated
building using 1st and 2nd order numerical schemes for the discretization
of the convective term of the momentum equation. The simulations with
2nd order schemes show a closer match to the experimental data for
velocity and TKE. The improvement is clearly more significant for TKE.

With regard to discretization of the convection terms of the mo-
mentum equations for LES, it is ideal to use the second or higher order
central differencing schemes in conjunction with sufficiently fine
computational meshes so that the occurrence of severe numerical insta-
bility can be avoided, in particular, near the windward edge of a building.
However, there are many cases where the use of such fine meshes is not
possible. In these cases, it is recommended to blend a central differencing
scheme and upwind schemes (Ono and Tamura, 2002). The relative
weight for upwind schemes needs to be small enough to ensure that the
flow field is not overly diffused and at the same time large enough to
avoid the occurrence of severe numerical instability. Fig. 3 shows a
comparison of vertical profiles, at the same location as in Fig. 2, of mean
streamwise velocity and TKE using LES with upwind schemes or a
blending scheme (Kono and Kogaki, 2012). The LES results with a
blending scheme show a closer match to the experimental results for TKE,
as compared to the LES with pure upwind schemes.

2.3. Meshing
The quality of the simulation results is conditioned by the mesh used,

i.e. size and form of the grid. A high-quality body-fitted grid should avoid
unstructured grids constituted by pyramidal and tetrahedral cells that
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Fig. 2. Comparison of the vertical profiles using 1st and 2nd order numerical schemes for the discretization of the convective term of the momentum equation for the
RANS turbulence modelling. This comparison corresponds to the vertical profile V3 (flow-recirculation region on the roof) in Toja-Silva et al. (2015a). Left: com-
parison of velocity. Right: comparison of turbulence kinetic energy. Note that z is the height from the ground.

70



F. Toja-Silva et al.

o Exp. —— 2" order central (90 %) + 1%t order upwind (10 %)

””” 15t order upwind —— 2"orderupwind -+ 3" order upwind

030 030

028 | 0.28
0.26
0.24

0.22

026
0.24

022

z(m)
z(m)

020 0.20

018 0.18

0.16
0 2 4 6 0 1 2 3 4
U (m/s) k (m?/s?)

0.16

)

Fig. 3. Comparison of the vertical profiles of streamwise velocity and TKE ob-
tained by LESs with discretization of the convection terms of momentum
equations using upwind schemes (first order, second order, or third order), or a
blending scheme of 90% of second order central differencing scheme and 10%
of first order upwind scheme. The profiles of the blending scheme are from Kono
and Kogaki (2012). The location of the vertical profiles corresponds to the
vertical profile V3 (flow-recirculation region on the roof) in Toja-Silva et al.
(2015a). Left: streamwise velocity. Right: turbulence kinetic energy.

can lead to problems for convergence when using high-order dis-
cretization schemes, decreasing the computational accuracy (Blocken
et al., 2012). It is recommended to avoid extreme distortion of cells (e.g.
angles >90° for triangles), especially in areas of large flow gradients.
Near the walls it is preferably the use of parallel/perpendicular cells, i.e.
quadrilateral, hexahedral or prism/wedge cells (van Hooff and Blocken,
2010).

The mesh resolution should be higher in regions where large flow
gradients are expected, it means the application of a refinement in re-
gions of interest. The discretization error must go to zero as the grid size
tends to zero. The rate at which it takes place is given by the order of the
numerical discretization. The Grid Convergence Index (GCI) can be
computed by comparing the results obtained using different grid sizes, in
order to quantify the discretization error in a CFD simulation (Roache,
1998; Hirsch, 2007; Ferziger and Peric, 2002). According to the
Richardson extrapolation (Richardson, 1911), the mesh should be sys-
tematically refined or coarsened by a constant factor (typically 2 or v/2).
This is called solution verification, and has the goal of verifying that a
grid-independent solution was obtained in the simulations.

All of the published CFD papers should show a solution verification
process. However, only few works go beyond showing a convergence plot
(comparing measurements with simulation results obtained using
different grid sizes), and carry out a rigorous study involving calculation
of GCI, e.g. Toja-Silva et al. (2015a) and Wang et al. (2018) with RANS
and Gousseau et al. (2013) with LES. Using LES with implicit filtering, the
model strongly depends on the grid size and, when refining the grid, the
model contribution changes and a grid-independent solution cannot be
found. Due to that, Gousseau et al. (2013) obtained a better agreement
with experimental data on the coarsest computational grid, while a finer
grid overestimated the TKE.

2.4. Best practice guidelines

Franke et al. (2007) presented a bestpractice guideline for the CFD
simulation of flows in the urban environment, developed within the
framework of the COST Action 732. The main objective of this action was
to improve and to assure the quality of micro-scale meteorological
models that are applied for predicting wind flow and transport processes
in urban or industrial environments. These guidelines can be considered
as a reference for urban wind CFD simulations still today, as they are
followed by almost all the research articles related to this topic. It dis-
cussed very relevant aspects of atmospheric CFD simulations of urban
areas that must be respected, e.g. domain dimensions, boundary condi-
tions, meshing. As an extension, Tominaga et al. (2008b) further
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discussed the same aspects when the area of interest is at the pedestrian
level (near the ground).

3. Building aerodynamics applied to the wind energy
exploitation

The work of Mertens (2006) is the first significant study of building
aerodynamics applied to the wind energy exploitation. He investigated
the concentration effect of the wind on the roof, at building sides, be-
tween two airfoil-shaped buildings and in ducts through buildings.
However, this investigation only used CFD for basic cases (e.g. flow
around a flat plate, boundary layer, wind turbine blade in 2D), but not
for the wind flow around buildings, where the flow velocity was
computed using the potential theory (Batchelor, 1988). Mertens (2006)
identified the interest of installing wind turbines in ducts through
buildings in order to get the most of the pressure difference between up
and downstream walls; however, that application was not extensively
developed further. Concerning building roofs, Mertens (2006)
mentioned that a sphere-like building was the most promising shape,
estimating the energy concentration factor as 3 to 4 by using only the
potential theory for computing velocity distribution around a sphere.
This value is in a reasonably good agreement with that obtained by
Toja-Silva et al. (2016) for an isolated building, who carried out a more
sophisticated CFD investigation.

Apart from some isolated studies that will be commented later, the
first exhaustive analysis of the most appropriate building shape for the
wind energy exploitation on building roofs using CFD was done by
Abohela (2012), who studied simple geometric roof shapes: flat, domed,
gabled, pyramidal, barrel vaulted and wedged. Afterwards, Toja Silva
(2015) focussed on building-roof shape (empirical) optimization for
urban wind energy, carrying out CFD simulations of more complex
shapes, including several additional aspects such as wall-roof coupling,
compatibility between solar and wind energies and the effect of the
roof-edge shape, building aspect ratio and surrounding buildings on the
wind flow. An exhaustive validation and customization of RANS turbu-
lence models for urban wind simulations was also presented. Details of
these investigations are explained below.

Table 2 shows a summary of the specific investigations cited in the
present review. The majority of investigations were carried out using
steady RANS turbulence models (66%), followed by unsteady RANS
(URANS), being 21% of the cases. Only 10% of the articles cited were
conducted using LES, and only Mertens et al. (2003) used RSM.
Regarding the software, 62% of the reported investigations used the
commercial code ANSYS (2017b), including both CFX and Fluent, more
than 20% used the free and open source software OpenFOAM (2017), 7%
used the Japanese code FrontFlow/red (Center for Research on Innova-
tive Simulation Software, 2017), and EllipSys (Sgrensen, 1995), Wind-
Sim (2017) and STAR-CD (Siemens, 2017) were used in only 1 of the
reported works, respectively. More than half of the investigations re-
ported (57%) studied an isolated building, including Nuland (2017) that
simulated a farm fish barge, and Lu and Ip (2009) and Wang et al. (2015)
that studied groups of 1-3 and 2 isolated buildings, respectively. Ana-
lyses of simplified urban patterns and studies of a target building with
simplified surrounding were conducted in near 29% of the cases re-
ported. The works that deal with a real urban area only represent the 14%
of the total. Regarding the scale of the geometry, 70% of the cases con-
ducted full scale simulations, what is one of the clear advantages of the
CFD (numerical experiments) in front of experimental measurements.
The 27% of the investigations used wind-tunnel scale buildings, normally
adapting the same geometry of models used for validation purposes. The
rest corresponds to Aquino et al. (2017) that used a reduced-scale model,
but higher than wind-tunnel (with few meters of order of magnitude)
because they add wind belts (with very small dimensions) to the build-
ing. The most important features of each investigation are commented in
Sections 3 and 4. The statistics discussed above are presented in a visual
way in Fig. 4.
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Table 2

Summary of the state-of-the-art.
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Article/Ph.D. Thesis

Turbulence
modelling

Software

Urban environment type

Scale

Important features

Abohela (2012)
Abohela et al. (2013)

Aquino et al. (2017)

Beller (2011)

Hassanli et al. (2017)

Heath et al. (2007)

Kono and Kogaki
(2012)

Kono et al. (2016)

Krishnan and

Paraschivoiu (2016)

Larin et al. (2016)

Ledo et al. (2011)

Liu et al. (2017)

Lu and Ip (2009)

Millward-Hopkins et al.
(2012)

Mertens et al. (2003)

Micallef et al. (2016)
Nuland (2017)

Simoes and Estanqueiro
(2016)

Tabrizi et al. (2014)

Toja-Silva et al. (2013)

Toja Silva (2015)

Toja-Silva et al. (2015a)

Toja-Silva et al.
(2015b)

Toja-Silva et al. (2015c¢)

RANS

RANS

RANS

RANS
URANS
URANS

LES

LES

URANS

URANS

RANS

RANS

RANS

LES

RANS

RANS

RANS

RANS

URANS

RANS

RANS

RANS

RANS

ANSYS

ANSYS

EllipSys

ANSYS
ANSYS
FrontFlow/
red
FrontFlow/

red
ANSYS

ANSYS

ANSYS

ANSYS

ANSYS

ANSYS
STAR-CD

ANSYS

ANSYS
OpenFOAM

WindSim

ANSYS

ANSYS

OpenFOAM

OpenFOAM

OpenFOAM

OpenFOAM

Target building with
simplified urban
surrounding
Isolated building

Simplified urban pattern

Isolated building
Simplified urban pattern
Isolated building
Isolated building

Isolated building

Isolated building

Simplified urban pattern

Real urban area

1-3 isolated buildings

Simplified urban pattern

Isolated building

Isolated building
Isolated (fish farm barge)

Real urban area

Real urban area

Isolated building

Target building with

simplified urban
surrounding

Isolated building

Isolated building

Isolated building

Wind tunnel

Reduced scale

Full scale

Wind tunnel

Full scale

Wind tunnel

Wind tunnel

Full scale

Full scale

Full scale

Full scale

Full scale

Wind tunnel

Full scale

Full scale

Full scale

Full scale

Full scale

Full scale

Wind tunnel
and full scale

Wind tunnel

Wind tunnel

and full scale

Full scale
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Best basic building-roof shape for wind energy: vaulted roof.
Influence of building height and incident wind direction.

Passive integration of aero-elastic belts (wind belts).

Siting and power assessment.

Discussion of TKE and wind power potential for simplified city
patterns.

Wind turbines positioning for particular cases.

Double-skin facade system.

Wind turbines positioning assessment.

Wind turbines positioning on pitched roof, attending only to velocity.
Example of energy yield facility in London.

Study of wind power density and velocity standard deviation at
different heights above the roof.

Wind turbine positioning for different incident wind directions on flat-
roof buildings with different horizontal aspect ratios.

Simulation of a real Savonius (VAWT) in horizontal position on a
building roof, including a diffuser around the turbine: power
coefficient of the turbine is improved from 0.135 to 0.34 due to the
diffuser.

Simulation of a real Savonius (VAWT) in horizontal position on a
building roof.

Demonstration of the importance of simulating both building and wind
turbine to asses a correct performance.

Wind turbine geometry optimization for the wind flow on the roof:
power coefficient 5-10 times higher than in open field.

Comparison among flat, pitched and pyramidal roofs: higher available
power on flat roof.

Validation using measurements on the site.

Scaling issues between full-scale and wind-tunnel simulations due to
the consideration or not of the surrounding buildings in the
simulations.

Comparison of flat and shed roofs attending to both wind velocity and
TKE: flat roof resulted better.

Use the CFD simulations produced by Xie et al. (2008).

Wind turbine positioning on building roof surrounded by urban
pattern.

Quantification of uncertainties accumulated errors in final wind speed
predictions on building roofs.

Simulation of a Darrieus (VAWT) on a building roof using actuator disc
model.

Analysis of wind conditions on the roof and turbine location as
function of energy yield.

Simulation of a HAWT on a building roof using actuator disc model.
Analysis of wind turbine effect: strong influence on the flow observed.
Simulation of HAWT and VAWT on a fish farm barge using actuator
line model.

Wind speed and power density assessment on buildings roofs in
Cascais, Portugal.

Comparison with experimental measurements at site.

Study of an industrial building: large-surface low-rise.

Comparison with velocity measurements on the site.

Sitting of HAWT attending to the wind horizontality: centre of the roof.
Qualitative assessment of the effect on wind turbines of the urban wind
variability.

Validation of several RANS turbulence models.

Wind turbines positioning according to TI.

Compatibility between wind and solar energies on a building roof.
Effect of roof-edges on the wind flow.

Optimum building-roof shape for wind energy: spherical roof coupled
with a cylindrical wall.

Influence of the building aspect ratio and surrounding buildings
height.

Validation of different RANS turbulence models.

Effect of different constants in Navier-Stokes equations.

Wind turbines positioning according to TI.

Effect of roof-mounted solar panels on the wind flow: slightly
increasing speed and decreasing TI.

Wind turbines positioning according to velocity and TI

Scaling issues reported between wind-tunnel and full scale simulations
due to similitude constraints (i.e. different Re number).

Analysis of state-of-the-art roof shapes: spherical roof showed
promising attending to velocity and TI.

Effect of the roof edge shape on the wind flow.

(continued on next page)
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Table 2 (continued)
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Turbulence Software

modelling

Article/Ph.D. Thesis Urban environment type

Scale Important features

Toja-Silva et al. (2016) RANS OpenFOAM Target building with

simplified urban
surrounding

Wang et al. (2015) RANS ANSYS Two isolated buildings

Wang et al. (2018) RANS ANSYS Isolated building

Yang et al. (2016) RANS ANSYS Real urban area

Zanforlin and Letizia URANS

(2015)

ANSYS Target building with
simplified urban

surrounding

Full scale Empirical-heuristic optimization of building-roof shape for wind
energy. Optimum shape: exact spherical roof coupled with a
cylindrical wall.

Influence of the building aspect ratio and surrounding buildings
height.

Estimation of power increase on the roof due to the optimum shape: up
to 3 times the open field power.

Example of wind turbines installation: around 20 kW instantaneous
power.

Study of the Venturi effect in urban environments (buildings in
converging and diverging positions).

Use of semi-log wind profile to predict the canopy velocity.
Validation using wind Lidar measurements on a real building roof.
Wind turbines positioning according to velocity and TI.

Validation of CFD simulation results of a real urban area by comparing
with measurements on the site for both wind speed and TI.

Study of wind turbines positioning according to wind speed and
turbulence intensity: windward side of the roof showed advantageous.
Analysis of roof variations: curved edge led to lower TI and higher
velocity.

Simulation (in 2D) of a real Darrieus (VAWT) installed in horizontal
position on a pitched roof.

Demonstration of the importance of simulating both building and wind
turbine with the diffuser to asses a correct performance.

Effect of integration of rooftop and diffuser: power increase for skewed
winds and abatement of torque fluctuations.

Full scale

Full scale

Full scale

Full scale

TURBULENCE MODELLING

URANS

URBAN ENVIRONMENT TYPE

Snn!;)hfle(l Isolated
urban buildings
patterns

SOFTWARE

FrontFlow/red

OpenFOAM
ANSYS

SCALE

Fig. 4. Statistics of the state-of-the-art investigations.

3.1. The isolated building

Lu and Ip (2009) presented a study of the urban wind power feasi-
bility in Hong Kong. This work can be considered as one of the pioneer in
this matter. They stated the necessity of using CFD for modeling annual
wind flows over particular buildings, in order to assess the wind power
and to analyze wind turbines location on the roof considering both wind
speed and TKE. They recommended to “avoid the turbulence layer” when
installing a wind turbine; this concept was developed further by Toja--
Silva et al. (2015a) by introducing the TI threshold for horizontal axis
wind turbines (HAWT) as TI = 0.15. According to Lu and Ip (2009), the
flat roof shape was the optimal (comparing only with shed roof) for the
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wind energy exploitation attending to both wind velocity and TKE. They
reported a concentration effect on the wind that could increase the wind
power density (wind power per unit of swept surface) by a factor of 3-8.
They simulated the wind flow around an isolated building, and a series of
2 and 3 buildings. The SKE turbulence model was used in ANSYS Fluent.

Kono and Kogaki (2012) investigated the wind conditions over a
flat-roof building for installing wind turbines. Their LES simulations
(standard Smagorinsky with C; = 0.1) used the software FrontFlow/red
to study the benchmark case A of the Architectural Institute of Japan
(2017). They computed the wind power density and plotted velocity
standard deviation at different heights above the roof, yielding higher
wind power densities and lower velocity standard deviations around the
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Fig. 5. Superimposition of HAWT (left), VAWT (centre) and VAWT in horizontal position (right) over the wind flow on a flat-roof building. It is observed that the
HAWT cannot work under these conditions, the VAWT can work, and the VAWT in horizontal position takes a great advantage of the flow conditions. Adapted from

Toja Silva (2015).

upstream edge of the roof. They found several regions on the roof with
values of standard deviation that exceeded the maximum streamwise
wind velocity component recommended by the normative IEC61400-2
(International Electrotechnical Commission, 2006) for conventional
wind turbines. Standard deviations of streamwise velocity were found
much larger than those of spanwise and vertical velocities, except near
the roof surface. Although TKE is frequently used as a qualitative pre-
dictor of wind turbine damage, a rigorous fatigue indicator requires the
determination of the frequency. Since TKE is broadband, LES shows a
great potential because of its ability to detect important frequencies such
as building vortex shedding frequency, in spite of its higher computa-
tional cost.

Toja-Silva et al. (2013) conducted CFD simulations of the wind flow
around a simple building to qualitatively assess the effect of the highly
variable wind conditions over a building roof on wind turbines. URANS
turbulence modelling was used in the software ANSYS. As shown in
Fig. 5, the sections of various types of wind turbines were superimposed
over the velocity field obtained from the simulations, and their aero-
dynamic behaviour was analysed in a qualitative manner.
Horizontal-axis wind turbines (HAWT) showed higher performance in
flat terrain applications or on large structures, whereas in urban envi-
ronments the higher potential of vertical-axis wind turbines (VAWT) was
demonstrated. Further descriptions of HAWT and VAWT conventional
and non-conventional models can be found in Eriksson et al. (2008),
Ishugah et al. (2014) and Murthy and Rahi (2017).

Abohela et al. (2013) performed CFD simulations with the purpose of
identifying the effect of different roof shapes on the generated energy. As
shown in Fig. 6, the roof shapes were flat, domed, gabled, pyramidal,
barrel vaulted and wedged. The highest speed-up was found for the
vaulted roof, with an increase in the generated electricity up to 56.1%.
The realizable k — ¢ RANS turbulence model implemented in ANSYS
Fluent was used for the simulations. The effect of a general pattern of

surrounding buildings was studied, as well as different incident wind
directions. For all the shapes tested, the region of maximum TI was
identified over the roof below z/H = 1.3, where z is the height above the
ground and H the building height (note that z/H = 1.0 corresponds to
the roof surface), hence wind turbines were recommended to be installed
above this threshold. This threshold height is in agreement with Toja--
Silva et al. (2015a) for a flat roof, but a more detailed study of Toja-Silva
et al. (2015c¢) found different threshold heights for different roof shapes,
assuming TI=0.15 as the threshold for installing HAWT. According to
Toja-Silva et al. (2015a-c, 2016), VAWT can be installed below such
threshold height. Toja-Silva et al. (2016) found also a variation of this
threshold height depending on the surrounding buildings.

Toja-Silva et al. (2015a) proposed a method for wind turbines posi-
tioning on building roofs according to TI. They defined with a general
rule for HAWT positioning, i.e. above z/H = 1.31. This height was ob-
tained by analysing the fluid field on the roof, considering TI = 0.15 as
the threshold for installing a HAWT due to safety and durability reasons,
according to the European Wind Turbine Standards II (Pierik et al.,
1999). As shown in Fig. 7, a detailed study for different roof regions is
presented in Toja-Silva et al. (2015a). The authors also studied different
incident wind directions, yielding lower threshold heights than for an
incident wind normal to the building wall. Below this threshold height,
other wind turbine configurations may be considered, e.g. new concept,
vertical axis wind turbines (VAWT). Additionally, the installation of a
VAWT in horizontal position near the upstream edge of the roof is pro-
posed as an interesting application for taking the most of the recircula-
tion of the flow in this roof region.

As mentioned before, major barriers for urban wind energy are
disadvantages in front of other simpler and more robust technologies,
i.e. photovoltaics. Since the latest technology developments in hybrid
renewable energy systems allow, by combining different renewable
sources, to obtain efficiencies higher than that obtained from single

Wedged

Fig. 6. Optimum location for installing a HAWT on different roof shapes. (Abohela et al., 2013).
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Fig. 7. Wind turbine positioning according to the turbulence intensity. The
vector field is velocity, the background colormap corresponds to the turbulence
intensity (TI) and the bold line (in magenta) is an isocontour for TI=0.15
(Toja-Silva et al., 2015a).

power sources (Khare et al., 2016), it is important to demonstrate the
compatibility between solar and wind energies on buildings roofs in
order to clarify that such technologies are not competitors but collab-
orators. In this regard, Toja-Silva et al. (2015b) presented an investi-
gation of the effect of roof-mounted solar panels on the wind flow from
the point of view of the wind energy exploitation. CFD simulations were
performed using a customized Durbin RANS turbulence model imple-
mented in OpenFOAM. The wind flow on an empty roof was compared
with roof-mounted solar panels with different tilt angles. No significant
differences compared to the empty roof were found above the isoline of
TI = 0.15. Below this isoline, mean wind velocity slightly increased and
TKE significantly decreased due to the presence of the solar panels. The
decrease of the TKE was attributed to the damping effect of recircula-
tion vortices appearing between the solar arrays (Toja-Silva et al.,
2015b), shown in Fig. 8 (left). The wind flow was analyzed and the most
adequate wind turbine model for each roof region was suggested.
Additionally, full-scale building simulations were compared with
reduced-scale model, and scaling issues were reported. As shown in
Fig. 8 (right), a massive recirculation takes place for this specific case

U Magnitude

0,022 5,08

WIND DIRECTION
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due to the interaction of the neighboring vortices between the arrays.
This massive recirculation was not identified at a reduced-scale model.
There is a difference of 2 orders of magnitude in the Reynolds number.
Since the Reynolds number for the wind tunnel case is much lower, the
fluid flow becomes laminar between the solar panels and the roof sur-
face. Such scaling issue shows the necessity of simulations and exper-
imental studies considering full-scale conditions, especially when
dealing with small openings.

Toja-Silva et al. (2015c) continued the study of Toja-Silva et al.
(2015a) and Abohela et al. (2013) by simulating the wind flow around
the state-of-the-art roof shapes (i.e. common roof shapes in the literature,
e.g. in Fig. 6). Vertical profiles of velocity, TKE and TI were compared.
The TI threshold for HAWT was also compared for the state-of-the-art
roof shapes. The results showed a similar flow behavior on the sharp
(pitched and shed) and on the curved roofs (spherical and vaulted),
respectively. A higher velocity was observed on the curved shapes
(spherical and vaulted). Non horizontal velocity was observed on the
sharp roofs (flat, pitched and shed). Much lower TI values were found for
the curved shapes, especially for spherical shapes. Among the
state-of-the-art geometric shapes, spherical and vaulted roofs were the
best options found for the wind energy exploitation. Toja-Silva et al.
(2015c¢) also analyzed the influence of the roof edge shape on the wind
flow. The results showed a similar behavior of the flow over the simple
edge and the cantilever edge. A massive recirculation of the flow that
exceeded the roof length was observed for the railing edge, and the
height of the TI threshold increased. A very small recirculation was
observed for the curved edge case, speed-up was reported around the
upstream edge, and the TI threshold height substantially decreased. The
transition between walls and roof showed a strong influence on the
behavior of the flow.

Kono et al. (2016) analyzed the effect of the incident wind direction
for installing wind turbines on flat-roof buildings with different hori-
zontal aspect ratio. This work is an extension of the previous study of
Kono and Kogaki (2012). The standard Smagorinsky LES model was also
used implemented in the CFD software FrontFlow/red. As shown in
Fig. 9, results showed that wind velocity tends to decrease as the building
width decreases. The upstream corners of the roof showed the most
favorable conditions for a wind turbine at low heights. Downstream lo-
cations showed worse performance at lower heights due to a much higher
turbulence intensity, as shown in Fig. 9 (right). Thus, wind turbine
installation may be recommended at higher heights. When there is no
prevailing wind direction, the authors recommended installing a wind
turbine on the center of the roof, but high enough for avoiding the high
turbulence region.

Toja-Silva et al. (2016) carried out an empirical-heuristic

U Magnitude
4
LLLLLLL ‘ |

4,91
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Fig. 8. Effect of solar panels on the wind flow: streamlines that show the recirculation vortices on the roof (left), and massive recirculation observed for the same

particular case in a full-scale simulation (right) (Toja-Silva et al., 2015b).
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Fig. 9. Horizontal distribution (at z/H = 1.15) of mean wind speed (left) and standard deviation of horizontal velocity, oy (right); for different horizontal aspect

ratios. Adapted from Kono et al. (2016).

optimization of the building-roof shape. Such optimization started from
the spherical roof reported in Toja-Silva et al. (2015c), and added an
analysis of the roof-wall transition geometry by testing different varia-
tions of a spherical roof, a roof-width sensitivity analysis of the optimum
geometry and an exploration of the building aspect ratio effect on the
flow. Velocity, TKE and TI were compared and the wind turbine posi-
tioning on the roof was analyzed in detail. An exactly spherical roof
coupled with a cylindrical wall was identified as the optimum shape for
the wind energy exploitation. For this shape, as shown in Fig. 10, the
speed-up was the highest among the alternatives compared, not only on
the top of the roof but also on the upper area of the walls, and the TI
threshold was not reached for the isolated building (height of the
threshold =1.0). Thus, a HAWT can be installed on the roof at any
height. An additional advantage of the spherical roof with a cylindrical
wall is that the flow behavior is the same for all the incident wind di-
rections. It is also observed in Fig. 10 that the vaulted roof has the highest
TI threshold height and the speed-up is only higher than the spherical
roof tested by Abohela et al. (2013), but lower than the other alterna-
tives, especially lower than the optimum building-roof shape. The
roof-width sensitivity analysis revealed that the exact sphere is the most
advantageous shape attending to both speed-up and TI. Regarding the
aspect ratio, slender shapes showed higher speed-up and lower TI values.

Hassanli et al. (2017) simulated a double-skin facade system with
strategic openings, from the point of view of the wind energy
exploitation. They compared the results obtained using the k — @ SST
RANS turbulence model with the unsteady scale adaptive simulation
(SST-SAS) model, which solves the turbulence length-scales on a fine
enough mesh and defaults to URANS in regions where the mesh is
coarser. ANSYS Fluent was used for the simulations. The results were
compared with wind-tunnel measurements of mean speed, yielding a
reasonably good accuracy (inside a range of 15%). Additionally, small
differences were found between the results using URANS and RANS.
Fig. 11 shows the mean speed distribution inside the cavity. Different
incident wind directions were analysed. The flow became more

76

Spherical roof Abohela. Spherical roof cylinder.

Spherical roof integrated.

* * Vaulted
T @® Spheric cylinder
N 15 ¢ Spheric integrated
N B Spheric Abohela
—
o
T ]
'_
5 1.10
° ¢
[%)]
g
5
§ 1.05
kS
z
()]
‘o
T 1.00 @)

1.28 1.30 1.32 1.34 1.36 1.38 1.40 1.42 1.44
Maximum speed-up (U/U,,,)

Fig. 10. Optimum building-roof shape: TI threshold height vs. speed-up for
different alternatives. Adapted from Toja-Silva et al. (2016).
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uniform and the turbulence progressively decayed as flow progressed
through the cavity. The regions in the middle of both the leading and
trailing sides of the cavity were considered favourable locations for
installing wind turbines, where high velocity, uniform flow and low
turbulence were observed. The double-skin facade system with stra-
tegic opening not only dissipated the turbulence created by the sharp
corners, but also contributed to the dissipation of the turbulence
existing in the free stream flow.

Wang et al. (2018) performed CFD simulations of wind flow above
an isolated low-rise building. Although it has the plant of a real
building (Engineering and Technology Building, Inner Mongolia Uni-
versity of Technology, China), it can be considered as flat-roof near--
rectangular (60 x 100m plant and 20m high). They used the realizable
k — e RANS turbulence model in the commercial software ANSYS
Fluent. Although they did not consider surrounding buildings, they
utilized a semi-log wind profile in order to predict the canopy velocity.
Such semi-log profile describes the velocity with a logarithmic wind
profile above the building height and an exponential wind profile
below it. The simulations were successfully validated by comparing
wind velocity and turbulence intensity with wind Lidar measurements.
The grid convergence index was calculated in order to verify the so-
lution. They used the simulation results for wind turbines sitting on
the roof, avoiding high turbulence intensity regions and searching the
maximum wind-accelerating factor. They propose optimum mounting
locations and installation heights for wind turbines. They have
considered TI=0.25 as the maximum admissible value for wind tur-
bines, according to the IEC Standard 61400-2 (International Electro-
technical Commission, 2006). Such normative is less restrictive than
the European Wind Turbine Standards II (Pierik et al., 1999), used in
other investigations (e.g. Toja-Silva et al., 2015a), that mention
TI=0.15 as the threshold value for installing a HAWT due to safety
and durability reasons. However, Wang et al. (2018) obtained a
threshold height in agreement with Toja-Silva et al. (2015a), i.e. z/
H =1.30 ~ 1.50 for the annual averaged wind speed in the prevailing
wind direction. The best locations are also found at the upstream edge
of the roof.

mid-plane

(@) (b)
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3.2. The influence of surrounding buildings (urban environment)

Heath et al. (2007) carried out CFD simulations of the wind flow
around an array of pitched-roof buildings, studying different incident
directions. The SKE URANS turbulence model implemented into the
software ANSYS CFX was used for the simulations. They only focus on
velocity, neglecting the effect of TKE. They state that the speed-up effect
observed above the top of the roof is not present when the building is
immersed in an urban environment. A strong effect of the incident wind
direction is reported, and they discuss the most recommended site for
installing wind turbines for different incident directions. They discuss the
energy yield for a hypothetical facility in London, considering the local
regulations and yearly-averaged wind conditions.

Beller (2011) presents CFD simulations of the wind flow around a
general urban pattern, and a discussion about the TKE and the wind
power potential obtained in such environments. The SKE RANS turbu-
lence model was used, implemented into the software EllipSys. Wind
turbines positioning for particular case studied are presented, and the
interest of installing VAWT in horizontal position close to the upstream
edge is commented.

Ledo et al. (2011) simulated the wind flow around three suburban
landscapes (matrix of 3 x 3 buildings): pitched, pyramidal and flat roofs.
The steady state k — @ SST RANS turbulence model is used for the sim-
ulations, with the software ANSYS CFX. Wind turbine positioning is
discussed for each roof type. They obtained lower TI and considerably
higher velocity on the flat roof compared to the other shapes tested. The
wind power density above flat roof was also found greater and more
consistent (i.e. less dependent on wind conditions, especially direction)
than above the other roof types, independently of the incident wind
direction.

Millward-Hopkins et al. (2012) investigated the wind flow over a
simplified urban pattern, in order to make suggestions for ideal rooftop
turbine locations. They suggest the upstream edge of the roof as the most
adequate position, although they comment that the turbine can be
installed behind this edge at higher heights, having then the advantage of
increasing the available resource from non-prevailing wind directions.
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Fig. 11. Mean speed distribution at mid-plane within the cavity for different incident wind directions: (a) 0°, (b) 35°, (c) 65° and (d) 90° (Hassanli et al., 2017).
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Fig. 12. Converging and diverging distribution of the buildings (left), and example of wind speed distribution above the buildings in converging configuration (right).

Adapted from Wang et al. (2015).

They quantify such height as the height which the full swept area of the
turbine is separated from the rooftop flow, being at least z2/H = 1.2 —
1.25. Millward-Hopkins et al. (2012) also quantify the errors inherent in
a typical wind resource prediction methodology, which uncertainties
accumulated errors can arise up to 30-45% in the final wind speed
predictions at potential turbine heights. These errors become even more
significant when the cubed relationship of wind power to wind speed is
considered. They used LES (standard Smagorinsky model) simulation
results produced by Xie et al. (2008) using both ANSYS Fluent and
STAR-CD.

Wang et al. (2015) studied the wind accumulation by the Venturi
effect in urban environments. They analysed the relationship between
wind energy potential and the configuration of two perpendicular
buildings by carrying out CFD simulations with different incident wind
directions, investigating both converging and diverging positions, as
shown in Fig. 12. They considered different building lengths, widths,
heights, corner separation distances, incident wind angles and heights for
wind harvesting. They validated comparing with a wind tunnel experi-
ment only for wind velocity, using the turbulence models SKE, RNG,
realizable k — e RANS and the RSM implemented in ANSYS Fluent. Ac-
cording to Wang et al. (2015), the best agreement with the velocity
measured in a wind tunnel experiment was found using the SKE model,
although such comparison among the models is not shown in their paper,
i.e. they only present the results for the SKE. The results for the
converging configuration showed that the wind energy potential over the
roof increases with larger corner separation, while it decreases for the
diverging configuration. For low buildings, the diverging option showed
much higher values of wind speed, and small difference between the two
configurations was observed for high buildings. A higher energy density

h/H

0.5 1.0 1.5 2.0 25

Available power increase

3.0

is also reported for buildings covering small horizontal surface. Accord-
ing to Wang et al. (2015), most of the converging and diverging cases
studied showed a higher wind energy density on the roof, compared with
a single isolated building.

Toja-Silva et al. (2016) present an empirical-heuristic optimization of
the building-roof shape. They focused in the isolated building shape
optimization (commented above), and in the analysis of this building in
an urban environment. The effect of the neighboring buildings was
investigated considering different heights for the surroundings. A strong
influence of the surrounding buildings on the wind flow was observed,
and an increase of the TI close to the roof surface is reported. Due to the
presence of the surrounding buildings, the TI threshold for HAWT is
reached close to the roof surface in all the cases. Therefore, VAWT may be
considered close to the roof surface although HAWT can be installed at a
higher height (z/H > 1.05 — 1.15). Slender shapes were confirmed as the
most promising for wind energy exploitation, leading to a higher
speed-up and to a lower TL As shown in Fig. 13 (left), the available wind
power is multiplied by 3 due to the optimum building-roof shape
compared with the open field, for the isolated building. The available
wind power increase show higher values for slender shapes, and it is
positive (concentration effect of the wind) for h/H < 0.8, where h is the
height of the surrounding buildings. It is important to mention that the
available wind power is still multiplied by 2 for h/H = 0.5 (surrounding
buildings half of the target building height). It is also reported that the
increase in the inlet velocity has a slightly negative influence. Toja-Silva
et al. (2016) also present an example, the instantaneous power genera-
tion on the roof for a free-stream velocity (at the building height) of
8.8 ms L. As shown in Fig. 13 (right), VAWT and HAWT were considered
below and above the threshold height, respectively. According to real
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Fig. 13. Available power increase due to the optimum building-roof shape vs. the surrounding builds height (left); and roof-mounted wind turbines superimposed on
the velocity field around the building in scale-size agreement (right). Adapted from Toja-Silva et al. (2016).
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Fig. 14. Spatial distribution of mean wind speed (left) and power density (right) at 10 m above buildings roofs in Cascais, Portugal. Adapted from Simoes and

Estanqueiro (2016).

measurements on the field carried out by Pagnini et al. (2015) under
exactly the same conditions of velocity and TI than those observed at the
respective sites on the roof, 8 kW and 9.3 kW of instantaneous power
were obtained for the VAWT and HAWT, respectively.

3.3. Real city studies

Tabrizi et al. (2014) carried out CFD simulations of a real industrial
area in Port Kennedy (Australia). They used the k — @ SST RANS turbu-
lence model implemented in ANSYS CFX. They compared the velocity
obtained with wind velocity measurements on the site, obtaining a
reasonably good agreement. They studied a large-surface low-rise
building. The centre of the roof was found to be the best location for a
HAWT attending to the horizontality of the wind flow. TKE was not
considered in this study.

Simoes and Estanqueiro (2016) performed CFD simulations of the
wind flow around a real city (Cascais, Portugal) for assessing the urban
wind resource. The WindSim software was used, with the SKE RANS
turbulence model. As shown in Fig. 14, they computed wind speed and
power density on buildings roofs for recommending suitable places for
installing wind turbines. The simulation results were compared with
measurements on the site, and maximum deviations of the order of 10%
and 20% are reported for mean wind speed power density, respectively.
Turbulence intensity is not considered in this study.

Yang et al. (2016) conducted CFD simulations and field measure-
ments to evaluate the wind resources available in a real urban area in
Taipei (Taiwan). The simulation results were successfully validated for
wind speed, direction and turbulence intensity using the realizable k — ¢
RANS turbulence model with the software ANSYS Fluent. They found a
strong effect of the geometric details of the surrounding buildings on the
wind field around the target building, i.e. high-rise buildings in upstream
direction tend to block the incoming wind and induce higher turbulence
intensity. They recommend installing wind turbines on the windward
side of the building, and above the turbulence intensity threshold of 18%.
They also analysed different variations of the roofs geometries, in order
to improve the wind energy resource. Comparing with simple edge roofs,
the curved edge design led to lower turbulence intensity values and
higher velocities, yielding a power density increase up to near 90%, as
shown in Fig. 15. This conclusion is in agreement with Toja-Silva et al.
(2015¢).

Liu et al. (2017) carried out CFD simulations of the wind flow in a real
urban area, Tianjin city (China). They used the RNG RANS turbulence
model implemented in ANSYS. They obtained a reasonably good agree-
ment (around 20% error) between full-scale simulations and rooftop
wind velocity measurements on the site. However, as is shown in Fig. 16,
for a wind-tunnel reduced-scale model the simulation results
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overestimate the wind velocity by a factor of two, because the model did
not consider the surrounding buildings and, hence, the wind decaying
when travelling through the city, even though the exponent on the wind
profile was modified for the city terrain. Although they do not focus
directly on wind energy, this investigation is of great interest from the
urban wind energy point of view because it shows the necessity of either:
(a) including upstream buildings (that may affect the wind behaviour in
the target area) in CFD simulations of urban environments, or (b) using as
reference values wind values taken inside the urban domain instead of
free-stream values taken outside of the urban area.

4. CFD simulation of wind turbines on building roofs
4.1. Wake simulation using wind turbine models

Wind turbines models have a great potential for simulating wind
turbine wakes on building roofs at a reasonably low computational cost.
Therefore, this topic is extensively addressed in the present article.

Several analytical and numerical wind turbine models have been
developed since the early days of wind energy, both for single rotors and
whole wind farms (in the latter case it is more adequate to refer to them
as wind farm parameterizations). An extensive overview of wind turbine
models can be found in Vermeer et al. (2003), Sanderse et al. (2011) and
Hewitt et al. (2017). Most models have been developed for HAWT. Unless
stated otherwise the following explanation applies to HAWT. VAWT will
be considered at the end of this section.

In increasing order of complexity, wind turbine models can be
roughly divided into analytical, parabolic and numerical (CFD) models.
Their range of validity can be expressed as a function of the axial distance
from the rotor centre to the area where the wake starts developing. The
wake is the area behind a wind turbine where a wind turbine takes
momentum from the wind, i.e. the area behind the turbine where the
wind speed is reduced. Wakes are typically divided into near and far
wakes (Sanderse et al., 2011). The near wake is the region from the rotor
plane up to 1D-2D downstream (being D the rotor diameter), where the
flow is directly affected by the geometry of the turbine. In the far wake
region (>2D downstream the rotor plane) the flow is mainly influenced
by the reduced axial velocity and the increased turbulence intensity.
Details of the rotor geometry can be ignored in this region. Farther
downstream the flow deficit is approximately Gaussian, axisymmetric
and self-similar.

Analytical models focus on determining the effects of the wake
expansion ignoring the effects of the blades on the flow. They represent
the wind deficit behind the turbine using an inverted-hat (Jensen, 1983),
cosine (Tian et al., 2015) or Gaussian function (Bastankhah and
Porté-Agel, 2014) to describe the wake, providing a simple analytical
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Fig. 15. Power density contours for the original and improved (i.e. curved edged) roof designs of the National Taipei University of Technology at different vertical
sections: (a), (b) and (c), respectively. Black line indicates the isoline corresponding to TI = 18%. Adapted from Yang et al. (2016).

expression for the wake deficit which depends on the thrust and rotor
diameter of the turbine and an empirical wake expansion coefficient.
Analytical models are widely used in commercial software for layout
optimization, i.e. WindPro (2017) and Openwind (2017). The approxi-
mation on which analytical models are based apply only in the far wake
region. For urban wind energy studies, where the number of turbines is
usually small and the effects of the buildings strongly influence the wakes
of the turbines, a more detailed description of the interaction between
the turbine geometry and the incoming flow is usually needed. This re-
stricts the application of analytical models for urban environments.
Parabolic or boundary layer models are based on a parabolization of
the Navier-Stokes equations, derived by neglecting the diffusion term
and the pressure gradient in the stream-wise direction. A simplified or-
dinary differential equation can be obtained in this way, which can be
solved by space marching algorithms. An example of parabolic model is
Ainslie (1988), which solves the parabolized Navier-Stokes equations in
polar coordinates with an eddy viscosity model for the turbulence
stresses. The UPMWAKE model (Crespo et al., 1994) and WAKEFARM
(Schepers, 2003) are extensions of the Ainslie model that do not assume
axial symmetry and include corrections for the near wake, respectively.
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The parabolic approximation is valid in the far wake but, since gradients
in the streamwise direction are neglected, parabolic models cannot pre-
dict wind speed gradients induced by features of the terrain. This limits
their application to moderate or flat terrain topologies. For the remainder
of this section we will focus on numerical or CFD models.

The most direct approach (and the most computationally costly) is to
include the explicit geometry of the turbine in the computational mesh
with a body-fitted grid of the rotor geometry (these works are explained
in Section 4.2). As this approach usually requires a large number of cells
even for single turbines, simplified versions of the turbine based on
momentum theory have been developed. The most commonly used
versions are the actuator disc, actuator line and actuator surface models.

The most computationally affordable actuator disc (AD) model is
based on one dimensional momentum theory. The motion of the turbine
blades is represented as a porous disc that extracts momentum from the
incoming flow (Manwell et al., 2009). The force exerted on the flow by
the rotating blades is uniformly distributed over the disc and is a function
of the thrust coefficient of the wind turbine (C.). The values of C; are
determined using tabulated values of thrust versus wind speed, which are
characteristic of each turbine model. This coefficient is also dependant on
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Fig. 16. Differences in the CFD simulation results for a real urban area due to the consideration of the surrounding buildings (Liu et al., 2017): real geometry in Tianjin
city, China (left); simplified wind-tunnel scaled geometry that do not consider upstream surrounding buildings (right).

the operating conditions (e.g. air density and turbulence intensity) at
which it was measured. The uniformly loaded AD model does not include
wake rotation, but reasonable predictions on the far wake region can be
obtained with this model.

Originally developed by Sgrensen and Shen (1999), the actuator
line (AL) model represents the blades as lines. Using blade element
momentum (BEM) theory (Manwell et al., 2009), the forces acting on
short segments of radial length dr are calculated in the axial and
tangential directions. The former is just the thrust force (perpendicular
to the rotor plane), while the latter is responsible for the torque. Both
forces result from a combination of lift and drag forces, which can be
determined using tabulated values of lift and drag coefficients, as well
as chord length on each radial blade segment represented by the line
segments. These values are in a term characteristic of the blade ge-
ometry. The forcing term is distributed smoothly over the lines with a
Gaussian function around their point of influence in order to avoid
singularities and numerical instabilities (Sgrensen and Shen, 1999).
The AL model offers good predictions in the near wake region, but
aerodynamic effects like tip vortices are usually not well predicted.
Additionally, the results can be sensitive to the choice of the regula-
rization parameter of the Gaussian smoothing applied on the lines
(Herraez et al., 2017).

A simplification of the AL model, which can also be seen as an
extension of the AD model, is the AD model with rotation (ADR). As in
the AL model, the radial components of the lift and the drag can be
computed as a function of the radius, with the forces distributed over
annular concentric rings at all radial locations (Ivanell et al., 2008). The
main advantage of the ADR model over the AL model is its lower
computational cost (Steinfeld et al., 2015). This model suffers from the
same deficiencies as its predecessor: tip vortices and other unsteady
features of the near wake are not properly captured (Troldborg et al.,
2015). However, the ADR model offers a good compromise between
accuracy and computational cost, providing reasonable predictions both
in the near and far wakes (Steinfeld et al., 2015).

Although the AD and AL models have been widely used in the
modelling of wind farms and large wind turbines, there are only a few
studies that consider the use of HAWT in the urban environment.

One of the earliest CFD studies on the use of simplified rotor models
for urban energy can be found in Mertens et al. (2003). They used the AD
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theory to model a VAWT (Darrieus) with focus on the wind conditions on
the roofs of high-rise buildings and the optimization of the turbine
location as function of energy yield. A recent paper by Cooney et al.
(2017) simulated the effects of a Vestas V52 wind turbine located near
the campus of the Dundalk Institute of Technology in Ireland, but the
focus was not in modelling the rotor itself, and rather in characterizing
the wind conditions at the site and how this would affect the turbine
performance. Micallef et al. (2016) studied the performance of a wind
turbine located above a cubic building using the AD model, and found
that the strong coupling between the flow around the building and the
rotor area can greatly influence the recirculation zone behind the
building. This can influence the optimal height at which a turbine should
be placed on top of buildings.

Most versions of the simplified models described above consider only
horizontal axis wind turbines, but VAWT are very common in urban wind
energy. Recently, Bachant et al. (2018) developed an extension of the AL
model for VAWT that can be used in both RANS and LES simulations. The
model was implemented using the open source code OpenFOAM and
validated using two standard reference VAWT. This model was also used
by Nuland (2017) to determine the feasibility of using VAWT as a
renewable energy source for fish farms. Ferlini et al. (2017) are currently
developing a model similar to as Bachant et al. (2018) to study the per-
formance of VAWT in a numerical wind tunnel.

With the increased use of aero generators on the roof of buildings for
wind energy exploitation the number of urban wind energy studies that
include wind turbine models is likely to grow in the near future, but the
only studies found in the literature that simulate a wind turbine on a
building roof using a wind turbine model are Mertens at al. (2003) and
Micallef et al. (2016), and Nuland (2017) simulated the wind flow
around a fish farm barge (see Fig. 17). There is clearly a need of further
CFD simulations of urban environments including wind turbine models.

4.2. Real wind turbines on building roofs

Up to date, there are no CFD simulations of conventional HAWT on
building roofs. It may be because the economic interest of the appli-
cation is relatively low when comparing with the very high degree of
complexity of the problem and the high computational cost. Therefore,
the state-of-the-art shown below refers mainly to non-conventional
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Fig. 17. Left: HAWT model used on a building roof (Micallef et al., 2016). Right: VAWT model (in blue colour) used on a fish farm barge (Nuland, 2017).

and VAWT wind turbines, targeted to the urban wind energy
application.

Toja-Silva et al. (2015a) superimposed a ducted wind turbine onto the
pressure field obtained from a CFD simulation. As is shown in Fig. 18,
since pressure is high (and positive) on the upstream wall and negative
on the roof (specially close to the upstream edge), ducted wind turbines
are very convenient when having a clear predominant incident wind
direction normal to a building wall. Near-normal wind directions are also
interesting because conical recirculation vortices may cause a similar
pressure distribution around the roof edge.

Zanforlin and Letizia (2015) carried out 2D simulations of a
diffuser-augmented Darrieus (VAWT) installed in horizontal position on
the top of a pitched roof. They assessed the performance with and
without a convergent-divergent diffuser in an open field, and they placed
later the turbine on a pitched roof surrounded by a simplified urban area.
The simulations were performed using the k — @ SST URANS turbulence
model implemented in ANSYS Fluent. Their results show a significant
power increase in skewed winds due to the integration of rooftop and
diffuser, and a drastic abatement of torque fluctuations due to the
diffuser. Further 3D simulations may be required in order to confirm
these results, because it is known that 2D approximation over-predicts
the flow yielding incorrect results.

Larin et al. (2016) simulated a Savonius wind turbine installed in
horizontal position on the upstream edge of a building, for taking
advantage of the wind flow acceleration, as shown in Fig. 19. They show
the importance of considering both the building and the wind turbine for
a correct power assessment. They carried out a validation using both
realizable k — ¢ and k — @ SST URANS turbulence models implemented in
ANSYS Fluent. Using the realizable k — ¢ model, they obtained more
accurate values of the wall friction coefficient, what avoids an over
predicted lifting effect on the wind turbine blades. They optimized the
Savonius wind turbine for this application by analysing the position,
blade number, circumferential length. The optimum geometry, seven
bladed turbine with double cut blades, led to a power coefficient of 0.24,
about 5-10 times higher than the same turbine placed in open field.

Pressure

Fig. 18. Ducted wind turbine superimposed onto the pressure field (Toja-Silva
et al., 2015a).

82

Krishnan and Paraschivoiu (2016) continued the work of Larin
et al. (2016) by investigating the effect of a diffuser around a Savonius
(VAWT) in horizontal position. Such diffuser can be considered inside
the same concept proposed by Toja-Silva et al. (2015a) for taking the
most of the pressure difference around the upstream edge of the roof,
explained above in this Section. The same computational settings as in
Larin et al. (2016) were used, i.e. realizable k —¢ RANS model
implemented in ANSYS Fluent. They mention that they used a similar
mesh density for all the cases (around 6.8 Mcells), but they did not
conduct a mesh convergence analysis due to the complexity of the
problem. They tested different diffuser shapes (see Fig. 20), yielding a
power coefficient improvement from 0.135 to 0.34, what corresponds
to a power increase of about 2.5 times with respect to the same
Savonius wind turbine in an open field. The authors comment that
they are working in a further investigation for the diffuser shape
optimization, in order to increase even more the power coefficient. As
mentioned in Toja-Silva et al. (2015a) and Larin et al. (2016), this is a
very promising application, and Krishnan and Paraschivoiu (2016)
suggest a vast scope of future work: e.g. study the effect of change in
length of the flange, in length of the turbine roof itself and in the
number and shape of the blades, and to investigate the performance
and installation strategy under different incident wind directions.
Studying this wind turbine on different building-roof shapes should
also be added to this list.

Aquino et al. (2017) simulated a pitched-roof building integrated
with aero-elastic belts (electromagnetic transduction type). They inves-
tigated the effect of different wind conditions (i.e. speed and directions)
and aero-elastic belt locations on the device performance. Under the most
favorable conditions, the estimated power output generated is 200 mW.
The power output is low, but both size and production costs are also low.
Therefore, this technology shows an interesting potential for being in-
tegrated into the built environment for the small-scale wind energy
harvesting. As is shown in Fig. 21, they carried out steady state simula-
tions of the wind belt and the structure on a pitched roof building, and
they computed the generated power according to the wind velocity ob-
tained around the aero-elastic belt. They used the SKE RANS turbulence
model with ANSYS Fluent.

According to the recent growing literature on the actual behavior of
wind turbines in the urban environment (Battisti and Ricci, 2017; Pag-
nini et al., 2015; Tabrizi et al., 2017; Evans et al., 2017), turbine per-
formance is determined not only by mean wind speed and TKE. At any
site, the average wind turbine power output (P,) is given by

P, = / " PP (19)
0

where p(U) is the probability density function of the wind speed U, and
P, (U) isthe wind turbine power curve (Manwell et al., 2009). Most de-
terminations of average power assume a Weibull distribution, but it is
incorrect in urban settings. Mean wind speed and TKE are taken into
account by abovementioned sophisticated RANS modeling. However,
there is no literature that exploits the major benefit of LES modeling in
terms of its ability to determine the probability density of the wind speed.
Therefore, LES has an unexplored great potential for accurate turbine
performance evaluation.



F. Toja-Silva et al.

Journal of Wind Engineering & Industrial Aerodynamics 180 (2018) 66-87

Fig. 19. Pressure contours (left) and streamlines (right) on symmetry plane for seven bladed wind turbine with double cut blades installed on the upstream edge of a

building roof (Larin et al., 2016).

5. Summary

This article presents a review about the state-of-the-art of CFD applied
to urban wind energy exploitation. The content comprises a technical
section that explains CFD aspects relevant for this application, i.e. tur-
bulence modelling, numerical schemes and best practice guidelines.
Another core section focuses on the results of building aerodynamics
investigations, including the study of the isolated building, simplified
urban surroundings and real cities. Finally, the state-of-the-art of the CFD
simulation of wind turbines (using both models and real geometries) on
building roofs is presented. Table 2 shows a summary of all the in-
vestigations related to the state-of-the-art cited in the present review.

Regarding the turbulence models used, the vast majority of in-
vestigations were carried out using RANS turbulence models (87%
including steady and unsteady simulations). The most used software (i.e.
62% of the total) is the commercial code ANSYS, including Fluent and
CFX. Buoyancy is usually not considered in urban wind energy applica-
tions, because wind speed is strong enough for being considered as the
predominant fluid flow factor. The constant parameters involved in
RANS equations have a significant influence on the simulation results in
the vicinity of the roof surface. The SKE turbulence model overestimates
the TKE in the impinging region of buildings, leading to the underesti-
mation (or complete absence) of the recirculation of the flow on the roof.
According to the comparative articles, the RANS turbulence models that
better deal with this application are MMK and Durbin. Nonlinear k — ¢
models and k — @ SST produce excessively large recirculation vortexes
that extend over the entire roof without attachment. LES models (with
inflow turbulence) show better agreement with experiments than RANS
models, especially behind the building. However, LES can be successfully
validated for TKE focussing only on the roof, in the same way than using
RANS. The RSM seems to have good potential for dealing with aniso-
tropic flows, but its accuracy is limited by several closure assumptions
needed and, therefore, it is marginally used for this application.
Regarding the numerical schemes, is clearly demonstrated that second
order accurate schemes (both central differencing and upwind) must be
used at least in RANS simulations in order to avoid problems with false
diffusion, which may dramatically affect simulation results for TKE.
However, for LES, due to physical limitations of the computational
meshes, it often needs a blending scheme using a central differencing
scheme and small-weighted upwind scheme, i.e. small enough to ensure
that the flow field is not overly diffused and at the same time large
enough to avoid the occurrence of severe numerical instability.
Regarding the best practice guidelines, the reference text is Franke et al.
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(2007), cited by almost all the researchers in this field.

Regarding the scale of the geometry used for the simulations, the
large amount of the cases (70%) were conducted using a full-scale ge-
ometry. This is the advantage of CFD simulations in front of experimental
measurements. After carrying out an exhaustive validation of the nu-
merical tool by comparing the simulation results with experimental
measurements, further simulations (numerical experiments) can be car-
ried out with independency from scaling issues, weather conditions and
other physical disturbances.

More than half of the investigations reported (57%) studied isolated
buildings. These investigations deal with the wind conditions over roofs
with different shapes, its suitability for wind turbines installation and
sitting. They search the optimum building-roof shape for the wind energy
exploitation attending to both turbulence intensity and the power con-
centration effect of buildings roofs. Initial works deal with simple roof
shapes (i.e. flat, domed, gabled, pyramidal, barrel vaulted and wedged).
Further investigations studied additional aspects, like the effect of the
roof-edge shape, wall-roof coupling, heuristic variations of the roof
shape, building aspect ratio and compatibility between solar and wind
energies. The installation of solar panels showed a positive influence on
the wind flow (i.e. higher speed and lower TI) for the wind energy
exploitation. The influence of the roof edge shape was found to be
important, since a similar behavior was observed for both simple edge
and cantilever, but advantageous and disadvantageous wind conditions
were observed for curved edge and railing, respectively. The area around
the upstream edge of flat roofs is identified as the most interesting for the
wind energy exploitation due to higher wind power density and lower
turbulence intensity. Lower wind velocities are reported for buildings
with a higher horizontal surface. Turbulence intensity is identified as the
most important factor to decide the most adequate type of wind turbine
for a respective location on the roof. Values of TI between 0.15 and 0.25
are mentioned as the threshold for installing a conventional HAWT in
order to prevent damages, depending on either European Wind Turbine
Standards II or International Electrotechnical Commission Standard
61400-2 (less restrictive) is considered. According to the literature cited,
the threshold height for a HAWT over a flat roof is around 30% of the
building height, and VAWT is more adequate for being installed below
this threshold height. Such threshold height may vary depending on the
surrounding buildings. Flat roof showed more advantageous conditions
than sharp roofs (i.e. pitched and shed), but curved shapes (e.g. vaulted
and spherical) showed the best conditions with a big difference. An
exactly spherical roof coupled with a cylindrical wall was identified as
the optimum for the wind energy exploitation, attending to both speed-
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Fig. 20. Streamlines around the wind turbine (top) and power coefficient (Cp) per cycle (bottom) for different configurations of the diffusor. Adapted from Krishnan

and Paraschivoiu (2016).

up and TI. As a new application, it is proposed a double-skin facade
system with strategic openings, which can lead to high-speed values and
low TI (even lower than free-stream).

Analyses of simplified urban patterns and studies of a target building
with simplified surrounding were conducted in 29% of the cases re-
ported, respectively. There is a consensus regarding the very significant
effect of the surrounding buildings on the wind flow around the target
building. Such effect can be negative but also positive. The uncertainties
accumulated errors in wind resource prediction due to not considering
adequately the urban environment can arise up to 45%, and they can
become even more significant when the cubed relationship of wind
power to wind speed is considered. Using a semi-log wind profile is an
alternative for isolated buildings in order to improve the canopy velocity
prediction, reducing the error mentioned above. The available wind
power on the optimum building-roof shape (i.e. spherical roof with a
cylindrical wall) can be multiplied by 3 (comparing with open field) for
the isolated building, and by 2 when the surrounding buildings have half
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of the target building height.

The studies that deal with a real urban area only represent the 14% of
the total reported in this review, because their conclusions are only
applicable (normally) to the particular case studied. These investigations
present numerical simulations of a part of a real city, and compare ve-
locity values with experimental measurements on the site. Wind turbines
positioning on real building roofs is also discussed. In a comparison be-
tween the simulation results for an urban region and for a small area
inside such region, was observed that the simulation results for the small
area overestimated the wind velocity by a factor of two, because the
model did not consider the surrounding buildings. Therefore, these CFD
simulations must include surrounding buildings or use wind reference
values taken inside the urban domain instead of free-stream values.

Wind turbines models have a great potential for simulating wind
turbine wakes on building roofs at a reasonably low computational cost.
Several analytical and numerical wind turbine models have been devel-
oped for HAWT, but VAWT are more interesting for urban wind energy
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Fig. 21. CFD simulation of aero-elastic belts on a building (Aquino et al., 2017): geometry of the building with the aero-elastic belts (a); contours of wind speed

around the aero-elastic belts on the roof (b) and on the building walls (c).

applications. Such models consist in simplified versions of the turbine
based on momentum theory. The most commonly used versions are the
actuator disc, actuator line and actuator surface models. Although these
models have been widely used in the modelling of wind farms and large
wind turbines, there are only a few studies that consider the use of wind
turbines in the urban environment. With the increased use of aero gen-
erators on the roof of buildings for wind energy exploitation the number
of urban wind energy studies that include wind turbine models is likely to
grow in the near future but, as stated above, only 3 studies were found in
the literature that conducted CFD simulations using wind turbines
models in the built environment.

CFD simulations of real wind turbines on buildings roofs were only
carried out for non-conventional HAWT and VAWT. The most relevant
concepts deal with taking the most of the pressure difference around the
upstream edge of the building roof (i.e. ducted wind turbine and
diffuser), and of the recirculation of the flow on the roof (i.e. Savonius
VAWT in horizontal position). The power coefficient of such wind tur-
bine can be 10 times higher than in open field conditions. Another
interesting application presented is the use of aero-elastic belts for small-
scale power generation.

Some recommendations for further investigations arise from this
literature review:

- The study of the threshold height for conventional buildings (e.g. flat
roof) was not carried out considering the effect of the surrounding
buildings. A good practice guideline for wind turbine installation may
be useful, including a table for different general cases. Such guideline
can be developed using CFD simulations.
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- The study of the wind energy exploitation through passages inside
buildings has a great interest due to the pressure difference. In the
same way than the double-skin facade, additional innovative con-
figurations and systems can be further studied and optimized.

There are very few studies in the literature including wind turbine
models in urban environments. More studies are definitively
required.

- CFD simulations of conventional HAWT installed on building roofs,
using real geometry. To the authors' knowledge, no such studies are
yet available in the literature.

LES has an unexplored great potential for accurate turbine perfor-
mance evaluation, due to its ability to determine the probability
density of the wind speed.

Further development and optimization of VAWT in horizontal posi-
tion, as this application shows a great potential for the urban
environment.
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