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Precise orbit information for Earth observation satellites gains ever more importance as the request for high quality remote sensing products increases. Global Positioning System (GPS)-based reduced-dynamic orbit determination has evolved as the state-of-the-art for high-precision orbit estimation of low altitude spacecraft. It combines a priori models of the spacecraft dynamics with varying levels of empirical parameters to best exploit the high precision of the available GPS observations. The optimum trade-off between the quality of dynamical models, the required level of stochastic parameters, and the geometric strength of the GPS observations is a matter of ongoing research and focus of this work. Given the high quality of orbit determination solutions that has been demonstrated even without any non-gravitational force models in missions such as CHAllenging Minisatellite Payload (CHAMP), Gravity Recovery And Climate Experiment (GRACE), Gravity field and steady-state Ocean Circulation Explorer (GOCE), and Swarm, the present thesis aims to answer the question whether and to what extent refined dynamical models and refined GPS processing techniques can contribute to further improve the achievable orbit determination accuracy.

The study is based on a comprehensive set of current Earth observation missions in low Earth orbit that are equipped with geodetic-grade GPS receivers. This comprises the Sentinel-1A, Swarm-C, and TerraSAR-X/TanDEM-X missions with altitude of 450 km to 693 km, where notable perturbations due to atmospheric forces affect the satellite motion. For each of these missions, dedicated macro models have been established and used for the description of atmospheric drag and lift forces, solar radiation pressure, and Earth radiation pressure with targeted modeling accuracies at the one nm/s^2 level. The benefit of using such models is assessed through different performance metrics.
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including self-consistency tests, satellite laser ranging (SLR), and radar ranging as an external validation technique.

Use of advanced atmospheric density models and spacecraft macro models for atmospheric forces is found to slightly reduce the associated empirical accelerations but does not allow to entirely waive the estimation of such parameters. With respect to radiation pressure, the macro model appear to be essential for a realistic description of Earth radiation pressure (ERP). In particular, it benefits the modeling of the radial ERP acceleration, which directly impacts the height leveling of the resulting orbit, and is such of key relevance for altimetry missions.

With respect to GPS observation modeling, the use of ambiguity fixing is shown as a key technique to achieve improved orbit determination accuracy for all orbit geometries. Its benefit largely outweigh that of non-gravitational force models and contribute to major improvements in the horizontal (along-track/cross-track) position knowledge. On the other hand, the reduced vertical dilution of precision still makes the resulting orbit solutions sensitive to geometric orbit modeling errors in radial direction and justifies the use of refined radial acceleration models. Overall, ambiguity fixing can offer 33% improvement in orbit determination accuracy and allows to reach a one-cm level (1-D) performance, as evidenced by the analysis of SLR residuals for the aforementioned missions.

Radar-ranging is shown to enable independent validation of precise orbit determination solutions in Synthetic Aperture Radar (SAR) missions. However, it is not yet fully competitive with SLR in terms of both accuracy and coverage. In particular, it is confined to high resolution SAR imaging, and a global network of corner cube reflectors would be required for a wider use.
Zusammenfassung


Summary

Bahn in dieser Richtung, ein Aspekt, der insbesonders bei Altimetrie-Missionen wichtig ist.

Im Hinblick auf die Modellierung der GPS-Beobachtungen erwies sich die Fixierung der Mehrdeutigkeiten als Schlüsseltechnik zu einer verbesserten Bahngenauigkeit für sämtliche untersuchte Orbitgeometrien. Der erlangte Nutzen überwiegt größtenteils den der nicht-gravitativen Kräftemodelle, wie sich in signifikanten Verbesserungen der horizontalen (entlang und quer zur Flugrichtung) Positionskenntnis zeigt. Zum Andenren sind die resultierenden Bahnlösungen auf Grund der reduzierten vertikalen Dilution of Precision (DOP) sensitiv für radiale geometrische Modellfehler. Aus diesem Grund werden exakte radiale Beschleunigungsmodelle benötigt. Zusammenfassend zeigen die Lösungen mit fixierten Mehrdeutigkeiten eine 33\% Verbesserung in der Bahnbestimmungsgenauigkeit und erlauben eine Bahnbestimmung im ein-cm-Bereich (1-D), wie SLR-Residuen der genannten Missionen zeigen.

1 Introduction

The first section of the introduction highlights the motivation behind the present study as well as the research contributions. State-of-the-art orbit modeling techniques are explained in the second section. The third and last section briefly elaborates the structure of this study.

1.1 Motivation

Satellites play an important role in geodesy and for Earth observation, as the geodetical or optical sensors in space provide huge amounts of spatial data with high resolution [Heipke, 2017]. The techniques often require knowledge of the satellite orbits, either for geo-referencing or validating the correction models, applied in the data preprocessing of the Earth observation data. Since most Earth observing satellites are low Earth orbiters, Global Navigation Satellite System (GNSS) measurements provide an excellent basis for accurately determining the position and velocity of such spacecraft. Depending on the extent, to which the GNSS observations are combined with dynamical models of satellite motion, three categories of precise orbit determination (POD) are distinguished, which are known as kinematic, dynamic, and reduced-dynamic. While
reduced-dynamic orbit determination represents the most widely applied concept for
GNSS-based POD, present implementations differ widely concerning the quality of a
priori models for the satellite dynamics and the amount of stochastic parameters. Within
this study, refined non-gravitational models serve for improving the dynamics within
the applied reduced-dynamic orbit determination approach. For this purpose, a satellite
macro model is applied, which describes the geometry as well as the optical properties
of the satellite surface. This panel model is employed for modeling surface-related ac-
celerations like solar and Earth radiation pressure. Another dominant non-gravitational
component are aerodynamic accelerations, since the spacecraft in low Earth orbit are ex-
posed molecules from the remaining atmosphere. For deriving satellite orbits of highest
quality, several atmospheric density models and different drag and lift implementations
are introduced and assessed. Improving the GNSS processing by means of higher-order ionospheric corrections and estimating carrier phase integer ambiguities lead to further improvements of the orbit solutions. First, appropriate models are introduced and subse-
quently analyzed by means of their influence on the orbits. The resulting orbit solutions
are validated by optical satellite laser ranging (SLR) measurements, and radar range
measurements. This unique technique is finally employed to assess the quality of POD
solutions and compared to classical orbit validation techniques like satellite laser rang-
ing.

Since the reduced-dynamic orbit determination approach incorporates both dynamical
models and GNSS observations, the key question of this research is: how much empiri-
cism in terms of empirical accelerations is su-
ffi
icient to significantly increase precision
of the derived spacecraft orbits.

The present study builds on Global Positioning System (GPS) data from the Earth ob-
servation spacecraft TerraSAR-X, TanDEM-X, Sentinel-1A, and Swarm-C. Both, the
Terra-SAR-X and the TanDEM-X spacecraft carry an advanced high-frequency multi-
mode Synthetic Aperture Radar (SAR) X-band sensor for high-resolution mapping of
the Earth surface on a global scale [Buckreuss et al., 2003; Eineder et al., 2003]. At
an altitude of 515 km, the spacecraft experience notable drag forces, and the dusk-dawn
geometry results in a pronounced lateral radiation pressure. For precise orbit determi-
nation and validation, the satellites are equipped with a dual-frequency GPS receiver
as well as a laser retro reflector. Sentinel-1A carries a C-Band SAR in an altitude of
693 km [Attema et al., 2012; Torres et al., 2012]. The spacecraft is also equipped with
a dual-frequency GPS receiver, which supports testing of refined satellite dynamics and
GPS processing models and techniques. The spacecraft Swarm-C is part the Earth mag-
Orbit Determination Concepts

1.2 Orbit Determination Concepts

The three-dimensional nature of GPS measurements provides an excellent basis for accurately determining the position and velocity of low Earth orbit (LEO) satellites. Depending on the extent to which the GPS observations are combined with dynamical models of satellite motion, three categories of POD are distinguished. These are commonly known as kinematic, dynamic, and reduced-dynamic POD. Among others, a description of the different orbit determination concepts is available in Rim and Schutz [2002], GPS-based concepts are introduced in Gill and Montenbruck [2004].

**Kinematic Orbit Determination** The kinematic approach is exclusively based on GPS (or, more generally, GNSS) measurements and does not involve any dynamical models at all. Similar to precise point positioning [PPP; Zumberge et al., 1997; Kouba and Héroux, 2001], the kinematic POD is typically performed with undifferenced observations and makes use of precomputed GNSS orbit and clock products, that are held fixed in the adjustment of the LEO satellite positions. Due to its purely kinematic nature, the approach is of primary interest, whenever the dynamics does not allow an appropriate modeling, or when the computed orbits shall be fully independent of any gravitational or non-gravitational models. As a key application, kinematic POD is frequently used for deriving gravity field information from LEO satellite missions equipped with GPS/GNSS receivers. Here, the GNSS-based positions can be used as pseudo-observations in a subsequent dynamical orbit and gravity field adjustment [Beutler et al., 2010] or other alternatives such as the energy-integral approach [Gerlach et al., 2003]. Kinematic POD has first been proposed by Švehla and Rothacher [2002] and widely been employed for gravity recovery in the context of the CHAllenging Minisatellite Payload (CHAMP), Gravity Recovery And Climate Experiment (GRACE), Gravity field and steady-state Ocean Circulation Explorer (GOCE), and, most recently, Swarm missions [Švehla and Rothacher, 2005; Jäggi et al., 2011; van den IJssel et al., 2015; Freedon and Rummel, 2017]. Subject to the availability of proper GNSS orbit and clock products, a precision at the 5 cm level has been demonstrated in the above missions based on comparison with reduced-dynamic orbit solutions and/or SLR observations.
Limiting factors for the achievable performance include the quality of the GNSS orbit and clock products, and the contribution of unmodelled effects such as phase center variations, noise, multipath, and high-order ionospheric effects. These impact the positioning accuracy in direct relation to the geometric dilution of precision [GDOP; Langley, 1999], which depends on the number of tracked GNSS satellites and the distribution of their line-of-sight vectors. Kinematic POD is most challenging for receivers with a low number of tracking channels and in regions with reduced satellite visibility (polar gap) or increased tracking outages (e.g. due to scintillation in polar and equatorial regions; van den IJssel et al. [2015]).

Dynamic Orbit Determination

Dynamic orbit determination [Vetter, 2007; Tapley et al., 2004] represents the traditional approach for satellite orbit determination using ground-based radiometric or optical observations and is originally driven by the need to reconstruct a continuous satellite orbit despite large visibility and tracking gaps. The quality of the derived orbits largely depends on the quality of the employed force models. Accordingly, a purely dynamic approach requires high-precision gravitational and non-gravitational force models [Perosanz et al., 1997] to achieve geodetic-grade orbit determination performance. Figure 1.1 shows the dominant non-gravitational force models and especially highlight considerations regarding shadow. The magnitudes of accelerations depending on the altitude of the spacecraft are show in Table 1.1. The acceleration due to solar radiation pressure is the second most dominating on low Earth orbit spacecraft like TerraSAR-X [Capderou, 2014]. Contrary to the aerodynamic accelerations,
Table 1.1: Magnitudes of gravitational and non-gravitational forces on the TerraSAR-X spacecraft.

<table>
<thead>
<tr>
<th>Acceleration</th>
<th>Magnitude</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Earth harmonic gravity field</td>
<td>8.40</td>
<td>$\text{m}/\text{s}^2$</td>
</tr>
<tr>
<td>Moon point mass</td>
<td>639.50</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Sun point mass</td>
<td>346.20</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Solid Earth tides</td>
<td>195.40</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Atmospheric drag</td>
<td>87.20</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Solar radiation pressure</td>
<td>43.30</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Relativity</td>
<td>16.30</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Ocean tides</td>
<td>12.40</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
<tr>
<td>Pole tides</td>
<td>0.20</td>
<td>$\text{um}/\text{s}^2$</td>
</tr>
</tbody>
</table>

which rapidly decreases with distance from the Earth’s atmosphere, the solar radiation pressure influence is only present, whenever the spacecraft is illuminated.

Concerning non-gravitational contributions, detailed satellite surface models are typically required to properly account for drag and radiation-induced forces. First applications of such models for LEO POD have been demonstrated in the TOPography Experiment [TOPEX/Poseidon; Marshall and Luthcke, 1994]. The benefit of sophisticated satellite macro models has further been highlighted in Ziebart et al. [2005].

Reduced-Dynamic Orbit Determination  Given the high precision of GNSS carrier phase observations it is generally difficult to achieve a fully consistent dynamical modeling accuracy. To best combine the advantages of purely kinematic and purely dynamic methods, the reduced-dynamic orbit determination concept has been proposed by Wu et al. [1991] for GPS-based LEO POD. The reduced-dynamic approach requires a pseudo-stochastic parameterization to compensate potential deficits in the employed force models. While process noise provides a natural way of controlling the confidence in the dynamical modeling in sequential estimators [Tapley et al., 2004; Montenbruck et al., 2005], different forms of empirical parameters can be employed in a batch least squares estimation. These may include instantaneous velocity changes (impulses), piecewise constant accelerations, and piecewise linear accelerations as discussed in Jäggi et al. [2006]. By including such quantities into the set of solve-for parameters, additional degrees of freedom are introduced into the orbit determination process which allow the resulting trajectory to deviate from the given dynamical models. Irrespective of the specific parameterization, the empirical parameters are typically constrained to zero a priori values. Depending on the chosen a priori variance and the
weight of the actual measurements, different levels of stiffness may be imposed on the resulting trajectory. While tight constraints place more confidence in the dynamical model, loose constraints result in a more kinematic orbit. The choice of constraints and the total number of empirical parameters is commonly based on a “tuning” process making use of overlap comparisons, inter-agency comparisons, or external validation tests (e.g. with SLR). The incorporation of empirical constant and once-per-revolution (1/rev) accelerations into the set of estimation parameters, which has a long history in geodetic orbit determination and is naturally motivated by the characteristics of near circular orbital motion [Colombo, 1989], represents an early form of reduced-dynamic POD. However, a single set of such parameters would generally be insufficient to achieve the desired accuracy for GNSS-based LEO orbit determination. The reduced-dynamic solution directly yields a center of mass (COM) trajectory constrained by the dynamical model.

Reduced-dynamic POD nowadays represents a well established technique and is most widely applied in LEO missions requiring utmost orbit restitution accuracy. However, different levels of reduced-dynamics are employed in different software packages and by different institutions. Most notably, the packages differ in the effort to concisely model the non-gravitational forces. While tools such as GNSS-Inferred Positioning System and Orbit Analysis Simulation Software [GIPSY; Lichten, 2005], GEODYN [Pavlis et al., 2007], and Navigation Package for Earth Observation Satellites [NAPEOS; Springer, 2009] traditionally support the use of detailed macro models for the surface forces, the Bernese GNSS Software Dach et al. [2015], for example, copes without any non-gravitational force models at all. Only simple cannon-ball models were originally employed in the GNSS High Precision Orbit Determination Software Tools [GHOST; Montenbruck et al., 2005], which served as starting point for the present study.

Despite the widely different complexity and sophistication of the employed dynamical models, a high level of precision and accuracy has been achieved in all cases, thus demonstrating the capability of the reduced-dynamic concept to recover the orbit of a LEO satellite from GNSS observations. Largely consistent performances of a 3-5 cm 3-D root mean square (RMS) accuracy and down to 1 cm radial accuracy have been reported by different institutions for a wide range of missions such as GRACE, GOCE, Meteorological Operational Satellite (MetOp), Jason, and Swarm [Jäggi et al., 2007; Bock et al., 2011; Montenbruck et al., 2008; Flohrer et al., 2011; Haines et al., 2011; van den IJssel et al., 2015]. Despite the remarkable precision achieved even in a complete absence of a priori models for the non-gravitational forces, a high-level of em-
Empirical parameterization remains a matter of continued concern. Aside from a possibly reduced stiffness of the resulting orbit solution, the leveling in radial and lateral (cross-track) direction depends to a large extent on the assumed dynamics. In the absence of dynamical constraints, the estimated trajectory becomes highly sensitive to uncertainties in the phase center location of the GNSS receiver antenna. However, in-flight calibrations using a residual stacking or direct estimation [Jäggi et al., 2009] cannot recover the phase center offset (but only phase center variations) unless the motion of the center-of-mass is defined through a proper dynamical model.

1.3 Structure

The thesis is separated in six chapters, which are briefly explained below. As a general guideline, this work is structured from employed principals at the beginning to the results and a final conclusion at the end.

Chapter 1 Introduction: the first chapter is dedicated to the motivation of this work, which includes a brief state-of-the-art summary, and the objectives of this work.

Chapter 2 Data and Methodology: basic information regarding selected satellite missions, the precise orbit determination concept, and the performance assessment strategy are summarized in this chapter.

Chapter 3 Non-Gravitational Forces – Models: important modeling aspects of the satellite macro model, the solar radiation and Earth radiation model, as well as different aerodynamic models are discussed.

Chapter 4 Non-Gravitational Forces – Assessment: this chapter comprises an assessment of the models, introduced in the previous chapter. The analysis includes atmospheric density comparisons, orbit determination performance metrics like empirical accelerations, and orbit quality parameters like satellite laser ranging measurements.

Chapter 5 Ambiguity Fixing: the methodology for GPS integer ambiguity fixing is addressed in this section. The resulting orbit quality is assessed by means of satellite laser ranging measurements, which are compared to a radar-based validation technique.

Chapter 6 Conclusions and Recommendations: a summary of the thesis as well as outlook and recommendations are addressed in the last chapter.
Introduction

An overview of the selected satellite missions Sentinel-1A (S-1A), Swarm-C (SWC), TerraSAR-X (TSX-1), and TanDEM-X (TDX-1) as well as the research focus and validation techniques are shown in Figure 1.2. Basis notations, used throughout this thesis are as follows: vectors are denoted with bold, italic letters, like $r$.

![Fig. 1.2: Overview of selected satellite missions Sentinel-1A (S-1A), Swarm-C (SWC), TerraSAR-X (TSX-1), and TanDEM-X (TDX-1) including research focus and validation techniques as used in this thesis.](image-url)

A list with required acronyms and their explanation is available from page 119 onwards, an index with employed Greek symbols and important variables is listed starting on page 122.
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Data and Methodology

2.1 Satellite Missions

Four satellite missions in low Earth orbit are selected to study the influence of refined orbit modeling techniques. Within this section, the missions are briefly introduced stating the overall aim of the missions, the corresponding orbit characteristics, and a description of the spacecraft.

2.1.1 TerraSAR-X

Following the first microwave radar imaging mission European Remote Sensing Satellite 1 (ERS-1), launched on July 17, 1991 [Duchossois and Fea, 1993], the Shuttle Radar Topography Mission (SRTM), launched on February 11, 2000 [Farr et al., 2007], showed impressively the potential of the radar imaging technique, which provides global and repetitive observations, irrespective of sunlight or cloud coverage. The sustainable request for high-resolution and high-precision radar images was the initiative to develop the high-resolution X-band satellite mission TerraSAR-X [Buckreuss et al., 2003], which is the continuation of the scientifically and technologically successful radar mis-
sion SRTM. For supporting both scientific and commercial applications, the mission is realized as a public-private partnership between the Deutsches Zentrum für Luft- und Raumfahrt (DLR) and Airbus Defence and Space (Airbus DS), and was signed on March 25, 2002 as Germany’s first national remote sensing satellite mission. Both parties have different responsibilities regarding the spacecraft, the orbit control, and the product policies [Werninghaus and Buckreuss, 2010].

The Mission

The satellite TSX-1, which is illustrated in Figure 2.1, was successfully launched on June 15, 2007 at 02:14:01.23 universal time coordinated (UTC) on top of a Russian Dnepr-1 rocket from Baikonour Cosmodrome, Kazakhstan [Kahle et al., 2007]. After successfully performing the launch and early orbit phase (LEOP), and the commissioning phase, the German Space Operations Center (GSOC) at DLR continues with the mission operations and the operational science orbit product generation. The spacecraft carries an advanced high-frequency multi mode SAR X-band sensor with
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a center frequency of 9.65 GHz and a bandwidth of 300 MHz. The SAR instrument provides three different imaging modes Stripmap, Spotlight, and ScanSAR, which have different swath widths and resolutions. Thus, the mission provides a broad spectrum of scientific application areas reaching from cartography to oceanography [Eineder et al., 2003].

Satellite Orbit

The spacecraft orbits the Earth in an altitude of 514 km on a Sun-synchronous dusk-dawn near polar orbit with an inclination of 97.44°, being a good compromise between radar performance, revisit, and order-to-acquisition time. The ground track repeats every 11 days. Figure 2.2 shows the ground track of TerraSAR-X for one revolution of 90 minutes. Due to the chosen orbit configuration along with the terminator, the satellite is almost constantly illuminated by the Sun. As the elevation of the Sun above the orbit plane is slightly varying, short orbit passages in the Earth shadow are possible. Due to the objective of the interferometric campaigns, the strict orbit requirements for TerraSAR-X are formulated in the form of a 250 m toroidal tube around a pre-flight determined reference trajectory.

The GSOC at the DLR in Oberpfaffenhofen, Germany, is in charge of generating the precise science orbit (PSO) products of the TerraSAR-X mission. The PSOs of TerraSAR-X are estimated in a reduced-dynamic approach with a set of consolidated models. The orbit solutions exhibit a reported 3-D accuracy of 4.2 cm, which is much better than the initially specified orbit accuracy of 20 cm [Yoon et al., 2009]. Due to the rapid development of advanced techniques in geodetic SAR imaging, the pixel geo location accuracy has been improved to approximately 1 cm in range direction [Balss et al., 2013].

Fig. 2.2: One revolution of TerraSAR-X on DOY 170/2012.
Spacecraft  The spacecraft was built by Airbus DS and launched with a wet mass of 1,350 kg (including fuel of 120 kg), and is characterized by a hexagonal outer shape with a total height of 5 m and a diameter of 2.4 m. Dimensions of the associated plate model are available in Table 3.1. The satellite bus carries the X-band radar instrument, the SAR antenna, which in flight attitude points 33.8 ° off nadir, and the X-band downlink antenna, which is mounted on the whisk boom to avoid interferences during simultaneous radar imaging and data transmission to ground [Buckreuss et al., 2003]. Power supply is provided by solar array mounted in direction of the Sun, the deep-space looking surface is used for the laser communication terminal (LCT) and as thermal radiator [Lange and Smutny, 2007]. Star trackers for attitude determination, reaction wheels and magnetorquers for momentum unloading are utilized for determining the spacecraft’s attitude with a pointing accuracy smaller than 40 arcsec [Kahle et al., 2007].

In order to enable high-precision orbit reconstruction for supporting high quality SAR images, the satellite is equipped with an integrated geodetic and occultation receiver (IGOR), which serves as main receiver for the purpose of POD, and a backup single frequency receiver MosaicGNSS [Airbus DS, 2014]. IGOR is a heritage of the Blackjack receiver [Montenbruck and Kroes, 2003], known from satellite missions like GRACE [Tapley et al., 2011] or CHAMP [Reigber et al., 2002]. The receiver tracks dual-frequency microwave GPS signals and has additional radio-occultation capabilities for atmospheric sounding. Embedded in the tracking, occultation, and ranging (TOR) project [Rothacher and Grunwaldt, 2006], the Deutsches GeoForschungsZentrum (GFZ) and the University of Texas Center for Space Research provided both the IGOR and a laser retro reflector (LRR), which is introduced later. The TerraSAR-X GPS antenna system employs a total of five antennas. Two of them are commercial-grade patch antennas Sensor Systems S67–157–14 [Sensor Systems, 2004] (on L₁ and L₂ frequency) and connected to the IGOR, they serve for orbit determination. Two L₁ antennas are connected to the MosaicGNSS receiver, and one antenna serves for radio occultation measurements. The corresponding phase patterns are a priori known from calibration on ground.

The mentioned LRR, a precisely manufactured arrangement of four cube corner prisms, each with a vertex length of 28 mm, completes the payload of TerraSAR-X [Grunwaldt et al., 2006]. This instrument is essential for validating the satellite orbits, as it allows a direct two-way ranging between a network of SLR ground stations and the satellite. Figure 2.3 shows both the SAR antenna, as well as the SLR reflector, which are employed for orbit validation.
TanDEM-X On June 21, 2010, the TerraSAR-X mission was successfully complemented with launch of the satellite TDX-1. The mission is designed as an add-on for the TerraSAR-X mission, aiming at the generation of a consistent global digital elevation model (DEM), among others [Krieger et al., 2007]. The satellite is designed for a nominal lifetime of 5 years, and has a nominal overlap of TSX-1 with 3 years. The TSX-1 and the TDX-1 satellite are technically similar, with few modifications: TSX-1 carries a LCT, TDX-1 is equipped with a cold gas propellant system and is capable of receiving data from TSX-1 via inter satellite link. They orbit the Earth in a pendulum and helix formation with a baseline length, selectable between less than 2 km up to 50 km, which depends on the imaging mode [Moreira et al., 2004; Krieger et al., 2007; Fiedler and Krieger, 2004; Fiedler et al., 2005]. Identical to TSX-1, GSOC is in charge of the orbit determination.

The twin-satellites TerraSAR-X and TanDEM-X have been chosen for the present study since there is an increasing demand for accurately determined orbit solutions. Both spacecraft provide GPS observations of high quality, and required auxiliary data like the spacecraft’s attitude or details on the surface description are available. Moreover, both spacecraft provide long timeseries, and support orbit validation by SLR and radar ranging.
2.1.2 Sentinel-1A

S-1A is the first satellite of the Sentinel mission within the European Earth observation program Copernicus [Aschbacher and Milagro-Perez, 2012; Attema et al., 2012; Torres et al., 2012]. The spacecraft was successfully launched on April 3, 2014 from Korou, French Guiana. The satellite is equipped with C-Band SAR, three star trackers for attitude determination, and two 8-channel GPS units to support POD. The GPS observation unit is provided by RüstungsUnternehmen-AktienGesellschaft (RUAG) Space. The 8-channel receivers are in principle the same as on the Swarm satellites, introduced in the next section [Zangerl et al., 2014]. Compared to Swarm, the antennas are equipped with a new patch excited cup (PEC) element and two choke rings [Öhgren et al., 2011].

Due to the lack of a laser retro reflector, orbit validation with satellite laser ranging is not possible. Within the established Copernicus POD (CPOD) service, several agencies compute orbit solutions of S-1A, which are compared to the official Global Monitoring for Environment and Security (GMES) solutions [GMES Sentinel-1-Team, 2012; Fernandez and Femenias, 2014; Peter et al., 2017]. The requirement for the orbit accuracy is given to be better than 5 cm.

The spacecraft is orbiting the Earth on a near-polar, Sun-synchronous orbit with a 12 day repeat cycle in a height of 693 km and an inclination of 98.18°. For interferometry,
the main purpose of the radar system, the spacecraft requires stringent orbit control for positioning and synchronization of the interferometric pairs. Therefore, the orbit is defined in an Earth-fixed orbital tube with a 50 m RMS radius around the nominal path. For most of its lifetime, the spacecraft shall stay within this tube.

The satellite, illustrated by Figure 2.4 has been built by Thales Alenia Space and Airbus DS. It is based on the Piattaforma Riconfigurabile Italiana Multi-Applicativa (PRIMA) platform. The main satellite bus is supplemented with two large solar arrays, capable of producing 5,900 W, and the SAR antenna. Detailed dimensions of the 2,300 kg spacecraft are indicated by Table 3.2. Studies on the spacecraft’s thermal budget, are available in Perellón et al. [2015].

S-1A has been selected for the purpose of demonstrating the effect of the GPS ambiguity fixing technique. Due to the SAR instrument, orbit validation is supported by radar range measurements. Data used within this study have kindly been provided by the Sentinel Quality Working Group, whereas science orbit products are computed by Grupo Mecánica del Vuelo (GMV), Spain.

2.1.3 Swarm-C

The Earth’s magnetic field plays an important role for understanding the processes in the Earth’s interior. In 1979, the satellite Magnetic Field Satellite (MagSat) was launched to first obtain a quantitative survey of the Earth’s magnetic field from outer space [NASA, 2000]. With the launch of CHAMP and Satélite de Aplicaciones Científicas-C (SAC-C) in 2000, geomagnetic data have been delivered to the scientific community for 13 years. The Swarm satellite mission aims at studying the Earth’s magnetic field as the 5th Earth Explorer Programme of the European Space Agency (ESA). As a secondary objective of the Swarm mission is dedicated to measure the Earth’s gravity field [Friis-Christensen et al., 2008].

Three identical satellites were launched on November 22, 2013 at 12:02:29 UTC on-board a Rockot rocket from Plesetsk Cosmodrome Site, Russia. Swarm-A and -C fly side-by side in a near polar, circular orbit in an altitude of 450 km and an inclination of 87.4°. The third satellite Swarm-B complements the constellation in a circular orbit with an altitude of 530 km and 86.6° inclination. Figure 2.5 shows one satellite of the Swarm constellation.
The spacecraft, each with a wet launch mass of 473 kg, were manufactured by Airbus DS. The total satellite length of 9.1 m includes a deployable boom of 4 m, the satellite body is 1.5 m wide and 0.85 m high [Zangerl et al., 2014]. The core instruments of each satellite are vector and scalar magnetometers to measure the Earth’s magnetic field and equipment for measuring the Earth’s electric field. Accelerometers have been placed onboard to measure the non-gravitational accelerations. For providing a precise orbit determination, the satellites are equipped with 8-channel dual-frequency GPS receivers, supplied by RUAG Space [Zangerl et al., 2014; Sust et al., 2014]. These receivers are also employed to measure the Earth’s gravity field. The orbit validation is provided by SLR reflectors. PSOs products of the Swarm mission are operationally generated at Faculty of Aerospace Engineering at Delft University of Technology [van den IJssel et al., 2015].

The spacecraft Swarm-C is selected for assessing the impact of solar radiation pressure, Earth radiation pressure, aerodynamics, and ambiguity fixing. Operational orbit solutions have been kindly provided by TU Delft.
2.2 Precise Orbit Determination Concept

As stated in the introduction, orbit determination requires availability of different models. Applied models and key parameters of the orbit determination setup are introduced in this section as a starting point for subsequent model enhancements.

2.2.1 Generic Models

The applied reduced-dynamic orbit determination relies on both the quality of the GPS observations, and the underlying dynamical models, which describe a multitude of accelerations of gravitational and non-gravitational nature, acting on the spacecraft. The present study builds on the GNSS High Precision Orbit Determination Software Tools (GHOST), which have been developed at DLR/GSOF [Montenbruck et al., 2005; Wermuth et al., 2010]. The basic set of employed key models and estimated parameters is shown in Table 2.1, which covers the measurement model, the dynamical model, and, finally, the reduced-dynamic setup. Starting from a basic set of selected dynamical models as applied in the operational precise science orbit generation, the model sophistication is continuously increased within this study and the impact of these modifications on the orbit solutions is analyzed.

For the TerraSAR-X mission, the measurement model is adopted without any significant modifications from the PSO processing and based upon L1 and L2 code and phase measurements. The observations are combined in an ionosphere-free (first order) linear combination. GPS satellite antenna phase center offset (PCO) and phase center variation (PCV) corrections are obtained from the igs08.atx [Schmid et al., 2016] and igs14.atx [Rebischung and Schmid, 2016, from January 2017 onwards] of the International GNSS Service (IGS). TerraSAR-X GPS antenna PCOs corrections are calibrated on-ground [Montenbruck et al., 2009], whereas the corresponding PCV corrections are adjusted from PSO carrier phase residuals. The required GPS orbit and high-rate (30 s) clock offset products (finals) are obtained from the Center for Orbit Determination in Europe (CODE) [Dach et al., 2009; Bock et al., 2009]. GPS carrier phase wind up is taken into account according to Wu et al. [1993]. The attitude is measured by the onboard star trackers and provided in intervals of 10 s [Kahle et al., 2007].

Besides the measurement model described above, reduced-dynamic orbit determination requires gravitational and non-gravitational models. The gravity field is modeled by
Table 2.1: Overview of selected key models, and reduced-dynamic orbit parameterization.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>PSO</th>
<th>Enhanced</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Measurement Model:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GPS measurements</td>
<td>GPS ionosphere-free L₁ and L₂ pseudo range and carrier phase at 30 s intervals</td>
<td></td>
</tr>
<tr>
<td>GPS satellite PCOs+PCVs</td>
<td>igs08.atx [Schmid et al., 2016], igs14.atx [Rebischung and Schmid, 2016]</td>
<td></td>
</tr>
<tr>
<td>GPS orbits and clocks</td>
<td>Final CODE products at 30 s sampling [Dach et al., 2009]</td>
<td></td>
</tr>
<tr>
<td>LEO satellite GPS antenna PCOs</td>
<td>On-ground calibrated for TSX-1 and TDX-1, none for S-1A and SWC</td>
<td></td>
</tr>
<tr>
<td>LEO satellite GPS antenna PCVs</td>
<td>In-flight calibrated</td>
<td></td>
</tr>
<tr>
<td>Phase wind up</td>
<td>Wu et al. [1993]</td>
<td></td>
</tr>
<tr>
<td>Relativity</td>
<td>Shapiro effect [Kutschera and Zajiczek, 2010]</td>
<td></td>
</tr>
<tr>
<td>Spacecraft attitude</td>
<td>Quaternions, provided by onboard star trackers (10 s)</td>
<td></td>
</tr>
<tr>
<td><strong>Dynamical Model:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gravity models</td>
<td>GGM01S [Tapley et al., 2003]</td>
<td>GOCO03s [Mayer-Gürr et al., 2012]</td>
</tr>
<tr>
<td>Ocean Tides</td>
<td>CSR/Topex3.0 [Eanes and Bettadpur, 1995]</td>
<td>FES2004 [Lyard et al., 2006]</td>
</tr>
<tr>
<td>Perturb. Sun/Moon</td>
<td>Analytical series of luni-solar coordinates</td>
<td></td>
</tr>
<tr>
<td>Solid Earth tides</td>
<td>IERS2003 [McCarthy and Pettit, 2003]</td>
<td></td>
</tr>
<tr>
<td>Solid Earth pole and ocean pole tides</td>
<td>IERS2003 [McCarthy and Pettit, 2003]</td>
<td></td>
</tr>
<tr>
<td>Solar radiation pressure</td>
<td>cannon-ball</td>
<td>macro-model (see Sect. 3.2.1)</td>
</tr>
<tr>
<td>Earth radiation pressure</td>
<td>macro-model (see Sect. 3.2.2)</td>
<td></td>
</tr>
<tr>
<td>Solar proxies and indices</td>
<td>NOAA/SWPC solar flux and geomagnetic activity data</td>
<td></td>
</tr>
<tr>
<td>Aerodynamics</td>
<td>cannon-ball, drag</td>
<td>macro-model, drag and lift (see Sect. 3.3)</td>
</tr>
<tr>
<td>Atmospheric wind</td>
<td>HWM-07 [Drob et al., 2008]</td>
<td></td>
</tr>
<tr>
<td><strong>Reference Frames Transformation:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Conventions</td>
<td>IERS1996 [McCarthy, 1996]</td>
<td></td>
</tr>
<tr>
<td>EOPs</td>
<td>IGS finals</td>
<td></td>
</tr>
<tr>
<td><strong>Reduced-Dynamic setup:</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Empirical Accelerations</td>
<td>One set of constant accelerations in radial (R), along-track (T) and normal (N) direction per 10 min interval</td>
<td></td>
</tr>
<tr>
<td>A priori sigma</td>
<td>5 nm/s² in R and 15 nm/s² in T and N direction</td>
<td></td>
</tr>
<tr>
<td>Non-gravitational scaling parameters</td>
<td>One per orbit arch for drag, and solar radiation + Earth radiation</td>
<td></td>
</tr>
<tr>
<td>Iterations</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td>Numerical integrator</td>
<td>variable order and stepsize multistep method [Shampine and Gordon, 1975]</td>
<td></td>
</tr>
</tbody>
</table>
the GRACE Gravity Model 01S [GGM01S; Tapley et al., 2003] up to degree and order 100 or the Gravity Observation COmbination 03s [GOCO03s; Mayer-Gürr et al., 2012] up to degree and order 120. Gravity field time variability is considered by a linear drift of the gravity field coefficients $\dot{C}_{20}$, $\dot{C}_{21}$, and $\dot{S}_{21}$. Further variations, e.g. annual or semi-annual are not treated. According to Couhert et al. [2015], these variations could exhibit a radial error of approximately 2 mm in case of Jason-1. Center for Space Research (CSR)/Topex 3.0 [Eanes and Bettadpur, 1995] and Finite Element Solution 2004 [FES2004; Lyard et al., 2006] serve as ocean tide models, both are based on measurements from the Topex/Poseidon (T/P) mission. Third body gravitational perturbations from the position of the Sun and the Moon are provided by an analytical series of luni-solar coordinates. General relativity is primarily considered by the acceleration due to the Shapiro effect [Kutschera and Zajiczek, 2010]. The accelerations due to Lense-Thirring and Geodesic Precession are orders of magnitudes smaller and were, therefore, neglected [Ries et al., 2003].

The considered non-gravitational accelerations comprise the aerodynamic, the solar radiation pressure, and the Earth radiation pressure accelerations (cf. Chapter 3). All of these non-gravitational accelerations originate from surface forces and their modeling requires proper knowledge of the satellite geometry and material properties. While the operational science orbits treat the surface as a simplified sphere, the present study assesses the impact of a macro or plate model in combination with the non-gravitational accelerations. Details on the selected models are provided in Section 3.1.

Reference frames transformations are based on the International Earth Rotation and Reference Systems Service (IERS) 1996 [McCarthy, 1996] conventions. The required Earth orientation parameters (EOPs) are provided by the IGS [Kouba and Mireault, 1998].

In accordance with the PSOs, the orbit arcs of 30 h are centered at noon, which allows an overlap of 6 h between two consecutive arcs. Therefore, the resulting orbit solutions exhibit smooth transitions at midnight and the orbit transitions at day boundaries allow validating the internal orbit consistency (cf. Section 2.3.2). The variable order and variable stepsize multistep integrator described by Shampine and Gordon [1975] serves as numerical integrator. For given models of the acceleration as a function of time $t$, position $r$, and velocity $v$, the motion of a satellite can be obtained from given initial conditions using a step-wise numerical integration.

The reduced-dynamic approach is iterated three times, where the results clearly converge. Maneuvers, which are required for formation control of the TSX-1/ TDX-1 space-
craft, are considered by their start time and burn duration in radial, tangential, and normal direction [Yoon et al., 2009].

### 2.2.2 Empirical Parameters

To compensate any deficiencies in the employed dynamical models, piecewise constant empirical accelerations are estimated in radial, tangential, and normal (RTN) direction in intervals of 10 minutes. The amplitudes of these accelerations are not known beforehand. Thus, the applied a priori constraints are based on a tuning process of the empirical accelerations and kept at 5 nm/s² in radial, and 15 nm/s² in tangential, and normal direction for ease of comparison. Herein, a reduction of the 10 min interval would not significantly improve the orbit quality, but increase the processing time. Increasing this time interval is linked to a loss of orbit quality, since it depends on the orbit height of the spacecraft and the resulting impact of the accelerations. A proper understanding of the empirical accelerations is of vital importance. In general, tight constraints on the empirical accelerations puts high trust in the employed dynamical models. Vice versa, loose constraints put more trust on the employed kinematic observations. In addition, individual scaling parameters for the non-gravitational models of aerodynamics, solar radiation pressure, and Earth radiation pressure are introduced (a detailed description is following in the model section). Since the estimation parameter is directly connected to the acceleration model, the coefficients are used for assessing model impacts in the orbit solutions.

### 2.2.3 Antenna Phase Center Offsets and Variations

In GPS-based LEO POD, a precise modeling of phase center offsets and variation of the satellite receiver GPS antenna is mandatory [Jäggi et al., 2009]. According to Teunissen and Kleusberg [1998], computation of the geometric distance between the antenna phase location of the GPS satellite at signal emission time and the antenna phase center location of the receiving antenna at signal reception time is required for modeling GPS observations.

The antennas of satellite missions are first calibrated on ground, whereas the (post) in-flight calibration is essential for precise orbit determination [Montenbruck et al., 2009]. Generally, the PCOs correspond to the difference between the mean center of the wave
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front and the antenna reference point (ARP), whereas phase variations are direction-dependent distortions of the wave front. In this system, the ARP is the only mechanical point.

Due to distortions, induced by the asymmetric antenna geometry and due to the influence of the supporting structure, the real wave front does not correspond to a spherical wavefront with a common center. The deviations can be described by

\[
\zeta_{PCO, sat} - \zeta_{PCO, rcv} = e^T (r_{PCO, sat} - r_{PCO, rcv}) + (\zeta_{PCV, sat}(-e) + \zeta_{PCV, rcv}(e)) \quad (2.1)
\]

Herein, \(e\) denotes to the receiver-to-satellite unit vector, \(r\) is the PCO vector, and \(\zeta\) denotes the direction-dependent PCV of the receiver and satellite antenna [Teunissen and Montenbruck, 2017, Chapters 17, 19]. Phase center variations for the transmitting antennas of the GNSS satellites are provided by the IGS in the antenna exchange (ANTEX) format [Schmid et al., 2016]. The receiver antennas were first calibrated on ground [Montenbruck et al., 2009]. Within this thesis, the LEO GPS phase maps are estimated in an iterative residuals stacking process [Jäggi et al., 2009]. Based on carrier phase residuals stemming from the reduced-dynamic orbit determination, the phase center variations are estimated from these residuals, and then utilized as a priori phase center variation map during the next iteration. This procedure is illustrated in Figure 2.6. Within the present approach, daily carrier phase residual files of at least one week are iteratively employed for phase pattern estimation. Typically, three iterations are required. Details on phase pattern estimation are available e.g. in Jäggi et al. [2009].

![Fig. 2.6: Illustration of phase pattern estimation utilizing the Reduced-Dynamic Orbit Determination (RDOD), and Phase Pattern estimation (PCVmap) tool.](image)

for \(i = 1\) to \(n\)

PCV\(_{-1}\) \[ RDOD \] \[ CP res. \] \[ PCVmap \] \[ PCV\(_i\) \]
2.2.4 Ionospheric Delay

The ionosphere is a neutral ionized gas, which principally consists of free electrons, ions, and neutral atoms or molecules. The ionosphere is part of the Earth’s atmosphere between 60 km and 1,000 km, the region includes the thermosphere, and parts of the mesosphere and exosphere. Especially the expansion in lower atmosphere layers depends on the illumination by the Sun [Bychkov et al., 2014]. The highly dynamical plasma density characterizes the ionosphere, which is rather difficult to model. The radio-wave propagation through the ionosphere is well documented, e.g. by Budden [1985]. The ionospheric impact on GPS observations causes a signal delay due to the electron content of the atmosphere. Magnitudes can be up to several tens of nanoseconds. During electromagnetic storms, the influence is even larger [Bychkov et al., 2014].

First order ionospheric effects are, however, eliminated by the ionosphere-free linear combination (Sect. 5.1), which removes effects that are proportional to $1/f^2$ [Hofmann-Wellenhof et al., 2008]. Dual-frequency GPS observations allow to eliminate the first order ionospheric group delay, which is in the order of up to several meter, depending on the ionospheric condition, the solar cycle, the satellite elevation, and the local time. Whereas first order effects are completely removed by the ionosphere-free linear combination (cf. Equation 5.3), the higher order effects are not eliminated [Bassiri and Hajj, 1993].

While the first-order terms simply depend on the electron content along the ray path, higher-order ionospheric effects depend on coupling between the electron density along the line of sight, and the Earth magnetic field. The magnitude of the second order effects is up to 2 cm [Hoque and Jakowski, 2007]. A couple of studies discusses the impact of ionospheric effects on GPS measurements and products [Fritsche et al., 2005; Steigenberger et al., 2006].

According to Bassiri and Hajj [1993], the pseudorange and carrier phase equations read

\begin{align}
  p_i &= \varrho + \frac{q}{f_i} + \frac{s}{f_i^3} \\
  \varphi_i &= \varrho + \lambda_i N_i - \frac{q}{f_i^2} - \frac{1}{2} \frac{s}{f_i^2}
\end{align}

(2.2)
with \( i = 1,2 \) denotes either GPS L\(_1\) or L\(_2\) frequency. Herein, \( q \) and \( s \) are computed via

\[
q = 40.3 \times \text{TEC} \\
\]
\[
s = 7527c \int NB_0 \cos \theta_B dL,
\]

where \( \theta_B \) is the angle between the Earth’s magnetic field and the direction of signal propagation, \( c \) is the speed of light in vacuum, normal/cross-track (N) the number density of electrons, and total electron content (TEC).

Since the model depends on tracing of the magneto-ionic interactions along the signal path between receiver and transmitter, knowledge of the magnitude and direction of the geomagnetic field is required. For this purpose, the International Geomagnetic Reference Field 12 (IGRF-12) model has been selected [Thébault et al., 2015]. A detailed explanation of the applied model is available in Kedar et al. [2003] and Bassiri and Hajj [1993]. The TEC is computed using GPS pseurorange and differential code biases [Teunissen and Montenbruck, 2017, Chapter 39].

For assessing the influence of second order ionospheric correction, GPS observations of Swarm-C were selected within the period of days of year (DOYs) 305 to 365/2014 at
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high solar activity. Reduced-dynamic orbit solutions were computed with first and first plus second order corrections, the obtained solutions were then compared.

Figure 2.7 shows the resulting carrier phase residuals with applied first and first plus second order ionospheric corrections. RMS of the daily residuals are gridded and averaged in quadratic bins of 5°. The figure exhibits clearly small carrier phase residuals of up to 7 mm along the equator and at mid latitudes, and a pronounced magnitude up to 15 mm at the pole caps, where charged particles can easily pass the magnetic field. Considering second order ionospheric corrections does not cause any significant changes. The difference map between both corrections shows the impact of the applied second order term, compared to the first one. Herein, differences along the geomagnetic belt become visible, but with a maximum amplitude of 0.5 mm only.

The mean orbit difference of 0.4 mm, computed by direct orbit comparison, is fairly below 1 mm in all three directions. The values have been derived by a direct ephemeris comparison of one solution with first, and one with first and second order ionospheric corrections. In addition, also the empirical accelerations do not show any change. Due to the small magnitude and the relevance for the scope of this thesis, the second order ionospheric corrections are not applied for further tests or orbit solutions.

2.3 Performance Assessment Strategy

Within this chapter, different orbit quality indicators are introduced, which are essential for a proper orbit quality assessment. Following the reduced-dynamic orbit determination (RDOD) internal quality indicators like empirical accelerations and scaling parameters, the focus is on satellite laser ranging and the radar technique as external quality parameters.

2.3.1 Empirical Accelerations and Scaling Parameters

Both, empirical accelerations and scaling parameters are direct performance indicators of the reduced-dynamic orbit determination. The accelerations are a measure of potentially mis-modeled effects. Detailed analysis of this accelerations may hint to deficits in the employed modeling approach (eg. 1-per-rev influences). In addition, a priori
constraints on the empirical accelerations are applied. They define the weight of the dynamical models (trust).

Secondly, the non-gravitational force models include a scaling parameter, i.e. $C_D$ for atmospheric accelerations, $C_E$ for Earth, and $C_R$ for solar radiation pressure. The scaling parameters are estimated in the RDOD iterations. A factor larger than one indicates that the modeled acceleration is too small, and vice versa. In case of aerodynamic accelerations, this could indicate that the cross sectional area for drag computation is too small. In addition, a time-variability hints to effects that are not captured by the models.

### 2.3.2 Orbit Transitions at Day Boundaries

The internal orbit consistency is evaluated by means of 3-D orbit discontinuities at day boundaries, which is the direct comparison of positions from different orbit solutions. As can be seen by Figure 2.8, the orbit positions at day $i$ are compared to the corresponding orbit position at day $i + 1$. Finally, the discontinuities $d$ at day boundaries are computed via

$$d = \sqrt{(x_{i+1} - x_i)^2 + (y_{i+1} - y_i)^2 + (z_{i+1} - z_i)^2}.$$  (2.4)

For the present study, the discontinuities are computed at 24:00, or, respectively, 00:00 UTC.

### 2.3.3 Satellite Laser Ranging

Satellite laser ranging is a well-established technique for validating orbit solutions. The SLR measurements are utilized as an external validation technique by comparing the ranges from SLR indicated by $r_{\text{SLR}}$ with those, derived from the reduced-dynamic orbit solutions $r_{\text{POD}}$:

$$\Delta r = r_{\text{SLR}} - r_{\text{POD}}.$$  (2.5)
Basically, satellite laser ranging requires a laser reflector on the spacecraft, as well as laser ranging stations on ground, capable of tracking spacecraft. The coordinates of the laser reflector, as well as the laser station need to be known very precisely. It is essential to note, that the spacecraft’s attitude needs to be known to transform the LRR-COM offset from the spacecraft system to the inertial reference system, which is required to compute the range.

The optical SLR observations are independent of the microwave GPS observations [Pavlis and Beard, 1996; Urschl et al., 2005]. The satellite is tracked by SLR stations from the International Laser Ranging Service (ILRS) network [Pearlman et al., 2002], which tracks numerous targets with a dedicated tracking priority. TSX-1, and TDX-1 are ranking at position 3 and 4. SWC is at position 16 [International Laser Ranging Service, 2017a]. The SLR measurements consist of normal points (NPs), a sequence of individual laser measurements averaged in a time interval of 5 seconds [International Laser Ranging Service, 2015] for low Earth orbiters. For this analysis, periods between January 2012 until December 2017 were chosen. Such long-term analyses require reliable tracking stations that are available over the whole analysis period. The chosen configuration of 11 ILRS stations is shown in Fig. 2.9.

![Fig. 2.9: Selected satellite laser ranging stations of the ILRS tracking network.](image)

The setup of the SLR validation is kept fixed for all following orbit validations and only observations above 10° elevation the horizon are considered. Especially altimetry missions often apply high elevation masks of 60° or higher. At these high elevations, the SLR data provides a direct measure of the radial orbit error [Cerri et al., 2010]. Such analysis clearly strengthens the radial component, and results in small residuals. Within the present study, a conservative angle has been chosen, whereas the SLR-based position offsets, introduced later in this section, allow a detailed analysis of direction-dependent systematics [Hackel et al., 2017]. The applied threshold for SLR residuals screening is
Table 2.2: Different ocean loading models and results of TerraSAR-X orbit validation, period 2012–2015.

<table>
<thead>
<tr>
<th>Model</th>
<th>$\bar{x}, \sigma_x$ [mm]</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>FES2004</td>
<td>1.7 ± 12.7</td>
<td>[Lyard et al., 2006]</td>
</tr>
<tr>
<td>GOT00.2</td>
<td>1.7 ± 12.7</td>
<td>[Ray, 1999]</td>
</tr>
<tr>
<td>GOT4.8</td>
<td>1.7 ± 12.7</td>
<td>[Ray, 1999, updated]</td>
</tr>
<tr>
<td>EOT11a</td>
<td>1.7 ± 12.7</td>
<td>[Savcenko et al., 2012]</td>
</tr>
</tbody>
</table>

kept fixed at 6 cm. Compared to results obtained by 15 cm screening level, less than one percent of observations are neglected, without any significant change in the resulting residuals. Required station coordinates are taken from Satellite Laser Ranging Frame 2014 [SLRF2014; Pavlis, 2009; International Laser Ranging Service, 2017b], ocean loading is considered by Finite Element Solution 2004 [FES2004; Lyard et al., 2006].

Since the effect of ocean loading plays an important role for the derived results, a variety of well-established ocean tide models have been tested [Stammer et al., 2014; Shum et al., 1997]. The utilization of other ocean tide models, i.e. Goddard Ocean Tide model 00.2 [GOT00.2; Ray, 1999], Goddard Ocean Tide model 4.8 [GOT4.8; Ray, 1999, updated], and Empirical Ocean Tide model 11a [EOT11a; Savcenko et al., 2012] has been analyzed by a time series from 2012–2014, but did not show any significant influence on the SLR analysis, compared to the selected Finite Element Solution 2004 (FES2004). Results are summarized in Table 2.2 by means of TerraSAR-X SLR residuals, obtained from the 2012–2015 period.

The LRR range correction is considered as a function of azimuth and nadir angle and takes into account the difference between the station distance from the LRR reference point and the actual signal path within the LRR [Arnold et al., 2018a]. For the TSX-1, TDX-1, and SWC, the phase center range correction is provided by the GFZ [Neubert et al., 1998]. The Sentinel-3A LRR range correction is available in Montenbruck and Neubert [2011].

The number of normal points within one tracking pass, i.e. the passage where the instrument on ground follows and tracks the spacecraft, may vary from satellite pass to pass. For TSX-1, on average 15 NPs are collected during one tracking pass, which corresponds to an average tracking length of 75 sec. The tracking length is also explained by the switch between TSX-1 and TDX-1, which is performed by many stations during one pass. Within the 2012–2017 period, which is covered by the analysis in Section 5.3, the spacecraft TSX-1 was tracked by 34 different ILRS stations, yielding a wide range
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Fig. 2.10: Number of accepted normal points for selected ILRS stations between 2012 and 2017.

from only 5 to up to 75,000 normal points per station. Considering the 11 stations, a total of 206,401 normal points is available for TSX-1 within the 6 years (cf. Figure 2.10). Applying an elevation cutoff-angle of 10°, and a threshold of 6 cm for the residuals, this leads to a total of 204,667 NPs, which are employed within this study. This corresponds to a screening rate of 0.84%. For the spacecraft TDX-1, the number of accepted normal points used throughout this analysis amounts to 195,506. Despite the higher ranking of TDX-1, the number of available normal points during the analysis period is slightly larger for TSX-1. This is related to the fact that TanDEM-X performs more maneuvers than TerraSAR-X, and that SLR tracking is not possible during maneuvers.

While SLR residuals provide an overall quality indicator for the assessment of the GPS-based orbit solutions, they ignore the information content provided in the variation of the residuals across individual tracking passes. A different analysis concept has therefore been applied to obtain further information on systematic orbit errors from the SLR measurements. Such systematic errors may, for example, arise from antenna offset errors, radiation pressure modeling errors, etc. and can be described by constant offsets $\Delta r_{R,T,N}$ in radial (R), tangential/along-track (T), and normal/cross-track (N) direction. The offset between the SLR orbit, and and the GPS-based orbit solution can thus be modeled as

$$\Delta r = e_R \cdot \Delta r_R + e_T \cdot \Delta r_T + e_N \cdot \Delta r_N ,$$  \hspace{1cm} (2.6)
where \( e_{R,T,N} \) denote the unit vectors in R, T, and N direction (see Figure 2.11). This difference gives rise to a correction \( \Delta \rho_{\text{SLR}} = e \cdot \Delta r \) of the modeled SLR observations, where

\[
e = \frac{r_{\text{SLR}}}{\|r_{\text{SLR}}\|} \tag{2.7}
\]
denotes the line-of-sight vector. It is thus possible to estimate the offsets \( r_{R,T,N} \) from SLR observations over an extended data interval using a least squares approach. For the TerraSAR-X mission, data intervals of one month have been selected. Within these intervals, the RTN position offsets are assumed to be constant while at the same time a sufficient number of observations and tracking passes is available.

Contrary to the pure SLR residuals, the obtained SLR-derived position offsets are sensitive in radial, tangential, and normal direction. An analysis, therefore, provides clear indicators of the orbit stability in different directions.

### 2.3.4 Radar Ranging

The spacecraft TSX-1, TDX-1, and S-1A are equipped with a synthetic aperture radar, which allows deriving detailed information on the ground below, e.g. by synthetic aperture radar interferometry [Bamler and Hartl, 1998]. Basically, the radar systems provide the two-way travel time of the radar pulses from the radar transmitter to ground, and back. Based on the vacuum velocity of light, the travel time can be expressed as geometric distance, but electrons in the ionosphere, dry air and water vapour as well as other corrections have to be taken into account. Radar ranging measurements to a corner cube reflector (CCR), which results in a sharp backscatter of the radar impulse, allow the determination of a bias in azimuth (in flight direction) and range (cross direction; cf. Figure 2.13) except of a time-invariant offset (internal time delay of the SAR instrument, which is subject to the instrument calibration). This requires knowledge of the satellite and the corner cube position in a common reference frame.
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Range-Doppler equations in zero-Doppler geometry [Cumming and Wong, 2005] are used for validation. These relate the satellite trajectory, given by the time-dependent position vector \( \mathbf{X}_s \) and velocity vector \( \dot{\mathbf{X}}_s \), and the reflector position vector \( \mathbf{X}_r \) with the observed radar times \( t \) and \( \tau \), also referred to as slow time and fast time or azimuth and range, respectively.

\[
\tau = \frac{2c}{c} \frac{|\mathbf{X}_s(t) - \mathbf{X}_r|}{|\dot{\mathbf{X}}_s(t)|} \quad (2.8)
\]

\[
0 = \frac{\dot{\mathbf{X}}_s(t) \cdot (\mathbf{X}_s(t) - \mathbf{X}_r)}{|\dot{\mathbf{X}}_s(t)| |\mathbf{X}_s(t) - \mathbf{X}_r|} \quad (2.9)
\]

The conversion of geometrical distance for the \( \tau \) uses the speed of light in vacuum \( c \). The slow time \( t \) is linked to the satellite trajectory and can be resolved by interpolating a given orbit solution and performing an iterative search for the instant of Doppler-zero using the Equation 2.9. Subsequently, the corresponding round trip time \( \tau \) is derived from Equation 2.8. From a geometrical point of view, the combination of the Equations 2.8 and 2.9 models a circle located at the satellite’s zero-Doppler position and oriented according to the zero-Doppler plane, and which intersects with the reflector position on ground. For details the reader is referred to Hackel et al. [2018].

Primarily intended for SAR validation purposes, a network of CCRs has been built-up by DLR/Technische Universität München (TUM) since 2011, starting with a reflector at Wettzell (WTZ), Germany. In 2013, the network was complemented with the reflectors at the German Antarctic Receiving Station (GARS) O’Higgins (OHG), Antarctica, Metsähovi (MET), Finland, and a second reflector in Wettzell. The network has been established by the Institute of Remote Sensing at DLR, in cooperation with local station providers [Balss et al., 2012]. The stated stations are selected for validating the orbit so-
olutions of TSX-1 and TDX-1, and shown in Figure 2.12. In addition and especially with focus on S-1A, the network is extended by measurements to 6 corner cubes, located in Australia, and operated by Geoscience Australia [Garthwaite et al., 2015; Garthwaite, 2017]. Within this study, the corner cubes in Australia are solely utilized for validating the orbit solutions of Sentinel-1A, since the spacecraft does not support any external validation technique like SLR [Peter et al., 2017].

![Fig. 2.12: Geometry of radar range measurements](image)

The passive reflectors on ground do not require a direct overflight of TerraSAR-X, since the reflectors have been precisely aligned to the TerraSAR-X orbit configuration. Typically, a reflector is seen from three adjacent ground tracks with a distance in viewing geometry ranging from 600 to 700 km. Herein, the incidence angle varies between approximately 25 and 55 degrees. The Sentinel-1A measurements are taken at an incidence angle of 38 degrees.

During the years 2012 to 2017, where the analysis in Section 5.3 refers to, the satellites TerraSAR-X and TanDEM-X have acquired in total 1,033 scenes for the five reflectors located at the geodetic stations. The imaging mode was the TerraSAR-X high resolution spotlight mode, which features an average resolution of 0.6 m by 1.1 m in slant range and azimuth, as well as a scene extent of approximately 5 km by 10 km [Fritz and Eineder, 2013]. Out of these acquisitions, 68 scenes had to be eliminated from the processing because they were rendered unusable by snow or water in the reflectors, which significantly reduce the signal backscatter. The degraded measurements are easily detected by computing the signal-to-clutter ratio (SCR) from the corner reflector point response in the radar image, and comparing it to the average SCR of the data series. Both satellites TSX-1 and TDX-1 captured data for all of the available reflectors, but in
the case of TDX-1 the majority of the data was acquired at OHG, while for TSX-1 the
data distribution across the sites is more homogeneous.
Non-Gravitational Forces – Models

3.1 Satellite Macro Models

Modeling of accelerations, which act on the satellite surface like solar radiation pressure or atmospheric drag, require a description of the satellite geometry. The cannon-ball model, which is simple and robust, considers the satellite surface as a sphere with a fixed size and one set of surface properties. The complexity of the satellite shape cannot be modeled properly with such models, e.g. during maneuvers, when the attack angle of e.g. photons in case of solar radiation pressure, changes.

Macro or plate models allow an approximation of the real satellite shape through a finite number of surface elements and, therefore, a simplified model of surface forces. Alternatives are detailed ray tracing simulations, which allow a very detailed surface description, but require detailed computer-aided design (CAD) models of the spacecraft and are computationally extensive. Accelerations are pre-computed depending on the grid point and position of radiation source, and then directly applied for POD purposes. In literature, examples of such ray tracing models for Jason-1 are available in Ziebart [2004], Adhya [2005] and Cerri et al. [2010]. Klinkrad and Fritsche [1998] discuss the impact of such models on the orbit determination of ERS-1.
The spacecraft panel model, as it is used throughout this thesis, is characterized by a set of geometrical and optical properties. It is composed of several panels $i$, each with a size $A_i$, and the body-fixed surface normal vector $n_i$. Specifically for radiation-dependent accelerations like solar or Earth radiation pressure, a set of optical properties is defined in visual (VIS) and infrared (IR) spectrum individually for each plate.

The satellite is mostly covered by foils like Black Kapton, Beta Cloth, or Aluminium/Alodin Foil, which prevent the spacecraft’s payload from the extreme radiation [Pompea and Breault, 2009]. An overview of materials and coatings used in space industry is provided by Henninger [1984]. The passive thermal control system (PTCS) like multilayer insulation (MLI), or mirrors as optical solar reflector (OSR) are typical components of the spacecraft’s thermal control system. The active thermal control system (ATCS) actively regulates the thermal budget by thermoelectric heaters/coolers. The OSR consists of coated surfaces (quartz or aluminized Teflon mirrors). The optical properties of these surfaces slowly change with time due to de-lamination. Especially the LEO regime is, due to the presence of atomic oxygen (cf. Section 3.3) affected by this type of degradation [Wernham, 2013; Gilmore et al., 2002; Gilmore, 2002]. Typical OSR absorptivity values at begin of lifetime (BOL) are at 5%, whereas simulations stated values of 20% at end of lifetime (EOL) for the Swarm OSR radiators. More on optical coefficients of materials in space are available e.g. in Shedal [2014] and Pompea and Breault [2009].

Within the following sections, the plate models of S-1A, SWC and TSX-1/TDX-1 are described in detail, whereas the stated optical properties provided at BOL, without considering any aging effects.
### 3.1.1 TerraSAR-X/TanDEM-X

The geometrical and optical properties, which are required for building plate models, were provided by the spacecraft manufacturer Airbus DS by means of surface normal vectors and the plate size for representing the spacecraft’s geometry [Ulrich and Airbus DS, 2013]. The average optical properties for each plate are described in the form of a material mixture matrix, which states all contributing materials with their optical properties, and their percentage contribution to the plate. An illustration of the TDX-1/TSX-1 plate model, and an artist’s illustration is shown in Figure 3.1.

The TSX-1 plate model is identical to the TDX-1 model and consists of 8 plates shown in Table 3.1. The geometric shape basically comprises the extruded, equilateral hexagon as body, whereas the SAR boom is not modeled separately. Each plate is characterized by a normal vector $\mathbf{n}_i$, which states the plate orientation in the satellite body-frame. $A_i$ is the size of each plate.

Each plate has individual optical properties: the solar array (#1) for example, has a very high rate of radiation absorptivity, which is typical for solar arrays. Apart from the SAR antenna, the remaining plates have basically the purpose to shield the spacecraft from radiation. Therefore, their rate of reflectivity is rather high. Spontaneous re-emission is considered for each plate with a notable MLI contribution (cf. Table 3.1). Together with the spacecraft’s attitude at time $t$, the plate orientation in inertial space can be computed.

<table>
<thead>
<tr>
<th>#</th>
<th>Plate</th>
<th>Surface</th>
<th>$n_{i,x}$</th>
<th>$n_{i,y}$</th>
<th>$n_{i,z}$</th>
<th>$A_i$ [m$^2$]</th>
<th>visual $\alpha_i$</th>
<th>visual $\delta_i$</th>
<th>visual $\rho_i$</th>
<th>infrared $\alpha_i$</th>
<th>infrared $\delta_i$</th>
<th>infrared $\rho_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Solar array</td>
<td></td>
<td>0.0000</td>
<td>-0.9897</td>
<td>0.1434</td>
<td>5.93</td>
<td>0.70</td>
<td>0.07</td>
<td>0.23</td>
<td>0.81</td>
<td>0.04</td>
<td>0.15</td>
</tr>
<tr>
<td>2</td>
<td>Side 2 (MLI)</td>
<td></td>
<td>0.0000</td>
<td>-0.5586</td>
<td>-0.8295</td>
<td>3.89</td>
<td>0.21</td>
<td>0.63</td>
<td>0.16</td>
<td>0.70</td>
<td>0.24</td>
<td>0.06</td>
</tr>
<tr>
<td>3</td>
<td>Side 3 (MLI)</td>
<td></td>
<td>0.0000</td>
<td>0.3316</td>
<td>-0.9434</td>
<td>4.41</td>
<td>0.49</td>
<td>0.41</td>
<td>0.10</td>
<td>0.70</td>
<td>0.24</td>
<td>0.06</td>
</tr>
<tr>
<td>4</td>
<td>Side 4 (MLI)</td>
<td></td>
<td>0.0000</td>
<td>0.9927</td>
<td>-0.1208</td>
<td>6.23</td>
<td>0.30</td>
<td>0.56</td>
<td>0.14</td>
<td>0.65</td>
<td>0.28</td>
<td>0.07</td>
</tr>
<tr>
<td>5</td>
<td>SAR antenna</td>
<td></td>
<td>0.0000</td>
<td>0.6109</td>
<td>0.7917</td>
<td>3.69</td>
<td>0.48</td>
<td>0.42</td>
<td>0.10</td>
<td>0.71</td>
<td>0.23</td>
<td>0.06</td>
</tr>
<tr>
<td>6</td>
<td>Side 6 (MLI)</td>
<td></td>
<td>0.0000</td>
<td>-0.2716</td>
<td>0.9624</td>
<td>4.99</td>
<td>0.30</td>
<td>0.56</td>
<td>0.14</td>
<td>0.65</td>
<td>0.28</td>
<td>0.07</td>
</tr>
<tr>
<td>7</td>
<td>front (flight; MLI)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>3.20</td>
<td>0.34</td>
<td>0.53</td>
<td>0.13</td>
<td>0.62</td>
<td>0.30</td>
<td>0.08</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>rear (anti-flight; MLI)</td>
<td>-1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>3.20</td>
<td>0.34</td>
<td>0.53</td>
<td>0.13</td>
<td>0.62</td>
<td>0.30</td>
<td>0.08</td>
<td></td>
</tr>
</tbody>
</table>
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Table 3.2: Dimensions and visual optical properties of the Sentinel-1A plate model (total mass approx. 2.145 kg). Vectors in satellite body frame.

<table>
<thead>
<tr>
<th>#</th>
<th>Plate Surface</th>
<th>$n_{x}$</th>
<th>$n_{y}$</th>
<th>$n_{z}$</th>
<th>$A_{i}$ [$m^2$]</th>
<th>$\alpha_{i}$</th>
<th>$\delta_{i}$</th>
<th>$\rho_{i}$</th>
<th>$\alpha_{i}$</th>
<th>$\delta_{i}$</th>
<th>$\rho_{i}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>front (flight; MLI)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>5.57</td>
<td>0.30</td>
<td>0.06</td>
<td>0.64</td>
<td>0.70</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>2</td>
<td>rear (anti flight; MLI)</td>
<td>−1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>5.57</td>
<td>0.30</td>
<td>0.06</td>
<td>0.64</td>
<td>0.70</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>3</td>
<td>side +y (MLI)</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>6.79</td>
<td>0.30</td>
<td>0.06</td>
<td>0.64</td>
<td>0.70</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>4</td>
<td>side −y (MLI)</td>
<td>0.0000</td>
<td>−1.0000</td>
<td>0.0000</td>
<td>6.79</td>
<td>0.30</td>
<td>0.06</td>
<td>0.64</td>
<td>0.70</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>5</td>
<td>SAR antenna +z</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>12.55</td>
<td>0.19</td>
<td>0.00</td>
<td>0.81</td>
<td>0.85</td>
<td>0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>6</td>
<td>SAR antenna −z</td>
<td>0.0000</td>
<td>0.0000</td>
<td>−1.0000</td>
<td>12.55</td>
<td>0.44</td>
<td>0.00</td>
<td>0.56</td>
<td>0.76</td>
<td>0.12</td>
<td>0.12</td>
</tr>
<tr>
<td>7</td>
<td>Solar array front</td>
<td>0.0000</td>
<td>−0.8660</td>
<td>−0.5000</td>
<td>34.46</td>
<td>0.91</td>
<td>0.00</td>
<td>0.09</td>
<td>1.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>8</td>
<td>Solar array back</td>
<td>0.0000</td>
<td>0.8660</td>
<td>0.5000</td>
<td>34.46</td>
<td>0.92</td>
<td>0.00</td>
<td>0.08</td>
<td>0.72</td>
<td>0.18</td>
<td>0.00</td>
</tr>
</tbody>
</table>

3.1.2 Sentinel-1A

The macro model of S-1A has been developed during this thesis within the CPOD working group and is shown in Table 3.2. The model is based on the spacecraft description, available in Perellón et al. [2015]. The model basically represents the main spacecraft body as cube with attached solar arrays and SAR antenna. The solar array (#7) is characterized with a high absorptivity (91 %), no diffusive, and 9 % specular reflectivity. This is rather different compared to the TerraSAR-X solar cells, where the specular reflectivity is at 23 %, and reflects the uncertainties related to the provided optical properties. The Swarm plate model, for example, states a 10 % contribution of diffusive reflection but no specular reflection to the solar arrays. For the remaining plates of S-1A, the optical values are comparable to those from TSX-1.

3.1.3 Swarm-C

The macro model of SWC was developed during this thesis in cooperation with TU Delft and is based on optical data provided by the spacecraft manufacturer Airbus DS. Corresponding geometrical and optical properties are available in Table 3.3. Note that the complex shapes of coarse Earth Sun sensors (CESS) brackets, optical bench, launch bench, etc. are not considered. In total, the model consists of 15 plates, including the boom. The two solar array plates (#4 and #5) are characterized by a high level of absorptivity, comparable to the models of TerraSAR-X and Sentinel-1A.
Table 3.3: Dimensions and visual optical properties of Swarm-C (total mass approx. 473 kg). Vectors in body frame. Courtesy of Airbus DS.

<table>
<thead>
<tr>
<th>#</th>
<th>Surface</th>
<th>$n_x$</th>
<th>$n_y$</th>
<th>$n_z$</th>
<th>$A_i$ [m²]</th>
<th>$\alpha_i$</th>
<th>$\delta_i$</th>
<th>$\rho_i$</th>
<th>visual</th>
<th>infrared</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Bottom surface (MLI)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>1.0000</td>
<td>1.54</td>
<td>0.18</td>
<td>0.79</td>
<td>0.03</td>
<td>0.68</td>
<td>0.31</td>
</tr>
<tr>
<td>2</td>
<td>Tilted bottom surface</td>
<td>-0.1977</td>
<td>0.0000</td>
<td>0.9803</td>
<td>1.40</td>
<td>0.77</td>
<td>0.17</td>
<td>0.06</td>
<td>0.78</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>Tilted bottom surface center</td>
<td>-0.1381</td>
<td>0.0000</td>
<td>0.9904</td>
<td>1.60</td>
<td>0.86</td>
<td>0.14</td>
<td>0.00</td>
<td>0.78</td>
<td>0.22</td>
</tr>
<tr>
<td>4</td>
<td>Solar array left</td>
<td>0.0000</td>
<td>0.5878</td>
<td>-0.8090</td>
<td>3.45</td>
<td>0.90</td>
<td>0.10</td>
<td>0.00</td>
<td>0.72</td>
<td>0.28</td>
</tr>
<tr>
<td>5</td>
<td>Solar array right</td>
<td>0.0000</td>
<td>-0.5878</td>
<td>-0.8090</td>
<td>3.45</td>
<td>0.90</td>
<td>0.10</td>
<td>0.00</td>
<td>0.72</td>
<td>0.28</td>
</tr>
<tr>
<td>6</td>
<td>Top panel (MLI)</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-1.0000</td>
<td>0.50</td>
<td>0.93</td>
<td>0.07</td>
<td>0.00</td>
<td>0.78</td>
<td>0.22</td>
</tr>
<tr>
<td>7</td>
<td>Front (MLI)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.56</td>
<td>0.20</td>
<td>0.80</td>
<td>0.00</td>
<td>0.17</td>
<td>0.83</td>
</tr>
<tr>
<td>8</td>
<td>Side wall (MLI)</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.75</td>
<td>0.90</td>
<td>0.07</td>
<td>0.03</td>
<td>0.78</td>
<td>0.21</td>
</tr>
<tr>
<td>9</td>
<td>Side wall (MLI)</td>
<td>0.0000</td>
<td>-1.0000</td>
<td>0.0000</td>
<td>0.75</td>
<td>0.90</td>
<td>0.07</td>
<td>0.03</td>
<td>0.78</td>
<td>0.21</td>
</tr>
<tr>
<td>10</td>
<td>Shear panel front (MLI)</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.80</td>
<td>0.45</td>
<td>0.00</td>
<td>0.55</td>
<td>0.80</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>Shear panel back (MLI)</td>
<td>-1.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.80</td>
<td>0.93</td>
<td>0.07</td>
<td>0.00</td>
<td>0.78</td>
<td>0.22</td>
</tr>
<tr>
<td>12</td>
<td>Boom (MLI)</td>
<td>0.0000</td>
<td>1.0000</td>
<td>0.0000</td>
<td>0.60</td>
<td>0.67</td>
<td>0.03</td>
<td>0.30</td>
<td>0.79</td>
<td>0.09</td>
</tr>
<tr>
<td>13</td>
<td>Boom (MLI)</td>
<td>0.0000</td>
<td>-1.0000</td>
<td>0.0000</td>
<td>0.60</td>
<td>0.67</td>
<td>0.03</td>
<td>0.30</td>
<td>0.79</td>
<td>0.09</td>
</tr>
<tr>
<td>14</td>
<td>Boom (MLI)</td>
<td>-0.2392</td>
<td>0.0000</td>
<td>-0.9710</td>
<td>0.60</td>
<td>0.83</td>
<td>0.06</td>
<td>0.11</td>
<td>0.78</td>
<td>0.18</td>
</tr>
<tr>
<td>15</td>
<td>Boom (MLI)</td>
<td>0.2277</td>
<td>0.0000</td>
<td>0.9737</td>
<td>0.60</td>
<td>0.45</td>
<td>0.00</td>
<td>0.55</td>
<td>0.80</td>
<td>0.00</td>
</tr>
</tbody>
</table>
The nadir pointing panel #1 is equipped with OSR radiators, which results in a high level of diffusive reflection.

3.2 Radiation Pressure Models

Within this section, solar radiation pressure, and Earth radiation pressure models are introduced.

3.2.1 Solar Radiation

The Sun permanently emits solar photons, which impact upon the satellite surface, where they are either absorbed or reflected diffusively or specularly. The absorbed photons transfer their momentum to the spacecraft, following the principle of conservation of momentum. In addition, the reflected photons cause a recoil force on the spacecraft, and the impulse of the incident photon is transferred. Contrary to gravitational forces, the solar radiation pressure acceleration depends on structure and material of the surface, as well as the attitude of the spacecraft.

![Fig. 3.2: Interaction of Photons (black arrow; emitted from the Sun ⊙) on a surface, and illustration of the resulting acceleration vectors.](image)

Principally, the acceleration is directly proportional to the area of the spacecraft facing the Sun, inversely proportional to the spacecraft mass, and directly proportional to the solar irradiance. The solar irradiance is the energy flux per unit area at the spacecraft. Basically, the Sun emits radiation over a wide frequency spectrum. The energy distribution can be approximated by a black body radiator with a mean temperature of 5,785 K. Accounting for the emitted radiation at all wavelengths, the mean energy flux $P_\odot$ amounts to $1.367 \text{ W/m}^2$ at one astronomical unit (AU), which equals to $4.56 \cdot 10^{-6} \text{ N/m}^2$ [McCarthy, 1996]. The symbol ⊙ denotes the Sun. The required optical
coefficients of diffusive reflection $\delta$, specular reflection $\rho$, and absorption $\alpha$ (cf. Figure 3.2) are often determined by satellite manufacturers during the calibration and thermal tests on ground and available in Tables 3.2 for Sentinel-1A, 3.3 for Swarm-C, and 3.1 for TSX-1 and TDX-1.

The optical coefficients are related fulfilling

$$\alpha + \delta + \rho = 1 \ .$$  \hspace{1cm} (3.1)

In addition, the parameters of reflectivity $\nu$, ranging from 0 (black) to 1 (white), and the specularity $\mu$ ranging from 0 (diffuse) to 1 (specular) are related via

$$\alpha = 1 - \nu$$
$$\rho = \mu \nu$$
$$\delta = \nu(1 - \mu) \ .$$  \hspace{1cm} (3.2)

Once the absorption $\alpha$, the diffuse $\delta$ and the specular reflection $\rho$ are known, one can easily determine the specularity of the corresponding material by

$$\mu = \frac{\rho}{1 - \alpha} \ .$$  \hspace{1cm} (3.3)

Solar Radiation Pressure Model

The interaction of particles with a surface causes an exchange of energy and momentum, as illustrated by Figure 3.2. Basic formulations of the implemented solar radiation pressure (SRP) model are published in Milani et al. [1987]. Important for applying the presented model are the availability of a macro model with geometrical and optical properties, as well as the spacecraft’s position and attitude (cf. Section 3.1). Throughout this section, important parameters comprise:

- $m$ total mass of spacecraft at time $t$, 
- $A_i$ surface of satellite plate, 
- $\alpha_i$ fraction of absorbed photons, 
- $\delta_i$ fraction of diffusely scattered photons, 
- $\rho_i$ fraction of specularly reflected photons, 
- $r_{\odot}$ satellite to Sun direction unit vector, 
- $n_i$ satellite surface normal unit vector, and 
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The parameter $i$ denotes the plate number. Figure 3.3 illustrates the angle $\theta_i^\odot$ between the surface plate normal vector and the vector in direction to the incident radiation, which is described by

$$\cos \theta_i^\odot = r_\odot \cdot n_i .$$

Note that the satellite plate $i$ is only illuminated for $\theta_i^\odot > 0$. The solar radiation pressure model treats absorbed, specularly and diffusively reflected photons individually.

An absorbed photon transfers all its momentum to the panel, whereby the resulting acceleration is in direction away from the source of radiation, i.e. $-r_\odot$. The corresponding absorption term reads:

$$C_{R,\alpha,i} = -\alpha_i r_\odot A_i \cos \theta_i^\odot .$$

The contribution of specularly reflected photons is modeled according to

$$C_{R,\rho,i} = -2\rho_i \cos \theta_i^\odot n_i A_i \cos \theta_i^\odot .$$

The coefficient is proportional to $A_i \cos \theta_i^\odot$ and to $2 \cos \theta_i^\odot$, the $n_i$ component transferred by the incident radiation.

The diffuse reflection term considers an absorbed component in direction $-r_\odot$ and, according to Lambert’s law, re-emitted photons:

$$C_{R,\delta,i} = -(\delta_i r_\odot + \frac{2}{3} \delta_i n_i) A_i \cos \theta_i^\odot .$$
Adding equations 3.5, 3.6, and 3.7 under consideration of Equation 3.1, the Sun as power of radiation, and the dimensionless scaling parameter $C_R$ in

$$
\ddot{r} = C_R P_\odot \frac{1 \text{AU}^2}{r_\odot^2} \sum_{i=1}^{n} \left[ C_{R,\alpha,i} + C_{R,\rho,i} + C_{R,\delta,i} \right],
$$

one ends up with the equation from Milani et al. [1987]:

$$
\ddot{r} = -C_R P_\odot \frac{1 \text{AU}^2}{r_\odot^2} \sum_{i=1}^{n} \left[ (1 - \rho_i) r_\odot + 2\left( \frac{\delta_i}{3} + \rho_i \cos \theta_i^\odot \right) n_i \right] A_i \cos \theta_i^\odot.
$$

Equation 3.9 assumes that all absorbed energy is stored in the system. Structures like MLI have zero thermal capacity and completely prevent heat transfer towards the satellite interior. Considering these areas, Fliegel et al. [1992] states, that a part of the energy absorbed by the satellite is instantaneously re-radiated as heat. Considering Lambert’s law and stating the absorption coefficient $\alpha$, the coefficient for instantaneous thermal re-radiation reads

$$
C_{R,\alpha,t,i} = -2 \alpha_i n_i A_i \cos \theta_i^\odot.
$$

Adding this term to equation

$$
\ddot{r} = C_R P_\odot \frac{1 \text{AU}^2}{r_\odot^2} \sum_{i=1}^{n} \left[ C_{R,\alpha,i} + C_{R,\rho,i} + C_{R,\delta,i} + C_{R,\alpha,t,i} \right],
$$

one finally ends up with

$$
\ddot{r} = -C_R P_\odot \frac{1 \text{AU}^2}{r_\odot^2} \sum_{i=1}^{n} \left[ (\alpha_i + \delta_i) r_\odot + \left( \frac{2}{3} (\delta_i + f_\alpha \alpha_i) + 2 \rho_i \cos \theta_i^\odot \right) n_i \right] A_i \cos \theta_i^\odot.
$$

Equation 3.12 provides the acceleration on the spacecraft due to solar radiation pressure under the assumptions that a fraction $f_\alpha$ of the absorbed radiation is instantaneously re-radiated in the form of heat, which is valid for surface materials that have zero thermal capacity, and prevent heat transfer towards the satellite, like the MLI structure. For other surfaces that have thermal capacity, this assumption constrains the satellite model and may lead to systematic effects [Cerri et al., 2010; Rodriguez-Solano et al., 2012]. For SRP computations based on Equation 3.11 a factor of $f_\alpha = 1$ is employed for all panels of a macro model representing MLI-covered surfaces, while $f_\alpha = 0$ is assumed for all other panels. Related effects on the orbit solutions are shown in Section 4.2, which also comprises a comparison of different macro model sophistication levels.
Non-Gravitational Forces – Models

Compared to the model in Equation 3.9, the cannon-ball model

\[ \ddot{r} = -C_R \frac{A}{m} \frac{r_\odot}{r^3} \frac{A U^2}{r^2} \]  

assumes that the average normal surface vector \( \mathbf{n} \) is pointing in the direction of the sun, which especially suffices for satellites with huge solar arrays [Montenbruck and Gill, 2005]. The relatively simplistic model only considers a single cross-sectional area \( A \), and is independent from the attack angle.

3.2.2 Earth Radiation

The Earth radiation pressure (ERP) refers to short wave energy (i.e. wavelength between 0.2\(\mu\)m and 4.0\(\mu\)m) reflected from Earth, and long wave energy (above 4\(\mu\)m wavelength) emitted by the Earth, both impacting the satellite due to surface interactions (cf. Figure 1.1). Averaging the incoming energy from the Sun over the whole Earth surface, the mean incident energy is approximately 350 W/m\(^2\). Out of this, roughly one third is reflected in the visual spectrum (25% reflected by clouds, and 7% reflected by continents and oceans), while the remaining two thirds of the incident radiation are absorbed by the atmosphere, soil, and water. The absorbed energy is re-emitted primarily as infrared radiation, and the thermal component causes the Earth to appear as a black body radiator of a mean temperature at 253 K. Earth radiation models play a key role in understanding the energy balance of the system Earth [Stephens et al., 1981, 2015]. Physical modeling of Earth radiation pressure is similar to SRP, but with a different source of radiation. In case of solar radiation pressure, the irradiance is fairly stable and only varies slightly with the distance spacecraft-Sun. Contrary to that, the amount of radiation, which is (re-)radiated from the Earth’s surface varies significantly over one orbit, since it depends on highly changeable environmental variables such as cloud or land cover. To properly model these aspects, a model with optical coefficients of the Earth’s surface is introduced, which allows to describe the ERP flux as a function of time, Sun illumination and geographic location.
Earth Radiation Pressure Model

The ERP model implemented for the present work follows the basic concepts of Knocke et al. [1988] and Knocke [1989] but uses a slightly different partitioning of the visible Earth surface. The first step in Earth radiation pressure modeling is determining the ERP flux, i.e. the amount of the direct solar radiation flux, which is reflected and absorbed/emitted in the spectrum of visible and infrared energy. The Sun illuminates the Earth surface (the Earth is denoted by $\oplus$), and a part of the incident solar radiation is reflected in the direction of the satellite. As seen from the satellite, the visible Earth surface is divided into $k$ elements of area $\Delta A_j$, with $j = 1, \cdots, k$. Within the present study, $k = 3$ ring division of the sub-satellite Earth cap is chosen (cf. Figure 3.4). Under assumption of a Lambertian surface, the reflected energy flux of Earth surface element $j$ is given by

$$P_{\oplus \text{VIS},j} = P_{\odot} \frac{\rho_{\oplus}}{\pi r_j^2} \cos \theta_{\oplus \text{in}} \cos \theta_{\oplus \text{out}} \Delta A_j$$  (3.14)

Fig. 3.4: Earth cap below the spacecraft and division in $k$=3 segments. Each segment $j$ has a size $A_j$.

The expression is only valid for $\cos \theta_{\oplus \text{in}} \geq 0$ (Earth surface element illuminated by Sun), and $\cos \theta_{\oplus \text{out}} \geq 0$ (satellite visible from Earth). In addition to the reflected radiation, the Earth absorbs incoming energy and re-emits it as thermal radiation. Given the emissivity

$$\rho_{\oplus}$$

fraction of reflected photons in visual spectrum,

$$r_j$$

vector between Earth surface element $j$ and satellite,

$$\theta_{\oplus \text{in}}$$

angle between Earth surface normal and incident, solar radiation vectors, and

$$\theta_{\oplus \text{out}}$$

angle between Earth surface normal and satellite direction vectors.
\( \varepsilon_\oplus \), i.e. the ratio of emitted radiation with respect to a perfect black body of the same temperature, the equation for the flux of re-emitted infrared radiation reads

\[
P_{\oplus IR,j} = P_\odot \varepsilon_\oplus \frac{4\pi r_j^2}{4\pi r_j^2} \cos \theta_{\oplus out} \tag{3.15}
\]

with \( \varepsilon_\oplus \) stating the emissivity of a Earth surface element. The re-emitted infrared radiation covers the whole Earth surface \( 4\pi R_\oplus^2 \) [Taylor, 2005].

Figure 3.5 shows the required angles. The coefficients \( \rho_\oplus \) and \( \varepsilon_\oplus \) require knowledge of Earth radiation models, which are discussed later.

![Fig. 3.5: Required angles for Earth radiation modeling.](image)

For a macro model comprising plates \( i = 1, \ldots, n \), the acceleration due to radiation reflected by the Earth surface element \( j \) is computed via

\[
\ddot{r}_{\text{VIS},j} = P_{\oplus VIS,j} \frac{1}{n} \sum_{i=1}^{n} \left[ \left( \alpha_i + \delta_i \right) \left( \varepsilon_{\oplus,j} + \frac{2}{3} \mathbf{n}_i \right) + 2 \rho_i \cos \theta_i \cos \theta_{\oplus out} \right] A_i \cos \theta_i \tag{3.16}
\]

with

- \( P_{\oplus VIS,i} \) reflected power by Earth element \( j \) in VIS spectrum,
- \( \varepsilon_{\oplus,j} \) satellite to Earth surface element unit vector,
- \( \theta_i \) angle between satellite surface normal vector and unit vector from satellite to Earth surface element,
- \( \alpha_i \) fraction of absorbed photons,
- \( \delta_i \) fraction of diffusely scattered photons and
- \( \rho_i \) fraction of specular reflected photons.

In the IR spectrum, the resulting acceleration \( \ddot{r}_{IR,j} \) corresponds to Equation 3.16, but the coefficients \( \alpha_i, \delta_i, \) and \( \rho_i \) have to be replaced by the values in the IR spectrum.
Both quantities consider absorption, thermal re-radiation, diffuse and specular reflection. The total acceleration due to ERP for all visible Earth surface elements $k$ is obtained by summing the contributions from all surface elements of the visible part of the Earth:

$$\ddot{r} = C_E \sum_{j=1}^{k} (\ddot{r}_{\text{VIS},j} + \ddot{r}_{\text{IR},j}) .$$  \hspace{1cm} (3.17)

The parameter $C_E$ is a scaling factor that is estimated in the RDOD approach.

Fig. 3.6: Monthly CERES ES-4 maps for (a) emissivity and (b) reflectivity in June 2012, and (c) emissivity and (d) reflectivity in December 2012.
Earth Radiation Model CERES

Earth radiation requires knowledge of the Earth’s emissivity (called albedo) and reflectivity. Therefore, the Clouds and Earth’s Radiant Energy System (CERES) ES-4 data product is utilized, which basically delivers monthly fields of emissivity and reflectivity in global maps, each with a grid size of $2.5^\circ \times 2.5^\circ$, similar to the Earth Radiation Budget Experiment [ERBE; Wielicki et al., 1996; Barkstrom, 1984]. According to the CERES model description, the reflective shell of the Earth is considered at the top of atmosphere (TOA) in an altitude of 30 km [Priestley et al., 2011].

Figure 3.6 shows the emissivity and reflectivity of the Earth’s surface as a monthly average in June 2012, gridded in bins of $2.5^\circ \times 2.5^\circ$. The emissivity is dominant along the equator, especially in desert regions. The reflectivity map shows a pronounced amount of reflectivity on the south pole, covered by snow, and over Greenland.

For a computationally efficient representation of the CERES data, the monthly fields are represented by simplified model functions. First, the monthly fields of emissivity $\epsilon$ and reflectivity $\rho$ for epoch $t$ are approximated through a second order polynomial of the sine of the geographical latitude $\phi$ [Knocke et al., 1988]:

$$
\rho = \rho_0(t) + \rho_1(t) \cdot P_1(\sin \phi) + \rho_2(t) \cdot P_2(\sin \phi)
$$

$$
\epsilon = \epsilon_0(t) + \epsilon_1(t) \cdot P_1(\sin \phi) + \epsilon_2(t) \cdot P_2(\sin \phi)
$$

with

$$
P_0(x) = 1; \quad P_1(x) = x; \quad P_2(x) = \frac{1}{2}(3x^2 - 1)
$$

and denoting the Legendre polynomials of order one and two [Bronstein et al., 2008]. By averaging over all longitudes, the longitudinal dependence of the modeled emissivity and reflectivity is removed.

![Fig. 3.7: Model data and polynomial fit of (a) emissivity and (b) reflectivity in June 2012.](image)
In the least-squares adjustment of coefficients $\rho_{0,1,2}$ and $\varepsilon_{0,1,2}$ from the observed CERES values of emissivity and reflectivity, individual grid points are weighted with $\cos \varphi$ to account for the latitude dependence of the corresponding cell areas. The latitude variation of longitude-averaged CERES data for a sample month and the corresponding fit are shown in Figure 3.7. Short scale variations can not be represented properly and are neglected when considering ERP in the orbit computations.

An overview of latitude dependent values for emissivity and reflectivity is provided by Figure 3.8. Season variations are clearly visible for the northern and southern hemisphere. The difference between model data, and the latitude-dependent polynomial fit is in the order of less than 10%, assessed based on monthly CERES fields of the year 2012. Seasonal variations are approximated through a harmonic series expression

$$
\varepsilon_i(t) = \varepsilon_{i,X} + \varepsilon_{i,s} \cdot \cos \left( \varpi (t - t_0) \right) + \varepsilon_{i,c} \cdot \sin \left( \varpi (t - t_0) \right), \quad \text{and} \\
\rho_i(t) = \rho_{i,X} + \rho_{i,s} \cdot \cos \left( \varpi (t - t_0) \right) + \rho_{i,c} \cdot \sin \left( \varpi (t - t_0) \right) \tag{3.20}
$$

with

$$
\varpi = \frac{2\pi}{365.2425 \text{ days}} \tag{3.21}
$$

Table 3.4 provides the derived coefficients for 2012. To obtain the values of emissivity and reflectivity in a synthesis, first the coefficients at time $t$ have to be derived based upon the values in Table 3.4 and Equations 3.20. Subsequently, the derived coefficients are directly employed in Equations 3.18, which finally delivers the values of emissivity and reflectivity.
3.3 Aerodynamics

The first part of this section gives an introduction to the Earth’s atmosphere and related measures, which are required for atmospheric density modeling. In the second part, different aerodynamic acceleration models are introduced and compared.

3.3.1 The Earth’s Atmosphere

The thermosphere is the atmospheric layer beginning at about 80 km above ground. Lower layers are the troposphere, stratosphere, mesosphere, the upper layer is called exosphere. There is no definite boundary in outer space, since the number of atmospheric particles exponentially decreases with altitude. In spaceflight, atmospheric effects play a major role, as the aerodynamic friction is the most dominating acceleration for a low Earth orbiting satellite [Jastrow and Pearse, 1957].

The magnitude of the atmosphere is not constant with time since the distribution of atmospheric constituents changes. In an altitude between 500 and 600 km, which is of main importance for the present study, the main atmospheric constituent is oxygen, which is extremely sensitive to the solar activity [Visconti, 2016].

Figure 3.9 shows the temperature and density with increasing altitude above central Europe for two selected days with high and low solar activity, at day and nighttime respectively. The profiles are computed based upon the US Naval Research Laboratory Mass Spectrometer and Incoherent Scatter Radar 2000 (NRLMSISE-00) model, which is introduced later in this section. Above an altitude of 100 km, the temperature in-

### Table 3.4: Coefficients for series expansion of CERES ES-4 model in 2012.

<table>
<thead>
<tr>
<th></th>
<th>$P_0$</th>
<th>$P_1$</th>
<th>$P_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho_X$</td>
<td>0.319</td>
<td>-0.025</td>
<td>0.266</td>
</tr>
<tr>
<td>$\rho_c$</td>
<td>0.007</td>
<td>0.060</td>
<td>0.023</td>
</tr>
<tr>
<td>$\rho_s$</td>
<td>0.000</td>
<td>-0.012</td>
<td>-0.004</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>$\epsilon_0$</th>
<th>$\epsilon_1$</th>
<th>$\epsilon_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\epsilon_X$</td>
<td>0.782</td>
<td>0.024</td>
<td>-0.176</td>
</tr>
<tr>
<td>$\epsilon_c$</td>
<td>-0.008</td>
<td>-0.057</td>
<td>-0.011</td>
</tr>
<tr>
<td>$\epsilon_s$</td>
<td>0.000</td>
<td>0.001</td>
<td>0.000</td>
</tr>
</tbody>
</table>
Fig. 3.9: Altitude profiles of temperature (a) and density (b) above central Europe for days with high (2002/02/01) and low (2008/02/01) solar activity at day (13:00 local time; solid lines) and night (1:00 local time; dashed lines), modeled with NRLMSISE-00.
creases monotonically and approaches an almost constant value of 500°C to 1000°C above 300 km.

Obviously, the temperature profile increases with altitude and shows the definition of the atmospheric layers at that points, where the slope of the temperature profile changes. Contrary, the atmospheric density decreases with altitude, but both the density and temperature show a correlation for days with high and low solar activity.

Both quantities, the density $\kappa$ and the temperature $T$ of the Earth’s atmosphere, are related by the ideal gas law

$$\frac{p}{\kappa} = \frac{RT}{M} \quad (3.22)$$

with $p$ being the pressure, $R$ the universal gas constant (8.3143 J/K/mol) and $M$ the mean molecular mass of the gas [Böhm and Schuh, 2013]. The universal gas constant is related to the Boltzmann constant $k$ and the Avogadro constant $N_A$ via $R = N_A k$. The hydrostatic equilibrium is the balance between the pressure pushing gas into outer space and the gravity $g$ at height above ground $z$, pulling it towards the Earth and described by the differential equation:

$$\frac{dp}{dz} = -\kappa(z)g(z) \quad . \quad (3.23)$$

Atmospheric pressure can be computed by combining Equation 3.22 and 3.23 as a function of altitude

$$p(z) = p(0)e^{-\int_0^z H(r)\frac{1}{r}dr} \quad . \quad (3.24)$$

including the pressure scale height

$$H(z) = \frac{RT(z)}{g(z)M(z)} \quad . \quad (3.25)$$

Simultaneously, the variation of density with altitude reads

$$\kappa(z) = \kappa(0)e^{-\int_0^z H'(r)^{-1}dr} \quad , \quad (3.26)$$

where the density scale height is defined as

$$H'(z)^{-1} = T(z)^{-1}\frac{dT(z)}{dz} + \frac{g(z)M(z)}{RT(z)} \quad . \quad (3.27)$$

In the upper thermosphere, where the temperature is almost constant, the scale height is equal to the pressure height.
Density and temperature profiles are shown in Figure 3.9 for days with high and low solar activity at day and nighttime. The variety of heat sources causes distinct extremes below 100 km altitude, while the variation in the thermosphere, which is of most interests for LEOs, is mostly driven by the absorption of extreme ultraviolet (EUV) radiation. The emission of electromagnetic radiation from the Sun is related to the activity of the Sun’s magnetic field, the interaction of this magnetic field with the Sun’s surface, and in its atmosphere. Especially at short wavelengths of 170 nm and less, the EUV radiation is mostly responsible for the thermosphere’s heating by excitation, dissociation or ionization of atomic oxygen (O), molecular oxygen (O_2), and molecular nitrogen (N_2) [Rees, 1989]. Ionized gas particles in the thermosphere create the Earth’s ionosphere. Charged particles in the atmosphere affects the electrical properties, which affect the heating of the atmosphere. Charged particles enter the Earth’s magnetic field at the polar cups.

According to Knipp et al. [2004], large solar flares and coronal mass ejection at the Sun can lead to a magnified energy deposition in the auroral zone, compared to the incoming EUV radiation. Figure 3.10 shows the incoming charged particles at the auroral oval at the magnetic poles [Brekke, 2013].

Figure 3.11 shows the mass concentrations of the atmospheric constituents modeled with NRLMSISE-00 [Picone et al., 2002]. For low solar activity, atomic oxygen is dominating below 500 km, while other major thermospheric constituents are molecular nitrogen, Helium (He), and Hydrogen (H). For high solar activity, atomic oxygen also dominates the regime above 500 km, which is caused by the atmospheric heating.
low altitudes, the free gas path is short for the atmospheric constituents, which means that the atmosphere is well mixed.

**Fig. 3.11:** Altitude profiles of atmospheric mass percent concentrations for days with low (a), (2008/02/01) and high (b), (2002/02/01) solar activity above southern Germany, modeled with NRLMSISE-00. The contributions of Ar and N are negligible at this scale.
3.3.2 Geomagnetic and Solar Activity Indicators

The complex interactions of the solar wind and the geomagnetic effects on the atmosphere indicate the need for a vast amount of parameters to properly model the atmospheric density. Two parameters are directly related to the atmospheric density and serve as input for atmospheric density models: solar flux and geomagnetic activity [Vallado and Finkleman, 2008]. In general, there is a difference between indices and proxies used below. An index is a quantity defined through a pre-determined standard that is directly derived from observations. It is often designed by making use of multiple observations in order to be able to summarize complex phenomena and interactions and simplify the modeling process. Contrary to that, a proxy is defined as an observation or measurement of a quantity that shows a high correlation with the phenomena of interest. Reliance on proxies is sometimes necessary and often preferred when they are easier to obtain or a more complete historical record is available.

Solar Flux  The Flux 10.7 cm (F_{10.7}) proxy is a measure for the solar EUV radiation at 10.7 cm wavelength. Galileo Galilei first documented the sunspots in 1610, Jacchia [1959] later identified the correlation between the thermospheric density with the number of sunspots. In addition, he also discovered the solar radiation influence from the 27-day Sun rotation period. Satellites are perfectly suited for directly measuring the EUV radiation in the thermosphere [Floyd et al., 2005]. Historically, daily radio telescope measurements, operated by the National Research Council at Ottawa and at Penticton (British Columbia) provide measurements from 1947 onwards. Related data are provided, for example, by the National Oceanic and Atmospheric Administration (NOAA), or CeleStTrak [Vallado and Kelso, 2013]. Throughout this thesis, the NOAA/SPace Weather Center (SPWC) solar flux and geomagnetic data are utilized¹.

The F_{10.7} proxy is expressed in solar flux units (SFU), with 1 SFU = 10^{-22} W/m² Hz [Tapping, 2013]. The magnitude ranges from 70 SFU during solar minimums to around 300 SFU during extremely active days. The daily value of the index is observed at approximately 20:00 universal time (UT) and serves as input to density models. The adjusted value is normalized to a Sun-Earth distance of 1 AU. Jacchia [1959] detected that the EUV heating consists of one component related to active regions on the solar disk and one on the disk itself. Since the latter is only slowly varying, it is well represented by a centered moving average over three or four solar rotations corresponding

¹ftp://ftp.swpc.noaa.gov/pub/indices/
to 81 or 108 days [Jacchia and Slowey, 1973]. As shown in Figure 3.12, there is a correlation between $F_{10.7}$ and the number of sunspots.

**Geomagnetic Activity**  Geomagnetic activity, the frequency and intensity of magnetic disturbance, describe the interaction of charged particles from the solar wind and their interaction with the magnetosphere [Mayaud, 1980]. According to Bartels et al. [1939] the ‘Potsdamer erdmagnetische Kennziffer’ is known as kp index, whereas the ‘p’ indicates the planetary average. It is based on observations of the geomagnetic field performed by a global network of geomagnetic observatories. For each station, k-index is a quasi-logarithmic measure for the intensity of irregular variations in the horizontal magnetic field. Station-specific k-indices are combined into the global planetary kp-index as a measure of the overall geomagnetic activity Menvielle and Berthelier [1991]; Bartels et al. [1939]. The index ranges from 0 to 9 with steps of one third. The kp index is dimensionless, but it can be converted to the ap index, which gives an approximate amplitude of geomagnetic perturbation. The transformation is simply done by a lookup table, the output values are then given in units of nT [Poole, 2002].

An explanation of the systematic effects shown in Figure 3.12 can be grouped in solar activity and geomagnetic activity variations, which are described in detail below. The variation in the solar activity causes a variation in the heating of the thermosphere, caused by solar radiation. Processes on the Sun are responsible for this variation. The associated EUV radiation is then mainly absorbed by the thermosphere. During the 11-year solar cycle period, the Sun emits less EUV radiation at periods with smaller sunspot numbers, while at the maximum of the 11-year solar cycle, the EUV radiation output is much higher. Furthermore, the 27-days rotation of the Sun causes another variation of the EUV radiation. With increasing altitude in the thermosphere, the caused density variation due to EUV radiation are more pronounced, too.

The geomagnetic activity variation mainly relates to coronal mass ejections and solar flares. During such events, the Sun ejects huge amounts of charged particles, which are mainly shielded by the magnetic field of the Earth. Only at the polar caps, parts the charged particles can enter the Magnetopause and cause geomagnetic storms, which are often visible as auroral displays. These events can lead to density variations on the order of one magnitude. The geomagnetic index allows to consider these effects.
Fig. 3.12: Series of (a) atmospheric density above central Europe, (b) number of sunspots and solar flux at 10.7 cm, and (c) geomagnetic $k_p$ index. Periods of high and low solar activity are marked separately.
3.3.3 Atmospheric Density Models

Atmospheric density models describe the physical status of the atmosphere based on physical properties, e.g. temperature, pressure, scale height, mean molecular weight, as a function of local time for a defined altitude range. New sources of observation data, e.g. accelerometers on satellites, have largely driven the development of new density models. The models differ widely in the number of observed data, considered atmospheric constituents, and required input parameters. For an overview of existing atmospheric density models is referred to Vallado [2007]. Three well established atmospheric density models, namely Jacchia-71 [Jacchia, 1970], Drag Temperature Model 2012 (DTM 2012) [Bruinsma et al., 2012, updated], and NRLMSISE-00 [Picone et al., 2002] have been selected for the present study and are elaborated briefly in this section. A detailed description of the mentioned, and of many other atmospheric density models is provided by the American Institute of Aeronautics and Astronautics [2004].

Jacchia Series

The availability of observed orbital motions of satellites under the influence of drag paved the way for first empirical density models as published by Harris and Priester [1962], and Jacchia [1965, 1970, 1971]. The Committee On Space Research (COSPAR) adopted the Jacchia-71 model in 1972 as COSPAR International Reference Atmosphere 1972 (CIRA-72), which has been widely used as an atmospheric density model [Jacchia, 1977]. Later on, the Jacchia-71 model established the basis for further atmospheric density models [Owens, 2002; Bowman et al., 2008].

The model is based upon measurements of the acceleration of satellites and includes atmospheric density variations as a function of time [Jacchia, 1971]. Solar activity data, combined with a model of diurnal variation are selected to compute the exospheric temperature, with additional corrections depending on time and altitude. Based upon the exospheric temperature, a temperature profile is computed which is then selected as input for integrating the barometric equation. Finally, time-dependent corrections are applied to the density, which account for the observed density variations. The Jacchia-71G model, which is employed within this study, is consistent to the official model, but slightly enhanced to optimize the computational time [Gill, 1996].
DTM Series

The first Drag Temperature Model (DTM) was published by Owens [2002], which is, like, the Jacchia models, based on satellite drag observations and neutral temperature profiles. With availability of satellite data, several versions of DTM models were released [Berger et al., 1998]. For the present study, the DTM 2012 was selected, which also includes accelerometer data from the CHAMP mission [Bruinsma et al., 2012].

In the DTM 2012 model, the temperature profile with height is a function of the exospheric temperature. Contrary to the Jacchia algorithm, the density is not derived via direct integration with altitude over the temperature profile. The model includes submodels for the thermospheric temperature and number densities of each atmospheric constituent, e.g. H, He, O among others. Based on spheric harmonic terms, the density is computed for each of the atmospheric constituents individually and then finally summed up. The coefficients of these terms have been computed via a least squares approach using large databases of temperature and density measurements.

The latest release of the DTM series is the Drag Temperature Model 2013 (DTM 2013), shortly published after the present study [Bruinsma, 2015]. It basically comprises extended gravity measurements, additionally also from GRACE and GOCE.

NRLMSISE-00

The formulation behind NRLMSISE-00 is largely based on the Mass Spectrometer Incoherent Scatter (MSIS) model updates. The MSIS models, published by Hedin et al. [1977] were based on mass spectrometer and incoherent scatter radar observations. The MSIS-86 realization replaced the Jacchia-71 model as COSPAR standard atmosphere, known as COSPAR International Reference Atmosphere 1986 (CIRA-86) [Hedin, 1987]. The MSIS model development was continued by the US Naval Research Observatory (NRL) in the 1990s. The updates are mainly driven by including drag measurements and accelerometer data from various spacecraft. Including these measurements also compensated a substantial gap of the earlier MSIS models, since they do not include density data based on orbital dynamics [Picone et al., 2002]. Incoherent scatter radar data were included up to 1998 as well as thermospheric temperature measurements from the Millstone Hill mass spectrometer in the range from 100–130 km altitude. NRLMSISE-00 contains also data from National Aeronautics and Space Administration’s (NASAs) So-
lar Maximum Mission (SMM), which provides information on the molecular number density over a wide range of solar activity conditions [Bohlin et al., 1980].

3.3.4 Thermospheric Winds

Any density difference in the atmosphere may cause winds – also in the thermosphere. The Horizontal Wind Model 2007 (HWM-07) model was created alongside with the MSIS models and is based upon gradient winds from CIRA-86 plus rocket soundings, incoherent scatter radar, medium frequency radar, and meteor radar. The observational database includes measurements from heights between 0 km and 600 km above ground [Drob et al., 2008].

In order to represent the seasonal and diurnal variations of the general circulation of the atmosphere, the model is based on a set of truncated vector spherical harmonics. Required input are the local time, geographic position, and the ap. The model returns zonal and meridional wind speeds [Drob et al., 2008]. For LEO precise orbit determination, the speed of thermospheric winds \((v_{r,n})\) is considered by the relative velocity term (cf. Eq. 3.29) within the aerodynamic acceleration model.

3.3.5 Aerodynamics Acceleration Models

There exist various ways of modeling the acceleration due to the atmospheric density. Within this section, the aerodynamic accelerations from drag only on a sphere, and on a macro model, as well as the combined drag and lift accelerations on a macro model are introduced and compared.

Acceleration from Drag

According to Montenbruck and Gill [2005], the acceleration due to atmospheric drag for a body of a cross section \(A\) can be written as

\[
\ddot{r} = -\frac{1}{2} C_D \frac{A}{m} \kappa v^2 \hat{e}_v
\]  

(3.28)

with
The drag coefficient $C_D$ depends on the shape of the body. In POD applications, the parameter is often estimated, since the exact value is not accurately known and may also compensate for potential atmospheric density deficits.

The relative velocity of the satellite to the atmosphere consists of the inertial satellite velocity in its orbit $v_{r,I}$, the velocity caused by the co-rotating atmosphere $v_{r,c}$ and, optionally, the velocity of the winds $v_{r,w}$, with respect to an Earth-fixed atmosphere

$$v_r = v_{r,I} + v_{r,c} + v_{r,w}.$$ (3.29)

In case of a plate model with $i$ plates, the equation may be re-written as

$$\ddot{r} = -\frac{1}{2} \kappa C_D \sum_{i=1}^{n} \left( \gamma_i \frac{A_i \cos \theta_i}{m} \right) v_r^2 e_v$$ (3.30)

with

- $n$: total number of satellite planes
- $\gamma_i$: plate specific drag coefficient
- $\theta_i$: angle between surface normal $n_i$ and $e_v$
- $A_i$: area of satellite plate.

### Acceleration from Drag and Lift

The following model describes the influence of air molecules on spacecraft, as formulated by Sentman [1961]. The proposed model is also elaborately discussed by Doornbos [2011].

In principal, the formulation for the aerodynamic acceleration coefficients is similar to the model for the solar radiation pressure. Photons travel at the speed of light, all in the direction from the Sun to the satellite. The gas particles have a random thermal motion that is negligible compared to the satellite velocity. The gas particles exchange...
their momentum with the panel surface in two ways: the incident and the reflected or re-emitted particle flux. Both quantities contribute to the drag effect, but the lift acceleration is mainly caused by the reflected particle flux (see Figure 3.13).

![Figure 3.13: Components of aerodynamics acting on a one-sided panel: unit vectors in direction of drag ($e_D$) and lift ($e_L$) with the velocity of the gas particles $v_r$, the thermal velocity of the gas particles $v_c$, and the surface unit vector $n_i$.](image)

The following approach requires knowledge of the density of the single atmospheric constituents and is tested with NRLMSISE-00. For a proper description of the aerodynamic acceleration, the relative velocity vector $v_r$, the atmospheric temperature $T$, the relative mass concentrations $\kappa_j/\kappa$ of the atmospheric constituents ($j = \text{O}_2, \text{N}_2, \text{O}, \text{He}, \text{H}, \ldots$) and their molecular masses $m_j$ are required. The latter parameters are required to determine the random thermal velocity of the gas particles $v_{c,j}$, that is superimposed to the relative velocity $v_r$ (see Figure 3.13).

According to Bird [1994], the thermal velocity of the atmospheric constituents $j$ can be computed via

$$v_{c,j} = \sqrt{\frac{2}{m_j} RT}.$$  \hspace{1cm} (3.31)

The parameter $R$ is the universal gas constant. The flow characteristics are described by the speed ratio $S$:

$$S_j = \frac{v_r}{v_{c,j}}.$$ \hspace{1cm} (3.32)

The aerodynamics, described by Sentman [1961] take into account the random thermal velocity of the atmospheric incident particles and assume a completely diffuse distribution of the reflected particle flux. Orbit gas-surface interaction experiments [Gregory and Peters, 1987; Moe et al., 1998] have shown, that the angular distribution above an altitude of 500 km is characterized by approximately 95\% of diffusely re-emitted particles and that the energy flux accommodation coefficient $\Gamma$ is high (0.8). The energy flux accommodation coefficient $\Gamma$ has been introduced by Moe et al. [2004] in Sentman’s equation, which is similar to Sutton et al. [2009]. The gas-surface interaction model re-
requires the energy flux accommodation coefficient [Schaaf and Chambré, 1961], which determines whether the particles retain their mean kinetic energy (for $\Gamma = 0$) or acquire the temperature of the spacecraft surface $T_w$ (for $\Gamma = 1$).

The following expressions define the geometry, required for Sentman’s equations (cf. Eq. 3.43). The drag-direction unit vector $\mathbf{e}_D$ is determined via

$$\mathbf{e}_D = \frac{\mathbf{v}_r}{|\mathbf{v}_r|}.$$ (3.33)

The lift- and side-acceleration-direction vector $\mathbf{e}_{L,i}$ is perpendicular to $\mathbf{n}_i$ and $\mathbf{e}_D$:

$$\mathbf{e}_{L,i} = -\frac{(\mathbf{e}_D \times \mathbf{n}_i) \times \mathbf{e}_D}{|\mathbf{e}_D \times \mathbf{n}_i|}.$$ (3.34)

Additionally, Sentman employs the angle between the inward normal and the drag vector

$$\theta_i = -\mathbf{e}_D \cdot \mathbf{n}_i,$$ (3.35)

and the angle between the inward normal and the lift vector $\mathbf{e}_{L,i}$:

$$l_i = -\mathbf{e}_{L,i} \cdot \mathbf{n}_i.$$ (3.36)

Finally, the drag and combined lift and side force coefficients for the satellite panel $i$ and the atmospheric constituent $j$ are computed following Sutton et al. [2009] and Sentman [1961] as

$$C_{G,i,j} = \left[ \frac{P_{i,j}}{\sqrt{\pi}} + \theta_i Q_j Z_{i,j} + \frac{\theta_i}{2} \frac{\mathbf{v}_{inc}}{\mathbf{v}} \left( \theta_i \sqrt{\pi} Z_{i,j} + P_{i,j} \right) \right] A_i$$ (3.37)

$$C_{L,i,j} = \left[ l_i G_j Z_{i,j} + \frac{l_i}{2} \frac{\mathbf{v}_{inc}}{\mathbf{v}} \left( \theta_i \sqrt{\pi} Z_{i,j} + P_{i,j} \right) \right] A_i$$ (3.38)

where

$$G_j = \frac{1}{2S_j^2}, \quad P_{i,j} = \frac{1}{S_j} \exp(-\theta_i^2 S_j^2), \quad Q_j = 1 + G_j, \quad Z_{i,j} = 1 + \text{erf}(\theta_i S_j).$$ (3.39)

The corresponding error function is defined as

$$\text{erf}(x) = \frac{2}{\sqrt{\pi}} \int_{0}^{x} \exp(-y^2)dy.$$ (3.40)
Non-Gravitational Forces – Models

The last term of Equations 3.37 and 3.38 is proportional to the ratio of the velocity of the re-emitted particles \( v_{\text{re}} \) the incoming particles \( v_r \). Koppenwallner [2009] and Llop et al. [2015] modified the expression of Moe and Moe [2005] as a function of the accommodation coefficient \( \Gamma \) and the wall temperature \( T_w \):

\[
\frac{v_{\text{re}}}{v_{\text{inc}}} = \sqrt{\frac{1}{2} \left[ 1 + \frac{4RT_w}{m_jv_{\text{inc}}^2} - 1 \right]} .
\]

Equation 3.41 is dimensionless. The wall temperature introduces another uncertainty in the computations of the gas-surface interaction. Fortunately, the sensitivity to this parameter is quite low. Typically, the accommodation coefficient for satellite surfaces is in the range between 0.90 and 1.00 [Doornbos, 2011]. For the present study, the accommodation coefficient is set to 0.97, and the wall temperature is set to 300 K.

For a satellite plate model with \( i \) plates and the consideration of \( j \) atmospheric constituents, the coefficient including drag and lift is computed via

\[
C_a = \sum_i \sum_j \kappa_j \left( C_{G,i,j} e_D + C_{L,i,j} e_L \right) .
\]

Considering this coefficient in the equation for the aerodynamic acceleration, one ends up with

\[
\ddot{r} = C_D C_a \frac{1}{m} \frac{1}{2} \kappa ||v_r||^2 .
\]

\( C_D \) is the dimensionless aerodynamic acceleration coefficient that is estimated freely in the RDOD process.

---

Fig. 3.14: Summands of (a) drag and (b) lift scaling coefficients for different attack angles \( \theta \).
The relation between the attack angle $\theta$ and the coefficients $C_G$ and $C_L$ is shown in Figure 3.14 for different angles and components of the scaling coefficient in Equation 3.37 for drag

$$C_{Ga} = \frac{p_{i,j}}{\sqrt{\pi}}$$

(3.44)

$$C_{Gb} = \theta_i Q_j Z_{i,j}$$

(3.45)

$$C_{Gc} = \frac{\theta_i \text{ve} \theta_i \sqrt{\pi} Z_{i,j}}{2 v_{inc}}$$

(3.46)

$$C_{Gd} = \frac{\theta_i \text{ve}}{2 v_{inc}} P_{i,j}$$

(3.47)

and Equation 3.38 for lift:

$$C_{La} = l_i G_j Z_{i,j}$$

(3.48)

$$C_{Lb} = \frac{l_i \text{ve} \theta_i \sqrt{\pi} Z_{i,j}}{2 v_{inc}}$$

(3.49)

$$C_{Lc} = \frac{l_i \text{ve}}{2 v_{inc}} P_{i,j}$$

(3.50)

The figure shows the complete term and the contribution of the single components. Both, the lift and drag coefficient are dominated by the second term ($b$), which involve the attack angle and the error function are involved. The drag contribution in that term is directly proportional to $2\cos \theta$, whereas the lift component to $0.15 \sin(2\theta)$. The first drag term $C_{Ga}$ mainly contributes to edges where $\theta$ is close to 90°.
Figure 3.15 shows the acceleration on TerraSAR-X due to drag and lift over a single orbit in nominal attitude as computed with the NRLMSISE-00 density model and the Sentmen model for a unit value of the $C_D$ scale factor. Drag is the dominating part, which acts in along-track and, to a much lower extent, in cross-track direction. The effect of lift is almost negligible, only a slight contribution in radial and cross-track direction can be observed.
Non-Gravitational Forces – Assessment

4.1 Methodology

Within this chapter, the impact of refined satellite dynamic models on the estimated, reduced-dynamic orbit solutions is assessed. For this purpose, first the model accelerations are analyzed. Subsequently, the models are applied in reduced-dynamic orbit determination. The detailed performance analysis addresses the question how the step-wise dynamic model improvements influence the orbit solutions, and the empirical accelerations. Additional data and models, which are required for reduced-dynamic orbit determination, have been introduced in Section 2.2.2.

All combinations and associated models are shown in Table 4.1. For transparency, an identification (ID) number is introduced. The PSOs correspond to the operationally generated orbit solutions of TSX-1/TDX-1 that were determined employing a cannon-ball model for SRP and drag modeling. The following IDs consider different gravitational and non-gravitational force models in combination with the satellite macro-model in a consistent, upwards-oriented order. The modifications are briefly explained as follows:
Table 4.1: Overview of selected auxiliary, gravitational, and non-gravitational models describing the satellite dynamics.

<table>
<thead>
<tr>
<th>Model Type</th>
<th>PSO</th>
<th>ID1</th>
<th>ID2</th>
<th>ID3</th>
<th>ID4</th>
<th>ID5</th>
<th>ID6</th>
<th>ID7</th>
<th>ID8</th>
<th>ID9</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gravitation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>GGM01S + CSR3.0</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>GOCO03s + FES2004</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Atm. density</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Jacchia71G</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DTM 2012</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NRLMSISE-00</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Aerodynamic</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Drag cannon-ball</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Drag macro</td>
<td></td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sentman macro</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Radiation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SRP cannon-ball</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>SRP macro</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>ERP macro</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td><strong>Wind</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HWM-07</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td><strong>GPS Ambiguity</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Float</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Integer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>✓</td>
</tr>
</tbody>
</table>

The red ticks show the updates compared to the previous ID.

- **ID1** corresponds to an updated version of the PSOs. The gravity field Gravity Observation COMbination 03s (GOCO03s) up to degree and order 100 in combination with FES2004 are considered.
- **ID2/3** consider an updated atmospheric density model, and
- **ID4/5** an enhanced aerodynamic acceleration model.
- **ID6/7** compares different solar and Earth radiation models,
- **ID8** shows the influence of an atmospheric wind model on the RDOD solutions.
- **ID9** finally evaluates the influence of GPS integer ambiguity fixing, addressed in Chapter 5.

Modeled accelerations are analyzed for TerraSAR-X, TanDEM-X and, in addition, Swarm-C. All resulting orbit solutions are assessed by means of the performance indicators, introduced in Chapter 2.3.
4.2 Accelerations

Within this section, an assessment of the non-gravitational accelerations is given first. Subsequently, scaling parameters and empirical accelerations are analyzed, both of which represent performance indicators obtained within the RDOD process.

4.2.1 Radiation Models

Solar and Earth radiation pressure are two radiation models, which have been introduced in Section 3. Combined with different plate model sophistications, their influence is assessed below.

Solar Radiation Pressure

In order to analyze the accelerations of solar radiation pressure, accelerations from the cannon-ball and plate model are compared for TerraSAR-X and Swarm-C. For TerraSAR-X and TanDEM-X, the cannon-ball SRP area is set to the 13.00 m², which is the default value employed in the operational POD. The SWC cannon-ball area is set to 5.00 m². The selected macro models are available in Tables 3.1 and 3.3. The applied $C_R$ scale factor is fixed to 1.00 for comparison.

For TSX-1, the SRP model exhibits peak-to-peak amplitudes up to 40 nm/s². Figure 4.1 shows corresponding time series, including the umbra/penumbra phase. The cross-track component shows an almost constant acceleration of 40 nm/s², which is attributed to the dusk-dawn orbit. For the radial and along-track components, the magnitude of the macro-model accelerations is smaller by about 5 nm/s² compared to the cannon-ball model, when the spacecraft is in sunlight. In radial direction, a maximum amplitude is observed when the spacecraft crosses the equator.

Accelerations on Swarm-C are shown in Figure 4.2 based on the cannon-ball and macro models. During the selected period, SWC was orbiting the Earth on a dusk-dawn orbit. The peak-to-peak accelerations exhibit up to 60 nm/s² in all RTN components. Due to the dusk-dawn orbit, there is a constant acceleration in cross-track direction with pronounced variations in case of the macro model. The maximum acceleration in cross-
Fig. 4.1: Accelerations due to solar radiation pressure on TerraSAR-X for one revolution. Red and green colors refer to the macro-model (mac) and cannon-ball (cbl) solutions. The umbra/penumbra passage is indicated in gray.

track direction occurs at the equator, the minimum acceleration at the poles (and during eclipses).

In comparison to TerraSAR-X, the increase is explained by the huge solar plates (approx. 16 % larger), and different optical properties. Both missions show non-zero mean values in the cross-track component, which is caused by the dusk-dawn orbit. Specifically for Swarm-C, the macro model shows pronounced variations in cross-track direction. The cannon-ball model shows enlarged accelerations, which is attributable to the constant effective surface. Drops in the series are caused, when the satellite enters the Earth shadow.

The presented approach does not take into account a thermal model of the spacecraft body. Such thermal models require knowledge of the temperature diffusion in the spacecraft’s interior, and the way the energy is emitted (active/passive) [Adhya, 2005]. Additional information like the knowledge on the emissivity requires input from the satellite manufacturer, and the thermal venting does not necessarily distribute the radiation symmetrically, which makes a proper model even more complicated [Stefanis et al., 2015;
Ziebart et al., 2005]. For the Jason-1 and Jason-2 spacecraft, Cerri et al. [2010] states a maximum of 100 W due to thermal flux, which is equivalent to 0.4 nm/s².

As mentioned in the introduction of this section, the solar irradiance of 1,367 W/m² at a normed distance of 1 AU, which is the input quantity to radiation forces related to the Sun, is considered as a constant [McCarthy, 1996]. Kopp and Lean [2011] state a value of 1,360.8, is a 0.6 % difference compared to the value, recommended by McCarthy [1996]. If not normed to the distance of 1 AU, annual variations of that constant amount to ±3.3 % and are caused by the small eccentricity of the Earth orbit. This effect is compensated, since the power is scaled by the distance spacecraft-Sun. Another variation is caused by the 9–14 years solar cycle (cf. number of Sunspots in Figure 3.12). Kopp and Lean [2011] have shown that the solar electromagnetic radiation is varying over one solar 11-years cycle by roughly 2 W/m², which is attributable to changes in the Sun’s activity. The values are known from measurements like from the Solar and Heliospheric Observatory (SOHO). The scaling factor, which is applied directly to the non-gravitational force models, can directly compensate such changes.
Table 4.2: Comparison of TerraSAR-X orbit solutions with different macro model sophistications (DOY 100/2012). The orbit comparison selects ID6 as basis, the numbers starting with a hash correspond to the plate numbers available in Table 3.1. No Re-emission (NoRe) for all plates is considered in the last case. All values: $\bar{x} \pm \sigma_x$.

<table>
<thead>
<tr>
<th>ID</th>
<th>Scal. coeff.</th>
<th>Empirical acc. [nm/s²]</th>
<th>Ephemeris comparison [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C_R</td>
<td>radial</td>
<td>along-track</td>
</tr>
<tr>
<td>ID 6</td>
<td>1.1</td>
<td>0.1 ± 0.2</td>
<td>-0.6 ± 3.9</td>
</tr>
<tr>
<td>#7</td>
<td>3.2</td>
<td>0.1 ± 0.5</td>
<td>2.5 ± 8.7</td>
</tr>
<tr>
<td>#1</td>
<td>3.0</td>
<td>0.0 ± 0.2</td>
<td>-0.1 ± 3.9</td>
</tr>
<tr>
<td>#7+#1</td>
<td>2.5</td>
<td>0.1 ± 0.1</td>
<td>-0.1 ± 3.7</td>
</tr>
<tr>
<td>NoRe</td>
<td>1.4</td>
<td>0.1 ± 0.2</td>
<td>-0.6 ± 3.9</td>
</tr>
</tbody>
</table>

*Macro Model Sophistication and Solar Radiation Pressure* Satellite macro models are composed out of several plates. Which level of sophistication is required to improve the derived orbit solutions? For assessing the impact, TSX-1 is chosen together with different macro model plates, indicated by Table 3.1 (page 35). The considered orbit parameterization corresponds to ID6, only for SRP different combinations of macro model plates are selected: only front plate (#7), only solar array plate (#1), combined (#7+#1), and a macro model without any re-radiation capabilities are considered. All resulting solutions are compared to ID6 and analyzed by means of direct comparison of the orbit solutions, scaling coefficients and empirical accelerations. DOY 100/2012 is selected as basis for this analysis. A comparison of the results is available in Table 4.2, corresponding time series of the ephemeris comparison in Figure 4.3.

Using the presented macro model, a mis-modeled shape clearly increases the corresponding scaling parameter, and the empirical accelerations. In #7, only the front plate is considered for SRP, which causes pronounced empirical accelerations in along-track direction. The a priori force model considers no acceleration in direction of the incident Sun radiation, rectangular to the orbital plane. Compared to the real orbit (with $a_r = 25$ nm/s²; cf. Figure 4.1), this causes, according to [Montenbruck et al., 2017]

$$\Delta a_N = \frac{GM_{\oplus} \Delta r_N}{r^2}$$

(4.1)

a lateral offset of 2 cm. In addition, no empirical accelerations are estimated in the present case, which can compensate this effect. The resulting orbit solution is shifted by roughly 4 cm in cross-track direction, which corresponds to the 25 nm/s² in cross-track direction. The solar array plate (#1) is oriented in cross-track direction, and provides the dominating SRP contribution of all plates in the given dusk-dawn geometry. The
resulting solution is shifted by \(-2\) cm in cross-track direction. Taking both the front and the solar plate into consideration, the cross-track differences reduces to 1 cm. For all comparisons, the solar radiation scaling parameter \(C_R\) is clearly above 1, which corresponds to the mis-modeled shape. The last test disables any re-radiation by the satellite plates. The macro model of TerraSAR-X considers such a re-radiation for all except for the solar plate plate. The caused shift of the orbit solutions is at a magnitude of 3 mm in cross-track direction, whereas the empirical accelerations are not affected in a notable matter. The associated \(C_R\) coefficient increases by 20\% and, therefore, partly compensates the reduced acceleration caused by the neglected re-emission. For TerraSAR-X, the major part of the SRP acceleration is caused by the solar arrays, whereas the other plates just have minor impact on SRP.

On one hand, the estimation of scaling factors and empirical accelerations largely eliminates wrong assumptions (wrong areas or optical coefficients) in the a priori models. Thus, the associated scaling parameters may become unphysical large. Moreover, specific illumination geometries cause an erroneous modeled acceleration, which can not be compensated by the GPS observations and result in orbit errors of several cm.

Earth Radiation Pressure

The magnitude of accelerations due to Earth radiation pressure on TerraSAR-X and Swarm-C are shown in Figure 4.4, and 4.5, respectively. Earth radiation mainly acts in the spacecraft’s radial direction, depends on the reflectivity of the Earth below, and decreases with increasing distance from Earth. For both missions, the impact on along- and cross-track component are small. The accelerations in cross-track direction are
Fig. 4.4: Magnitudes of acceleration due to earth radiation pressure on TerraSAR-X.

Fig. 4.5: Magnitudes of acceleration due to earth radiation pressure on Swarm-C.
larger than in the along-track component and exhibit a non-zero mean value, which is attributable to the dusk-dawn orbit.

For TerraSAR-X, the mean acceleration of 11 nm/s\(^2\) (altitude 514 km) is slightly smaller than for Swarm-C with 17 nm/s\(^2\) (450 km), which is attributable to the difference in altitude. For the investigated LEO spacecraft, the acceleration of ERP is approximately one third of the direct SRP effect. ERP shows a maximum of acceleration at the poles, where the Earth reflectivity is high.

### 4.2.2 Aerodynamics

In Section 3.3, different satellite aerodynamic acceleration models, and atmospheric density models have been introduced. An assessment of these atmospheric density models, as well as modeled aerodynamic accelerations is given below.

**Density Models**

Since the aerodynamic accelerations, and the related atmospheric density plays a major role in orbit determination of LEO spacecraft, a comparison of the model densities is of vital importance. For this purpose, DOY 170/2012 and the altitude of TerraSAR-X have been selected, and the corresponding density values plotted on a global map. Figure 4.6 compares the atmospheric densities from DTM 2012, Jacchia-71G, and NRLMSISE-00 by means of global density maps at an altitude of 514 km. Corresponding, average values are available in Table 4.3.

The density differences between NRLMSISE-00 and Jacchia-71G are in the approximate range of \(\pm 1.0 \times 10^{-13}\) kg/m\(^3\), whereas the DTM 2012 to Jacchia-71G differences only show an amplitude of \(\pm 0.5 \times 10^{-16}\) g/m\(^2\). The derived magnitudes of density are a bit lower for NRLMSISE-00 compared to the other atmospheric density models. This fact is known from literature since NRLMSISE-00 slightly under-estimates the hydrogen concentration and, therefore, the density [Picone et al., 2002].

The sectoral pattern is an indicator for differences in the coefficients for describing the atmospheric density. In addition, Figure 4.6 shows the day-night terminator. As TerraSAR-X is orbiting on a dusk-dawn orbit, which is close to this terminator, the trajectory does not cross regions with extreme density differences. The pronounced peak
Fig. 4.6: Global density maps (DOY 170/12) in an altitude of 514 km. Position of TerraSAR-X indicated by the black square, the terminator is shown by the black line. (a) NRLMSISE-00 (b) Jacchia-71G (c) DTM 2012 (d) NRLMSISE-00 minus Jacchia-71G (e), and DTM 2012 minus Jacchia-71G.
Table 4.3: Mean densities of several atmospheric density models, and the percentage difference, compared to Jacchia-71G. DOY 170/12, altitude of TerraSAR-X.

<table>
<thead>
<tr>
<th>Model</th>
<th>( \kappa \times 10^{-13} \text{ kg/cm}^3 )</th>
<th>( \Delta \kappa % )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jacchia-71G</td>
<td>3.82</td>
<td></td>
</tr>
<tr>
<td>DTM 2012</td>
<td>3.65</td>
<td>4.5</td>
</tr>
<tr>
<td>NRLMSISE-00</td>
<td>3.40</td>
<td>11.0</td>
</tr>
</tbody>
</table>

in the difference map NRLMSISE-00-Jacchia-71G in Figure 4.6 is located on the night side of the Earth. In summer (DOY 170) the north pole is illuminated by the Sun.

Table 4.3 shows the mean densities and percentage density differences of Jacchia-71G to DTM 2012, and NRLMSISE-00. The difference is doubled by utilization of NRLMSISE-00, which is also visible from Figure 4.6, but depends on the chosen reference. In LEO, the comparison of different density models exhibits differences up to 11\%. In addition, comparisons of global density maps show density variations along with the terminator, which is close to the dusk-dawn orbit of TerraSAR-X.

For evaluating a suitable atmospheric density model in terms of RDOD, the estimated scaling parameter of the drag formula is a suited measure. Table 4.4 shows the correlation of the drag scaling coefficient \( C_D \) from the RDOD process with the input quantities \( F_{10.7} \) and \( k_p \). A small correlation between the drag scaling factor and the \( F_{10.7} \) proxy/\( k_p \) index indicates a better response of the atmospheric model to changes in that values. According to these findings, the \( C_D \) scaling parameter resulting from NRLMSISE-00 orbit solutions shows the smallest correlation coefficient with the \( F_{10.7} \) proxy, followed by the results obtained with DTM 2012. For the geomagnetic ap index, smallest correlation coefficients are obtained for Jacchia-71G and DTM 2012 solutions.

Table 4.4: Correlation between drag scaling coefficient \( C_D \) of TSX-1 and estimated in the RDOD, daily \( F_{10.7} \), and daily mean geomagnetic \( k_p \) index. The analysis period covers the year 2012.

<table>
<thead>
<tr>
<th>Model</th>
<th>( F_{10.7} )</th>
<th>( k_p )</th>
</tr>
</thead>
<tbody>
<tr>
<td>NRLMSISE-00</td>
<td>-0.34</td>
<td>-0.01</td>
</tr>
<tr>
<td>Jacchia-71G</td>
<td>0.01</td>
<td>-0.36</td>
</tr>
<tr>
<td>DTM 2012</td>
<td>-0.24</td>
<td>-0.23</td>
</tr>
</tbody>
</table>
Acceleration Models

Three models describing aerodynamic accelerations have been introduced. The first, shown in Equation 3.30 considers only the fixed, front plate cannon-ball (cbl). The second model in Equation 3.28 considers the effective cross-section for atmospheric drag as derived from a macro (mac) model, as well as the actual orbit and attitude. The third and last model considers drag and lift, combined with the Sentman equations (cf. Equation 3.43; snt). For all comparisons, the atmospheric density model is NRLMSISE-00.

Aerodynamic accelerations on the TerraSAR-X spacecraft are shown in Figure 4.7, for radial, along- and cross-track component separately. The Sentman (snt) model exhibits pronounced amplitudes in all components. A peak amplitude of 100 nm/s² is observed in along-track direction. The geometrical macro model shows the smallest contributions. Compared to the cbl approach, the Sentman model produces a similar trend, but the amplitudes are more pronounced. Major differences are visible when the spacecraft crosses polar regions around epochs 01:15, and 02:10 in Figure 4.7. The obvious difference between the snt and both, the mac and cbl model is
Aerodynamic accelerations on the spacecraft Swarm-C are depicted in Figure 4.8. The cannon-ball and macro model exhibit less amplitudes in all three components. In along-track component, the Sentman acceleration is enlarged by factor 2. In cross-track, the snt model shows peak amplitudes, when the spacecraft passes the polar regions. Within these regions, the snt model exhibits maximum amplitudes up to \(-30 \text{ nm/s}^2\).

A comparison between Swarm-C and TerraSAR-X shows different magnitudes of aerodynamic accelerations, which is attributable to the altitude and satellite shape. An explanation of this difference is the typical drag scaling factor of 2.3 for the cannon-ball and macro model. In case of the Sentman model, the corresponding value is set to 1, which results in the difference between the Sentman, and the cbl/mac models. For Swarm-C, the magnitudes of aerodynamic accelerations are larger compared to TSX-1, which is attributable to the satellite shape and the orbit altitude.

Since any of the aerodynamic acceleration models is sensitive to the relative velocity of the spacecraft with respect to the atmosphere \(v_r\), and since this vector is aligned in along-track direction, major differences are visible in along-track direction. The mac model as well as the Sentman model consider also plates, which are not considered by
the simple cbl model. Moreover, the macro models show a short-scale variability in the magnitudes plot, which is caused by changes in the attitude.

**Thermospheric Winds** The presence of thermospheric winds is considered by HWM-07 and the resulting accelerations on TerraSAR-X are depicted in Figure 4.9. It clearly shows a pronounced contribution in eastward direction, which relates to the location of the orbit along the terminator, where illumination differences cause temperature gradients and, finally, wind.

Wind velocities are considered in the spacecraft velocity, relative to the atmosphere (cf. Equation 3.29). An overview of all components is shown in Figure 4.10. Obviously, the contribution of the wind speeds \(v_w = 200 \text{ m/s}\) is rather small compared to the inertial velocity \(v_i = 7.7 \text{ km/s}\). Magnitudes of acceleration due atmospheric winds are at 2.5 \(\text{nm/s}^2\) for TSX-1 and 10 \(\text{nm/s}^2\) for SWC. In accordance with the atmospheric density, the magnitude of acceleration due to atmospheric winds depends on the attitude of the spacecraft.
Finally, the aerodynamic acceleration model is supported by considering the atmospheric winds (cf. Eq. 3.29). As already stated in the corresponding section, the effect of cross-winds is supposed to be very small due to the small magnitude of the modeled wind speeds (see Fig. 4.9). A direct orbit comparison of two solutions with and without wind models shows a mean bias of 0.5 mm in cross-track direction, which corresponds to the wind velocities in eastward direction.

### 4.2.3 Empirical Accelerations

Empirical accelerations compensate potentially mis- or un-modeled accelerations in a reduced-dynamic approach. To assess the quality of different a priori force models, the statistical properties of estimated empirical accelerations have been analyzed for nine different types of TerraSAR-X POD solutions over a four years period. The force models employed in each solution have previously been described in Table 4.1. Statistics for the resulting estimates of scale factors and empirical accelerations are summarized in Table 4.5.

**Table 4.5:** TerraSAR-X orbit solutions: RDOD scaling parameters and empirical accelerations (based on series of daily mean and daily RMS values; $± σ_{..}$), 2012–2015.

<table>
<thead>
<tr>
<th>ID</th>
<th>CD</th>
<th>CE</th>
<th>CR</th>
<th>Emp. acc. (daily mean) [nm/s²]</th>
<th>Emp. acc. (daily RMS) [nm/s²]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>R</td>
<td>T</td>
</tr>
<tr>
<td>PSO</td>
<td>1.29±0.23</td>
<td>–</td>
<td>0.90±0.32</td>
<td>0.3±0.1</td>
<td>0.3±1.2</td>
</tr>
<tr>
<td>1</td>
<td>1.28±0.23</td>
<td>–</td>
<td>0.88±0.48</td>
<td>0.1±0.0</td>
<td>0.1±1.1</td>
</tr>
<tr>
<td>2</td>
<td>1.29±0.21</td>
<td>–</td>
<td>0.90±0.37</td>
<td>0.1±0.0</td>
<td>0.0±1.2</td>
</tr>
<tr>
<td>3</td>
<td>1.30±0.22</td>
<td>–</td>
<td>0.92±0.30</td>
<td>0.1±0.0</td>
<td>0.0±0.8</td>
</tr>
<tr>
<td>4</td>
<td>1.19±0.21</td>
<td>–</td>
<td>1.02±0.33</td>
<td>0.1±0.0</td>
<td>–0.1±0.8</td>
</tr>
<tr>
<td>5</td>
<td>1.00±0.17</td>
<td>–</td>
<td>0.92±0.30</td>
<td>0.1±0.0</td>
<td>0.0±0.8</td>
</tr>
<tr>
<td>6</td>
<td>1.00±0.17</td>
<td>–</td>
<td>1.06±0.32</td>
<td>0.1±0.0</td>
<td>0.0±0.8</td>
</tr>
<tr>
<td>7</td>
<td>1.00±0.17</td>
<td>1.00±0.00</td>
<td>1.13±0.32</td>
<td>0.1±0.0</td>
<td>0.1±0.8</td>
</tr>
<tr>
<td>8</td>
<td>1.00±0.17</td>
<td>1.00±0.00</td>
<td>1.11±0.32</td>
<td>0.1±0.0</td>
<td>0.0±0.8</td>
</tr>
</tbody>
</table>

The PSO solutions exhibit no significant bias in any component, but a standard deviation of 12 nm/s², obtained from the 2012–2015 period. In ID1, the gravity field, and the ocean tide model are updated by state-of-the-art models. The daily mean accelerations, as well as daily RMS accelerations show a significant reduction in all components. The cross-track standard deviation is reduced by 5 nm/s², the along-track by 1 nm/s². The change is mainly induced by the replaced gravity field, the updated ocean model has no significant impact.
Modeling aerodynamic accelerations requires atmospheric density models. Therefore, IDs 2 and 3 correspond to orbit solutions with different atmospheric density model (DTM 2012 and NRLMSISE-00). Replacing the Jacchia-71G model with DTM 2012 leads to a substantial standard deviation decrease of 2 nm/s² in along-track.

A further update from DTM 2012 to NRLMSISE-00 in ID3 leads to further 1 nm/s² reduction in along-track. Compared to the precise science orbits, updating the gravitational and non-gravitational models by state-of-the-art ones reduces the standard deviation of the empirical accelerations by 4 nm/s² in along, and 5 nm/s² in cross-track. Aside from the long-term statistics, the benefit of improved density models can also be recognized from reduced sub-daily variations of the estimated empirical accelerations as shown in Figure 4.11. However, any further model updates do not significantly influence the empirical accelerations.

4.2.4 Estimated Scale Factors

Within the applied RDOD approach, the scaling factors are separately estimated for aerodynamic, Earth, and solar radiation pressure. However, the $C_E$ scaling factor needs to be constrained to 1. This is due to the fact that ERP acts mainly in radial direction and therefore modifies the relation between orbital period $T$ and orbital radius $r$ imposed by Kepler’s 3rd law. As a consequence, a radial PCO error $\Delta r$ can be fully compensated by an empirical acceleration

$$\Delta a_R = 3 \left( \frac{2\pi}{T} \right)^2 \Delta r \quad (4.2)$$

in radial direction (see Montenbruck et al. [2017]), or, equivalently, a mean radial ERP contribution. At LEO altitudes, a 1 cm PCO uncertainty thus translates into a 30 nm/s² uncertainty of the radial acceleration, which is of the same order of magnitude as the
Contrary to the empirical accelerations where an atmospheric density model update causes significant changes in the empirical accelerations, the scaling parameters are not affected in a notable way. However, model changes of the area, which is exposed to air molecules, affect the corresponding scaling parameter $C_D$. In an ideal case, the scaling parameter is expected to be one. The single front plate, geometrical macro model, or complex gas-surface interactions are represented by IDs 4, 5, and 8. The PSO and solutions <4 consider a fixed cross-sectional area as front plate, which is supposed to affect air molecules and, therefore, contributes to the aerodynamic acceleration. In solution ID4, this front plate model is replaced by the variable size macro model formulation, stated in Equation 3.30. Triggered by this replacement, the mean $C_D$ values are reduced by 10% to 1.2 (see Fig. 4.13). The reduction indicates that the variable cross-sectional area better represents the real shape, since it considers the spacecraft’s attitude. The estimated empirical accelerations are not affected by the model replacement, which means that the updated model does not reduce any systematics. It simply causes a shift in the acceleration scaling.
As described in Equation 3.43, the aerodynamic acceleration model proposed by Sentman [1961] considers the influence of drag and lift. This effect is considered by ID5. The scaling factor $C_D$ improves from 1.19 in case of ID4 to 1.00. Like for the previous plate model introduction, the empirical accelerations are not affected significantly. Compared to the simple cross-sectional approach, the Sentman formulation causes a 30% reduction of the $C_D$ coefficient. The orbit solutions themselves are not significantly impacted by this update, since the estimated $C_D$ parameter compensates most of the effect.

$C_R$ is the solar radiation pressure scaling parameter. An update of the cannon-ball sphere with a complex macro model in ID 6 leads to a $C_R$ change from 0.92 to 1.06 (cf. Table 4.6). It is obvious that the corresponding time series in Fig. 4.13 shows a correlation of the $C_R$ stemming from the PSOs with the $\beta$ angle, i.e. the Sun elevation above the orbital plane. When introducing the macro model formulation, the $\beta$-angle dependency slightly reduces but is still present for low $\beta$-angles. The time series of the $C_R$ coefficient in Figure 4.13 does not show any significant linear trend over the 4-years period, which could hint to aging effects and changed optical properties.
4.3 Orbit Analysis

Similar to the RDOD performance indicators assessed in the previous section, the quality of the resulting orbit solutions is analyzed for TerraSAR-X within the 2012–2015 period. Daily orbit solutions are estimated for each ID, listed in Table 4.1. Applied validation techniques are explained in Section 2.3, which also includes the selected setup of satellite laser ranging. In addition, SLR measurements are employed to identify systematic orbit errors in the RTN components. Ephemeris comparisons to the PSO solutions further help to identify offsets. As measure of the internal orbit consistency, day-boundary discontinuities are computed for each solution.

The updated gravity field and ocean tide models in ID 1 show slightly reduced SLR-based offset estimates of −1 mm in radial and −3 mm in along-track. The cross-track component shows a +1 mm increase compared to the PSOs.

Switching from Jacchia-71G (ID 1) to DTM 2012 (ID 2) does not significantly influence the resulting orbit solutions, as shown by SLR. Contrary, the switch from DTM 2012 to NRLMSISE-00 (ID 3) significantly reduces the SLR-based cross-track standard deviation from −11 mm to −5.9 mm. This change is also clearly outlined by the corresponding time series, available in Figure 4.14. In radial and tangential direction, the changes are not significant, which might be attributed to the small density differences along the day-night boundary (cf. Fig. 4.6). According to Bruinsma et al. [2012], NRLMSISE-00 is expected to perform slightly better than DTM 2012 for altitudes above 500 km, which

### Table 4.6: TerraSAR-X orbit solutions: orbit solutions performance metrices in the lower table; 2012–2015. \( \bar{r} \pm \sigma_r \)

<table>
<thead>
<tr>
<th>ID</th>
<th>SLR res. [mm]</th>
<th>SLR pos. est. [mm]</th>
<th>Day-bnd</th>
<th>Ephemeris comparison [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>R T N</td>
<td>R T N</td>
<td></td>
<td>R T N</td>
</tr>
<tr>
<td>PSO</td>
<td>−1.8±17.5 3.2±4.2 −12.2±9.7 4.5</td>
<td>0±0 0±0 0±0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>−1.3±19.0 −1.0±2.4 −0.1±4.5 −13.5±14.9 4.6</td>
<td>0±12 −1±17 −1±12</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>−1.4±17.8 −1.1±2.5 −0.4±4.4 −12.6±11.0 4.6</td>
<td>0±12 −1±17 0±11</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>−1.6±16.7 −1.4±2.6 −0.9±4.4 −11.8±5.9 5.4</td>
<td>0±12 −1±17 1±14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>−1.6±16.7 −1.4±2.6 −1.0±4.4 −11.1±6.3 5.1</td>
<td>0±12 −1±17 2±13</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>−1.6±16.7 −1.3±2.6 −1.0±4.4 −11.8±5.7 5.3</td>
<td>0±12 −1±17 1±15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>−1.6±16.6 −1.4±2.6 −0.9±4.3 −10.8±6.0 5.3</td>
<td>0±12 −1±17 2±14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.2±16.0 1.4±2.7 −0.8±4.3 −8.0±6.2 5.3</td>
<td>3±12 0±17 5±14</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.2±16.1 1.5±2.7 −0.8±4.3 −8.5±6.1 5.1</td>
<td>3±12 0±17 5±14</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Fig. 4.14: SLR-derived monthly position offset estimates of TerraSAR-X; the Sun elevation $\beta$ above the orbital plane is illustrated in gray. The numerical value in the legend is the corresponding RMS in mm.
is underlined by the SLR-based position offsets. The SLR residuals, however, are not affected significantly. The orbit discontinuities show a slight 1 mm degradation when introducing NRLMSISE-00. In case of low Earth orbiters like TerraSAR-X, the proper choice of the atmospheric density model is important, since the atmospheric density models show different results in the corresponding altitude. Replacement of the Jacchia-71G atmospheric density model by NRLMSISE-00 shows reduced empirical accelerations as well as the improved SLR residuals.

For assessment of the aerodynamic acceleration models, a direct ephemeris comparison of the cbl (ID 3; serves as reference), mac (ID 4) and snt (ID 5) orbit solutions from the 2012–2015 period is available in Table 4.7. Compared to the cannon-ball model, the macro solution is shifted by −1 mm in along- and cross-track. This shift vanishes when Sentman is selected as aerodynamic acceleration model. However, both the macro and Sentman solutions show a standard deviation of up to 8 mm in the along-track component. The SLR-based position offset estimates exhibit a slightly decreased mean (−0.7 mm) and increased cross-track standard deviation (+0.4 mm) when switching from ID 3 to ID 4. The solution based on Sentman does not show any significant change compared to the cannon-ball model. The aerodynamic acceleration models do not significantly change the resulting orbit solutions, since the empirical accelerations largely compensate deficits of the employed models.

These findings coincide with using the macro model for solar radiation pressure in ID6. A one-mm cross-track shift is induced by the SLR-based position estimates. The SLR residuals are kept at −1.6 ± 16.7 mm.

The radiation reflected and emitted from the Earth’s surface (ERP) significantly influences the orbit solutions of TSX-1 (ID7). Introducing ERP, which mainly acts in radial direction, decreases the mean SLR residuals by 1.8 mm from −1.6 mm to 0.2 mm over the analyzed period. According to [Montenbruck et al., 2017]

\[ \Delta a_R = -3 \frac{GM_\oplus}{r^2} \cdot \frac{\Delta p_R}{r}, \]  

(4.3)
the radial shift of 1.8 mm translates to 7 nm/s², which largely corresponds to the ERP acceleration. According to Figure 4.4, the magnitude of ERP acceleration is 11 nm/s² in radial direction. In addition, the cross-track component of the SLR-based monthly position offset estimates shows a 2 mm reduction.

Considering the impact of wind (ID 8) does not significantly change the orbits. The reason is simply that the magnitude of the resulting accelerations is too small to have any impact on the orbit solutions.

The 3-D-RMS at day boundaries is illustrated by Figure 4.15. For all stated comparisons, the overall mean discontinuities are in the range between 4 and 6 mm. However, peak amplitudes are at 20 mm for both solutions. Obviously, the orbits solutions exhibit a better internal consistency during the months of July, which is in accordance with the SLR-based cross-track estimates, and the SLR residuals, which show reduced standard deviation during these months. The dependency of the angle β (cf. Figure 4.14) hints to the strong dependency of the dusk-dawn orbit of TerraSAR-X and the elevation of the Sun.

The updated gravity field, the NRLMSISE-00 density model, and consideration of ERP significantly improve the orbit solutions of TerraSAR-X. Selecting the macro model for SRP or within the aerodynamic acceleration model does not lead to any substantial improvements, since the empirical accelerations compensate any deficit in the employed models, which may be related to the dusk-dawn orbit geometry.
Several studies demonstrate the potential of fixing double-difference carrier phase ambiguities for determining accurate orbit solutions of low Earth orbiters [Jäggi et al., 2007; Laurichesse et al., 2014; Bertiger et al., 2010]. Within this section, the selected method for ambiguity fixing is briefly introduced, and the resulting orbit solutions are thoroughly assessed in Section 5.2.

The carrier phase (CP) range obtained from the geodetic receivers on Sentinel-1A, Swarm-C, TanDEM-X or TerraSAR-X is an ambiguous measurement with a constant offset from the pseudorange (PR). In this case, between-receiver and between-satellite double differences of the carrier phase range exhibit a double-difference (DD) ambiguity which is an integer multiple of the wavelength.
Pseudorange and carrier phase observations between a receiver in low Earth orbit (subscript \( r \)) and a spacecraft (superscript \( s \)) on GPS L\(_1\) (index \( i_1 \)) and GPS L\(_2\) (index \( i_2 \)) are described by the generic observation model for the pseudorange (\( p \))

\[
\begin{align*}
p_{r,1} &= (\varrho + \xi_{r,1}) + c(dt_r - dt_s) + I_{r,1} + c(d_r - d_s^i) \\
p_{r,2} &= (\varrho + \xi_{r,2}) + c(dt_r - dt_s) + I_{r,2} + c(d_r - d_s^j)
\end{align*}
\]  \hspace{1cm} (5.1)

and the carrier phase range (\( \varphi \))

\[
\begin{align*}
\varphi_{r,1} &= (\varrho + \zeta_{r,1}) + c(dt_r - dt_s) - I_{r,1} + c(\delta_{r,1} - \delta_s^i) + \lambda_1 N_{r,1} + \lambda_1 \omega_r \\
\varphi_{r,2} &= (\varrho + \zeta_{r,2}) + c(dt_r - dt_s) - I_{r,2} + c(\delta_{r,2} - \delta_s^j) + \lambda_2 N_{r,2} + \lambda_2 \omega_r
\end{align*}
\]  \hspace{1cm} (5.2)

Within this equations, \( \varrho \) corresponds to the geometric range between the GPS satellite’s antenna reference point at the time of signal transmission, and the receiver (time of signal reception), whereas \( \lambda_1 \) and \( \lambda_2 \) denote the wavelength of the L\(_1\) and L\(_2\) frequency. Pseudorange corrections of the PCOs are denoted by \( \xi \), and carrier phase PCO and PCV corrections are denoted by \( \zeta \). Note that equations 5.1 and 5.2 are exclusively for satellites in low Earth orbit, since any tropospheric corrections are neglected. Time offsets of the receiver and satellite clock from the reference time scale are denoted by the receiver and satellite clock offsets (\( dt_r, dt_s \)). Code delay and phase advance due to ionospheric propagation effects are expressed by \( I \). Any signal-specific range biases, induced by the receiver and transmitter signal processing, are expressed for pseudorange by \( cd_{r,i} \) and \( cd_{s,i} \), and for carrier phase by \( c\delta_{r,i} \) and \( c\delta_{s,i} \). Specific for the carrier phase range, the ambiguities \( N_{r,i} \) are introduced, which correspond to the arbitrary initial value of the carrier phase measurement process. Phase wind-up effects related to a time-varying orientation of the receiver and transmitter antennas are modeled according to Wu et al. [1993], and indicated by \( \omega \).
5.1.1 Linear Combinations

**Ionosphere-free Linear Combination** The ionosphere-free (IF) linear combination eliminates first order ionospheric effects. The corresponding IF observations for pseudorange and carrier phase are formed via

\[
p_{\text{IF}} = (\rho + \xi_{r,\text{IF}}) + c(dt_r - dt_s) + c(d_{\text{IF}} - d_{\text{IF}}) \\
\varphi_{\text{IF}} = (\varphi + \xi_{\varphi,\text{IF}}) + c(dt_r - dt_s) + c(\delta_{r,\text{IF}} - \delta_{s,\text{IF}}) + \text{IF}(\lambda_1 N_{r,1} + \lambda_2 N_{r,2}) + \text{IF}(\lambda_1 \omega_r + \lambda_2 \omega_s)
\]

(5.3)

The IF-term corresponds to

\[\text{IF}(x_1,x_2) := (\Lambda + 1)x_1 - \Lambda x_2 \quad \text{with} \quad \Lambda = \frac{f_2^2}{f_1^2 - f_2^2}. \]

(5.4)

Within the RDOD process, the IF combinations of code-and carrier phase observations are processed to adjust orbit and clock parameters as well as the IF combination of L1 and L2 ambiguities based on the measurement model (Equation 5.3).

**Melbourne-Wübbena Linear Combination** Melbourne [1985] and Wübbena [1985] proposed a geometry- and ionosphere-free linear combination, which is widely employed for cycle-slip detection and ambiguity resolution [Hofmann-Wellenhof et al., 2008]. The Melbourne-Wübbena (MW) combination is formed from dual-frequency code and phase observations:

\[
\text{MW}(\varphi_1, \varphi_2, p_1, p_2) = \left(\frac{f_1 \varphi_1 - f_2 \varphi_2}{f_1 - f_2}\right) - \left(\frac{f_1 p_1 - f_2 p_2}{f_1 - f_2}\right) \\
= \left(\frac{c}{f_1 - f_2}\right) \cdot \left(\frac{\varphi_1}{\lambda_1} - \frac{\varphi_2}{\lambda_2} - \frac{f_1 - f_2}{f_1 + f_2} \left(\frac{p_1}{\lambda_1} + \frac{p_2}{\lambda_2}\right)\right).
\]

(5.6)

Obviously, the derived combination is free from the geometric range \(\rho\), the clock offsets \(dt_r, dt_s\), the both ionospheric delays \(I_{r,i}\), and the phase wind up (PWU) term \(\omega_{r,i}\). However, the combination is still affected by transmit antenna code and phase variations and biases.
5.1.2 Wide- and Narrow-lanes

Introducing the wide-lane (WL) and narrow-lane (NL) wavelenghts

\[ \lambda_{WL} = \frac{c}{f_1 - f_2} \quad \text{and} \quad \lambda_{NL} = \frac{c}{f_1 + f_2}, \quad (5.7) \]

and the WL ambiguity, the carrier phase Equation 5.3 can be re-written as

\[ \varphi_{s_{1IF}} = (\rho + \xi_{s_{1IF}} + c(\delta_{1IF} - \delta_{2IF})) + c(\lambda_{NL}N_{\epsilon_1}^f + \frac{\lambda_{WL}}{\lambda_2}N_{\epsilon_2}^f) + \lambda_{NL}\omega_{s_{1IF}}. \quad (5.8) \]

The term

\[ N_{\epsilon,\text{WL}}^f = N_{\epsilon,1}^f - N_{\epsilon,2}^f \quad (5.9) \]

denotes the WL ambiguity. Equation 5.8 describes the dependence of the ionosphere-free linear combination, used throughout the RDOD, and the phase ambiguities.

Inserting Equations 5.1 and 5.2 into 5.6, one obtains the MW observation model:

\[ MW(\varphi_{s_{1}}, \varphi_{s_{2}}, p_{s_{1}}, p_{s_{2}}) = \lambda_{NL}N_{\epsilon,\text{WL}}^f + MW(\xi_{s_{1}}, \xi_{s_{2}}, c_{s_{1}}, c_{s_{2}}) + cMW(\delta_{s_{1}}, \delta_{s_{2}}, d_{s_{1}}, d_{s_{2}}) - cMW(\delta_{s}, d_{s})/\lambda_{WL}. \quad (5.10) \]

According to Laurichesse et al. [2014], this equation can be re-written as

\[ MW(\varphi_{s_{1}}, \varphi_{s_{2}}, p_{s_{1}}, p_{s_{2}}) \approx \lambda_{NL}N_{\epsilon,\text{WL}}^f + \lambda_{WL}(\mu_{s_{1}} - \mu_{s_{2}}) \quad (5.11) \]

with the WL biases

\[ \mu_{s_{1}} = cMW(\delta_{s_{1}}, \delta_{s_{2}}, d_{s_{1}}, d_{s_{2}})/\lambda_{WL} \]
\[ \mu_{s_{2}} = cMW(\delta_{s_{1}}, d_{s}, d_{s_{1}}, d_{s_{2}})/\lambda_{WL}. \quad (5.12) \]

Equation 5.11 neglects the effect of phase variations to the small magnitude compared to the measurement errors, or the WL wavelength of 86 cm for GPS L1/L2 observables [Laurichesse et al., 2014]. The fractional wide-lane satellite biases (WSBs) \( \hat{\mu}_{s} \) are provided by Centre National d’Etudes Spatiales (CNES) on a daily basis derived from a global station network [Loyer et al., 2012]. In addition, CNES also provides high-rate
values of the satellite phase offset, denoted as $c\hat{dt}^{s}$. Figure 5.1 illustrates the WSBs of two selected GPS satellites. Jumps in the WSB series of G03 in December 2014, and for G04 on November 2, 2015, are caused by reassignment of the pseudo-random noise (PRN) codes to a different spacecraft [Joint Space Operations Center, 2014, 2015b].

Finally, the ionosphere-free observation model can be formed by

$$p_{r,IF}^{s} = (\rho + \zeta_{r,IF}^{s}) + c(\hat{dt}_{r} - \hat{dt}^{s}) + c(d_{r,IF} - d_{IF}^{s}) + e_{IF}^{s},$$

$$\varphi_{r,IF}^{s} = (\rho + \zeta_{r,IF}^{s} + \lambda_{NL}^{s} + \mu_{r,IF}^{s}) + c(\hat{dt}_{r} - \hat{dt}^{s}) + \lambda_{NL}^{s}(\hat{N}_{r,1}^{s} + \frac{\lambda_{WL}^{s}}{\lambda_{2}^{s}}\hat{N}_{r,WL}^{s}) .$$

The term $e_{IF}^{s}$ aggregates combinations of the fractional phase biases and corresponds to the difference of code and phase clocks. Since this correction is not provided by the utilized CNES products it is neglected, which may result in slightly increased pseudorange residuals. The term

$$\hat{N}_{r,WL}^{s} = \frac{MW}{\lambda_{WL}} - \mu_{r,WL} + \hat{\mu}_{WL}^{s},$$

can be determined from the MW combination of the code and phase observations and given fractional satellite wide-lane ambiguities $\hat{\mu}_{WL}^{s}$. Following Equation 5.13, the next steps are pass-wise fixing of the wide-lane $\hat{N}_{r,WL}^{s}$ and $\hat{N}_{r,1}^{s}$ ambiguities.
5.1.3 Pass-Wise Ambiguity Fixing

Practically, the process of ambiguity estimation requires several steps based upon a pass-wise fixing strategy. Being $P$ the number of passes, first the pass-wise averaged Melbourne-Wübbena combinations are computed

$$m_P = \left( (\bar{M}\hat{w}_r')_P/\lambda_{WL} + \hat{\mu}_{WL} \right)$$

(5.15)

where the vector

$$(m_P) = (\hat{N}_{WL}^r)_P + \hat{\mu}_{WL} + \epsilon_{m,l}$$

(5.16)

is split up into pass-wise integer values, denoted by $\left( \hat{N}_{WL}^r \right)_P$, and fractional wide-lane biases of the receiver $\hat{\mu}_{WL}$. The term $\epsilon$ additionally considers residual errors, caused e.g. by receiver noise or multipath. Next, the pass-wise values of $\left( \hat{N}_{WL}^r \right)_P$ and $\hat{\mu}_{WL}$ are estimated using a rounding approach, relative to a selected reference pass [Montenbruck et al., 2017].

The estimated values form the basis of pass-wise $\hat{N}_{r,1}$ ambiguity estimation. For this purpose, float-valued carrier-phase range biases $B_P$ have to be estimated, which are based on the observation model

$$\rho_{s,IF}^r = (\rho + \xi_{s,IF}^r + c(\hat{d}_t^r - \tilde{d}_t^r) + c(d_{s,IF} - d_{IF}^s)$$

$$\varphi_{s,IF}^r = (\rho + \xi_{s,IF}^r + \lambda_{WL} \omega_{s}^r) + c(\hat{d}_t^r - \tilde{d}_t^r) - B_P$$

(5.17)

They correspond to the average difference between the ionosphere-free pseudorange and carrier phase observations, whereas $\hat{d}_t^r$ denotes the receiver clock, estimated in the float-ambiguity orbit determination.

Based on comparison with Equation 5.13, the bias $B_P$ of pass $P$ and the ambiguities are related via

$$-B_P = \lambda_{NL} (\hat{N}_{r,1}^s + \lambda_{WL} \hat{N}_{r,1}^s) + c(\hat{d}_t^r - \tilde{d}_t^r)$$

(5.18)

Estimating the pass-specific $N_{1,1}$ ambiguities in

$$b_P = (\hat{N}_{1,1}^r)_P + \tau$$

(5.19)
with the scaled clock difference
\[
\tau = e(\hat{d}_t - \tilde{d}_t)/\lambda_{WL}
\]
(5.20)

requires knowledge of the previously determined values of the float ambiguity \( B_p \) and the integer-constrained wide-lane ambiguity \( N_{WL} \)
\[
b_p = -B_p/\lambda_{NL} - \frac{\lambda_{WL}}{\lambda_2}(\hat{N}_{s,1}^{\tau})_p .
\]
(5.21)

There is only a slight variation of \( \tau \) between adjacent passes \( B \) and \( J \), and equation
\[
\Delta b_{P, J} = \Delta(\hat{N}_{s,1}^{\tau})_p + \Delta \epsilon_{b, P, J}
\]
(5.22)
is solved via simple integer rounding [Montenbruck et al., 2017; Freeden et al., 2010].

The residual errors in the differenced biases \( \Delta \epsilon_{b, P, J} \) require a conservative threshold of \( \leq 0.15 \text{cy} \) as used throughout the present study for accepting relative ambiguities between two passes. Estimating the \( \hat{N}_{s,1}^{\tau} \) ambiguities can now be performed. Details of the ambiguity fixing strategy are published in Montenbruck et al. [2017].

To summarize the integer ambiguity estimation, the following pre-conditions and steps are required: (1) availability of \( L_1 \) and \( L_2 \) GPS code and phase observations, as well as wide-lane satellite biases and clock offset solutions including the fractional phase biases. (2) Next, pass-wise Melbourne-Wübbena linear combinations are formed, and wide-lane ambiguities fixed. (3) \( N_1 \) ambiguity fixing is performed, based upon estimated float ambiguities of the ionosphere-free carrier phase combination and the previously determined wide-lane ambiguities.

### 5.2 Results

Results of GPS integer ambiguity-fixed reduced-dynamic orbit solutions of S-1A (2016), SWC (2014–2016), and TSX-1/TDX-1 (2012–2015) are discussed. Required wide-lane satellite biases and consistent satellite clock and orbit products are provided by CNES as high-rate (30 s) products. The applied reduced-dynamic orbit parameterization is identical to ID7, which considers enhanced dynamical models.
5.2.1 Performance Assessment

Figure 5.2 shows a GPS tracking statistic of the IGOR on TerraSAR-X. In total, all 31 operational GPS satellites are tracked during 24 hours with an average tracking pass length of 17 minutes. G24 is not transmitting signals, therefore no tracking data is available for that particular satellite [Joint Space Operations Center, 2015a].

The distribution of WL and $N_1$ residuals, i.e. of the differences between float and fixed wide-lane and $N_1$ ambiguities, is shown in Figure 5.3. For TSX-1, 99% of the wide-lane residuals are confined to less than $3\sigma = 0.19$ cy by magnitude, which enables a robust WL ambiguity fixing through integer rounding. Only two out of 659 passes exhibit wide-lane ambiguities outside $\pm 0.4$ cy. For Sentinel-1A, all of the available 403 passes exhibit wide-lane residuals of less than $3\sigma = 0.21$ cy by magnitude, which attests also the high applicability of integer rounding for wide-lane ambiguities. In total 500 passes are available at DOY 344/16 for Swarm-C, where all passes are below $3\sigma$ of 0.28 cy.

Corresponding $N_1$ fixing statistics are available in Figure 5.3, too. Out of 569 passes, approximately 86% of the $\Delta N_{1r}$ ambiguities passed the threshold of 0.15 cy for the relative ambiguity between two passes in case of TerraSAR-X. For S-1A, 84% out of 403 passes passed the threshold, for SWC, $N_1$ ambiguities were successfully fixed in 499 passes (out of 500).
Results

Fig. 5.3: Distribution of relative wide-lane (WL) and $N_1$ ambiguity residuals of TerraSAR-X (102/2015), Sentinel-1A (115/2016), and Swarm-C (344/2016). Gaussian distribution with the corresponding standard deviation is shown by the gray curve.

Time series of daily WL and $N_1$ ambiguity fixing rates are shown in Figure 5.4. The WL fixing rate is constantly at a high level of better than 98% for all three missions (cf. Table 5.1). The $N_1$ ambiguities are successfully resolved to 98% for TSX-1 and TSX-1, whereas the rate of SWC is slightly degraded with 96%. S-1A holds a fixing success rate of 99%. Performance differences in the resolving statistics are related to the tracking performance of the employed GPS receivers.

Resulting mean values of daily CP and PR residuals, as well as mean and standard deviation of empirical accelerations based on daily RMS values are available in Table 5.1. Compared to the float solutions ID7, the ambiguity-fixed solutions systematically exhibit slightly larger residuals. Except for TDX-1, the PR residuals are increased by about 1 cm (2%, float compared to integer), whereas the CP residuals exhibit a 1 mm increase, corresponding to 20%. These changes are induced by the fact that the ambiguity fixed solutions have less degree of freedom compared to the float solutions. In the float solutions, remaining modeling deficits can be compensated by the ambiguities. In addition, the applied PCV residual maps are identical, which applies ‘wrong’ corrections to the measurements (cf. Section 5.2.2).
Table 5.1: RDOD quality indicators and ambiguity fixing statistic. S-1A: 2016; SWC: 2014–2016; TSX/TDX-1: 2012 – 2015 (ID7), 2012–2017 (ID9). $\bar{x} \pm \sigma_x$.

<table>
<thead>
<tr>
<th>SC</th>
<th>ID</th>
<th>Pass fix. [%]</th>
<th>CP res. [mm]</th>
<th>PR res. [m]</th>
<th>Emp. acc. [nm/s$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>WL</td>
<td>N1</td>
<td>R</td>
<td>T</td>
</tr>
<tr>
<td>TSX-1</td>
<td>PSO</td>
<td>4.42±0.64</td>
<td>0.59±0.01</td>
<td>0.6±0.2</td>
<td>11.6±4.6</td>
</tr>
<tr>
<td>TSX-1</td>
<td>7</td>
<td>4.11±0.82</td>
<td>0.58±0.01</td>
<td>0.3±0.1</td>
<td>7.3±3.6</td>
</tr>
<tr>
<td>TSX-1</td>
<td>9</td>
<td>99.5</td>
<td>98.1</td>
<td>6.09±0.84</td>
<td>0.59±0.02</td>
</tr>
<tr>
<td>TDX-1</td>
<td>PSO</td>
<td>5.26±0.77</td>
<td>0.64±0.04</td>
<td>0.9±0.4</td>
<td>12.0±4.6</td>
</tr>
<tr>
<td>TDX-1</td>
<td>7</td>
<td>4.77±1.04</td>
<td>0.63±0.05</td>
<td>0.3±0.1</td>
<td>7.3±3.6</td>
</tr>
<tr>
<td>TDX-1</td>
<td>9</td>
<td>99.5</td>
<td>98.1</td>
<td>6.35±0.91</td>
<td>0.62±0.04</td>
</tr>
<tr>
<td>S-1A</td>
<td>7</td>
<td>6.02±8.22</td>
<td>0.54±0.11</td>
<td>0.9±0.2</td>
<td>9.7±3.3</td>
</tr>
<tr>
<td>S-1A</td>
<td>9</td>
<td>99.9</td>
<td>99.3</td>
<td>6.51±0.41</td>
<td>0.55±0.01</td>
</tr>
<tr>
<td>SWC</td>
<td>9</td>
<td>99.1</td>
<td>96.8</td>
<td>6.08±0.96</td>
<td>0.79±0.22</td>
</tr>
</tbody>
</table>

The empirical accelerations are not significantly impacted in radial direction, which corresponds to the strong contribution of the dynamic leveling. In addition, also the cross-track component does not show any significant reduction, meaning that the dynamical models already properly cover the effects in that direction. Only the along-track component shows a reduction of up to 2 nm/s$^2$ reduction, when applying ambiguity-fixed solutions.

Fig. 5.4: Rate of fixed wide-lane (WL) and final (N1) ambiguities.
For TDX-1, the changes in the empirical accelerations are in the same order of magnitude. For S-1A, there is a minor increase of $+1 \text{ nm/s}^2$ in the along- and cross-track component.

### 5.2.2 GPS Phase Center Variations

As shown in the previous section, GPS integer ambiguities change the empirical accelerations in along-track direction and lead to increased CP residuals, when applying default (float) PCVs. To assess the impact on the orbit solutions, the antenna phase patterns of TerraSAR-X are re-calibrated, using ID9 carrier phase residuals (2015 complete) as input for estimating the phase center variations. Estimating phase patterns is a step-wise approach where phase patterns are estimated from RDOD carrier phase residuals in an iterative loop (cf. Section 2.2.3). The standard phase patterns, which basically have

![Fig. 5.5: Comparison of a priori PSO (a) and estimated (b) phase patterns of the GPS antenna on TerraSAR-X.](image)

been employed for all PSOs of the TerraSAR-X spacecraft and are based on CP residuals from 30 days in January 2011, serve as basis for the calibration, and the fixed ID9 solutions. Based upon that solution, 12 daily CP residual files (with 30 days spacing,
observation step size 30 s) are introduced for phase pattern estimation. The derived pattern is then again used for estimating daily orbit solutions and carrier phase residuals in 2015. After in total 4 iterations, the carrier phase maps do not change significantly, and the iteration stops.

The introduced a priori (float), and the resulting (fixed) phase patterns are shown in Figure 5.5. The pattern on the left is the operational pattern, which has been estimated with the operational PSO models and without ambiguity fixing. The right pattern results from RDOD ID9 with updated models/applied integer ambiguity fixing. Both maps show similar characteristics with more pronounced amplitudes in case of the re-calibrated pattern. The pattern exhibits corrections up to 20 mm in nadir direction, and up to $-20$ mm for low elevations. Table 5.2 shows CP/PR residuals, empirical accelerations, and the orbit quality. The latter is assessed by SLR (the setup is kept constant during this thesis). The carrier phase residuals are reduced by 12% by estimating the phase patterns. The empirical accelerations do not show a significant change. The SLR residuals are kept at the level of $\pm 12$ mm. Of special interest are the SLR-based position offsets. They exhibit a mean shift of $-0.5$ mm in tangential direction, and $+0.6$ mm in cross-track, which coincides with the PCV pattern. Changes in the PCV pattern due to updated models and applied ambiguity fixing slightly shift the lateral components of the orbit solutions.

### 5.3 Detailed Validation and Comparison

Within this section, the previously introduced ambiguity-fixed orbit solutions are evaluated by SLR. For this purpose, TSX-1 and TDX-1 orbit solutions obtained from the 2012–2017 period are selection. In addition, ambiguity-fixed solutions of SWC (2014–2016) and S-1A (2016) are compared to the floating PSO solutions. The S-1A orbit

---

**Table 5.2:** TerraSAR-X orbit solutions with different iterations of satellite’s GPS antenna phase pattern estimation. Carrier phase and code residuals, empirical accelerations, SLR-derived monthly position estimates, and SLR residuals. All values as $\bar{x} \pm \sigma_x$. Time span: 2015.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>ID9</td>
<td>6.0 ± 1.09</td>
<td>0.58 ± 0.00</td>
<td>0.27</td>
<td>8.02</td>
<td>7.81</td>
<td>0.9 ± 11.8</td>
<td>1.8 ± 2.3</td>
</tr>
<tr>
<td>it1</td>
<td>5.68 ± 0.89</td>
<td>0.58 ± 0.01</td>
<td>0.28</td>
<td>8.05</td>
<td>7.91</td>
<td>0.8 ± 12.0</td>
<td>1.6 ± 2.1</td>
</tr>
<tr>
<td>it2</td>
<td>5.39 ± 0.60</td>
<td>0.58 ± 0.01</td>
<td>0.26</td>
<td>8.01</td>
<td>7.80</td>
<td>0.8 ± 11.8</td>
<td>1.7 ± 2.2</td>
</tr>
<tr>
<td>it3</td>
<td>5.36 ± 0.56</td>
<td>0.58 ± 0.01</td>
<td>0.26</td>
<td>8.01</td>
<td>7.79</td>
<td>0.8 ± 11.8</td>
<td>1.6 ± 2.2</td>
</tr>
</tbody>
</table>
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5.3.1 Satellite Laser Ranging and Orbit Comparison

Individual series of SLR residuals obtained from TSX-1 and TDX-1 float (PSO) and GPS ambiguity-fixed (ID9) solutions are available in Table 5.3. By example, the ILRS station Graz, Austria, exhibits no bias and a standard deviation of only 8 mm, whereas Mount Stromlo, Australia, shows a bias of 10 mm, along with a standard deviation of 12 mm for both orbit solutions. Offsets in station-wise SLR residuals hint to potential deficiencies in the knowledge of the SLR station coordinates and biases, as demonstrated in Arnold et al. [2018a].

Figure 5.6 shows SLR residuals obtained from the 2012–2017 period. The associated SLR results listed in Table 5.3 demonstrate a 17.5 mm to 11.4 mm consistency across the selected stations. Basically, the SLR residuals constitute a measure of the one-dimensional orbit error.

However, a simplified correlation to the associated 3-D position error is given by $\sigma_{\text{pos}} = \sqrt{3}\sigma_{\text{SLR}}$ [Arnold et al., 2018a]. Given the standard deviations of 17.5 mm and 11.4 mm, they translate to a 3-D position error of 30 mm and 20 mm for the mentioned solutions.

<table>
<thead>
<tr>
<th>Station</th>
<th>PSO</th>
<th>ID9</th>
<th>PSO</th>
<th>ID9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graz</td>
<td>9.966</td>
<td>2.7</td>
<td>0.7</td>
<td>3.9</td>
</tr>
<tr>
<td>Greenbelt</td>
<td>27.060</td>
<td>11.8</td>
<td>7.5</td>
<td>11.0</td>
</tr>
<tr>
<td>Haleakala</td>
<td>2.994</td>
<td>0.1</td>
<td>13.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Hartebeesthoeck</td>
<td>11.425</td>
<td>3.5</td>
<td>20.0</td>
<td>6.8</td>
</tr>
<tr>
<td>Herstmonceux</td>
<td>9.865</td>
<td>9.1</td>
<td>12.0</td>
<td>5.7</td>
</tr>
<tr>
<td>Matera</td>
<td>3.658</td>
<td>3.7</td>
<td>14.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Mount Stromlo</td>
<td>26.925</td>
<td>8.0</td>
<td>16.8</td>
<td>9.6</td>
</tr>
<tr>
<td>Potsdam</td>
<td>14.780</td>
<td>6.1</td>
<td>14.3</td>
<td>3.2</td>
</tr>
<tr>
<td>Wettzell</td>
<td>636</td>
<td>4.0</td>
<td>12.9</td>
<td>7.4</td>
</tr>
<tr>
<td>Yarragadee</td>
<td>74.533</td>
<td>0.8</td>
<td>16.3</td>
<td>4.9</td>
</tr>
<tr>
<td>Zimmerwald</td>
<td>22.825</td>
<td>4.0</td>
<td>12.9</td>
<td>2.4</td>
</tr>
</tbody>
</table>

| Total              | 204.667| 1.5  | 16.9 | 1.6  | 11.4 | 195.506| 1.6  | 17.5 | 1.2  | 12.5 |
Overall, the satellite laser ranging residuals obtained from ID9 result in a mean value of 1.6 mm and a standard deviation of 11.4 mm for TSX-1, which is similar to the TDX-1 solutions of 1.2 ± 12.5 mm. Compared to the results obtained with the precise science orbit products, the enhanced solutions show a 33% reduction of the standard deviation, which is clear evidence for the improvements achieved with this solution.

The impact of the ambiguity-fixed solutions (ID9) can be assessed by comparison to the float solutions (ID7). Satellite laser ranging residuals obtained from the aforementioned solutions and the PSOs are available in Table 5.4. While the ambiguity fixing causes a 5 mm decrease of the SLR residuals standard deviation, the mean is slightly increased by 1 mm. Overall, SLR residuals of 1.6 ± 11.4 mm, obtained from the 2012–2017 period for TSX-1, are the smallest ones. The obtained results are pretty similar for TDX-1, where the ambiguity-fixed solutions exhibit 1.2 ± 12.4 mm.

SLR residual time series are shown in Figure 5.6 for both the PSO and the ambiguity-fixed solutions. Except for short tracking outages due to certain mission campaigns, the series clearly reflect the reduced scatter in case of the ambiguity-fixed solutions. Whereas the PSO products show an increase in the standard deviation around the 2014 and 2015 winter seasons, the ambiguity-fixed solutions are free of any seasonal variations.

<table>
<thead>
<tr>
<th>SC</th>
<th>ID</th>
<th>SLR res.</th>
<th>SLR pos. est. [mm]</th>
<th>Ephemeris comparison [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>R</td>
<td>T</td>
</tr>
<tr>
<td>TSX-1</td>
<td>PSO</td>
<td>−1.5 ±16.9</td>
<td>−1.6 ±2.8</td>
<td>2.1 ±4.1</td>
</tr>
<tr>
<td>TSX-1</td>
<td>7</td>
<td>0.2 ±16.0</td>
<td>1.4 ±2.7</td>
<td>−0.8 ±4.3</td>
</tr>
<tr>
<td>TSX-1</td>
<td>9</td>
<td>1.6 ±11.4</td>
<td>2.4 ±2.7</td>
<td>0.4 ±3.2</td>
</tr>
<tr>
<td>TDX-1</td>
<td>PSO</td>
<td>−1.6 ±17.5</td>
<td>−2.3 ±3.4</td>
<td>2.7 ±3.4</td>
</tr>
<tr>
<td>TDX-1</td>
<td>7</td>
<td>−0.3 ±16.6</td>
<td>1.2 ±2.9</td>
<td>−0.2 ±3.6</td>
</tr>
<tr>
<td>TDX-1</td>
<td>9</td>
<td>1.2 ±12.5</td>
<td>1.5 ±3.1</td>
<td>1.8 ±2.7</td>
</tr>
<tr>
<td>S-1A</td>
<td>7</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>S-1A</td>
<td>9</td>
<td>−</td>
<td>−</td>
<td>−</td>
</tr>
<tr>
<td>SWC</td>
<td>PSO</td>
<td>−1.2 ±13.3</td>
<td>−2.2 ±3.0</td>
<td>1.0 ±3.4</td>
</tr>
<tr>
<td>SWC</td>
<td>9</td>
<td>0.5 ±11.1</td>
<td>0.3 ±2.5</td>
<td>2.0 ±2.6</td>
</tr>
</tbody>
</table>

For TSX-1 ambiguity fixed solutions in ID 9, the SLR-based monthly position offsets show a 1 mm shift in radial direction, compared to the float solutions in ID 7, whereas empirical accelerations are not affected (cf. Table 5.1). In along-track direction, the shift is in the same order of magnitude, whereas the cross-track component shows a 8.5 mm reduction to 0.5 ±1.9 mm (ID7 vs. ID9). Figure 5.7 shows time series of the SLR-based monthly position offsets. It clearly shows the reduced biases and systematics when introducing integer ambiguity fixing. According to Equation 4.1 the 8.5 mm cross-track offset correspond to an acceleration of −10.3 nm/s² in cross-track direction, which is more then twice the difference between cannon-ball and macro-model for SRP (cf. Figure 4.1). The orbit solution is clearly shifted (improved) in cross-track direction, but the corresponding empirical accelerations do not show any significant reduction. The weight of the observations is kept but the solutions profit from strong geometrical/kinematic constraints. Modeling deficits can not be compensated by the float ambiguities. Similar considerations hold for TDX-1, where the ambiguity-fixed solutions exhibit cross-track offsets of −0.1 ± 1.9 mm. Compared to the float RDOD solutions, the ambiguity-fixed RDOD solutions strongly constrain the estimated trajectory of the GPS antenna. Therefore, deficiencies in the assumed GPS antenna offset from the spacecraft’s COM might be the reason for the cross-track shift in ID7. A direct orbit comparison over 7 years shows mean differences of 8 mm in cross-track direction, which corresponds well to the satellite laser ranging results.
Fig. 5.7: SLR-derived monthly position estimates of TerraSAR-X and TanDEM-X; the numerical legend corresponds to the root-mean-square in mm.
Differences of orbit solutions are an important performance indicator for S-1A. Obtained from the 2016 period, the orbit differences of GPS integer vs. float solutions exhibit a mean value of +8 mm in cross-track direction, which is pretty similar to the TSX-1 change. In radial and along-track direction, the mean differences are below 2 mm and, therefore, not significant. The RMS is below 20 mm for all three components, whereas the largest standard deviation is in along-track direction with 19 mm.

SLR-based position offsets of Swarm-C are available in Figure 5.8. The induced changes by applied integer ambiguity fixing are below 3 mm and no systematics are observable in any component. According to the obtained SLR residuals, the ambiguity-fixed solutions exhibit $0.5 \pm 11.1$ mm, obtained from the 2014–2016 period. Compared to the official PSOs, this is an improvement of 2 mm in standard deviation, and 1.7 mm in mean.

GPS integer ambiguity fixing substantially improves the SLR-based offset estimation in cross-track direction of TSX-1/TDX-1. The dynamic model improvements in ID 7...
Table 5.5: SAR residuals ($\bar{x} \pm \sigma_x$ [mm]) and underlying number of data takes ($N_{dt}$) for the stations with corner reflectors of the TSX-1 and TDX-1 orbit validation, obtained from the 2012–2017 period.

<table>
<thead>
<tr>
<th>Station</th>
<th>TSX-1</th>
<th>TDX-1</th>
<th></th>
<th>TSX-1</th>
<th>TDX-1</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{dt}$</td>
<td>PSO</td>
<td>ID9</td>
<td>$N_{dt}$</td>
<td>PSO</td>
<td>ID9</td>
</tr>
<tr>
<td>Wettzell Range</td>
<td>235</td>
<td>-13.7 $\pm$ 13.1</td>
<td>-9.4 $\pm$ 10.3</td>
<td>66</td>
<td>-11.5 $\pm$ 12.9</td>
<td>-7.4 $\pm$ 8.1</td>
</tr>
<tr>
<td>O’Higgins Range</td>
<td>135</td>
<td>1.3 $\pm$ 16.3</td>
<td>1.9 $\pm$ 14.6</td>
<td>305</td>
<td>9.3 $\pm$ 15.7</td>
<td>7.6 $\pm$ 15.2</td>
</tr>
<tr>
<td>Metsähovi Range</td>
<td>178</td>
<td>-0.1 $\pm$ 11.2</td>
<td>0.3 $\pm$ 10.0</td>
<td>36</td>
<td>-0.4 $\pm$ 12.8</td>
<td>-0.3 $\pm$ 10.1</td>
</tr>
<tr>
<td>Wettzell Azimuth</td>
<td>235</td>
<td>10.7 $\pm$ 23.9</td>
<td>9.2 $\pm$ 21.9</td>
<td>66</td>
<td>5.2 $\pm$ 29.2</td>
<td>8.6 $\pm$ 24.6</td>
</tr>
<tr>
<td>O’Higgins Azimuth</td>
<td>135</td>
<td>18.0 $\pm$ 25.9</td>
<td>10.0 $\pm$ 23.7</td>
<td>305</td>
<td>-7.6 $\pm$ 28.2</td>
<td>0.1 $\pm$ 25.1</td>
</tr>
<tr>
<td>Metsähovi Azimuth</td>
<td>178</td>
<td>0.0 $\pm$ 17.6</td>
<td>0.0 $\pm$ 15.2</td>
<td>36</td>
<td>0.0 $\pm$ 18.2</td>
<td>0.0 $\pm$ 14.8</td>
</tr>
<tr>
<td>Total Range</td>
<td>548</td>
<td>-5.6 $\pm$ 15.1</td>
<td>-3.5 $\pm$ 12.5</td>
<td>407</td>
<td>5.1 $\pm$ 16.9</td>
<td>4.5 $\pm$ 14.9</td>
</tr>
<tr>
<td>Total Azimuth</td>
<td>548</td>
<td>9.0 $\pm$ 23.6</td>
<td>6.4 $\pm$ 20.9</td>
<td>407</td>
<td>-4.8 $\pm$ 28.0</td>
<td>1.4 $\pm$ 24.4</td>
</tr>
</tbody>
</table>

Only cause a slight decrease of 4 mm compared to the PSOs, the fixed solutions are show a 11 mm reduction. This result is valid for TSX-1, and TDX-1, too. Whereas the science orbit solutions clearly show time-dependent systematics, the enhanced dynamical models reduce the systematics. They almost totally vanish when fixing the GPS integer ambiguities. For SWC, and obtained from three years, the SLR residuals of the ambiguity-fixed solutions amount to 0.5 $\pm$ 11 mm, which is a 17% improvement compared to the PSOs. Again, the benefit is most pronounced for the cross-track component, which shows a 38% reduction of the RMS position offsets.

Due to the notably high quality of the ambiguity-fixed solutions, they can even be employed for identifying systematics in the SLR observations, as indicated in Montenbruck et al. [2017]. The only pre-conditions for this technique are GPS observations, which allow integer ambiguity resolution, the WSBs, and the availability of suitable GPS satellite clocks, and associated orbit products.

### 5.3.2 Radar Ranging

Measurements to corner cube reflectors are provided for the spacecraft TSX-1, TDX-1, and S-1A. For TSX-1 and TDX-1, the subsequent analysis comprises measurements to three, for Sentinel to six corner cube reflectors on ground. Generally, the residuals in azimuth and range as well as the corresponding timing information are provided by the Remote Sensing Technology Institute at the DLR.
For the SAR-based orbit validation, two independent sets of residuals can be analyzed, namely a set of residuals for the range and a set of residuals for the azimuth. Table 5.5 lists the results for both types of observations as well as for TSX-1 and TDX-1. The findings show a very good agreement regarding the standard deviations across the stations and the two orbit solutions tested. With the PSOs, the standard deviation of the SAR ranging is in the order of 15 mm, while for the ID9 solution, an improvement to 10 mm is obvious. Note that the standard deviations of the GARS O’Higgins range results are larger when compared to standard deviations obtained at the other station. Part of the explanation may be found in the different CCR sizes, i.e. 0.7 m versus 1.5 m. Small reflectors cause a drop in the range localization precision by approximately 5 mm [Hackel et al., 2018]. Moreover, there is a slight tendency towards the positive range for the TDX-1 range data of GARS O’Higgins between mid 2016 to mid 2017, which is present in both orbit solutions. The effect also has an impact on the mean and standard deviations computed for this site. The much sparser data of TSX-1 for OHG indicate a similar behavior; thus it might be related to the CCR installations at GARS O’Higgins, and it is also the reason why there is less improvement in the overall TDX-1 results and the improved orbit solution, because the data is dominated by the acquisitions at OHG. Note that the CCR at MET is selected for calibration of the SAR measurements [Hackel et al., 2018], which is the reason for small residuals.

Figure 5.9 provides a comprehensive view of all the SAR ranging residuals for the ambiguity-fixed (ID9) and the PSO orbit solutions. The reason for the small number of TSX-1 data and the lack of data for TDX-1 in the first year lies in the setup of the CCR sites. During the first year, only one reflector was available at Wettzell, Germany, which was covered solely by the TDX-1 spacecraft. In spite of the details discussed for the solutions of the individual CCR sites, these combined plots confirm the very good overall consistency of both TSX-1 and TDX-1, across the sites as well as the high quality of the improved ID9 orbit solution.

As stated in the previous section, SLR enables the estimation of monthly position offsets of the spacecraft. In principle, the SAR residuals in range and azimuth allow for the same position offset analysis. However, the permanently right-looking nature of the SAR instruments yields radar ranges that basically cover only one cross-direction of the orbit, for which the ranges have an angular separation of approximately 15 to 20 degrees. The advantage of measuring all the pass geometries and the considerably larger amount of tracking data enables the SLR to reliably determine the monthly position offsets for
all three directions with an estimated precision at the sub-millimeter level. In contrast, SAR residuals showed estimated precision for the cross-track and radial position offsets at the centimeter level, and a precision at the millimeter level for the along-track position offsets. Therefore, the SAR data is kept in the geometry of range and azimuth, but monthly averaging is applied to preserve the comparison with the SLR-based position offsets. Table 5.6 comprises the averaged values that are associated with the time series visualized in Figure 5.10. The corresponding SLR residuals are available in Table 5.4 and Figure 5.7.

Due to the observation geometry, the monthly SAR azimuth results are comparable to the monthly SLR-based position offsets in along-track direction. The comparison of both results indicate that the SLR along-track offsets are approximately 2–3 times more reliable than the 5–7 mm offsets found for SAR azimuth, but one should also take into account the large differences in the underlying data, namely about 2,000 NPs per month for the SLR versus the 5 to 10 SAR acquisitions per month at the CCR sites. Nevertheless, the improvement of the enhanced ambiguity-fixed orbit solutions is also clearly visible in the SAR azimuth offsets, especially in the mean value of TDX-1 that is reduced from −7.2 mm to 1.4 mm. The monthly SAR range offsets confirm the findings for the ID9 solutions. Both, mean and standard deviation are at the level of 10 mm. Note
Fig. 5.10: Series of monthly SAR residuals in range and azimuth for TerraSAR-X and TanDEM-X.
<table>
<thead>
<tr>
<th>SC ID</th>
<th>Range [mm]</th>
<th>Azimuth [mm]</th>
<th>Range offsets monthly [mm]</th>
<th>Azimuth offsets monthly [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>TSX-1 PSO</td>
<td>-5.6 ± 15.1</td>
<td>9.0 ± 23.6</td>
<td>-6.8 ± 8.2</td>
<td>6.7 ± 8.9</td>
</tr>
<tr>
<td>TSX-1 9</td>
<td>-3.5 ± 12.5</td>
<td>6.4 ± 20.9</td>
<td>-3.4 ± 6.9</td>
<td>5.4 ± 7.9</td>
</tr>
<tr>
<td>TDX-1 PSO</td>
<td>5.1 ± 16.9</td>
<td>4.5 ± 14.9</td>
<td>5.1 ± 10.6</td>
<td>-7.2 ± 12.6</td>
</tr>
<tr>
<td>TDX-1 9</td>
<td>-4.8 ± 28.0</td>
<td>1.4 ± 24.4</td>
<td>3.1 ± 8.3</td>
<td>1.4 ± 9.2</td>
</tr>
<tr>
<td>S-1A PSO</td>
<td>-</td>
<td>-</td>
<td>-0.4 ± 22.4</td>
<td>-5.8 ± 152.6</td>
</tr>
<tr>
<td>S-1A 9</td>
<td>-</td>
<td>-</td>
<td>0.0 ± 23.6</td>
<td>4.7 ± 151.0</td>
</tr>
</tbody>
</table>

that the slightly larger numbers for TDX-1 are due to the systematics in the OHG data during the years 2016 and 2017, which was already discussed in the previous section and can be seen once more in the Figure 5.10. In summary, both techniques agree in their monthly assessment of the TerraSAR-X orbit solutions.

Sentinel-1A For Sentinel-1A, a couple of constraints limit the capabilities of the SAR analysis. First, only the interferometric wide swath (250 km swath with $5 \times 20$ m resolution) standard products in Terrain Observation with Progressive scans SAR (TOPSAR) [Kubica et al., 2015] are available for this analysis which require relatively large corner cube reflectors to gain a high level of precision. Secondly, the radar image generation processing chain is currently under development and not in operational mode. The selected, largest corner cubes of Geoscience Australia have a corner length of 2 m, and 2.5 m. These conditions cause an increased standard deviation of range and azimuth, which basically makes a proper analysis difficult. Typically, all corner cubes of the Australian network are visible in one data take. Since the precision of the measurements is rather limited, Figure 5.11 illustrates the scatter of individual measurements by the error bars. Compared to TSX-1 and TDX-1, the level of range and azimuth residuals are one magnitude worse and it is not possible to clearly see any improvement through the orbit solutions.

Exploiting the SAR measurements for validating the satellite orbits offers a new, independent technique. Especially the relative easy setup of the corner cubes and their compact size theoretically allows a high density of reflectors which could also be employed for e.g. detecting plate tectonics. The only limitation is that the corner cubes fit to the SAR observation mode and wavelength and that the corner cubes require some maintenance (e.g. snow).
In summary, the combination of corner reflectors with reference coordinates and the orbit solution allows for the computation of residuals in range and azimuth using the radar measurements. The correction of the atmospheric path delay in the measurements and the modeling of the reference coordinates according to the geodetic conventions ensure accurate SAR-based residuals, which are also useful when testing different orbit solutions. Like in the case of SLR, the SAR residuals may be interpreted as orbital errors and can in principle be decomposed into radial, along-track and cross-track residuals. However, it has to be emphasized that the SAR provides only one range per pass, i.e. the range at the instant of zero-Doppler, and the corresponding azimuth is basically the along-track error, whereas the SLR enables the tracking of the entire pass.
Conclusions and Recommendations

6.1 Conclusions

The present study assesses the impact of refining the employed dynamical models and GPS processing techniques, aiming at a trade off between precise orbit solutions and the need of empirical accelerations. The benefit of using such models and techniques is assessed through different performance metrics including self-consistency tests, SLR, and radar ranging as an external validation technique.

For assessing the orbit solutions, and besides reduced-dynamic ‘internal’ quality indicators like scaling parameters or empirical accelerations, SLR serves as independent validation technique. SLR observations are also utilized to derive SLR-based position offsets of the spacecraft. In addition, radar measurements are used as independent validation technique. Model improvements basically include satellite macro models combined with improved solar/Earth radiation pressure and aerodynamic acceleration models. Integer ambiguity fixing is introduced to fully exploit the potential of the involved GPS measurements. The study comprises the missions Sentinel-1A, Swarm-C, and TerraSAR-X/TanDEM-X with an altitude of 450 km to 693 km.
Conclusions and Recommendations

Use of advanced atmospheric density models and the spacecraft macro model for atmospheric forces is found to slightly reduce the associated empirical accelerations but does not allow to entirely waive the estimation of such parameters. Updating the atmospheric density model from Jacchia-71G to NRLMSISE-00 led to a 1 nm/s² empirical acceleration reduction in along-track direction and slightly shifts the orbit solution in lateral direction by 2 mm, as assessed through the SLR-based monthly position offset estimates.

The present study makes use of a satellite macro model, which decomposes the real spacecraft shape in several plates, each with its own geometry and optical properties. Herein, the required information is provided by the spacecraft’s manufacturer. The derived model is then applied to compute radiation pressure accelerations in the reduced-dynamic approach.

With respect to radiation pressure, the macro model appears vital for a realistic description of ERP. In particular, it benefits the modeling of the radial ERP acceleration, which directly impacts the height leveling of the resulting orbit, and is such of key relevance for altimetry missions. The resulting orbit solutions of TerraSAR-X show a significantly reduced SLR bias from −1.6 mm to 0.2 mm. This largely corresponds to an acceleration of 10 nm/s², which is the pure contribution of Earth radiation pressure. In addition, also the SLR-based position offsets show a shift of 2 mm in radial, and cross-track direction.

The quality of involved GPS microwave observations heavily depends on the ionosphere, and associated effects. Generally, first-order ionospheric effects are eliminated by the ionosphere-free linear combination. Assessing higher-order ionospheric effects and their impact on the orbit solutions showed, that they do not influence the solutions in a significant matter.

The full potential of the GPS phase observations is exploited by estimating carrier phase ambiguities as float parameters and discarding their integer nature. It is shown that resolving the float ambiguities and fixing them to integers notably improves the resulting orbit solutions. Compared to the operational science orbits of TerraSAR-X, the ambiguity-fixed solutions exhibit a significantly improved cross-track offset, which decreases from −12.2 mm in case of the standard orbits, down to 0.8 mm in terms of SLR-based position offsets. Especially the cross-track component appears to be totally free of any systematical effects. The SLR residuals itself are reduced from 17.6 mm to 12.1 mm (RMS), which is 4 mm better then the best refined dynamical solution with floating ambiguities. Moreover, the ambiguity-fixed solutions also exhibit a much better
Recommendations for Precise Orbit Determination

6.2 Recommendations for Precise Orbit Determination

As assessed through the present study for low Earth orbiters and combined with the chosen reduced-dynamic orbit determination approach, utilization of modern gravity and ocean tide models improves the orbit solutions. The satellite macro model in combination with the Earth radiation pressure modeling further improves the radial leveling of the resulting solutions.

However, getting reliable information for macro model generation is of vital importance for the macro model generation. Especially the required optical properties in infrared and visual spectra, which are individual for each satellite plate, are hard to obtain and
Conclusions and Recommendations

Depend on input from the satellite manufacturer. The assumed 10\% uncertainty in the derived optical coefficients can be well absorbed by the associated scaling parameters.

A significantly improved lateral leveling can be achieved by GPS integer ambiguity fixing, which fully exploits the potential of GPS carrier phase measurements in the reduced-dynamic approach. Due to less degrees of freedom, it is recommended to combine the ambiguity fixing with enhanced non-gravitational force models.

6.3 Outlook for Further Research

With respect to the macro model, an assessment of shadowing effects, thermal effects, and aging of optical properties would be of interest. For shadow, the macro model builds the basis for vector line-of-sight computations, also known as ray-tracing. Studies have already demonstrated the effect of such models, especially for spacecraft with huge solar arrays [Ziebart, 2001].

The thermal effects are pretty complex and require thermal models. As an example, the solar arrays collect energy up to several kW, which needs to be emitted in any form of radiation. Simple considerations are also available in the present study (thermal re-radiation of absorbed radiation), but complex thermal models are not considered since they require knowledge of heat dissipation and thermal control in the satellite’s interior. In addition, an assessment of aging effects of the materials on the satellite surface, might be interesting. Wernham [2013] demonstrates that coated surfaces change their reflectivity up to 50\% during their life (BOL to EOL). Detailed studies on estimating the optical coefficients would be an interesting continuation of the present study.

Next, the focus is on the ambiguity-fixed orbit solutions. In the presented approach, required satellite clocks and wide-lane biases are published by CNES. However, also other agencies like the Jet Propulsion Laboratory (JPL) or the CODE [Arnold et al., 2018b] distribute such auxiliary data. An inter-agency comparison of the products and derived ambiguity-fixed orbit solutions would help to validate the products and to understand the remaining empirical accelerations.
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List of Acronyms

Airbus DS  Airbus Defence and Space
ANTEX  antenna exchange
ARP  antenna reference point
ATCS  active thermal control system
AU  astronomical unit

BOL  begin of lifetime

CAD  computer-aided design
cbl  cannon-ball
CCR  corner cube reflector
CERES  Clouds and Earth’s Radiant Energy System
CESS  coarse Earth Sun sensors
CHAMP  CHAllenging Minisatellite Payload
CIRA-72  COSPAR International Reference Atmosphere 1972
CIRA-86  COSPAR International Reference Atmosphere 1986
CNES  Centre National d’Études Spatiales
CODE  Center for Orbit Determination in Europe
COM  center of mass
COSPAR  Committee On Space Research
CP  carrier phase
CPOD  Copernicus POD
CSR  Center for Space Research

DD  double-difference
dem  digital elevation model
DLR  Deutsches Zentrum für Luft- und Raumfahrt
DOY  day of year
DTM  Drag Temperature Model
DTM 2012  Drag Temperature Model 2012
DTM 2013  Drag Temperature Model 2013
Acronyms

- **EOL** end of lifetime
- **EOP** Earth orientation parameter
- **ERP** Earth radiation pressure
- **ERS-1** European Remote Sensing Satellite 1
- **ESA** European Space Agency
- **EUV** extreme ultraviolet

- **F_{10.7}** Flux 10.7 cm
- **FES2004** Finite Element Solution 2004

- **GARS** German Antarctic Receiving Station
- **GFZ** Deutsches GeoForschungsZentrum
- **GHORS** GNSS High Precision Orbit Determination Software Tools
- **GMES** Global Monitoring for Environment and Security
- **GMV** Grupo Mecánica del Vuelo
- **GNSS** Global Navigation Satellite System
- **GOCE** Gravity field and steady-state Ocean Circulation Explorer
- **GOCO03s** Gravity Observation COmbination 03s
- **GPS** Global Positioning System
- **GRACE** Gravity Recovery And Climate Experiment
- **GSOC** German Space Operations Center

- **H** Hydrogen
- **He** Helium
- **HWM-07** Horizontal Wind Model 2007

- **ID** identification
- **IERS** International Earth Rotation and Reference Systems Service
- **IF** ionosphere-free
- **IGOR** integrated geodetic and occultation receiver
- **IGRF-12** International Geomagnetic Reference Field 12
- **IGS** International GNSS Service
- **ILRS** International Laser Ranging Service
- **IR** infrared

- **JPL** Jet Propulsion Laboratory

- **LCT** laser communication terminal
- **LEO** low Earth orbit
- **LEOP** launch and early orbit phase
- **LRR** laser retro reflector

- **mac** macro
- **MagSat** Magnetic Field Satellite
- **MET** Metsähovi
- **MetOp** Meteorological Operational Satellite
- **MLI** multilayer insulation
- **MSIS** Mass Spectrometer Incoherent Scatter
Acronyms

MW  Melbourne-Wübbena

N  normal/cross-track
N$_2$  molecular nitrogen
NASA  National Aeronautics and Space Administration
NL  narrow-lane
NOAA  National Oceanic and Atmospheric Administration
NP  normal point
NRL  US Naval Research Observatory
NRLMSISE-00  US Naval Research Laboratory Mass Spectrometer and Incoherent Scatter Radar 2000

O  atomic oxygen
O$_2$  molecular oxygen
OHG  O’Higgins
OSR  optical solar reflector

PCO  phase center offset
PCV  phase center variation
PEC  patch excited cup
POD  precise orbit determination
PR  pseudorange
PRIMA  Piattaforma Riconfigurabile Italiana Multi-Applicativa
PRR  pseudo-random noise
PTCS  precise science orbit
PSO  passive thermal control system
PWU  phase wind up

R  radial
RDOD  reduced-dynamic orbit determination
RMS  root mean square
RTN  radial, tangential, and normal
RUAG  RüstungsUnternehmen-AktienGesellschaft

S-1A  Sentinel-1A
SAC-C  Satélite de Aplicaciones Científicas-C
SAR  Synthetic Aperture Radar
SCR  signal-to-clutter ratio
SFU  solar flux units
SLR  satellite laser ranging
SMM  Solar Maximum Mission
snt  Sentman
SOHO  Solar and Heliospheric Observatory
SPWC  SPace Weather Center
SRP  solar radiation pressure
SRTM  Shuttle Radar Topography Mission
SWC  Swarm-C

T  tangential/along-track
Acronyms

\textbf{T/P} Topex/Poseidon
\textbf{TDX-1} TanDEM-X
\textbf{TEC} total electron content
\textbf{TOA} top of atmosphere
\textbf{TOPSAR} Terrain Observation with Progressive scans SAR
\textbf{TOR} tracking, occultation, and ranging
\textbf{TSX-1} TerraSAR-X
\textbf{TUM} Technische Universität München

\textbf{UT} universal time
\textbf{UTC} universal time coordinated

\textbf{VIS} visual

\textbf{WL} wide-lane
\textbf{WSB} wide-lane satellite bias
\textbf{WTZ} Wettzell
# List of Symbols

## Greek letters
- $\alpha$: absorption
- $\delta$: diffusive reflection
- $\epsilon$: emissivity
- $\Gamma$: accommodation coefficient
- $\gamma$: scaling factor
- $\kappa$: density
- $\lambda$: wavelength
- $\mu$: specularity
- $\nu$: reflectivity
- $\omega$: phase wind-up
- $\varphi$: carrier phase
- $\sigma$: angular speed
- $\rho$: specular reflection
- $\psi$: geometric range
- $\theta$: angle btw. normal and incident
- $\xi$: pseudorange PCO/PCV correction
- $\zeta$: carrier phase PCO/PCV correction

## Roman letters
- $A$: area (size)
- $ap$: geomagnetic index
- $c$: speed of light
- $C_D$: aerodynamic scaling coefficient
- $C_E$: ERP scaling coefficient
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\(C_R\)  
\(e\)  
\(I\)  
\(i\)  
\(j\)  
\(k\)  
\(k_p\)  
\(L_1\)  
\(L_2\)  
\(M\)  
\(m\)  
\(N_A\)  
\(n\)  
\(N_1\)  
\(P\)  
\(p\)  
\(r\)  
\(S\)  
\(g\)  
\(t\)  
\(v\)  
\(\oplus\)  
\(\odot\)

SRP scaling coefficient  
unit vector  
code delay and phase advance  
counter  
atmospheric constituents  
Boltzmann constant  
geomagnetic index  
carrier phase 1  
carrier phase 2  
molecular weight  
mass  
Avogadro constant  
normal vector  
\(L_1\) ambiguities  
pass number  
pseudorange  
position vector  
speed ratio  
gravitational acceleration  
time  
velocity vector  
Earth  
Sun
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