PHYSIK-DEPARTMENT

Optical Purification Study of the
LAB-based Liquid Scintillator for
the JUNO Experiment

DISSERTATION

von

SABRINA MELANIE FRANKE

TUTI

TECHNISCHE UNIVERSITAT M UNCHEN






TECHNISCHE UNIVERSITAT MUNCHEN

Physik-Department
Lehrstuhl fur Experimentalphysik und Astroteilchenphysik
Prof. Dr. Lothar Oberauer

Optical Purification Study of the
LAB-based Liquid Scintillator for
the JUNO Experiment

Sabrina Melanie Franke

Vollstandiger Abdruck der von der Fakultat fir Physik der Technischen Universitat
Miinchen zur Erlangung des akademischen Grades eines

Doktors der Naturwissenschaften (Dr. rer. nat.)

genehmigten Dissertation.

Vorsitzender: apl. Prof. Dr. Norbert Kaiser
Priifer der Dissertation: 1. Prof. Dr. Lothar Oberauer
2. apl. Prof. Dr. Andreas Ulrich

Die Dissertation wurde am 23.10.2018 bei der Technischen Universitdt Miunchen
eingereicht und durch die Fakultéat fiir Physik am 30.04.2019 angenommen.






Zusammenfassung

Das primare Ziel des JUNO Experiments ist die Bestimmung der Neutrinomassen-
hierarchie mit Hilfe eines 20 kt umfassenden Neutrinodetektors, basierend auf der
Fliissigszintillator-Technologie.

Zur Bestimmung des Typs der Neutrinomassenhierarchie wird eine Energieauflosung
von mindestens 3 % bei einer Energie von 1 MeV benoétigt. Um das zu erreichen, muss
die Abschwéchlinge mehr als 20m bei einer Wellenldnge von 430 nm haben.

Der JUNO Szintillator wird aus drei Komponenten bestehen: dem eigentlichen Szin-
tillator LAB und zwei Fluoren in den Konzentrationen 3g/l PPO und 15mg/l
BisMSB. Die optischen Eigenschaften von LAB wurden bisher mit handelsiibli-
chen UV /Vis Spektrometern und Kiivettenldngen von maximal 10cm gemessen.
Dies fiihrt zu absoluten Unsicherheiten in der selben Groflenordnung wie die Ab-
schwachlangen selbst. Im Rahmen dieser Doktorarbeit wurde ein Experiment ent-
wickelt, welches die Abschwéchung von Licht in fliissigen Medien bis zu einer Lénge
von 2.0 m misst, genannt das Precision Attenuation Length Measurement (PALM)
Experiment. Messungen zeigten zeitliche Intensitatenschwankungen von 0.25 %. Die
grofite systematische Unsicherheit ist gegeben durch vorhandene Vibrationen, welche
von der Laborumgebung in das Experiment gelangen. Optimierungen zur Vibrati-
onsdampfung wurden vorgenommen und ermoglichten die Vermessung verschiedener
LAB Proben im Experiment, welche als mogliche Ausgangsmaterialen fiir den JU-
NO Szintillator in Erwégung gezogen werden. Zum ersten Mal ist es moglich, abso-
lute Werte fiir die positive Wirkung einer Reinigungsmethode mit Aluminiumoxiden
auf die Abschwéichliange von LAB anzugeben. Des Weiteren wird zum ersten Mal
nachgewiesen, dass das in mehreren Schritten aufwendig gereinigte LAB von einer
anfanglichen Abschwéchlange von 14.92 4+ 0.74 m auf 28.07 & 2.94 m aufbereitet wer-
den konnte.

Im zweiten Teil der Arbeit wurde ein neuartiges Experiment zur Bestimmung der Le-
bensdauer von Positronium im Dreikomponentenszintillator von JUNO entwickelt.
Da der inverse 3-Zerfall die dominante Nachweisreaktion in JUNO ist, verzerren ent-
stehende, langlebigere Positronium-Zustéinde die zeitliche Koinzidenz zwischen der
Energieabgabe des Positrons an die Szintillatormolekiile und dem Entstehen der bei-
den 511 keV-v bei dessen Annihilation. Um diesen Einfluss genau zu vermessen, wur-
de das Positronium Lifetime Determination (PoLiDe) Experiment im Rahmen dieser
Arbeit entwickelt und ist in der Lage, die Lebensdauer der Positronium-Zusténde
im JUNO Fliissigszintillator zu bestimmen. Dafiir nutzt es eine Koinzidenz zwischen
drei Signalen, was einen grofler Unterschied zu den typischen Positron Annihilation
Lifetime Spectra (PALS) Experimenten darstellt. Ein erstes Ergebnis fir die Le-
bensdauer von Ortho-Positronium (o-Ps) im JUNO-Szintillator ist 2.97 £+ 0.04ns,
wobei eine statistische Unsicherheit angegeben ist.






Abstract

The primary goal of the JUNO experiment is the determination of the type of the
neutrino mass hierarchy with a 20kt liquid scintillator based neutrino detector. To
determine the mass hierarchy, an energy resolution of at least 3% at 1MeV is re-
quired. To achieve this resolution an attenuation length of more than 20 m at 430 nm
has to be achieved. The favored three component scintillator is based on LAB, with
3g/1 PPO and 15 mg/] Bis-MSB as wavelength shifters. Measurements of the opti-
cal properties of LAB have been performed with UV /Vis spectrometers and cuvette
lengths of 10cm so far, which result in total uncertainties in the same order of
magnitude as the attenuation length. To obtain precise measurements, the Preci-
sion Attenuation Length Measurement (PALM) experiment with light path lengths
up to 2.0m is built in the framework of this work. Furthermore, characterization
measurements reveal a time stability of 0.25 % of the setup. The main source of sys-
tematic uncertainty is the presence of vibrations, which are coupled into the sample
tube from the surroundings. The setup is optimized for vibration suppression and
several favored LAB samples are measured in PALM. For the first time, absolute
attenuation length values for the positive effect of a two step aluminum oxide pu-
rification technique, applied to LAB, are determined. Furthermore, it is found, that
the attenuation length of the favored LAB can be improved from 14.92 4+ 0.74m to
28.07+2.94m at a wavelength of 430 nm after applying several purification steps.
A second part of this work is the development of a new experiment for the determi-
nation of the positronium lifetime in the JUNO scintillator. Due to the fact, that
the inverse §-decay is the dominant detection channel in JUNO, the production of
positronium states distorts the time coincidence between the energy deposition of
the positron and the 511keV ~ of its annihilation and therefore, the Positronium
Lifetime Determination (PoLiDe) experiment is developed and built. Its purpose is
the determination of the positronium lifetimes in the JUNO scintillator mixture and
it uses a triple coincidence for a sufficient background rejection, which is, amongst
others, a major difference to common Positron Annihilation Lifetime Spectra (PALS)
experiments. A first result for the lifetime of ortho-positronium (o-Ps) in the final
JUNO scintillator with its statistical uncertainty is determined to be 2.97 £ 0.04 ns.
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1 Chapter 1
Introduction into neutrino
physics

During the 1930’s, W. Pauli was studying the energy spectrum of the radioactive
[-decay [Paul30]. Although this reaction was explained as a two body decay that
time, the detected energy was not discrete as expected, but continuous. To conserve
energy and momentum, he postulated a third particle called “neutron”, carrying the
missing energy and momentum [Paul30]. This hypothetic particle also had to be
electrically neutral with a mass in the same order as electrons and less than 0.01
times the mass of a proton as well as with spin 1/2. Furthermore, it had to have
a finite but small magnetic moment of 107'* ecm [Paul30][Fuk08]. Pauli, at this
time, was not sure if such a particle could ever be detected. After the discovery of
a new electrically neutral particle also named neutron by Chadwick, the postulated
particle from Pauli got a new name by Enrico Fermi in 1932: the neutrino. In 1956,
25 years after its postulation, Reines and Cowan detected the first neutrino particle,
the electron antineutrino v; with a reactor neutrino experiment using the inverse [
decay [Reib6]. They calculated the resulting cross section for the interaction of a
neutrino with their detector to be o = (1.1 & 0.3)-107 cm? [Sch97]. Reines was
awarded with the nobel price for this discovery in 1995. A second neutrino parti-
cle was found with the accelerator based Brookhaven neutrino experiment in 1963,
called the muon neutrino v, [Dan62]. In 2000, the DONUT experiment discovered
the third neutrino type v,[Don01].

The neutrinos are embedded in the standard model theory as massless, uncharged
fermions with spin 1/2. They are classified as leptons with negative helicity and are
only interacting via weak interaction [Bil12b]. The theory classifies three groups of
leptons, ordered by their masses. The different neutrino flavors are ordered into the
lepton group with increasing masses as:

11



12 CHAPTER 1. INTRODUCTION INTO NEUTRINO PHYSICS

() 2)(C) =

In 1956, first hints for an incomplete description of the standard model arised. R.
Davis found discrepancies between the predicted and the measured solar neutrino
flux with his radiochemical Homestake experiment, as did other experiments after
him, too [Gno05] [SuK98] [Sag02]. This discrepancy could be solved by giving
the neutrinos a mass, contradicting to the standard model, which would lead to
a phenomenon called neutrino oscillations. Due to a nonzero mass, there is the
possibility for a flavor change between the three neutrino flavors. This fact was
confirmed by the Superkamiokande[SuK98] and SNO[Sno02] experiments and was
awarded with the Nobel price in 2015 [Nob15].

1.1 Neutrino oscillations in vacuum

Assuming that neutrinos are weakly interacting particles, it implies a theoretical
description with flavor and mass eigenstates. Based on the assumption of three
different neutrino types called flavors, the different flavor eigenstates |v,), with o €
(e,u, 7) and (v3|va) = dap, and also mass eigenstates |v;), with i €(1, 2, 3) and
(vjlv;) = d;i , the flavor eigenstates are a coherent superposition of the orthonormal
mass eigenstates. This can be described as [Bill2a]:

va) = ani Vi) (1.2)

with U the mixing matrix. This is due to the fact, that mass and flavor eigenstates
are not equal. The approach was investigated by Pontecorvo, Maki, Nakagawa and
Sakata (PMNS), similar to the mixing matrix in the quark sector [Mak62]. The
mixing matrix has n? parameters and 2n-1 relative phases [Sch97]. For the case of
three different neutrino flavor eigenstates!, three mixing angles, one CP-violating
phase 6 and two Majorana phases aq, s as parameters. The mixing matrix U can
be written in the form:

Uel UeZ U63
U=|Un Us U (1.3)
UTl U7'2 UT3

For the antiparticles, the matrix is complex conjugated. The PMNS matrix can be
written as a multiplication of three rotation matrices and reduces to a form

0

C12C13 $12C13 S13€
_ is i5
U = | —s12c23 — C12523513€"°  C12C23 — S12523513€" S93C13 (1.4)
i6 @0
5128523 — C12€23513€ —C12523 — 512€23513€ C23C13

IThe number of flavors is determined experimentally by the measurement of the Z-boson width
from studies of their production during e*e~collisions. For further detail see [Oli15].

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
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1.1. NEUTRINO OSCILLATIONS IN VACUUM 13

with s;; and c¢;;, standing for sin(©;;) and cos(0;;), after neglecting the Majorana
phases. This can be done because the neutrino oscillation probability is the same
for both Dirac and Majorana neutrinos [Akh00)].

For a neutrino with flavor v,, produced in a weak interaction at t=0s, the time
propagation of the flavor eigenstate can be written as?

va(t)) = e |4 (0)) (1.5)

In the ultrarelativistic case, the energy of a neutrino with momentum p, mass m;
and energy

can be approximated to (m; < p, p ~ E;)
2
ms:
Pty (1.7)

With the mass eigenstate system, the time propagation of the neutrino flavor v, is

3
e (t)) = Z U,.e Fit

=1

;(0)) . (1.8)
The transition probability is given by the absolute squared transition amplitude A:

Py = |Aasss)?. (1.9)

The transition amplitude is a projection of the time propagated neutrino state |v,)
to the state (vg| [Sch97]

Aamsy = (vsla) - (1.10)
This leads to a transition amplitude for the transition from the flavor state v, into
Vg:

3 ,m?L
Aaop(t) =) UaiUge™' 28 (1.11)
i=1
where the approximation L ~ t is used. The baseline L is the distance between
the neutrino source and the detector. By comparing the transition amplitudes of

neutrino and antineutrino states, it is found that
Assp = Apoa # Aassp (1.12)

due to the CPT theorem?®. The left handed neutrino is mathematically transformed
in a right handed antineutrino. Looking at the PMNS matrix, it can be seen that
for the phase ¢ being zero, all transition amplitudes in equation 1.12 are the same.

2In the following natural units are used.

3(C-charge conjugation, P-parity, T-time inversion. The neutrino state is changed into an antineu-
trino state by C, the parity flips the helicity of the particle and the time inversion changes the
direction of the transition in theory [Sch97].
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14 CHAPTER 1. INTRODUCTION INTO NEUTRINO PHYSICS

This would mean that the CP violation is non existent. As a consequence, CP
violation can be checked by comparing the oscillations between a flavor o and 3 and
their inversed transitions [Sch97]. The transition probability can be expressed by
the amplitudes as described in formula 1.9
N 2
Prosy = g0 + 3 UsiUni(e” P58 1) (1.13)
i=1

for dm?; = m? - m3 and E the neutrino energy. For three neutrino flavors, there are
three squared mass differences, where two are independent:

dm3, = m3 —m3; (1.14)
dm3, =m3 — m2. (1.15)

The third squared mass difference is given by the others
dm3, = dm3, — dm3,. (1.16)

Finally, the probability for a flavor change can be determined:
(mZP-m)L
Pyosiy = 0o — 2Re S UniU2,UsUgs[L — e 28 | (1.17)
g>i

The factor % is important for neutrino experiments. It can be seen, that for zero
squared mass differences, no neutrino flavor oscillations are taking place. Due to
the fact, that neutrino oscillations have been confirmed?, it is clear that at least one
of the squared mass differences is nonzero, leading to the fact that also at least one
neutrino mass eigenstate is nonzero, too.
The survival probability for a neutrino produced and staying in flavor « after prop-
agating with time can be calculated to be

P, .=1- Z P, (1.18)
ie{B}

Table 1.1 shows the current values for the neutrino oscillation parameters [Olil5].

1.2 Two flavor case

With respect to current experimental data, the reduction to a two neutrino oscil-
lation framework is a good approximation of the neutrino mixing for some experi-
mental approaches [Olil5]. For two different neutrino flavors, the PMNS matrix is
reduced to a 2 x 2 matrix of the form of a rotation matrix with the mixing angle 6:

[ cos(8) sin(0)
U_<—sz'n(9) cos(9)> (1.19)

4The first hint for neutrino oscillations was found by R. Davis in 1956 and was confirmed by the
SNO and SuperKamiokande experiment. Both collaboration spokesmen A. McDonald and T.
Kajita were awarded with the Nobel price of physics in 2015 for this achievement [Nob15].

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
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1.3. NEUTRINO MASS HIERARCHY 15

parameter value

sin’(Oa;3) 0.51 (NH) / 0.50 (IH) % 0.04
sin?(O13) (2.10 + 0.11) - 1072 (averaged)
dm?, (7.53 £ 0.18) - 1075 eV?

dm3, (2.52 (NH) / 2.45 (IH) + 0.05) - 1073 eV?

Table 1.1: Current neutrino oscillation parameter values, taken from [Olil5]. Note
that for sin?(©,3) and dm3, values for normal (NH) and inverted hierarchy
(IH) are given, due to the unknown sign of the squared mass difference,
see section 1.3. Also note that for sin?(©3) an averaged value is given.
For further details see [Olil5].

With respect to the approximation (1.7) and the ultrarelativistic case, the transition
probability of a neutrino, changing its flavor into another is given by [Akh00]

Am2L>

(1.20)

p — in2(20) - sin?
(Vo — vp) = sin”(20) - sin < o

and the survival probability of a given flavor is 1 — P(v, — v3). This case is often
used to describe the transition between v, into v, neutrinos, which is the case for
reactor neutrino experiments with short distances L (< 5km) [Olil5].

1.3 Neutrino mass hierarchy

The absolute values of the neutrino mass eigenstates are not known, but the deter-
mination of the squared mass differences has been investigated over the last years.
From solar and reactor neutrino experiments, the squared mass difference dm?, is
determined to be dm?, = +(7.53 £ 0.18) - 1072 eV? | using the MSW? effect. With
definition of the squared mass difference, it is clear that the mass eigenstate 1,
has more mass than vy [Olil4]. Combining measurements of atmospheric neutrino
and long baseline accelerator experiments, a value® dm3, = (2.44 £ 0.06) - 1073 eV?
[O1i15]. Due to the fact, that the sign of dm32, is not known, there are two possi-
bilities for arranging the mass eigenstates. For a positive sign, the mass eigenstate
v3 has more mass than vy. This configuration is called the normal hierarchy. The
inverted hierarchy configuration is defined for a negative sign of dm2,, where v3 has
less mass than the other two neutrino mass eigenstates. Fig. 1.1 shows both the
normal and the inverted hierarchy of the neutrinos. Each mass eigenstate (v, vs, 3)
is a linear superposition of the three neutrino flavor eigenstates (ve, v, v;), which
is indicated by the three different colors of each mass eigenstate.

5The Mikheyev-Smirnov-Wolfenstein-effect is the resonance enhancement of the neutrino oscilla-
tion probability due to matter effects for neutrinos traveling through matter. Refer to [Akh00].

6The experimental data used for this values are from SuperK, T2K and MINOS and summarized
in [Oli14].
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16 CHAPTER 1. INTRODUCTION INTO NEUTRINO PHYSICS

2
Am,,

Amy,

2 normal hierarchy inverted hierarchy

Vv,
- N B~

Figure 1.1: Sketch of the normal and inverted mass hierarchy for the neutrino mass
eigenstates. The mass eigenstates are different mixtures of the flavor
eigenstates v,, v, 1. For the neutrino mass eigenstates it is known
that v; < 1. Also the absolute value between mass eigenstate v and v3
is known, but not the sign. Therefore two different mass orderings are
possible.
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1.3. NEUTRINO MASS HIERARCHY 17

Comparing the values of both determined squared mass differences dm3, and dm?,,
the squared mass difference dm?, can be calculated and it can be seen, that

dm3i, ~ dmi, =: 6m?, .. (1.21)
Because of the fact that the oscillation length is given by the squared mass differ-
ences and the oscillation amplitude by the mixing angles, the comparison reveals
two different scales of oscillation lengths. dm?, . describes an oscillation in the or-
der of 10 m per MeV, whereas dm?, determines an oscillation length in the order of
10° m per MeV 7. This fact leads to an oscillation dominated by dm?, with a second
oscillation from dm?,, ..
In principle there are different ways to determine the neutrino mass hierarchy exper-
imentally [ZhaO8a]. Precision measurements of the squared mass differences |dm3,|
and |0m3,;| would determine the mass hierarchy, but this is very difficult since the
dm3, is very small compared to the others, which makes a measurement precision
of more than 3 % necessary. The MSW effect, a resonance enhancement of the os-
cillation probability in matter, may amplify the effects of the mass hierarchy for
experiments with baselines in the order of several hundreds of kilometers. Such
experiments can only be performed with huge detectors and accelerator based neu-
trino beams. Accelerator based long baseline experiments like T2K [Men06], T2KK
[Hag07] and NOvA [Men05] use muon neutrino (antineutrino) beams to detect the
Ve or U, appearance [Zha08a]. This approach of the neutrino mass hierarchy deter-
mination is challenging, because the CP-violating phase is mixed into the hierarchy
information for this measurement method. These can be suppressed by using a spe-
cial baseline of around 7,000 km, but would need a very intensive neutrino source,
which is not available in the near future [Zha08a].

Atmospheric neutrinos as neutrino source with energies of E ~ 1 GeV have distances
in the region of 10* km between detector and their point of production® and can be
used to determine the neutrino mass hierarchy also due to resonance enhancement
of the neutrino oscillation probability in matter. For this approach, a measurement
precision of better than 2% for |dm3,| is needed [Yan15]. PINGU [Gel3] is one
of the experiments, which will investigate the determination of the neutrino mass
hierarchy with this approach, using the same matter effect differences as accelerator
based long baseline experiments [Yanl15].

A rather promising third method is the usage of reactor neutrinos as neutrino source
and intermediate baselines L (40 to 65km) as detector distances. With a Fourier
transformation of the L/E-reactor neutrino spectrum, and E as the mean neutrino
energy, the neutrino mass hierarchy can be determined [Zha0O8a]. Such a detector
would need an energy resolution better than 3 %/+/ Eyis [Zha0O8a]. The approach
with an intermediate baseline reactor antineutrino experiment will use, due to the

"Due to their first experimental detections, the different squared mass differences are also called
the atmospheric and the solar squared mass difference.
8This is true for very small values of 13, or even zero [Zha08a].

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
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18 CHAPTER 1. INTRODUCTION INTO NEUTRINO PHYSICS

smaller baseline, the mechanism of neutrino oscillations in vacuum. Experiments
like JUNO in China, RENO50 [Kim15] in South Korea and WATCHMAN [Alo14]
[Ask15] in the U.S. are proposed intermediate baseline neutrino experiments. The
JUNO experiment is currently under construction and will be described in the fol-
lowing chapter.

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



2 Chapter 2
The JUNO Project

The Jiangmen Underground Neutrino Observatory (JUNO) is an intermediate base-
line neutrino experiment based on the liquid scintillator technology, which enables
the detector to achieve energy thresholds of less than 1 MeV. Its primary goal is
the determination of the neutrino mass hierarchy by optimizing the distance be-
tween detector and the neutrino source. Therefore, the JUNO detector is built next
to two power plants, Yangjiang and Taishan, which provide a thermal power of
18 GW each. It will be built 700 m underground in a laboratory near Jiangmen,
Guandong, China, which corresponds to a water equivalent of 1,900 m [Sall8]. The
experimental site can be seen in fig. 2.1. The detector is placed in a distance
of 53km to optimize the disappearance of the reactor v.. Fig. 2.2 shows the 7,
survival probability for both normal and inverted hierarchy and in dependence on
the parameter L/E. Shown are the cases of normal neutrino mass hierarchy (blue)
and inverted hierarchy (red) as well as the pattern for no neutrino oscillations at
all (dashed black line). For a parameter value of ~ 10 to 11km/MeV, the normal
and inverted hierarchy pattern show their maximal differences [Ran17]. The mean
energy of the reactor v, is approximately 5 MeV [Sall8]. To resolve the differences

of both neutrino mass hierarchies, an energy resolution of at least 3%/1/ Eyis(MeV)

has to be achieved [ZhaO8a]. The energy resolution Eg is determined mainly by
electron-photon statistics

Er = (2.1)
with npe the total number of photo-electrons. These are proportional to

=X
Npe = € coverage * € quantum—efficiency n'y e (22)

where €coverage 15 the photocathode coverage and € quantum—efficiency the quantum effi-
ciency of the photomuliplier tubes, n, the light yield of the scintillator material, x
the path length of light traveling through a medium and A the so called attenuation

19
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CHAPTER 2. THE JUNO PROJECT

Figure 2.1: Experimental site of the planned JUNO detector in reference to the
nuclear power plants Yangjiang and Taishan, which will provide reactor
v, for the experiment [JUN15].

Arbitrary unit

i
o

©
n

Non oscillation

s . —— 6, oscillation
Normal hierarchy
Ay Inverted hierarchy

10 15 20 25

Figure 2.2: v, survival probability in reference to the parameter L/E with L the
distance between neutrino source and detector and E the mean energy
of the reactor neutrinos. Plotted are the survival probability pattern for
normal neutrino mass ordering in blue and the inverted neutrino mass
hierarchy in red. The dashed black line correspond to the case without
neutrino oscillations at all. Picture taken from [Ranl7].
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Figure 2.3: Scheme of the JUNO detector. The inner acrylic target vessel has a
diameter of approximately 35m and is filled with 20,000 tons of a three
component liquid scintillator. 18,000 20 inch and 25,000 3 inch photo-
multiplier tubes monitor particle interactions in the target volume. Both
outer support structure and acrylic sphere are dived in a purified water
pool acting as a water Cherenkov detector, which is monitored by ad-
ditional 2,000 20 inch PMTs. On top of the detector, also top trackers
are mounted to identify particles crossing the medium. Figure adapted
from [Ranl17].

length’. An energy resolution of 3% at 1MeV can be achieved by improving the
photomultiplier tube (PMT) photocathode coverage to 75 %, as well as achieving
a quantum efficiency of at least 35 % and a minimal attenuation length of 20m
at 430nm for the liquid scintillator? [An12] [An13] [Anl4]. Note that many other
factors like PMT dark noise and electronics noise will also alter the energy resolu-
tion. The JUNO detector is designed under these conditions. It is built spherically
and contains a fiducial volume of 20,000 tons of liquid scintillator. A scheme of
the detector in progress is shown in fig. 2.3. For the neutrino target, 20 kilotons of
liquid scintillator are filled into an acrylic vessel with a diameter of approximately
35m, which is supported by a stainless steel structure. The target material will be
monitored by 25,000 3 inch and 18,000 20 inch PMTs, which are mounted to the
steel structure. The detector target will be dived into a purified water pool and
scintillator panels are placed on its top. The water pool is acting as a Cherenkov

IThe attenuation length is a crucial optical parameter and is explained in section 3.1.
2This improvements are based on a Monte Carlo simulation and are in good agreement with real
Daya Bay data [An12] [Anl3] [An14].
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Figure 2.4: Energy spectrum of reactor v, (black) and its five dominant background
contributions expected in JUNO [JUN15]. Shown are accidental events
(blue), fast neutron events (green) and long lived isotopes (red), geoneu-
trinos (magenta) and events from « radioactivity (cyan). For a better
comparison, the plot can be found in the upper right corner with a log-
arithmic scale.

detector and is monitored by additional 2,000 PMTs. Both water Cherenkov detec-
tor and scintillator panels are part of the veto system to screen off incoming photons
or muons [JUN15] [ZhaO8b] [Sall§].

Besides the determination of the neutrino mass hierarchy, the JUNO experiment is
able to answer several fundamental particle and astrophysical questions due to its
high statistics and unprecedented energy resolution. It is able to detect neutrinos of
different sources, which are shown in the following. For a more detailed description
of the physics goals and JUNO’s potentials, please refer to [An15b].

Reactor neutrinos

In JUNO, the dominant detection channel for incoming reactor electron antineutri-
nos v, is the inverse beta decay on protons of the scintillator material:

vo+p—ntet (2.3)

The produced positron will interact with the target material and deposit its kinetic
energy, before it will annihilate eventually with an electron. Two characteristic
511keV annihilation s are produced. 200 us after the release of the annihilation ~s,
the neutron is captured on hydrogen of the scintillation material, emitting another
characteristic 2.2 MeV ~-ray. Combined, both signals give a clear signature, which
can be used for background rejection [Frall]. The five main background contribu-
tions to the IBD signal can be found in fig. 2.4. Shown are the energy spectra of
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the reactor 7, in black. The largest background contribution originates from nat-
ural radioactivity, creating accidental coincidences. This background component is
irreducible and multiple sources like the PMT glasses and the outer detector walls
have to be taken into account. The a-radioactivity is counted separately and is
referred to as (a, n). Such events result in neutrons being ejected from stable nuclei
and are shown in cyan. Neutrinos originating from the Earth, called geoneutrinos,
are considered as background for the reactor v, spectrum (magenta) and have to be
subtracted statistically. Spallation and cosmogenic muons on the liquid scintillator
molecules result in fast neutrons (green) and in long lived 8He and °Li isotopes (red),
decaying via -n [Gral6].

JUNO is designed to detect a high 7, flux with an excellent energy resolution and
an accurate energy response. It will be able to determine the oscillation mixing
parameters O, dm2; and the effective mass splitting® Am?, in the sub-percent level
[Gral6]. Furthermore, it will be the first liquid scintillator experiment, which is able
to simultaneously observe the neutrino oscillations of both solar and atmospheric
neutrinos and multiple cycles of atmospheric squared mass difference oscillations
[Gral6] [JUN15].

Supernovae burst neutrinos

The observation of supernovae neutrinos (SN) in JUNO may answer fundamental
questions in particle and astrophysics [JUN15]. The data can help to understand
the trigger mechanism of a supernova and may also give a hint to the conditions
inside massive stars during their evolutions as well. JUNO can provide answers
for several other related questions to the core collapse supernovae understanding.
Furthermore, the new proposed scintillator detector is able to detect neutrino burst
events from supernovae in a comparable rate as SuperKamiokande. This is not only
due to the detection of IBD events, but also complementary channels like neutral
current interactions on protons or elastic scattering or 2C of neutrinos on electrons
or protons can be detected [Anl5b] [Gral6] [JUN15].

Diffuse supernova neutrino background

The Diffuse Supernova Neutrino Background (DSNB) may be an integrated neu-
trino flux over all past core collapse supernovae in the visible universe and would
give information amongst others about the rate of cosmic star-formation as well as
failed supernovae [An15b]. The DSNB could be detected in JUNO, if backgrounds,
especially those caused by atmospheric neutrinos, can be handled. Reactor and at-
mospheric neutrino background determine an energy window from 11 to ~ 30 MeV
for the observation of DSNB neutrinos. Simulations show, that after 10 years of
data taking, a signal within the 3o level can be achieved. A non-detection would
improve current limits significantly [JUN15].

3Defined parameter is a superposition of other mass-squared differences, but is independent of
the unknown neutrino mass ordering. Detailed information can be found in [Anlba].
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Solar neutrinos

Neutrinos from the sun can be monitored by JUNO. Their detection can solve current
discrepancies within the standard solar model and the helioseismologic measurement
results, called solar metallicity problem. It can be solved by the more accurate
measurement of the 8B and "Be fluxes combined with neutrinos originating from
the CNO cycle. The combined data can point down the appropriate version of the
standard solar model, as they differ in their prediction of the 8B and "Be fluxes
[Gral6] [JUN15].

Atmospheric neutrinos

Atmospheric neutrinos are created in the atmosphere of our planet and have broad
ranges in their energies (10 MeV ~ 10 TeV) and baseline lengths (15 km ~ 13,000 km)
[JUN15]. They are able to penetrate the Earth, where their oscillation behavior will
be affected by matter effects, which differ for normal and inverted mass hierarchy.
JUNO will be able to measure these events and would be capable to use this in-
formation, too, to point down the neutrino mass hierarchy. After 10 years of data
taking, the neutrino mass hierarchy can be determined at the 1o to 20 level. Fur-
thermore, JUNO is able to measure the atmospheric mixing angle ©,3 and can search
for CP-violating effects, too [JUN15].

Geoneutrinos

A neutrino flux from the inside of the Earth has been detected, called geoneutrino
flux, which are created by radioactive J-decays of heavy elements and can be de-
tected in JUNO as an v, flux via IBD. By detecting geoneutrinos, it is possible to
get a deeper understanding of the mechanisms within the Earth as well as its com-
position. The question, if the Earth’s surface heat flow is a fraction of radioactive
or primordial sources (or both) can be answered as well as the chemical layering or
the energy needed for plate tectonic movements. [Gral6].

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



Chapter 3
3 The JUNO liquid scintillator

When charged particles cross matter, they loose parts of their kinetic energy by
excitation or ionization processes with molecules of the medium. In the case of scin-
tillators, the molecules of the material can de-excite by luminescence, which can be
detected by light detectors [Bir64]. For the ability of luminescence, optically active
molecules have to be present. Such molecules typically contain benzene structures
in the case of organic scintillators [Bir70]. A scheme of a benzene molecule can be
seen in fig. 3.1. Benzene rings contain six carbon atoms, with one bound hydrogen
atom each. The carbon atoms are sp? hybridized, which means that the built s- and
p-orbitals can mix, resulting in sp? hybrid orbitals. In the case of benzene, three
equivalent hybrid orbitals are built and one p-orbital per carbon atom remains un-
mixed. As the hybrid orbitals are arranged in a plane with equal angles, the resulting
geometric structure of benzene is a flat, hexagonal ring. The hybrid orbitals have the
ability to interact with each other, forming strong, so called o-bonds. The unmixed
p-orbitals of the carbon atoms can also interact with the sp?-orbitals, producing so
called m-bonds. This leads to delocalized electrons in the benzene molecule, which
are responsible for the ability of luminescence [Bir64] [Bir70].

When charged particles deposit a part of their energy in the material, different
excitation states of the molecules can be excited. Fig. 3.2 shows a Jablonski diagram,
which summarizes the possible excitation and de-excitation processes. For a typical
organic molecule, electronic singlet states S; can be populated, where the spin of
the involved electrons couple to zero. Also sub levels s;; of the singlet states S;,
so called vibrational (sub-) levels, may occur. It is also possible to populate states
with total spin one, which are called triplet states T; with their own vibrational
sub levels t;;. These excitations can only be produced by the deposition of energy
from crossing charged particles, whereas singlet states S; can also be excited by a
photon absorption process [Bir70]. After excitation of an optically active molecule,
there are several de-excitation processes possible. Radiative de-excitations occur,
if an electron can transfer from higher into lower electron states by emitting a
photon. This is only possible for the first excited singlet S; and triplet state T; of
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Figure 3.1: Scheme of a typical benzene molecule, according to [Bir64]. It contains
six carbon atoms, which are arranged in a ring structure. The carbon
atoms are sp? hybridized and the unmixed p-orbitals can interact with
each other, forming w-bonds, which are responsible for the ability of
luminescence.

an optically active molecule. The de-excitation per photon emission can differ in
its multiplicity'. For the same multiplicity, the transition between states is called
fluorescence, which is the case for the de-excitation via photon emission of the
first singlet state S;. The transition between states with different multiplicities
is called phosphorescence and is present for the de-excitation of the first triplet
state T [Bir70]. Also a radiationless transition is possible, which is often the case
for higher excited singlet and triplet states or between vibrational levels of different
electron states. Here, radiationless cascades can occur for states with the same
multiplicity, known as internal conversion, and for states with different multiplicity,
called intersystem crossing. Transitions between vibrational levels are in most cases
created by radiationless thermal activation from the initial state or followed by
thermal deactivation of final electron states [Bir70].

The absorption spectrum of typical optically active molecules contains absorption
bands in the UV as well as visible region. These bands are attributed to transi-
tions into excited singlet states of the m-electrons [Bir64]. In summary this means
that excited molecules in any m-singlet state S; can de-excite radiationless via in-
ternal conversion. Thermal degradation lifts the current state into a vibrational
adjacent state of the first exited singlet state S;, where fluorescence is possible for
de-excitation into the ground state Sy. For triplet states T;, intersystem crossing
from triplet into singlet states is possible, resulting in delayed fluorescence light due

'For a total spin S, the multiplicity is defined to be 2S + 1, giving the amount of linear independent
states with different spin orientations. In the given context, singlet (S=0) with multiplicity 1
and triplet (S=1) states with multiplicity 3 are present.
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Figure 3.2: Jablonski diagram of possible electron states and vibrational sublevels
for a typical organic molecule. Shown are electron singlet states from the
ground state Sy to the excited states Sy, So, ... as well as electron triplet
states Ty, Ty, ... with its corresponding vibrational sublevels s;; and
t;j. The grey arrows correspond to transitions from the ground state to
energetic higher states, whereas the yellow arrows mark the de-excitation
via luminescence. Figure adapted from [Bir70].
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to spin forbidden transitions between first excited triplet state T; and the ground
state Sy [Bir64] [Bir70].

For organic scintillator molecules, the photon absorption and emission spectrum
typically overlap, which is also the case for Linear-Alkyl-Benzene (LAB), used as
scintillator solvent for JUNO. This leads to the possibility of a reabsorption of
emitted scintillation photons and decreases the amount of photons which can be
detected by photomultiplier tubes (PMTs). To suppress the reabsorption prob-
ability, substances can be added to the scintillator solvent LAB, which separate
the emission spectrum from the absorption spectrum for less overlap. Such sub-
stances are called wavelength shifters. In the case of the JUNO scintillator, two
wavelength shifters are used in small concentrations: 2,5-Diphenyloxazole (PPO)
and 1,4-Bis(2-methylstyryl)benzene, shortened as BisMSB. In this combination, the
emission maximum of LAB is shifted from 290 nm to 430 nm with both present wave-
length shifters. The excitations are transferred non-radiative from LAB to PPO and
mainly non-radiative from PPO to Bis-MSB[JUN15]. For the JUNO scintillator,
LAB is chosen as scintillator solvent and the Fluor PPO is added in a concentra-
tion of 3g/l, and the second Fluor Bis-MSB is used, in a concentration of 15 mg/I1,
decreasing the overlap of emission and absorption spectra of the three component
scintillator from the near UV region to a wavelength of approximately 430 nm. This
enables a much higher detectable photon rate due to the fact, that most photons
are no longer self-absorbed and are able to reach the PMTs, mounted outside the
acrylic vessel[JUN15]. The proposed energy resolution of 3% at 1 MeV corresponds
to ~ 1,200 photoelectrons (pe) per MeV deposited energy in the scintillator material,
which have to be achieved at minimum. This introduces strong conditions to the
transparency and the light yield of the liquid scintillator material used. Due to the
fact that LAB is a petroleum derivative, its composition and impurities can differ
for different petroleum sources and production methods.

3.1 Optical transparency

A high optical transparency of the LAB used for the JUNO scintillator is crucial.
It has to be guaranteed, that the light produced in an interaction in the center of
the fiducial volume can reach the photomultiplier tubes on the outer structure. Fur-
thermore, the stated energy resolution has to be achieved to determine the neutrino
mass hierarchy with JUNO[JUN15]. If electromagnetic waves traverse through a
medium, they are attenuated by scattering and absorption processes. This is called
extinction. For homogeneous media, the dominant attenuation process is absorp-
tion. For the case that multiple scattering is negligible, the intensity /(z) of a light
beam traveling a distance x through a medium is attenuated exponentially [Boh83]:

I(x) — IO . efaextinction'x, (31)
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with [y the incident intensity and a eytinction the extinction parameter, which is a
result of both scattering and absorption processes:

X extinction = k - C’absorption + Cscattering7 (32)

with k the number of particles per unit volume and C; the absorption and scattering
cross sections [Boh83]. Instead of using extinction, one can define the attenuation
length parameter A. It is the path length light beam has to travel through a medium,
after which its incident intensity Iy decreases to 1/e - Iy and is known as the Beer-
Lambert-Bouguer-Law [Vog95]

>[8

I(x)=1y-e” (3.3)

Analog to the extinction, the attenuation length is also correlated to scattering and

absorption lengths:
1 1 1
+ . (3.4)

A A absorption A scattering

The attenuation length A is a composition of different light attenuation processes
within a medium and consists of absorption processes with and without reemission
as well as Rayleigh- and Mie-scattering [Zhol5]. For a liquid scintillator medium,
absorption processes convert the scintillation light into heat or reabsorbed pho-
tons, whereas scattering changes the direction of the produced photons within the
medium. This leads to the fact that absorption processes have to be suppressed
[Zhol5).

For the favored JUNO liquid scintillator, several purification methods have been
applied to improve the optical transparency of the scintillator solvent LAB, which
will be described in the following [JUN15].

3.2 Purification techniques for liquid scintillator
solvent LAB

Due to the fact that commercially available LAB may not reach the requirements for
the optical transparency, an aluminum oxide column purification as well as a distilla-
tion, water extraction and nitrogen stripping purification technique are investigated
for JUNO [JUN15].

The aluminum oxide column purification uses aluminum oxides as solid material,
which have valence-unsaturated surfaces, where substances can be attached to.
This fact can be used to remove impurities from LAB. As several aluminum oxides
are available in different modifications, crystalline structures and concentrations of
chemical bound water, the usage of different aluminum oxides may have different
influences on LAB and its impurities. The aluminum oxide is typically filled in
a column and the sample LAB is inserted on top. With pressure differences, the
filtration process can be accelerated. Fig. 3.3 shows a scheme of an aluminum ox-
ide column setup. The LAB is filtrated into a sample container after passing the
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Figure 3.3: Scheme of an aluminum oxide column purification. The solid material
is filled in a chromatography column and the LAB is inserted on top.
With the help of a vacuum pump, the LAB is filtrated through the
aluminum oxide. Impurities can attach to the surface and remain in the
solid material. Figure adapted from [Prul5].

aluminum oxide powder. During contact, impurities are bound to the surface of
the aluminum oxide and remain in the solid material. The usage of different alu-
minum oxides (alkaline, neutral or acid) make it possible to bind different polar
and non-polar organic impurities [Gri87] [Kra96] [Hol07]. Investigations by [Prul5]
and [JUN15] reveal an improvement of the attenuation length after purifying the
LAB sample with aluminum oxides. Furthermore, results from [Prul5] show that
the combination of alkaline and acid aluminum oxides can improve the attenuation
length of the LAB sample over a wider range of wavelengths.

Another purification technique is the fractional distillation, where the LAB is partly
evaporated, and a scheme of the distillation can be found in fig. 3.4. The technique
is based on a mass and heat transfer between a liquid and a gas stream. LAB is
vaporized in a boiler, creating an upward gas stream. As the vapor rises, it cools
and parts of the vapor condensate inside the distillation column. The concentration
of volatile components of the LAB is increasing in the vapor phase and less volatile
substances enrich the liquid condensate. Using a multiple stage column of certain
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Figure 3.4: LAB is inserted in a column with several stages and is heated. Due to
different boiling points, the vaporized components condensate at differ-
ent stages. The distillation is used to separate substances with different
volatility.

length, several equilibrium stages between vapor and condensate are present. In
the case of the petroleum derivate LAB, components with differing volatility can
be (partly) oxidized organic molecules, or shorter alkyl-benzene chains, because the
liquid is a superposition of several alkyl benzenes and possible impurities. Its con-
stitutes have different boiling points, which makes fractional distillation a favored
purification method. Also a separation from solid components is possible, e.g. for
radioactive metals. In most cases, the technique is used to remove impurities like
uranium, thorium and potassium. Investigations show that the distillation purifica-
tion of LAB can increase the attenuation length at 430 nm and its radiopurity, also
[JUN15] [Forl5].

A third purification technique, which is investigated for LAB in JUNO, is water
extraction. It uses the polarity of water molecules to separate polarized impurities
from LAB. In a (heated) multistage column water and LAB are inserted. As the
density of LAB is smaller than the density of water, the LAB is inserted on the
bottom of the column and water on top. Because of the density differences, the
LAB liquid will start to flow upward and the water downward. Both liquids are
stirred and brought in close contact to each other and charged, ionized or polarized
impurities can attach to the water molecules more easily and concentrate in the
heavy phase at the bottom of the column. A scheme of the water extraction method
can be found in fig. 3.5. The water extraction method can remove charged as well
as polarized particles very efficiently, as well as heavy metal species like uranium or
thorium. Unfortunately, optical impurities are not removed efficiently, as these are
often unpolarized, oxidized organic molecules [For15].
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Figure 3.5: LAB as raw material is filled in a column from the bottom, whereas the
pure water is inserted on the top. Due to density differences, the water
is streaming downward, whereas LAB begins to flow upward. A rota-
tor construction stirs both substances, bringing them in close contact.
Possible polarized or charged impurities can attach to the water and are
removed.

A fourth technique studied for the LAB purification in JUNO, is the method of gas
stripping and a scheme can be seen in fig. 3.6. It is based on the difference in vapor-
liquid partitioning. In a stripping column, the preheated sample liquid is inserted
from the top of the column and falls down by gravity in unstructured packings. A
gas stream is inserted from the bottom of the column. As both streams come in
close contact, dissolved gases and volatile components of the liquid can be removed
efficiently. Ultra pure nitrogen, which itself can be purified with active carbon, is
used as stripping gas to reduce radioactive impurities in JUNO. This method is used
to purge the LAB from radioactive gases as well as oxygen and also possible water
molecules, which can remain after a water extraction process [JUN15] [Forl5].

All four methods are considered to purify the LAB used for JUNO. Therefore, several
studies and first purification plant prototypes are constructed and are currently
tested at the Daya Bay underground laboratory in China.

The attenuation length is one of the crucial parameters for achieving the energy
resolution, which is necessary to determine the neutrino mass hierarchy in JUNO.
Attenuation length measurements have been performed with commercial UV-Vis
spectrometers with a wavelength range between 190 and 900 nm [JUN15]. These
spectrometers measure the attenuation of light in a 10 cm cuvette, which represents
the maximal path through a medium. Because the attenuation lengths of the lig-
uids are in the order of 20m at 430nm the determined values from attenuation
measurements in 10 cm cuvettes contain huge uncertainties. This makes it difficult
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Figure 3.6: LAB is inserted on top and falls down due to gravity in unstructured
packings. Purified nitrogen gas is inserted on the bottom and flows
upward, removing dissolved gases from LAB during close contact.

to obtain precise values for the needed parameter and it is not possible to evaluate
the efficiency of the purification techniques in reference to the goal of the JUNO
collaboration. To determine the attenuation length precisely, a new experiment is
designed and built in the framework if this work and is described in chapter 4.
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Chapter 4
4 Precision Attenuation
- Length Measurement
(PALM) Setup

For several years, the attenuation length spectra of liquid scintillator samples have
been performed with commercial UV /Vis spectrometers. With these instruments
sample containers up to a maximal length of 10 cm can be used to measure the at-
tenuation of the medium. A special calculation method, first introduced in [Abe08],
is used to determine the attenuation length from the measured spectra. Due to
the required energy resolution of 3% at 1 MeV for JUNO, the attenuation lengths
of the scintillator samples have to reach values of at least 20m at 430 nm and the
extrapolation from 10 cm to such sizes produces huge uncertainties and it has been
difficult to give precise absolute attenuation length values for the measured samples
and the effect of the purification methods, described in section 3.2, could not be
determined precisely [Prulb] [JUN15]. Fig. 4.1 shows a calculation of attenuation
lengths for measurements of different treated LAB samples with a commercial UV-
Vis spectrometer and a container size of 10cm. It can be seen, that the resulting
uncertainties are huge, making a decision whether the attenuation length of the
sample probe is achieving the goal of at least 20 m at 430 nm or not difficult.

To make sure that the absolute attenuation length of the scintillator is at least 20 m
at 430nm and to show that it can be improved by several purification methods,
new experimental approaches have been developed over the last years to improve
the attenuation length measurement precision.

One of the first approaches featured an experiment with a light path of 5m and at-
tenuation length results are published by [Hell5a]. A similar experimental approach
to [Hell5a] with a smaller sample tube is currently investigated by [Yul5], measuring
different treated and manufactured LAB samples from the Chinese manufacturer.
First results are presented in [Yul5] and [Caol8], showing evidence for attenuation
lengths in the region of 20 m at 430 nm. H. Enzmann also uses a similar experimen-
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Figure 4.1: Exemplary calculation of the attenuation length spectra from measure-
ments of different treated and untreated LAB samples, performed with
a commercial UV-Vis spectrometer. The method used for calculation
is described in [Abe08]. As can be seen, the resulting propagated total
uncertainties make it impossible to determine a precise absolute value
for the optical parameter especially at 430nm as well as to compare
different samples. Figure plotted with data from [Prul5].

tal approach to develop a live monitoring attenuation length measurement, which
will be used during the filling of the JUNO detector [Enz16]. A rather different ap-
proach is proposed by [Heil8], where an optical cavity is used to extend the effective
medium light path to improve the measurement precision of the attenuation length.
In this work a new experiment is developed, which is based on the experience of the
work done by [Hellba] and is designed to overcome the stated shortcomings. Fur-

thermore, this work focuses on the precise determination of the attenuation length
of LAB.

4.1 Former long tube setup

Over several years, an attenuation length measurement setup with light paths up
to 5m has been built and tested by [Hellba]. The author describes two different
experiments, which are able to determine the attenuation length precisely. The first
approach uses a LED and a PMT, whereas a second generation setup uses a halogen
light bulb and a CCD camera instead. Focusing on the second generation experiment
in this work, a sketch of the improved setup is shown in fig. 4.2. The experiment
uses five special coated stainless steel tubes with lengths of 1m each, which are
mounted together horizontally, generating light paths from 1 to 5m in 1m steps. A
halogen lamp is used as a continuous light source. With a condenser lens the light is
collected before it passes a band-pass wavelength filter with a wavelength range from
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Figure 4.2: Sketch of the second generation setup for determining precise attenuation
length values. A halogen light bulb produces continuous light, which is
collected by a condenser lens and passes a band-pass wavelength filter.
The filter cuts away wavelengths, which are not in the region between
420 nm and 445 nm. After passing a precision pinhole, the light is imaged
to the light detector by an imaging lens and is collimated by an aperture,
crossing the sample tube with its glass windows, sample liquid and stray
light suppressing apertures [Hell5a]. Picture taken from [Hell5a].

Apertures

420 nm to 445nm. After passing the filter, the light crosses a precision pinhole and
apertures before it is imaged to the light detector by an imaging lens and another
aperture. Both components are used to collimate the light, before it crosses the glass
windows and sample tube. Within the sample tube stray light suppressing apertures
are installed. The light detector is a 8.4 MPx CCD camera to measure light inten-
sity and beam position information simultaneously [Hell5a]. The author measures
untreated LAB from Egypt in this setup and gives a first result for the attenuation
length at a wavelength of around 430 nm to be (9.60 +0.05 (stat) +0.10 (syst)) m'.
Systematic uncertainties, which are taken into account, are time instabilities of the
setup as well as tube length variations, influences of the window cleaning process,
CCD camera pixel by pixel gain calibration uncertainties, CCD camera linearity and
broken pixels [Hell5a]. The author describes disadvantages and problems with the
improved setup[Hell5a]:

e The fixed module tube lengths of 1 m restrict the light path to limited points,

e the manufactured tube diameter and lengths require a sample volume of 241
for each sample measurement,

e the light path can only be varied by remounting the tube modules. This
requires the opening of the system and maximizes the hazard of polluting the
system during this period,

e due to remounting and cleaning the tube, the measurement time for one tran-
sition measurement takes three days,

!The first generation experiment determined an attenuation length of the same untreated LAB
sample to be (8.89 £ 0.05 (stat) 5%, (syst)) m, which is in agreement to the result of the
second generation experiment.
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e the usage of a wavelength filter limits the experiment to one wavelength only.
To change the wavelength, the optic has to be changed as well,

e due to the used materials, the UV region is not accessible. This makes com-
parisons with former results measured with commercial UV-Vis spectrometers
difficult.

Based on this experiences, a new experiment is developed in this work to over-
come the stated shortcomings and to enable measurements of several LAB samples
provided by the JUNO collaboration.

4.2 Setup of the PALM experiment

A scheme of the proposed experiment can be found in fig. 4.3. This next gener-
ation experiment plans to use a stainless steel tube of 5m in total, but vertically
mounted?. The sample is filled into the tube by lifting the sample storage tank.
This makes it possible to create each light path between zero and maximal filling
level without changing the system or opening the tube and minimizes a possible pol-
lution of the sample during fill height changes. The sample tube and tank system
are isolated from shock by dampers and can be connected to a nitrogen supply for
sample flushing. The sample tube is special coated like in the previous experiment,
but has a much smaller diameter, reducing the needed sample volume from 241 to
21 per sample. No apertures are mounted inside the sample tube any more, but
within a baffle tube, which is installed on top of the sample tube for stray light
suppression. This is motivated by the result of a Monte Carlo simulation, which
shows that apertures mounted after the sample tube are more effective [Hell5b].
Two glass windows seal the ends of the sample tube. They are made of quartz glass
to enable measurements in the UV region. A CCD camera is installed on top of the
baffle tube to detect light intensity, beam shape and beam position simultaneously.

4.2.1 Realization of the proposed design

A picture of the new optical system can be found in fig. 4.4. Similar to the former
setup, a continuous light source is used to create a light beam and a quartz glass
condenser lens to collect the intensity. The halogen lamp itself is driven by a preci-
sion power supply unit to guarantee very small fluctuations. Instead of a band-pass
wavelength filter, a double prism monochromator is used to create a monochromatic
light beam and to choose a wavelength. Without changing the optical system, a
wavelength between 180 and 3,500 nm can be selected. A customized mirror system
is built to focus the light to a spot in a distance of more than 5m and the focused
light beam is coupled into the sample tube by a deflection mirror. Due to the na-
ture of the focusing mirror optic, an aperture is used to limit the beam size to a

2Due to laboratory restrictions, the length of the stainless steel tube had to be changed to 3m.
For further detail, see section 4.2.2.
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Figure 4.3: Sketch of the improved experiment for precise attenuation length mea-
surements. The sample tube is mounted vertically and has a length of
5 (3)m in total. The liquid filling level can be varied continuously by
lifting a movable tank without opening the system. On top of the sample
tube, a baffle tube is mounted, which contains stray light suppressing
apertures instead of placing them within the sample tube. On top of
this baffle tube, the CCD camera is installed as light detector. A halo-
gen light bulb is used as a continuous light source and a monochromator
select the wavelength without a change of the optical components. The
monochromatic light is focused to the CCD sensor by a mirror optic and
is coupled into the sample tube by a deflection mirror. Picture taken
from [Hellba].
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Figure 4.4: Picture of the optical system used for the PALM experiment [Prulb].
Continuous light is produced by a halogen lamp and is collected by a
condenser lens. The beam passes a double prism monochromator, where
a wavelength can be selected and the monochromatic light is focused
by a customized mirror system to a point in more than 5m distance.
It is deflected into the vertically mounted sample tube by a deflection
mirror. After the light crosses the glass windows, sample liquid and stray
light baffle, the attenuated monochromatic light is detected by the CCD
camera.

size comparable to the deflection mirror. After deflection, the light beam passes the
glass windows, the sample probe and the stray light baffle, before being detected by
the light detector. The optic is built in a special coated dark box.

Optic and sample tube system are not coupled mechanically. The sample tube is
mounted vertically to the walls of the experimental site with four straight holders
and damper inlets, which mount the tube perpendicular to the optical table. A
picture of the whole system can be seen in fig. 4.5.

In order to adjust the beam spot on the centimeter sized CCD sensor in a distance
of several meters, special opto-mechanical systems are needed. Due to the fact, that
optical table and sample tube are not connected, the two decoupled systems have
to be adjusted in reference to each other. Therefore, not only the deflection mirror
can be moved, but also the whole optical table is a constructed translation stage.

4.2.2 Laboratory restrictions

Unfortunately, the proposed length of 5m of the sample tube could not be achieved,
as the experimental site at the accelerator hall of the Maier-Leibniz laboratory in
Garching is restricted and closed. Other available laboratory sites did not have the
proper height of more than 5m for a vertically mounted sample tube. Therefore, a
new, shorter sample tube of 3m in total is manufactured and the setup is rebuilt
at the underground laboratory at Garching, providing a laboratory hall height of
4.3m.

The location of the PALM setup is chosen carefully due to the needed requirements.
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Figure 4.5: Picture of the full PALM setup without dark boxes [Prul5]. The sample
tube is mounted vertically to the wall with four clamps and the optical
system is mounted on a horizontal optical table, which itself is a transla-
tion stage to enable the adjustment of the light beam to the small CCD
sensor in several meters distance. The light is deflected by a deflection
mirror into the sample tube, passing glass windows, sample liquid and
stray light baffle, before it reaches the light detector.
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Considering the handling of scintillator liquids, only an experimental site with a
chemically resistant floor is appropriate and because of a crane, which is used sta-
tionary for different cryogenic experiments, the PALM setup is located outside its
driveway near the walls of the laboratory. This conditions restrict the vertically
mounted sample tube to a spot on the walls next to the hall doors and climate
system inlet and outlet tubes. The new location within the underground laboratory
is shown in fig. 4.6. The sample tube is mounted to the walls of the underground
laboratory with four rigid mounts. Next to it, the filling system is located with two
guide rails and the inlet and outlet tubes of the climate system of the underground
laboratory are adjacent, providing fresh air. The optical system and the sample
tube are placed within special black curtains, which work as a flexible dark box.
During the whole measurement process with PALM, the surrounding conditions
changed significantly. Constructional work inside, like the installation of a clean tent
and clean room, and outside the laboratory, like the beginning of the construction of
the new physics department, lead to perturbations, which affected the measurements
sufficiently. The influence of the changing surrounding conditions is considered in
the following.

4.3 Measurement principle

For a measurement, the sample liquid has to be filled into the sample storage tank
without polluting it and therefore, has to be handled with care. After the filling,
the storage tank is placed in its lifting construction and connected to the sample
tube via two PTFE tubes. With a valve, both systems are connected and the sam-
ple tube is filled by hydrostatic pressure, showing the same (decreased) liquid level
as the storage tank. The filling level within the sample tube is determined with
two pressure sensors. The CCD sensor is cooled with its internal cooling system
to -15 ° C for dark noise suppression and the halogen lamp is warmed up for a few
minutes, before the current of the lamp is increased to its working point. After a
thermalization time of several hours, which is determined in section 4.5.5, the setup
is ready for measurements. A fixed wavelength and a fill height are selected. For
each liquid level, the beam spot has to be centered on the camera sensor for opti-
mal measurement conditions and an exemplary picture can be seen in fig. 4.7. For
beam adjustments on the sensor both deflection mirror and optical table translation
stage are used. For optimizing the signal to background ratio of the detector and by
taking into account the linearity range of the sensor, the measured light intensity
can be varied by changing the monochromator slit width and the exposure time of
the sensor. After optimizing beam position and intensity, sample measurements can
be performed. To determine the attenuation length of the sample at the selected
wavelength, a measurement series for several fill height levels has to be done. For
each filling level, at least eight pictures are taken for statistics. Afterwards another
filling level has to be adjusted by using the lever next to the storage tank construc-
tion. Before redoing the data taking, the setup needs a stabilization time of several

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



4.3. MEASUREMENT PRINCIPLE 43

Crane Climate system
driveway inlet + outlet
Tapping drill
holes
Filling system
Experiment
Doors
chemical
resistant
floor

Figure 4.6: New experimental site of the PALM setup in the underground laboratory
(UGL). The experiment is built on a chemically resistant floor, due to
the handling with scintillator liquids. The sample tube is installed on
the laboratory walls, out of the driveway of the crane, next to the doors
to hall 2. The black curtain is used as a second dark box. The filling
system contains guide rails, which are mounted next to the experiment.
Furthermore, the inlet and outlet tubes of the climate system of the
laboratory are neighbored to the setup.
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Figure 4.7: Colorized, raw sensor picture of a beam spot, adjusted on the sensor
after traversing the emptied experiment. The x and y axis show the size
of the sensor in mm and the colors correspond to the measured intensity.
It is crucial, that the beam is centered on the sensor to guarantee the
detection of the full intensity information.

minutes and the attenuated light beam has to be centered on the sensor again. For
a full measurement series, the intensity at least eight to ten fill height level is mea-
sured. Dark pictures are taken after each measurement series by using the internal
CCD shutter or after switching off the halogen lamp. The mean intensity integral
of each filling level is calculated and plotted against the corresponding fill height.
To access the attenuation length, the Beer-Lambert law is used.

The Beer-Lambert Law

Multiple CCD pictures are taken, measuring the intensity integral for the given
exposure time over two dimensions for a sample measurement at a given wavelength
and fill height. For each fill height level, the mean intensities I;; of each pixel ij of
all measured pictures are calculated, excluding broken pixels.

After subtracting the mean dark noise measurement from the intensity means, a
calibration for each CCD sensor pixel is performed:

Iij = Cjj - [< I > — < 1 >5ark (41)
with ¢;; the calibration factor for each pixel, < I >%"* the mean intensity of the dark
measurements and < I >;; the calculated integral means of each pixel. To obtain
the intensity integral Iguneignt attributed to the measured fill height, the integral
over all mean pixel intensities I;; is determined:

N M
[ﬁllheight = Z Z [ij (42)

i=1j=1

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



4.4. EXPECTED ATTENUATION EFFECT 45

with N, M the amount of all sensor pixels in x and y direction. After this calculation,
the intensity integrals are plotted against the corresponding fill heights, showing a
decreasing trend of the intensity for increasing fill height levels. The final attenuation
length can be obtained by fitting the Beer-Lambert-Law

I(z)=1Iy-e r (4.3)

to the data, where I is the incident intensity, which is a free fit parameter, I(x)
is the measured attenuated intensity after the light traveled a distance x through a
medium and the attenuation length A.

4.4 Expected attenuation effect

To determine an attenuation length of at least 20 m at 430 nm in the PALM setup,
it has to be guaranteed that the experiment is able to resolve the attenuation effect
of the light accurately. The maximal effect of the intensity attenuation with respect
to equation 4.3 can be calculated via

Al =1y—Iy-e &, (4.4)

with I the incident intensity, Al = I,

T=Tmax

medium and A the attenuation length.

- Iy , x the light path length through a

Taking into account a light path length of at least 2.0 m and an expected attenuation
length of around 20.0 m at 430 nm, the effect in % is determined to be

Al esa 9.5%. (4.5)

Iy
Compared to former measurements performed with UV /Vis spectrometers and max-
imal path length of 0.1 m, the effect is ~ 0.5 %, which makes it rather difficult to
determine the attenuation length precisely in such devices. Fig. 4.8 shows the
expected relative intensity attenuation effect %I in dependence of the attenuation
length. Therefore, the uncertainties of the PALM experiment have to be ~ 1% to
be able to measure the attenuated intensities accurately and the expected effect of
sample liquids with attenuation lengths of more than 20 m at 430 nm.

4.5 Characterization of the experiment

To test the performance of the experiment, several components and their character-
istics are investigated. The spectrum of halogen lamp and monochromator used in
PALM as well as the performance of the CCD sensor is tested, fill height sensors are
calibrated and also the time stability of the system is checked.
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Figure 4.8: Expected maximal light attenuation in dependence of the attenuation
length of the liquid. Plotted is the relative intensity difference against
the attenuation length inm for both PALM experiment (red) and the
common UV /Vis spectrometer devices (green).

4.5.1 Accessible wavelength region

The accessible wavelength range of the PALM experiment is limited by its optical
components: the monochromator as well as the CCD sensor, quartz glass condenser
lens and window glasses and the provided light spectrum of the halogen lamp. The
monochromator can provide monochromatic light between 180 and 3,500 nm [ZeiXX]
and quartz glass is used as material for windows and lens to access the UV region
[Prulb]. The CCD sensor is able to measure in this region, too [Easl0] and the
accessible wavelength region is limited by the halogen light spectrum in the first
place. Measurements with a spectrometer show a continuous wavelength spectrum
of the lamp from 370 nm to approximately 1,200 nm, which can be seen in fig. 4.9.
Commercial UV /Vis spectrometers operate in a range between 250 and 800 nm
[Prulb] and 190 to 900 nm [JUN15], which makes it able to compare obtained results
of both setups in a wavelength range of 370 nm to 800 (900) nm.

4.5.2 CCD sensor and calibration

The 8.4 MPx CCD sensor is used as light detector and measures the intensity in-
tegral over a selected exposure time per pixel, given in a two dimensional intensity
histogram. It provides intensity and also spatial information of the light beam shape
and position on the sensor. The CCD sensor used in PALM is the same device al-
ready characterized and operated by [Hellba]. To determine the performance and
reliability of the sensor, several issues have been investigated by [Hellb5al, identifying
broken pixels, studying the linearity of the device and providing a pixel-by-pixel gain
calibration. Due to the fact that some of the pixels may be broken, measurements
have been performed by [Hellba] to identify such pixels by their extremely increased
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Figure 4.9: Spectrum of the halogen lamp used in the setup, measured with a spec-
trometer. The lamp produces a continuous light spectrum between
370 nm to 1,200 nm approximately.

dark noise rate during measurements in a dark environment. This so called hot pix-
els are determined by 100 measurements. From this data, the intensity distribution
from each pixel is fitted with a Gaussian distribution using x?[Hell5a]. A pixel is
declared as hot, if the intensity condition I > u + 5o is fulfilled. Pixels, which are
tagged as hot at least three times in 100 measurements, are excluded from the data
analysis[Hell5a].

During the measurements with the new developed PALM setup, new hot pixels have
been identified and are excluded as well. Fig. 4.10 shows the amount and location of
all identified broken pixels with such dark noise excesses. In (a) the full sensor pixel
range is shown with rescaled red dots indicating the broken pixels. The pixels in this
picture are scaled for better contrast. In (b) a zoom at a broken pixel row is shown,
which is detected after the delivery of the camera device from the manufacturer.
The pixels in this picture have their original sizes.

Linearity measurements are performed for three different ways to guarantee reliable
information on the linearity range of the sensor [Hell5a]. It is found, that for all three
different approaches no deviation from the linearity character can be detected and
therefore, the performance of the sensor is very good [Hellba]. Due to the fact, that
single pixels have different collection efficiencies, they show different gain factors for
light collection. This gain differences have an impact on the sensor resolution and
can be corrected by a pixel-by-pixel gain correction factor c;;, which is determined
by a linear fit to the data for each pixel [Hellba]. This determined gain correction
factors are also applied for the calibration of the same sensor used in the PALM
setup. For detailed information see [Hell5a]. To further improve the performance of
the light detector, the sensor is cooled to -15 ° C. This reduces the dark noise level
of the single pixels.
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Figure 4.10: Two dimensional sensor pixel histogram with colorized broken pixels.
The pixels in a) are rescaled for better identification, those of the
zoomed region, shown in b), are in their original size. As can be seen,
there are single pixels which seem to detect a lot of intensity, however
no real intensity exposure is taking place. These falsify the intensity
integrals of the measurements and have to be identified and excluded.

4.5.3 Fill height sensor calibration

Due to the windowless stainless steel tube, two pressure sensors are mounted on top
(gas pressure sensor) and on the bottom (liquid pressure sensor) of the sample tube
to determine the pressure difference after filling the tube with a certain amount of
liquid. To calibrate the sensor data, the sample tube is filled with different liquid
volumes and the liquid level of the outer tank is measured in reference to the inlet
window of the sample tube. Because of the filling principle via hydrostatic pressure,
storage tank and sample tube have the same liquid level after filling. Fig. 4.11 shows
the resulting calibration data for different fill height levels in m and in dependence
on the pressure sensor difference given in channels. An uncertainty for the liquid
level measurements of ~ 2mm and £ 1 digit [Wik13] [Key17] for the pressure sensors
are considered for the fit. The obtained calibration function is

y(p) = (0.00143 - p + 0.03007) m, (4.6)
with y(p) the corresponding fill height in m and p the pressure difference in channels.

This calibration is used for all following liquid sample measurements.

4.5.4 Slit width and wavelength selection

The double prism monochromator enables to select a wavelength between 180 and
3,500nm as well as exit slit widths up to 2mm [ZeiXX]. To check if the device is
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Figure 4.11: Calibration data of the pressure sensors for determining the liquid level
within the stainless steel sample tube. Plotted are the measured fill
heights of the tube in m against the sensor pressure difference in chan-
nels. The fit is obtained with the consideration of an uncertainty of
2mm for the filling level measurements and an uncertainty of 1digit
for each pressure sensor. The data set is obtained by measuring the
pressure difference of the sensors for different filling levels and the lig-
uid level height of the storage tank in reference to the inlet window of
the sample tube.

working properly as well as to determine the monochromatic light (spectrum) after
passing the monochromator, several measurements are performed with an optical
fiber spectrometer. Fig. 4.12 shows an exemplary picture of the light after passing
the monochromator exit slit of 2mm. It can be seen, that the exiting light shows a

rectangular shape, which is expected for the exit slit and no other distortions can
be identified.

The spectrum of the light beam passing the double prism monochromator is investi-
gated for different wavelengths. Fig. 4.13 shows an exemplary measurement of the
spectrum of the light beam after passing the exit slit of 2 mm in width for a selected
wavelength of 430 nm. It can be seen that the continuous light beam is limited to
a wavelength range between ~ 410nm to 450 nm. It is found, that for a maximal
opened monochromator exit slit, the device provides a light spectrum with a full
width at half maximum (FWHM) of 9nm, which will be used in the following as a
wavelength uncertainty. Furthermore, the peak position of the selected wavelength
of 430 nm shows a small offset of 0.7nm. No second order monochromator effects can
be identified for all measurements and the monochromator is performing well. Fur-
ther investigations show, that FWHM and offset position are changing with changing
slit widths for a fixed wavelength of 430 nm. As both information are needed for an
appropriate systematic uncertainty determination, the measured FWHM and offset
data are plotted as a function of the slit width and are interpolated with a linear
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Figure 4.12: Raw sensor picture for an emptied setup to investigate the performance
of the monochromator. In a) an unprocessed, raw sensor picture is
shown, whereas in b) a zoomed beam can be seen, which is colorized
for better contrast. The colors correspond to the measured intensity.
The rectangular shape of the exit slit of the monochromator can be
seen very clearly and no distortions can be identified.
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Figure 4.13: Wavelength spectrum of the continuous light beam after passing the
monochromator for a selected wavelength of 430 nm and a slit width
of 2mm. Plotted is the intensity in arbitrary units as a function of
the wavelength in nm. It can be seen that for a completely opened
monochromator slit width, a wavelength offset of less than 1 nm is per-
formed. Furthermore, the full width at half maximum (FWHM) is
determined to be 9 nm.
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Figure 4.14: Linear interpolation of the determined FWHM (a) and wavelength off-
set (b) of the monochromator with respect to changing slit widths at
430 nm. It can be seen, that the FWHM is increasing with increasing
slit widths, whereas the offset of the selected wavelength shifts from
higher values (positive sign) to lower ones (negative values). These
plots are used as a reference to determine the wavelength uncertainty
for 430 nm and different setup adjustments.

function. The results can be seen in fig. 4.14. It is found, that the FWHM at 430 nm
is increasing with increasing exit slit widths. Furthermore, the offset of the peak
position compared to the selected wavelength is showing a decreasing behavior. The
offset is chosen to be positive if the peak position is located at smaller wavelengths
than the selected one and is negative, if the peak position is shifted to a higher
wavelength than the chosen 430 nm. Both fit results can be used as a reference to
determine the wavelength uncertainty for different setup adjustments. These are
needed for different samples and other wavelengths, too. Further measurements are
investigating the dependence of the offset and FWHM on different wavelengths and
monochromator exit slit width configurations. To give a full picture, the results are
shown in table 4.1 for the FWHM and in table 4.2 for the offset dependence on
wavelength and monochromator exit slit width variations.

Additionally, it has to be investigated, wether the monochromator exit slit or the
wavelength can be varied within a measurement series and their influence on the
result has to be considered. Due to the fact, that both parameters are selected by
a mechanical wheel, the reproducibility of the chosen selection has to be taken into
account. As the change of the monochromator exit slit width is changing the inten-
sity significantly, a first approximation of the change in intensity for reproducing the
same slit position shows an uncertainty of more than 4 %. Reproducing the selected
wavelength also has an impact on the measured intensity. This can be explained by
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slit width 0.lmm | 0.2mm | 0.5mm | Imm | 2mm

wavelength | 390 nm 1.3 1.5 2.3 4.2 6.9
430 nm 1.3 1.7 3.1 5.3 8.8
500 nm 1.7 2.3 4.5 8.5 14.0
550 nm 1.8 2.8 5.7 11.0 | 18.0

Table 4.1: Determined wavelength FWHM in nm for different wavelengths, given
in nm and monochromator exit slit widths in mm. This information
is needed to interpolate the corresponding wavelength uncertainties for

different setup adjustments.

slit width 0.lmm | 0.2mm | 0.5mm | 1.0mm | 2.0 mm

wavelength | 390nm | +1.2 +1.0 +0.9 +0.5 0
430nm | +1.1 +0.8 +0.8 -0.1 -1.0
500nm | +0.1 0 0 -1.0 -2.0
550 nm -0.2 -0.4 -0.6 -2.0 -3.0

Table 4.2: Determined wavelength offset in nm between selected and real wavelength
in dependence on different wavelength and monochromator exit slit width
configurations. A negative sign indicate an offset to smaller wavelengths
than the selected one, whereas a positive sign a shift to higher wave-
lengths. This information is meant to be used to interpolate the system-
atic wavelength uncertainties for different setup adjustments.
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Figure 4.15: Longterm stability measurement of the intensity integral over a time
period of 24 hours after switching on the power supply with an emptied
tube, taking data each ten minutes. Plotted are the deviations from
the intensity mean divided by the mean. It can be seen, that the whole
setup has an thermalization time of ~ 5hours. High outliers can be
identified and explained by fluctuations in the exposure time, which
is due to the mechanical shutter of the CCD sensor. These can be
identified easily in the offline data acquisition and are excluded.

the spectrum of the halogen lamp, where a change in the wavelength would change
the incident intensity significantly. In the region of interest, a small change of 1 nm
would lead to a non-negligible change in the intensity due to the big slope in the
spectrum of the halogen lamp. These uncertainties are not negligible and should be
avoided in any case. Therefore, no change of these parameters within a measurement
series is done to eliminate these effects.

4.5.5 Stability of optical and electronic components

Due to the fact that a small fluctuation of the optical components has a huge in-
fluence on the beam shape and its position on the CCD sensor at several meters
distance, longterm measurements are performed to identify systematic uncertain-
ties and instabilities of the electronic and optical components. Therefore, empty
tube measurements are performed over a time period of several days, starting af-
ter switching on the lamp and power supply. Therefore, the power supply unit is
started and the light beam is adjusted and centered on the CCD sensor. With a
cooled sensor at -15 © C, a measurement picture is taken each 10 minutes over a time
period of 24 hours at a wavelength of 430 nm. Fig. 4.15 shows the intensity integrals
measured after switching on the power supply. The plot shows the deviation from
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Figure 4.16: Longterm stability measurement series over a time period of 90 hours,
starting after 24 hours of measurement. Each 10 minutes a picture is
taken. Plotted are the deviations from the mean intensity integral
divided by the mean integral of the measurement. Increased outliers
can be identified and can be explained by exposure time fluctuations,
which is due to a problem with the internal mechanical shutter of the
CCD sensor. Excluding these outliers, the measurement series shows
fluctuations within 0.25 %.

the intensity mean, divided by the mean itself, giving the deviation from mean in
percentage over time. After a thermalization time of the setup of around 5 hours,
the intensity integrals reach a stable plateau. A few increased intensity outliers can
be identified over the whole measurement time. These can be explained by exposure
time fluctuations caused by the internal mechanical shutter of the CCD device. The
outliers can be identified in the offline data analysis and are excluded. To guarantee
that the stability plateau is no coincidence, the measurement time is increased to
114 hours, which can be seen in fig. 4.16. This longterm measurement shows a time
period of 90 hours, starting directly after 24 hours of measurement, which is shown
in fig.4.15. It can be seen, that after neglecting the exposure time induced outliers,
the fluctuations over time are limited to ~ 0.25 %, showing promising measurement
conditions. To ensure that no mechanical shift or change is taking place, the beam
position of single measurement pictures from the beginning and the end of the whole
series are compared to each other. Taken are two representatives after the thermal-
ization time of 5hours and after 24 hours of measurement respectively in fig. 4.17.
Comparing the position of both beams on the sensor, it can be seen, that a small
shift can be identified, which may result from further thermalization. Note, that the
shift is negligible for measurements and the mechanical components show a good
time stability.

4.6 First sample measurements and problem handling

After performing empty tube stability measurements to guarantee optimal measure-
ment conditions, measurements with an untreated LAB sample from the same batch
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Figure 4.17: Comparison of two single pictures after 5 and 24 hours of measurement
to identify mechanical instabilities. Shown are the colorized raw data
pictures of the sensor. The colors correspond to the intensity differences
between both light beams. As can be seen, a small deviation indicating
a shift can be detected.

used by [Hellb5a] are performed for comparison. The empty sample tube is filled by
lifting the storage tank and the beam position has to be re-adjusted because of the
effect of the liquid. A fill height of 2.3 m is chosen for first test measurements. Fig.
4.18 shows the colorized, adjusted beam spot before centering it on the sensor. The
colors correspond to the measured intensity, showing a well defined point like beam
shape, however with small distortions.

To investigate systematic uncertainties which are coupled to the sample liquid, an-
other longterm stability measurement series is performed under same conditions
as for the longterm empty tube measurements. The results of an exemplary mea-
surement at a wavelength of 530 nm can be found in fig. 4.19. Plotted are the
intensity integrals over a time period of approximately 22 hours. It is found, that
the fluctuations of the intensity integrals are huge. To identify the reason for such
fluctuations, single picture series are taken into account and are shown in fig. 4.20.
Plotted are the raw data pictures without any processing, which are taken 60 to
70 seconds apart. The first picture is taken directly after filling the sample tube,
showing an almost undistorted, focused beam spot. After a time period of about 60
to 70 seconds, the same beam spot started to distort and to broaden in its size. This
increase in size can be observed for several minutes, before the new shape stops to
broaden, showing a steady, unchanging picture for time periods of more than several
hours. It is found that mechanical vibrations couple into the system. The external
perturbation forces the sample tube to vibrate, transferring its oscillations to the
sample liquid. The fact, that the distorted picture is stable for long time periods
is a hint, that the external perturbation seems to be constant, too, and convection
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Figure 4.18:

Figure 4.19:
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Colorized sensor picture after filling the tube and re-adjusting the beam
on the sensor. The photo is taken directly after the filling ended. The
adjustments from the emptied tube measurements have to be optimized.
It can be seen that the beam spot is focused nicely on the sensor, and
small beam shape distortions are present because of the influence of the
sample liquid. Furthermore, it is possible to adjust the beam properly
after the light passed 2.3 m through the sample medium.
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Longterm stability measurement with a filled sample at a fill height of
~ 2.3m. The intensity integral is plotted over a time period of approx-
imately 22 hours. The plot shows the absolute intensity integrals over
the time in seconds. It can be seen, that for the same unchanged light
beam, huge fluctuations are visible. This can be explained by changes
in the beam shape and position, caused by perturbing vibrations. Note
that no uncertainties are given.
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Figure 4.20: Raw data pictures taken during a test measurement with a filled sample
tube at a fill height of about 2.3 m and a wavelength of 530nm. The
pictures show the same light beam for different times. The first beam
spot is taken directly after the filling procedure and the adjustment
on the sensor. After several seconds, the beam started to distort and
broadened for several minutes. After a time period of 5 minutes, an
unchanging, broadened, distorted beam shape is observed. This phe-
nomenon can be explained by vibrations coupling into the sample tube
and its liquid.

may be neglected. As the liquid starts to vibrate, also standing waves may occur
within the sample tube, showing a steady, unmoving perturbed picture. Due to
the limited size of the light sensor and the broadening of the beam shape to a size
in the order of the diameter of the sample tube, intensity information is lost on
the sensor edges, making a precise attenuation measurement impossible. The fact,
that for lower filling levels, the beam size is bigger due to a focus in several meters
distance, this vibration induced broadening maximizes the loss of intensity at the
edges and explains the huge fluctuations. Furthermore, the mechanical changes not
only lead to distortions, but also shift the beam position, destroying the incident
adjustments. As a consequence, the beam wanders off and parts of the intensity are
lost for detection, visible as a huge fluctuation of the determined intensity integral.
Another problem arising is the fact, that the distorted beam size is in the same size
as the tube diameter. Parts of the beam are reflected at the tube walls, distorting
the intensity information, which is parasitic for attenuation measurements and an
exemplary picture can be found in fig. 4.21.

Although the optical table and the sample tube are isolated with dampers, vibrations
are coupled into the sample tube. This can not be seen for the emptied tube, as
sample tube and light beam are not connected indirectly by a sample liquid. Precise
attenuation measurements are not possible in this case, making it crucial to suppress
the in-coupled vibrations.
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Figure 4.21: Colorized sensor picture taken during a test measurement at a fill height
of 2.3m and a wavelength of 530nm. Due to the beam broadening,
parts of the beam are reflected at the tube walls because of the limited
diameter of the sample tube. Furthermore, the beam is broadening to
a size bigger than the light sensor itself, leading to a loss of intensity
on the sensor edges.

4.6.1 Forced mechanical oscillations

A forced oscillation is the oscillation of a system caused by an external perturbation.
For a permanent, periodic perturbation the system is forced to oscillate permanently,
too, with the frequency of the external perturbation and with a time-independent
amplitude. Due to the system’s own resonance frequency f,.s, the oscillation ampli-
tude of the driven oscillation is increasing if the external frequency is moved towards
fres- The amplitude can be amplified to huge values, which may destroy the system
in case the damping constant of the system is too low [Dem04]. For a forced, damped
harmonic oscillator, the oscillation process can be described with the equation of
motion [DemO04]

dr(t) =

m: dt2 =—k- F(t) —C- dt + Foxtornal(t), (47)

with m being the mass of the system, 7 the time dependent spatial vector for three
dimensions x, y, z, the external force Fexiemal(t), the restoring force constant k
and the damping constant c. Assuming a one-dimensional damped, forced, decou-

pled oscillation, the solution of the equation of motion for a periodic external force
F(z) = Fycos(wt) is [Dem04]:

x(t) = Are™ " - cos(wit + ¢1) + Ascos(wt + ¢), (4.8)
which contains the solution of the free damped harmonic oscillation

11(t) = Are " - cos(wit + ¢1). (4.9)
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Hereby, A; is the amplitude, v the damping constant, w; the frequency and ¢,
the phase of the oscillation. Equation 4.8 further includes the solution, where the
oscillation of the free damped oscillator faded and a stationary state of the forced
oscillation is reached [Dem04]:

xo(t) = Agcos(wt + @), (4.10)
with the driving frequency w, the phase ¢ and the amplitude of the forced oscillation:
Fy/m
V@ —w?)? + (2yw)?

The resonance frequency of the system in this case is given by [Dem04]

2 ¢ \?
Wres = \/ Wy — 2 % s (412)

with wg = \/g and v = 5, whereas for the free damped oscillation, the resonance
frequency is [Dem04]:

Ag(w) = (4.11)

2
Wi—res = wg - (;) : (413)

The oscillation amplitude of the system depends on the external force as well as on
the damping characteristic of the system and also on the forcing perturbation fre-
quency [Dem04]. In most cases, the occurring oscillations are not decoupled, leading
to complex oscillations in more dimensions. To determine complex systems and their
oscillatory behavior, a modal analysis can be used to determine the oscillation char-
acteristics. In most cases, these are computer based, numerical modelings, which
model the dynamical characteristics of the systems [Strl11]. Due to the fact that
PALM is a complex oscillatory system and a modal analysis is a time consuming ef-
fort, which typically takes several years [Strll], it is focused to a more experimental
approach to determine the vibrational behavior in the case of this experiment.

The oscillations of the setup are mostly limited to the sample tube, which is the
receiver of a time dependent external force. The liquid of the sample tube starts to
oscillate, too, excited by the vibrating steel tube, and waves may traverse through
the sample. After a superposition of forced and reflected waves takes place, a station-
ary vibrational picture is obtained, which is in good agreement to the observations,
as the distorted beam spot is no longer changing after a couple of minutes.

The external force, driving the oscillations, has to be seen as a superposition of
several different external perturbing forces with different frequencies. In the case of
the experiment, these external forces have different origins. This means, that some
are periodic and fluctuating with time and some only appear an instant, being an
external in-coupled shock from the ongoing constructional work inside and outside
the laboratory3. Although the resulting oscillations f(#) may not be harmonic, it can

3 As mentioned in section 4.2.2, the surrounding conditions of the experiment change significantly
during the whole measurement process due to the constructional work inside (clean tent, clean
room) and outside the laboratory.
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be described as a superposition of harmonic oscillations with different frequencies
wn, amplitudes a,, and phases ¢,, [Dem04]:

f(t) =ao+ i ayp - cos(wpt + ¢p). (4.14)

n=1

This is called a Fourier transformation and can be used to determine the frequency
spectrum of the perturbing vibrations influencing the setup.

The external forces can have different origins and possibilities to be coupled into the
system. Because of the mounting of the tube with four rigid, damped wall mounts,
these have to be considered as possible points of excitation. This rigid mounting
also has an influence to the nodal points and antinodes of the oscillation, forcing
the sample tube into its vibrational modes.

4.6.2 Identification of the origin of occurring vibrations

It is known so far, that the vibrational perturbations distort and broaden the de-
tected beam spot as well as shift it towards the sensor edges. Because of the focused
beam, the size of the beam spot increases for decreasing fill height levels and the
perturbation induced broadening is no longer negligible. This is the reason for in-
tensity losses at the sensor edges and the occurrence of reflections at the stainless
steel tubes. Intensity integral measurements over time periods of several tenths of
hours reveal also time dependent, changing beam distortions, which give evidence
that the perturbing external force is a superposition of different contributions. After
the occurrence of a new perturbation contribution, it is found that the beam shape
starts to distort and broaden for a couple of minutes, before showing an unmov-
ing, stable distorted beam shape picture again, if no other external force occurs in
this time period. This external force contributions differ with time, as for different
measurement days the resulting distorted beam shape is not possible to be repro-
duced reliably. As a consequence, identifying and eliminating sources of vibrational
perturbation forces is crucial.

Identification of perturbation sources

To eliminate the perturbations, their origin has to be identified. Due to the fact,
that neither beam distortions nor fast beam position shifts are found for the empty
tube measurements, the sample tube is identified as the vibration receiving device.
Therefore, different sources of vibrations are considered:

e shutting doors and people next to the experiment,
e fill height sensors,
e usage of crane,

e undamped pumps from nearby experiments,
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e constructional work inside and outside the laboratory,
e CCD camera device and the
e climate system of the laboratory.

Longterm intensity measurements and single sensor pictures are used as tools to
identify possible effects. Investigating the influence of doors and people, it is found
that due to the rigid PTFE material used for the filling tubes, perturbations can be
coupled into the sample tube with wiggling filling tubes. This is the case for people
entering the experimental site next to PALM and the shutting and opening of the
doors neighbored to the experiment. No hint for an influence originating from the
fill height sensors is found. Also tests with a working crane show no effect on the
measurements in PALM. Because of the results from the filled tube measurements, a
dominant, omnipresent perturbation is identified to be coupled into the sample tube.
This omnipresent vibration can not originate from the pumps in the laboratory used
by several experiments, because of their limited run times and present vibrations
for offline pumps. There are contradicting results for the influence of the running
pumps on the experiment. The results for a negative effect could not be confirmed
clearly, because the omnipresent vibrations are dominant and mask their effect. To
be sure, all pumps within the laboratory have been damped or decoupled from the
floor.

Due to constructional work inside the laboratory for a long time period and the start
of the construction of a new building on the outside, external shocks are identified,
which are coupled into the laboratory halls. There is a promising coincidence be-
tween the occurrence of external shocks in the experiment and the labor and lunch
time of the workers on the building sites, identifying the constructional work as a
source of such shocks. These have an un-negligible impact on the measurements,
however, they can not explain the omnipresent perturbations.

The CCD camera device is taken into account as a possible source of excitation, as
the device has an integrated cooling system, which is used during all measurements.
As the device is in direct contact to the baffle tube and is mounted rigidly to the
sample tube, vibrations from the cooling system can be coupled into the setup. This
would be an omnipresent source of vibrations.

Another tool, which can be used to identify present perturbations, are so called
amplitude-frequency profiles. The perturbing force is a superposition of different
contributions, which force the sample tube and its liquid to oscillate. The complex
oscillation can be described by a superposition of harmonic oscillations, as is shown
in equation 4.14 in section 4.6.1, called a Fourier transformation. The acceleration
amplitude of a movement can be measured as a function of time with acceleration
sensors. The amplitude-time spectrum contains information about the periodicity
of the perturbation. By using a Fourier transformation, the spectra can be trans-
formed into frequency spectra, revealing all contributing frequencies of the complex
oscillations. In most cases, the Fast Fourier Transformation (FFT) is used to trans-
form the acceleration amplitude-time profile into the amplitude-frequency profile.
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The FFT is an algorithm, which uses symmetry arguments to reduce the computing
time significantly [Chel8]. The detectable contributing frequencies are limited by
the sampling rate of the acceleration sensor. The sampling theorem can be used to
approximate the frequency range, which can be determined via [Chel§|

fsampling Z 2- fmeasurable- (415)

Hereby, fsampling is the sampling frequency and feasurable the maximum frequency,
whose modulation can be resolved reliably.

In a first check, the acceleration sensors of a mobile phone and a freeware app?
are used to investigate the oscillation characteristics of the PALM experiment. The
freeware app uses the three axis acceleration sensors of a smart phone to measure
the acceleration amplitudes in units of g=9.81 33 over a fixed time period of 10.2s.
Furthermore, it provides also the contributing frequencies in a range between zero
to 50 Hz. With this freeware app, first checks are performed to identify possible ex-
citation sources and to understand the in-coupling mechanisms. Different locations
at the PALM experiment are investigated to reveal different points of excitation
as well as differing amplitudes of the perturbation frequencies and to optimize the
damping materials. At each location, several measurements are performed with the
freeware app and are processed with ROOT. Due to the fact, that the external
perturbations are time dependent, it is difficult to reproduce the measurements for
statistical uncertainties. This is also the case for baseline measurements. There-
fore, the spectra shown in the following do not include statistical uncertainties and
baseline corrections. The results are only meant as a first check to identify possi-
ble perturbation frequencies. For a more sophisticated frequency determination, an
acceleration measurement device is developed and described in section 4.6.8.

Due to the direct contact of CCD camera and sample tube, an acceleration measure-
ment series is investigated at the position of the camera device to identify possible
perturbing frequencies caused by the detector itself. Fig. 4.22 shows an exemplary
measurement at the top of the CCD housing with an online cooling system. The plot
shows the acceleration amplitude for all three dimensions in units of g over a time
period of 10.2s with the x dimension in black, y in cyan and z in magenta in refer-
ence to the acceleration sensor. The exemplary measurement shows an oscillation,
which is slightly enhanced in y direction (cyan), which could not be reproduced.
The data are used to calculate the amplitude-frequency profile after a Fourier trans-
formation to access the contributing frequencies. Fig. 4.23 shows the corresponding
amplitude-frequency spectrum and an increased frequency contribution in the range
of around 40 Hz to 50 Hz for all measurements. Due to the lack of a baseline cor-
rection and possible uncertainties, a frequency peak, which has an amplitude of at
least twice the size of most other appearing peaks is defined as a significant peak.
There also seems to be a small contribution in the region of 10 Hz, visible for the x
dimension (black) in the exemplary measurement. Other measurements show sim-
ilar perturbation frequencies but with less dominant amplitudes, as can be seen in

4Vibro Checker ACE, see www.ace-ace.de.
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Figure 4.22: Exemplary acceleration amplitude measurement over a time period of

Figure 4.23:

10.2s. Measurement point is on top of the CCD housing with a run-
ning cooling system to identify perturbing frequencies originating from
the device. These data are used to generate the amplitude-frequency
profiles.
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Calculated amplitude-frequency profile of the time profile shown in fig.
4.22 to identify contributing perturbation frequencies. Measurement
point is on top of the CCD housing with a running cooling system.
Note, that these results are single measurements without uncertainties,
which are only used as a first check. At a frequency of ~ 44 Hz, an
increased amplitude is observed for all three dimensions. Also hints for
a perturbation frequency with a smaller amplitude is found at 10 Hz for
the x dimension (black).
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Figure 4.24: Reproducibility measurement of the amplitude-frequency profile at the
CCD housing of fig. 4.23 to reproduce the found perturbation frequen-
cies. The identified frequencies between 40 and 50 Hz can also be seen,
but with less dominant amplitudes.

fig. 4.24. This is a hint, that the found frequency may not be the omnipresent
perturbing source. To cross-check, if the found frequencies are related to the CCD
device, the cooling system is stopped and another acceleration measurement series
is performed with the CCD sensor working at room temperature of 22 ° C. Fig. 4.25
shows an exemplary measurement of the series for the uncooled CCD sensor on top
of the housing. Shown are the Fourier coefficients over the contributing frequency for
three dimensions. Several measurements reveal a strong contribution of a frequency
between 12 Hz and 14 Hz, which can in some cases also be seen for the cooled sensor.
The contribution in (40-50) Hz seem to be present, but less dominant compared to
the cooled device. Other frequency contributions can not be reproduced reliably,
showing that the contribution is changing with time and may be random, which is
also valid for a contribution at around 40 Hz. The frequencies in (0-1) Hz appear
irregularly as well. To further check, if the contribution between 40 Hz and 50 Hz
is correlated to the CCD device, the camera is switched off for a third acceleration
measurement series. The results can be found in fig. 4.26. Comparing the measure-
ment with the former results with and without a running cooling system, it can be
seen that both contributions in the frequency ranges of 12 Hz tol4 Hz and 40 Hz to
50 Hz are no longer detectable. Other dominant frequency contributions can not be
detected at this point. This implies not only that both contributions are produced
by the camera module itself but also that due to a direct mounting to the baffle and
sample tube system, a transfer into the sample tube is likely. This means, that the
light detector itself is a source of vibration and its direct connection to the sample
tube is the point of transfer.
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Figure 4.25: Amplitude-frequency profile of the acceleration measurements on top of
the CCD housing with a stopped cooling system and a sensor working
point at room temperature for all three dimensions. It can be seen,
that frequencies in the range of 12 Hz to 14 Hz can be identified for all
dimensions and in (40-50) Hz for the x (black) and y dimension (cyan)
as possible perturbations.
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Figure 4.26: Amplitude-frequency profile of the acceleration measurements for an
offline camera device on top of the housing. Shown are the measure-
ments for all three dimensions. It can be seen, that the contributions
found for cooled and uncooled CCD device, shown in 4.24 and 4.25, are
no longer visible.
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Figure 4.27: Longterm stability measurement of the measured intensity integrals
during a test, where the climate system is offline. Plotted are the
relative deviations from the mean of the intensity integral in dependence
on the measurement time. Several breakdowns can be seen in the period
without a running climate system (t<2.8h). These are identified as
external shocks, which are coupled into the system and change the
beam position on the sensor. Characteristic for such external shocks is
the respective relaxation afterwards. After approximately 3 hours, the
climate system is switched on. As can be seen, there is a huge external
shock coupling into the experimental setup in coincidence, forcing the
beam out of its adjustment.

In another study, the climate system is taken into account as a possible source of
perturbations. As the climate system is online for 24 hours a day, providing fresh
air for the laboratory, it is present in all measurements, too. A possible excitation
may be possible by air steam or due to vibrations originating from the inlet and
outlet tubes neighbored to the experiment’. To suppress an excitation by air flow,
a second, flexible dark box is installed around the whole setup. The dark box is
a special black fabric, whose manufacturing purpose is the absorption of ambient
light and acoustic noise. In the case of the PALM experiment, it is used as a
shielding against air streaming. The installation of the fabric could not suppress
the occurrence of the dominant vibration perturbations, which gives a hint that
the excitation of the sample tube via air stream is not the dominant perturbation
transfer. Longterm intensity measurements are performed to identify the influence
of the climate system on PALM and an exemplary measurement can be seen in fig
4.27.

The figure shows a longterm stability measurement for an unchanged light beam,

5See section 4.2.2 for detail.
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adjusted on the center of the sensor at a fill height level of ~ 2.3m and a selected
wavelength of 530 nm. The measurement is performed without a running climate sys-
tem, which is switched on after approximately three hours of measurement. Plotted
are the deviations of single intensity integrals from the mean in percent®. It can be
seen, that the intensity integrals show several breakdowns within the first 2.8 hours.
These are not correlated to the climate system, but are identified as external shocks,
forcing the sample tube to move in its mounting and destroying the adjustment be-
tween tube and optical table. The adjusted beam spot is shifted out of its centering
on the sensor, resulting in an intensity cut off of a part of the light beam on the
sensor edges. Such external shocks appear for an instant, but due to its instant oc-
currence the system relaxes to its incident adjustment after a short relaxation time.
This can be seen for all occurring intensity breakdowns within the first 2.8 hours
of the measurement. Several other measurements confirmed a coincidence between
the occurrence of external shocks and constructional work inside and outside the
laboratory. After starting the climate system, a shock is traversing through the
laboratory halls and has the same impact on the system, but is much stronger than
the shocks from the outside, and can be identified as an enormous break down at
~ 2.8hours. To identify the climate system as dominant source of perturbation,
single data pictures are used for cross-checking the occurring vibrations. Fig. 4.28
shows two single data pictures, colorized for better contrast with logarithmic inten-
sity scales. Picture (a) shows a rather focused beam spot directly before starting
the climate system. The beam looks like the a monochromator exit slit rectangle.
The beam shape stays focused during the whole measurement time with an offline
climate system. After starting the system, an external shock forces the beam out
of its adjustment at first. The beam shape starts to distort and broadens into a
characteristic vibrationally perturbed light beam, as is shown in (b). Several cross-
checks reproduce the influence and identify the climate system as the origin of the
dominant vibrations.

The climate system can only be switched off for small time periods, as it provides the
laboratory with fresh air. A common measurement series takes several hours, but it
would be possible to perform measurements without a climate system. Because of
the usage of cryogenic gases in the laboratory, a steady air exchange is required for
personal safety and a full measurement series is difficult.

Also temperature and pressure test measurements are performed with an installed
barometer and temperature sensor chip. Neither a coincidence between the occur-
rence of vibrations nor a significant change in one of the parameters is found. First
tests show a rather constant temperature difference between the top and the bot-
tom of the experiment, which may lead to natural convection. No experimental
hints have been found so far, that natural convection has a non-negligible effect on
the data, neither with nor without running climate system. Therefore, the influence
of convection is smaller than the detected vibrations and can be neglected. As the
dominant vibrational source can not be eliminated, it is necessary to decouple the

6The mean is calculated from all plotted intensity integrals.
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Figure 4.28: Single colorized, raw sensor pictures without (a) and with (b) a running
climate system. The colors correspond to the measured intensity, scaled
logarithmically for better contrast. It can be seen in (a), that the beam
spot is undistorted and rather focused, looking like the monochroma-
tor exit slit. In (b) the same beam is shown, but several minutes after
starting the climate system. As can be seen, the beam shape is dis-
torted, showing the characteristic dominant vibrations, which can be
identified for all test measurements. There seem to be a light halo for
both pictures, which originated from the mirror optic and is eliminated
by optimizing the dark box.
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Figure 4.29: Amplitude-frequency profile based on the acceleration measurements
at the position of the sample tube itself for a possible perturbation
frequency identification. Shown are all three dimensions. It can be
seen that no dominant perturbation frequency is found in the range up
to 50 Hz.

system from its surroundings and eliminate the points of in-coupling.

Due to the rigidity of the PTFE filling tubes, small wiggles may be coupled into the
system, caused by a constant air stream in the laboratory or by closing doors next
to the setup. Furthermore, the wall mounts of the sample tube have to be investi-
gated as possible exciters, as the inlet and outlet tubes of the climate system are
located directly next to the mounts. It may be possible that due to the opening in
the concrete, the walls and the ceiling may be forced to vibrate by the air streaming
through the mounted inlet and outlet tubes of the climate system. In a first check
acceleration amplitude measurements are investigated at the lower entrance window
of the sample tube to identify possible perturbing frequencies. Fig. 4.29 shows an
exemplary measurement of the series for three dimensions to investigate the vibra-
tions at the sample tube. As can be seen, no significant perturbation frequency can
be identified up to 50 Hz. The same result is found for the investigation of the rigid
wall mounts, as is shown in fig. 4.30. This implies, that the excitation frequency can
not be found in the range between (0 - 50) Hz and no possible in-coupling mechanism
can be excluded so far. As a consequence, the dominant external frequency is either
not present at these points or, more likely, is at a frequency range above 50 Hz. This
makes it difficult to optimize the dampers for proper vibration suppression.
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Figure 4.30: Amplitude-frequency profile calculated from the acceleration measure-
ments at the position of the rigid wall mounts of the sample tube, shown
for all three dimensions. It can be seen that no dominant perturbation
frequency can be found for the sample tube vibrations in the range up
to 50 Hz.

4.6.3 Elimination and suppression of in-coupled vibrations

Due to the fact that the climate system and the light detector are identified as
perturbing vibrational sources, an elimination of these vibrations is not possible.
Therefore, the sample tube has to be decoupled or damped instead. For an elimina-
tion, not only the frequency for the usage of a proper damping material has to be
known, but also the points of in-coupling or excitation. In principle, several points
of in-coupling can be possible:

e the filling tubes connecting storage tank and sample tube,
e the storage tank itself with its liquid,

e the stiff mounting of the CCD camera to the baffle tube, which itself is con-
nected directly to the sample tube,

e the mounting of the sample tube itself,

In the case of the vibrating CCD camera, it is clear, that the in-coupling of a
perturbing frequency into the sample liquid is located at the direct contact between
detector and steel tube. To guarantee that the detector device is no longer coupling
vibrations into the sample tube, a new CCD holder is designed and constructed and
can be found in fig 4.31. Due to the fact that the whole setup is built modularly,
the new CCD holder can be mounted easily via flanges on top of the stray light
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Figure 4.31: Photographs of the manufactured CCD holder. In (a) the CCD device
is placed on the holder and is guided by the inner mount to a centered
position. The holder can be installed easily on the flange of the stray
light baffle. It has an inner mount for the detector, where silicone gel
dampers are installed to eliminate direct contact, see (b). Due to the
fact that the sensor is placed on top of the surface of the holder, the
top surface is damped with silicon dampers as well.
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baffle. The CCD holder is designed to have an inner mount for the camera for
better reproducibility. The device is placed on top of the holder and centered in
reference to the light beam path by the inner mount. To decouple the detector from
the holder, optimized silicone gel dampers are used, which suppress the identified
perturbation frequencies in the range of 40 Hz to 50 Hz sufficiently. This damping
material is installed on the contact surfaces and the inner mount. The contact
between CCD camera and guide rail is not firm at all, to enable the proper working
of the dampers.

Damping the vibrations from the climate system is not that simple. Because of the
unknown perturbation frequencies from the surroundings and the climate system,
a suppression of the vibrations by changing the damping material is challenging.
Furthermore, due to their construction, it is not possible to change the damping
material of the wall mounts. A new mounting concept is investigated, where the
tube is mounted like a free pendulum, enabling the setup on the same time to adjust
itself perpendicular to the optical table by its own weight. For an appearing external
shock, the pendulum is possibly forced out of its adjustment, but is able to relax
and readjusts itself. Further investigations show, that the center of mass is shifted
towards the upper third of the system, which may influence the relaxation of the
tube at a certain angular dis-adjustment. To limit the displacement of the pendu-
lum, two contact points are considered. At one point, the pendulum is mounted,
whereas on the second, the movements of the tube are limited. This point of contact
can also be used to adjust the tube to the optical table more easily. Considering
this issues, a new mount is designed to eliminate the possibility of an excitation
by the wall mounts, which implies, that the wall itself is transferring the external
perturbation force from the rigid mounts into the sample tube. The new pendulum
mount is installed at the ceiling and is constructed from stainless steel. The sample
tube system is hold by two clamps, which are isolated from the tube by specialized
damping materials. Both clamps are needed to stabilize the sample tube in reference
to the optic at the table. Therefore, a clamp is installed at the stray light baffle and
another at the sample tube next to the upper flange. These clamps are also mounted
with a specialized construction, which acts as a two dimensional translation stage to
adjust the sample tube properly in reference to the optic and they are also mounted
to the ceiling mount. A scheme of the designed ceiling construction can be seen in
fig. 4.32. It is a steel cage structure mounted to the ceiling, holding a base plate.
On the steel cage, both clamps with dampers and their translation constructions are
mounted, enabling the translation in two dimensions each. The sample tube is hold
by both clamps similar to a free pendulum above the optical table. Fig. 4.33 shows
the constructed ceiling mount with the sample tube. Both clamps are installed at
the steel cage, holding the sample tube in place and they can be moved in x and y
direction, making it possible to adjust the sample tube in reference to the optical
table. The sample tube has no direct contact to the ceiling cage but to the damper
material inlets of the clamps. These are constructed in a way, that the damping
material can be inserted and changed easily. The material used for the dampers is
made of a-gel [Tail8|, which has its resonance frequency in a range of 15 to 22 Hz
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Figure 4.32: Scheme of the design for a decoupled ceiling mount. It is constructed
from steel, guaranteeing a solid mount for weights of at least 300 kg.
The sample tube is hold by two clamps, one at the stray light baffle near
the light sensor and the second on the sample tube. Both clamps are ad-
justable by specialized translation constructions for x and y dimension
and are decoupled with special damping materials. The sample tube is
mounted like a free pendulum to readjust itself after the occurrence of
external shocks. For details see text.
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(a)

Figure 4.33: Pictures of the constructed ceiling cage, showing the new steel con-
struction with a base plate on the bottom. The plate can be parted
to install the sample tube, which is hold by two clamps. Two transla-
tion constructions allow to adjust the system in two dimensions each
in reference to the optical table. Both clamps are damped to suppress
vibrations.

and suppress frequencies above 30 Hz sufficiently [Tail8|.

As is mentioned in section 4.6.2, it has been considered, if the perturbations can
excite the sample tube via air flow. Therefore, a special fabric is used as a second
dark box, covering the full experiment in at least two layers for vibration suppression.
The CCD camera and baffle tube on top of the experiment are also shielded from
air flows with plates, which are mounted to the ceiling cage”. Tests show, that the
additional dark box can not remove the observed perturbations, which is a hint,
that this is not the dominant in-coupling mechanism of the vibrations and favors
the possibility of present mechanical vibrations at the ceiling. Taking into account
the experimental site, the inlet and outlet tubes of the climate system are located
several cm from the setup. The constant air stream through the tubes may excite the
walls and the ceiling both and the inlet and outlet tubes itself may be the possible
exciters.

Performance of holder and ceiling mount

After applying the new holder and ceiling mount and reactivating the setup, test
measurements are performed to investigate their influences on the system. Fig. 4.34
shows a raw sensor picture at a wavelength of 530 nm and a fill height level of around
2.3m after the installation of the ceiling cage and the new CCD holder. The raw

"The installed fabric is shown in fig. 4.6 already.
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Figure 4.34: Raw data picture to test the performance of the installation of a
new ceiling mount with optimized damping materials and a new CCD
holder. The test measurement is performed at a wavelength of 530 nm
and a fill height level of approximately 2.3 m. Both pictures show the
same beam shape, which is inhomogeneously illuminated but also less
perturbed. The inhomogeneous illumination is a hint for a mechanical
change during the exposure to the light detector. It can also be seen,
that the full intensity beam can be adjusted on the small sensor at this
fill height level.

sensor picture shows a light beam, which is well centered on the small sensor. This
enables the detector to observe the full intensity information at a fill height level of
2.3 m. Furthermore, the beam shape is in-homogeneously illuminated, which is a hint
for mechanical instabilities. During the exposure to the detector, the beam seems
to shift, changing its position on the sensor. In reality, the light beam is unchanged,
but the sample tube mounted as a pendulum is moving during the measurement
time, affecting the detector device as well. Such movements can be caused by the
rigid PTFE filling tubes. Wiggling on the filling tubes influences the position of the
sample tube, mounted as a free pendulum and are created by air movements as is
the case for closing and opening the doors located next to the setup. Furthermore,
it is found that the PTFE tubes also affect the sample tube for changes of the liquid
fill height and can also dislocate the tube permanently for small fill height levels.
Because of the ongoing constructional work, the free pendulum is dislocating several
times during measurement periods, which affects precise measurements, too.

Restricting mechanical movements

This facts motivate the installation of a third clamp on the bottom of the sample tube
to fix its adjustment in reference to the optical table. A picture of the manufactured
third clamp can be found in fig. 4.35. It is produced from aluminum and can be
parted to position the sample tube. Furthermore, it has a guide to place and position
the damping material properly. The material is the same as for both other clamps,
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Figure 4.35: Picture of the manufactured clamp and its damping material inlet. The
clamp is manufactured from aluminum, which can be parted, and has
a small guidance for an easy change and positioning of the damping
material inlets. The material is a silicon gel damper, which damps
frequencies > 30 Hz sufficiently and has its own resonance frequency in
the region from 15 to 22 Hz.

which is made from silicon gel. It has good damping characteristics for frequencies
> 30Hz. The clamp is installed at the bottom flange of the sample tube and on
top of the dark box to eliminate possible vibrations coupled into the system from
the walls. A two dimensional translation stage is constructed and used to fix the
position of the sample tube in reference to the optical table. Fig. 4.36 shows a
picture of the installed construction.

The setup with the third clamp, together with its damper inlet can be seen as
well as the translation stage construction located at the optical table. This is due
to the fact, that a mounting to the walls may increase the vibrations. Stability
measurements performed with an emptied tube show no evidence for vibrations,
which affect the optical table and motivates the decision. The usage of the new
clamp changes the free pendulum mounting to a fixed sample tube. This affects the
system in a way, that the automatic readjustments after perturbations are difficult,
but mechanical motions of the sample tube are suppressed, which stabilizes the
system during measurements.

Another possibility to restrict mechanical movements is the change of the filling tube
material. This can be done by using materials, which are compatible to the sample
liquid, like silicon tubes. Unfortunately, these materials are too porous and as a
consequence, the LAB sample can diffuse from the inside to the outside of the filling
tubes within a short time. Therefore, only the air exhaust tube can be changed to
silicon material permanently. As other materials are currently not characterized in
reference to their chemical long time compatibility to LAB, PTFE is still in use for
the inlet filling tube.
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Figure 4.36: Pictures of the setup after installing a third fixing clamp and its trans-
lation stage construction on the optical table from the top (a) and in
a side view in (b). The clamp has a damper inlet holding the sample
tube without direct contact. The purpose of the clamp is to fix the
position of the sample tube perpendicular to the deflection mirror and
to suppress mechanical movements during measurements.

After installing the ceiling cage, CCD holder and clamps, the sample tube has to be
adjusted perpendicular to the optical table manually and the beam spot has to be
readjusted on the cm sized sensor again. With a small pendulum, which is installed
at the ceiling cage as well, the sample tube is positioned perpendicularly (see 4.36
(b)). After the tube is located and fixed in reference to the optical table, the beam
adjustment can be performed with the translation stage of the optical table as a
first step. In a second step, the translation stage and screws of the deflection mirror
are used for fine tuning.

Measurements of the performed optimizations show, that fill height levels between
2.1 and 2.3m can be measured precisely, which correspond to light path lengths
of about 20 cm through a medium. This is twice the length possible for measure-
ments with commercial UV /Vis spectrometers, but is not enough for the precise
determination of the attenuation length, needed in JUNO.

4.6.4 Restricting the beam size

Parallel to the optimization of the setup and damper materials for the suppression
and elimination of vibrational sources, the idea of a modified optical system is inves-
tigated. The idea of limiting the beam size is considered as vibrations and the focus
of the light beam affects its size, especially for small fill height levels. Therefore, the
beam is restricted by a small aperture to a diameter, which is smaller than the light
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Figure 4.37: Raw sensor pictures with increased contrast settings at a wavelength
of 530nm and a fill height level of approximately 2m before (in (a))
and after (see (b)) changing the aperture to a smaller size. It can
be seen, that the resulting beam shape before changing the optical
component is illuminated in-homogeneously and shows reflections as
well as a large part of the beam not detected by the sensor. After
applying the optimization, the resulting beam (b) shows none of this
distorted artifacts, but vibrational perturbations.

sensor, despite the effect of vibrations. The light beam passes the monochromator
exit slit and is focused by a mirror system to a point in a distance of several meters.
An aperture is installed after the mirror system to limit the beam shape to a size
smaller than the deflection mirror, at which the light is coupled into the sample
tube, but also leads to a decreased intensity. Fig. 4.37 shows a test series to investi-
gate the influence of the restriction on the sample measurements at a fill height level
of approximately 2m and a wavelength of 530nm. Plotted is a picture before (a)
and directly after (b) installing the smaller aperture with increased contrast settings
for better comparison. Before changing the optical component, the detected light
beam has a similar size as the sample tube entrance window. This leads to unpre-
dictable effects on the light beam, which are caused by the moving entrance window
of the sample tube. A consequence is an in-homogeneously illuminated beam shape,
which is further affected by the occurrence of vibrations. Reflections of parts of
the increased beam shape at the tube walls are a consequence, too. After changing
the aperture (b), the beam stayed small enough for adjustments on the sensor, not
showing inhomogeneous parts or reflections any more. The usage of apertures with
diameters of 1 to 5mm enables the setup to measure longer light paths through
the medium without sufficient intensity losses, making precise attenuation length
measurements possible.

To investigate the influence on the maximal light path through a medium, where
measurements are possible without sufficient intensity losses, several test measure-
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Figure 4.38: Uncalibrated and unprocessed intensity distributions without a dark
noise correction, plotted for different fill height levels, which are given
in channels. From the two dimensional intensity sensor histograms,
one dimensional intensity distributions of the light beams are calcu-
lated, showing the intensity distribution detected over the x axis in
pixel rows. The colors correspond to different fill height levels, except
the black curve, which is the dark noise for comparison. The uprising
dark noise at the edges is due to pixel gain factor differences and not
due to ambient light. The sharp peak at around zero is due to a dam-
aged pixel row. The distributions show the broadened beams, which
can be adjusted completely on the CCD sensor.

ments are performed after the optimization.

Therefore, raw data pictures are taken for different fill height levels of the PALM
setup as well as dark measurements. The two dimensional sensor pictures are used
to generate one dimensional intensity histograms. For this, the intensity over one
dimension is integrated to obtain the intensity distribution of the light beam. Such,
so called intensity profiles®, are shown in fig. 4.38. Several test pictures are taken
for different fill heights and their corresponding intensity distribution against the
pixel rows in x dimension can be found in different colors. The intensity entries
are integrated over the y dimension and the corresponding intensity distribution is
given in arbitrary units and depend on the pixels in x direction of the sensor. The
size of the sensor in x direction is 18 mm. The figure show the uncalibrated and
unprocessed summarized intensity values, which are plotted in different colors for
the fill height level, given in channels. The black curve corresponds to the dark noise
measurement, showing an increase on the sides of the sensor. These can be explained
by the missing pixel gain calibration and is not due to parasitic ambient light. The
sharp peak at around zero is due to a damaged pixel row, which is excluded in the

8 A more detailed explanation on the intensity profiles can be found in section 5.1.2.
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data processing. The plotted fill heights correspond to filling levels between 1.15m
(780ch) and 2.26 m (1560 ch). It can be seen, that the intensity distribution of the
beam for a fill height of 2.26 m shows a focused, almost undistorted light beam.
With decreasing fill height levels, the intensity distribution is getting broader, its
peak height is decreasing because of the focus and present vibrations. Furthermore,
it shows that the beam shape can be centered and the tails of the distributions
can also be located on the sensor. This demonstrates that precise measurements of
attenuated intensities for light paths of at least 1 m through the sample medium are
possible, enabling the PALM setup to proceed®.

4.6.5 Changing the resonance frequency of the system

Taking into account a simple model of an oscillatory system (see equation 4.12 in
section 4.6.1), which is excited by an external periodic force, the resonance frequency
of a one dimensional oscillation depends on mass and damping characteristics as well
as the restoring force constant. For an increasing mass m,,,, = m - p the resonance
frequency of a one dimensional, forced, damped, simple oscillation model can be
changed to other frequencies

new 1 2 2 02 (4 16)
Wres g~ "Wy =4 75— 5 :
p " (2m - p)?

It is clear, that for a complex, more dimensional oscillatory system the dependen-
cies between frequency, mass, damping constant and restoring force constant are
different. The PALM experiment is a more complex oscillatory system, and the idea
of changing the resonance frequency of the setup by changing the mass is investi-
gated to influence the occurring vibrations. Because of its construction, it is rather
difficult to decrease the mass of the experiment, except for removing the sample vol-
ume. Assuming a dependency between resonance frequency and mass of the system,
increasing the mass to higher values may shift the resonance frequency of the exper-
iment to other regions, which would amplify other in-coupled frequencies. This can
be used to suppress the observed dominant perturbations. Changing the fill height
level also affects the mass of the system and shifts the resonance frequency, too. To
stabilize the resonance frequency of the system, additional correction masses can
be added to correct the mass change from the filling process. For this purposes, a
damping mass tube is designed and manufactured and can be found in fig. 4.39.
The tube is produced from brass and can be parted in two for an easy installation.
With screws it can be mounted and is pressed firmly to the sample tube. The weight
tube adds not only mass to the system, but also changes its center of mass and can
be placed on each spot, investigating the influence on the vibrational mode. Due to
its mass of approximately 18 kg, it doubles the mass of the tube system. To stabilize
the resonance frequency of the setup for changing fill height levels, it is possible to

9A detailed determination of the maximal light path is shown in section 5.1.3 after applying
several other optimization steps.
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Figure 4.39: Picture of the manufactured damping mass tube. The massive tube can
be separated into two parts to position it around the sample tube. With
screws, both parts can be connected together, pressing firmly against
the tube. The damping tube has a weight of approximately 18 kg, which
can be increased by mass add ons, mountable to the damping tube with
additional screws.

install additional masses to the damping tube, mountable with screws. This mass
add ons can be used to further shift the resonance frequency, but also to correct the
mass differences from filling by adding the exact mass difference to the system. In
principle such a customized mass difference correction device could be a bottle of
water or sand, its weight equal to the removed liquid.

First test measurements are performed with the installed damping mass tube, where
it is placed at different positions along the whole sample tube. There is a hint, that
the installation of the mass tube at the bottom of the sample tube may increase the
distorted beam shape, whereas other tests showed hints for a decreased influence
of vibrations by placing the device on top of the sample tube, but these could not
be reproduced reliably. Also hints for a decreased influence of neighbored pumps
are found. Unfortunately, the start of the constructional work at the same time
changed the surroundings significantly. This makes it difficult to reproduce the
measurements under same conditions and to compare the results with the former
state of the experiment. Further investigations have to be made to clarify the
influence of the damping mass tube.

4.6.6 Decoupling the sample tube from the storage tank system

To eliminate the filling tubes as a potential point of in-coupling, an express decou-
pling device is installed, separating the sample tube inlet from the storage tank.
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Figure 4.40: Express decoupling device installed between sample tube and filling
tubes to separate both systems during measurements. Decoupling the
sample tube from the filling system, possible perturbations originating
from the subsystem can be eliminated.

This separation is supposed to eliminate vibrations, which are coupled into the sys-
tem by the wiggling of the filling tubes or storage tank as well as movements of
the liquid, resulting in fluctuations of the filling level. Fig. 4.40 shows the installed
express decoupling device. The separation should disable in-coupled perturbations
originating from the wiggling of the filling tubes, the storage tank and its liquid vol-
ume for less vibrations. The device is connected to both parts of the PTFE filling
tube and can be parted. First tests show, that the decoupling device has a huge
setback during the (de-)coupling process, which is transferred to the sample tube
because of the rigidity of the PTFE tubes. This setback forces the sample tube and
its mounting clamp, together with its adjustment construction out of position, mak-
ing time consuming re-adjustments of the system in reference to the optical table
as well as the fine tuning of the beam spot on the CCD sensor necessary for each
decoupling process.

Fig. 4.41 shows exemplary test measurements during an offline climate system, per-
formed to determine the influence of the express decoupling device on the setup for
a connection process. In (a) the adjusted intensity beam spot on the sensor can
be seen for disconnected systems. The colors correspond to the measured intensity
in a logarithmic scale. It can be seen, that the beam shape is focused and shows
small distortions due to present vibrations, which can be neglected. In (b) the same
intensity beam can be seen after connecting the sample tube to the filling system
again. The setback of the decoupling device during connection is transferred to the
sample tube via rigid PTFE tubes and forces the sample tube out of its position.
Because of the change of the location of the sample tube in reference to the opti-
cal table, beam distortions and dislocations can occur, as can be observed in (b).
As a consequence, each coupling process leads to a dislocation of the sample tube,
which has to be corrected by time consuming re-adjustments and fine tuning of the
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Figure 4.41: Test measurements to investigate the influence of the decoupling of
the sample tube and its filling system during an offline climate system
period. Both pictures show the colorized intensity in a logarithmic
scale. In (a) the intensity beam of the disconnected filling system can be
seen. The beam shape stays focused and almost undistorted, although
small vibrations are still present. In (b) the same beam spot is shown,
but after connecting both systems again. It can be seen that the beam
position changes and the shape is distorted, due to the impact of the
coupling process. Comparing both beam shapes, there is no hint for a
reduction of vibrational distortions.
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Figure 4.42: Measurements to test the influence of the disconnection on the setup.
In (a) the intensity beam for a connected sample tube to the filling
system is shown. The beam shape is distorted due to a dis-adjustment
of a former connection process. In (b) the same beam spot can be seen,
but after disconnecting both systems. It is found, that the mechanical
setback of the device dislocates the sample tube and the beam spot. A
significant reduction of occurring vibrations is not found.

0 500 1000 1500 2000

position of the beam spot on the sensor afterwards. A reduction of the present
vibrations can not be observed. Fig. 4.42 shows the influence of the device on the
setup for the case of a decoupling process for an offline climate system. In (a) a
beam spot can be seen for decoupled sample tube and filling system. The visible
distorted beam shape results from a mechanical dis-adjustment of the sample tube,
which originates from a connection process several minutes before. In (b) the beam
spot can be seen, but after the disconnection of both systems. The change in the
beam position can be explained by the mechanical setback. Comparing connection
and disconnection process, it seems that the connection process affects the system
more than disconnections. It is not clear, if the beam distortions can be reduced
by the disconnection of both systems. Therefore, the effect of the express decou-
pling device and its influence on the system is investigated for present dominant
perturbations and exemplary results can be found in fig. 4.43 for an online climate
system. In (a) a characteristic beam spot with present dominant vibrations can
be seen for connected sample tube and filling system. The beam is centered on
the sensor and distorted compared to the beam shown in fig. 4.41 (a). For better
contrast, the measured intensity is colorized and plotted with a logarithmic scale.
Disconnecting both systems, it can be seen in (b), that the beam is not reducing its
distorted beam size to the expected, almost undistorted beam shape for an offline
climate system. This is a hint, that the point of in-coupling is not located at the
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Figure 4.43: Test measurements to investigate the influence of the express decou-
pling device on the occurrence of the dominant vibrations. In (a) the
beam spot for a connected sample tube and filling system is shown,
whereas in (b) the systems are disconnected. The colors correspond to
the measured intensity, which is plotted with a logarithmic scale. It can
be seen, that the beam distortions look similar. Due to the mechanical
setback of the device, the beam changes its position.

filling tubes, although wiggles or liquid movements in the storage tank can influence
the measurements. Several tests reveal similar results and an improvement of the
measurement situation has not been found. Summarized this means, that although
filling tubes and the storage tank as well as its liquid can move and may couple
perturbations into the sample tube, a characteristic change of the beam distortions
is not found.Taking into account the setback, the necessity of time consuming re-
adjustments after each use of the express decoupling device, the loss of liquid during
each decoupling and the fact, that no improvement can be seen for the beam shape,
the express decoupling device is not used for the sample measurements.

Instead of the usage of the device, the closing valve of the storage tank can also
be used to decouple liquid movements within the storage tank from the sample
tube. Due to the fact, that a direct connection between the filling tubes and their
movements and the sample tube are given, this will not eliminate the possible point
of in-coupling. Further investigations are needed to check the chemical long term
compatibility of alternative materials to replace the remaining rigid PTFE filling
tube.
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4.6.7 Suppressing liquid movements

Another approach to handle the vibrational occurrence is the idea to flatten the
moving surface. Due to the moving surface of the sample liquid, the traversing light
beam is refracted to different directions at the boundary surface between liquid
and air. This can affect position, illumination and size of the beam. The idea is
to flatten the surface of the liquid to suppress its movements. The created flat
boundary surface is perpendicular to the light beam and stable over time and makes
time consuming re-adjustments unnecessary for changing external perturbing forces.
Such a flattening can be achieved on the current setup by filling the sample tube to
its upper exit window. Because of the construction of the sample tube and filling
mechanism this is not possible and would reduce the possible measurable filling level
to a single height. Therefore, a new device has to be installed in the tube, which
can be positioned at the boundary surface of the filling level. It has to move with
changing fill heights and at the same time is transparent for the traversing light
beam. A possible realization is the usage of a floating gauge on top of the liquid.
Due to its weight, it will immerse to a certain depth into the liquid. Because LAB is
a petroleum derivative and is used as a sample, the density of the ideal gauge has to
be smaller than the density of LAB to swim at the surface. Furthermore, it should be
manufactured from materials, which allow to measure the wavelength range between
370 to 1,200 nm and have to be chemically compatible at the same time. To access
the UV region, the floating gauge has to have a window made from materials like
quartz glass, which has a rather high density compared to LAB. The positioning of
the device at the surface of the sample is difficult, as well as its position stability
over time. Up and down movements of the floating gauge at the surface as well as
a small angular displacement would cause huge effects on the light beam position
on the sensor. The designed floating gauge is manufactured from PTFE and can be
seen in fig. 4.44. It is a tube with very small wall widths to reduce weight and to
not affect the traversing beam spot. On one end, an acrylic glass window is glued
to the PTFE tube with epoxy resin for a first check of the working principle of
the gauge. The choice of an acrylic glass as boundary surface limits the accessible
wavelength region of PALM, but may improve the current measurements. The gauge
tube will have a length of at least 3cm and bars at its outer surface. These bars
and the length is used to guide the gauge within the tube. On the one hand this
will suppress tilting within the tube and on the other hand it will help to stabilize
the gauge over time. Fig. 4.45 shows a scheme of the inserted floating gauge in the
sample tube. Inserting the new device, the attenuated light beam crosses the acrylic
window, before being detected at the light sensor. The immersed acrylic window is
in direct contact to the liquid and eliminates influences of a moving surface.

To investigate the benefit of the floating gauge, it is inserted on top of the sample
tube. Unfortunately, the gauge get stuck several times at several positions within
the stainless steel tube, although the dimensions are rechecked. This leads to the
fact that the diameter of the stainless steel tube has much bigger manufacturing
uncertainties than expected. The reduction of the dimensions of the gauge can not
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Figure 4.44: Picture of the manufactured floating gauge. The gauge is made of
PTFE for its density and chemical compatibility with LAB. An acrylic
window is glued on one end of the tube with epoxy resin, where the
light beam has to traverse the gauge. Small bars are manufactured at
the outside surface of the gauge for guidance and stabilization within
the sample tube.

sample tube _PTFE tube

sample liquid acrylic window

Figure 4.45: Scheme of the working principle of the floating gauge in the sample
tube. The gauge is placed on top of the liquid and will immerse to a
certain depth. Bars on its outside and its length guide the device along
the sample tube and stabilize its position. The attenuated light beam
crosses an acrylic window, which is glued on one end of the device.
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solve the problem to get stuck because the tube seem to be not straight over its full
length, too. A further reduction of the diameter and the length will increase the
position instability within the tube and enables the gauge to tilt or rotate within
the tube. Furthermore, occurring external shocks may also cause the gauge to move
up and down but also to wedge within the sample tube. Another problem arising is
the longterm compatibility of epoxy resin with LAB, which is not known, as well as
the current limitation of the wavelength.

For further investigations, it has to be determined in which degree the gauge over-
comes its shortcuts and brings advantages to the system. As PALM is a customized
UV /Vis spectrometer, also the UV range should be accessible, which is possible by
using fused silica materials. But due to the density differences between petroleum
and fused silica, the floating gauge would immerse (almost) completely into the lig-
uid in its current dimensions, which may be a problem with respect to occurring
external shocks and may immerse it completely. The usage of a window adds several
new surface boundaries to the light path of the beam, deflecting it even further due
to different refractive indices.

The scaling to a longer version of the gauge will limit the maximal reachable fill
height because of the construction of the flanges and sample tube system. Further-
more, without the usage of a honed steel tube, it will get stuck in the tube or will
be too loose to guarantee stable measurements. As a consequence, the idea of using
a floating gauge at the current sample tube is dismissed.

4.6.8 ViPi - vibration identification device

For a more sophisticated and reliable determination of the frequencies contributing
to the perturbations, a portable acceleration measurement device is constructed.
The portable device uses an acceleration sensor, which is able to measure the accel-
eration amplitude for three dimensions simultaneously. The chip has a three axis
gyroscope function, too. A raspberry pi [Rasl8] computer is used for the data tak-
ing and processing, reading the data from the sensor via I2C. Fig. 4.46 shows the
sensor and raspberry pi computer. The sensor is mounted to a base plate, fixing
its position in reference to the plate. The base plate can be placed at locations or
places to investigate the occurrence of vibrations. Due to its small size, the device
can be placed also at small surfaces for measurements. The sensitivity of the ac-
celeration sensor can be changed from +£2g up to +16g. First test measurements
confirmed a sampling rate of 400 Hz, making it possible to determine frequency con-
tributions from zero to 200 Hz reliably (see equation 4.15 in section 4.6.2.), which
is an improvement to the VibroChecker application. First measurements with the
acceleration sensor are performed and an exemplary test is shown in fig. 4.47. The
acceleration amplitude is measured over time in seconds, using the maximal sam-
pling rate for determining frequencies up to 200 Hz. The measurement is taken at
the power supply unit for the halogen lamp to investigate possible perturbation
frequencies. With a fast Fourier transformation, the acceleration amplitude-time
profile is transformed in an amplitude-frequency profile, identifying possible perma-
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Figure 4.46: Picture of the built mobile vibration measurement device. The
acceleration-gyroscope-sensor is mounted to a base plate to guaran-
tee solid contact to the surface for measurements. For data acquisition,
a raspberry pi is used, taking data from the sensor via I2C.
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Figure 4.47: Acceleration amplitude measurement of the x-dimension over time with
the ViPi device. The sensor has a sampling rate of 400 Hz, which en-
ables to resolve perturbation frequencies up to 200 Hz reliably. The
device is placed at the power supply unit of the experiment.
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nent perturbation candidates. Systematic uncertainties have to be investigated like
calibration, a nonlinearity behavior, temperature dependent fluctuations or insta-
bilities of the device. The manufacturer considers an initial calibration tolerance of
+ 3% and a nonlinearity behavior of 0.5% [Inv13]. A housing is manufactured to
guarantee a solid, flat contact to the measurement surface for reproducible measure-
ments.

Before an appropriate vibration investigation is performed with the device its reli-
ability has to be tested. As the results found for the CCD sensor and its cooling
system are measured with the VibroChecker application, measurements under simi-
lar conditions should be performed to compare the results. Furthermore, the device
should be tested in a surrounding with well known or even without occurring vi-
brational frequencies to testify its performance. For future measurements, also the
gyroscope of the sensor can be used to determine angular positions and possible
changes, which would provide data for a better understanding of the present vi-
brations, as well as the absolute position of the sensor itself. This can help to
identify possible mechanical changes, too, which may be visualized and monitored
by computers.

4.6.9 Further ideas and outlook

Due to the ongoing constructional work and the change in the surrounding conditions
of the laboratory, it can not be excluded, that at some point, also perturbations are
observed, which influence the optical table. Therefore, the idea of decoupling the
experiment from its surroundings is considered. In the case of the sample tube, such
a decoupling device can be used to shield the tube from excitations and at the same
time suppress its oscillation amplitudes. The sample tube can be damped over its
full length to suppress the vibrational modes and to eliminate the contact to the
excitation points. This can be done by placing the sample tube into a much bigger
tube, which will be filled with damping material. A promising and cheap candidate
is the usage of sand. For PALM the space at the experimental site is rather limited
and the application of such a device has to be designed for a vertically mounted tube.
Therefore, the idea of a bigger tube filled with sand and the sample tube placed in
its center is considered. The sand damping tube is placed above the optical table.
It is crucial to prohibit damping material to enter the optic. A suggestion how to
realize a sealing can be found in fig. 4.48. The bottom of the damping tube is closed
by an aluminum plate, which is mounted with screws. The plate has a hole in its
center, where the sample tube can be installed. With a special elastic polymer plate,
a seal is constructed and can be placed between the damping tube and its bottom
plate. This polymer plate has a hole in its center, but with a much smaller size than
the diameter of the sample tube (and its lower entrance flange). The elastic polymer
plate is put over the sample tube during its installation, pressing tight against the
walls of the sample tube and sealing mechanically the contact between tube and
polymer plate. With a clamp, the seal is fixed and supported against the weight of
the damping material to not open with time. Due to the fact that for this length
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Figure 4.48: Scheme of a sealing for the damping tube. A polymer plate is used to
seal the damping material from falling into the optical system under-
neath. The plate has a hole in its center, which is smaller than the
diameter of the sample tube and is pulled over it. Due to the weight
of the planned damping material, a support clamp should be used for
safety.

the total weight of the chosen damping material is rather heavy, it is also discussed
to part the damping tube in several smaller modules, guaranteeing that the seals
withstand the weight with time.

The optical table can be placed at a decoupling device, which consists of a steel
plate, placed within a steel bin. The bin is placed on dampers itself. Between steel
plate and bin, several decoupling devices are installed, whose material may differ
for the observed perturbations. Such devices can be springs, sand or customized
decoupling devices. A scheme of the installation solution for the whole setup is
shown in fig. 4.49.

Furthermore, the usage of a bigger CCD sensor is under consideration, enabling
the measurement to detect beam sizes bigger than the current sensor size of 13 mm
times 18 mm. An advantage is a much easier detection of the intensity of distorted
beams. The new CCD sensor device has to be calibrated as well as investigated for
broken pixels and replaces the older device. Due to the bigger size, the intensity loss
at the edges of the sensor for distorted light beams decreases, leading to a further
decreased measurable liquid fill height level. It would be possible to monitor the
whole area of the sample tube, which would make adjustments much easier. But it
will not solve the problem of focus and vibration induced beam broadening at all, as
the beam shapes are increasing with lowering filling levels to a size, that, although
centered on the sensor, parts of the beam are reflected at the walls of the stainless
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Figure 4.49: Suggestion to completely damp and decouple the experiment from its
surroundings. The sample tube is placed within a much bigger steel
tube and filled with sand as damping material for suppressing vibrations
and shielding it from excitations. The optical table itself is placed at a
decoupling device, too.
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steel tube. These reflections are still present and will distort the measurements,
unless a sample tube with a bigger diameter is used.

4.7 Performance of the optimized setup

Different approaches are studied to suppress the present vibrations and several op-
timizations are realized on the experiment. The optimized setup contains

e the ceiling mount,

three clamps for a fixed sample tube position in reference to the optical table,

the decoupled CCD holder,

the installation of the damping weight tube,

a small aperture before the deflection mirror,
e the installation of a fabric as an additional dark box.

With these optimizations, the performance of the experiment is tested with respect
to influences of external perturbations. First, the effect of the climate system is
investigated by several starting and stopping cycles. Therefore, measurements are
taken over a time period of approximately half an hour each with and without a
running climate system. Fig. 4.50 shows raw data pictures with increased contrast
settings, taken during the starting cycle of the climate system. Plotted is the same
adjusted light beam during the offline phase (see (a)) and after starting the climate
system (in (b)). During the offline mode, the intensity beam shows a focused beam
shape over the whole period, but small vibrational distortions remain. In (b) the
same light beam spot is shown, but approximately five minutes after starting the
climate system. It can be seen clearly, that a beam distortion is taking place,
increasing the diameter of the beam drastically. Because of their constant presence,
the distorted beam shape is not changing over time significantly. The influence of the
climate system can also be reproduced during shut down processes, as can be seen
in fig 4.51. The comparison between the beam shapes with (see (a)) and without
(b) an online climate system shows, that the dominant source of perturbation could
not be eliminated with the optimizations but the distorted beams can be centered
almost completely on the sensor for fill height levels around 1.2 to 2.0m

To determine a possible perturbation frequency after applying the optimizations,
acceleration-amplitude measurements are performed again, using the top of the in-
stalled damping mass tube as contact point. A resulting amplitude-frequency profile
can be found in fig. 4.52. The damping weight tube is mounted at a height of 2.4m
in reference to the entrance window of the sample tube. The acceleration-amplitude
measurements described in 4.6.2 are used to search for differences after applying
all optimizations. Note that these measurements are done with a freeware app and
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(a) (b)

Figure 4.50: Raw sensor measurements to investigate the influence of the climate
system on the optimized setup at a fill height of 2.3 m and a wavelength
of 530nm. In (a) the light beam during the offline phase of the climate
system is shown and in (b) the beam is plotted several minutes after
the climate system is started. It is found for all tests that the beam
size is distorting to the characteristic perturbed beam shape. Note that
the contrast is increased for better comparison.

(a) (b)

Figure 4.51: Test measurements to investigate the influence of the climate system
on the optimized setup with increased contrast settings. In (a) the
intensity beam at a fill height level of 2.3 m and a wavelength of 530 nm
with an online climate system is shown, whereas in (b), the climate
system has been switched off several minutes before. The effect found
in fig. 4.50 can be reproduced.
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Figure 4.52: Corresponding amplitude-frequency profile from acceleration measure-
ments over a time period of 10.2s to identify changes for the optimized
setup with a freeware app. Measurement point is on top of the installed
damping weight tube, which is in direct contact to the sample tube. For
all measurements, a perturbation frequency between 5 to 6 Hz is visible.

the acceleration sensors of a mobile phone. Furthermore, no statistical nor system-
atic uncertainty is given and no baseline correction is done. These measurements
are only meant as a first check. Plotted are the calculated Fourier coefficients in
arbitrary units against the frequency, which are determined from acceleration-time
measurements. For all test measurements, a perturbation contribution between 5 to
6 Hz can be identified, which is not observed for measurements without the damping
weight tube. Also contributions at around 1 Hz occur randomly and there are hints
for contributions at 50 Hz.

Summarizing the results obtained in this chapter, the climate system is identified
as the dominant perturbation source, which causes dominant vibrational perturba-
tions on the measured beam shapes. Decoupling the sample tube from the filling
system show no clear evidence for an improvement of the beam sizes and implies,
that either a local excitation from the climate system at this point is not taking
place or another point of in-coupling exists. Tests of vibration measurements imply,
that the omnipresent perturbation frequency is above 50 Hz. After the optimiza-
tions, a perturbation frequency between 5 to 6 Hz is found and the optimized CCD
holder and damping materials show a good performance compared to the perturba-
tion frequency results found before their installation. The climate system can not be
switched off for longer time periods, which would be needed for measurement series.
The optimization of the optical setup limits the beam spot to a size, where it is
able to perform precise intensity measurements for light paths up to 2.0 m, although
there are vibrational perturbations present. With this improved setup, first sam-
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ple measurements can be performed. Due to the influence of the vibrations, their
contribution to the systematic uncertainties has to be investigated very precisely.
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Chapter 5
5 Optimized PALM setup

As described in chapter 4, the PALM setup is optimized to enable sample measure-
ments. A new ceiling mount with specialized translation stage clamps and optimized
damping materials is installed. Also an optimized CCD camera holder is applied
for perturbation elimination. Although it is not used during the following sample
measurements because of its shortcomings, an express decoupling device is installed
between the sample tube inlet and the filling tubes. A PTFE filling tube is used to
connect sample tube and storage tank. A damping weight tube is mounted to the
sample tube to influence the resonance frequency of the whole system. To increase
the measurable light path length through the sample medium, a smaller aperture
is installed. With this optimizations, sample measurements are performed and the
results can be found in this chapter.

5.1 Characterization of the optimized PALM setup

To investigate systematic uncertainty sources, the optimized setup with a filled sam-
ple liquid is tested for time fluctuations again. Furthermore, several test measure-
ments are performed to identify systematic uncertainties and possible error sources.
For all measurements in this section, LAB from Egypt is used to compare the results
with those found by [Hellbal.

5.1.1 Longterm stability of the experiment

After changing the components of the PALM setup for sufficient vibration suppres-
sion, another longterm stability study is performed. These measurements are used
to determine possible systematic effects correlated to optic, sample tube, liquid and
electronics. They are also compared to former longterm stability studies with an
empty tube, which is shown in section 4.5.5. Fig. 5.1 shows a stability measurement
for a current of 5.0 A, a monochromator exit slit width of 2 mm and a fill height level
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Figure 5.1: Sample stability measurement at a wavelength of 530 nm and a fill height
level of approximately 2.3 m, performed under similar conditions as the
empty tube stability measurements in section 4.5.5. Plotted are the
relative deviations from the mean intensity integral, measured over a
time period of 70 hours. After starting the halogen lamp at t=0s, an
increase of the intensity between zero to ~ 5 hours is visible, which marks
the thermalization time of the setup. The breakdown at 68 hours is
explained by an external mechanical shock, which forces the beam out of
its adjustment on the sensor. The increased outliers are due to exposure
time fluctuations.

of around 2.3m at a selected wavelength of 530 nm over a time period of 70 hours.
Plotted are the relative deviations from the determined mean intensity integral. Af-
ter starting the halogen lamp at t=0s, an increase of the intensity can be seen.
After a thermalization time of ~ 5hours, the relative deviations show small fluctu-
ations. Increased intensity outliers can be identified, which originate from exposure
time fluctuations caused by the internal mechanical shutter of the CCD device!. An
enormous breakdown of the intensity integrals can be seen after 68 hours of data
taking. This is due to an external mechanical shock coupled into the system, de-
stroying the beam adjustment on the sensor. The external shock originates from the
start of the constructional work of the physics department next to the underground
laboratory and has to be taken into account during measurement series as a crucial
systematic error source.

Fig. 5.2 shows a zoom of the stability study in fig. 5.1 for better comparison to the
measurement results with an empty tube, plotted in fig. 4.16. Within the given time
window, and neglecting the increased outliers caused by exposure time fluctuations,
the relative deviations are approximately 0.3 %. This is in good agreement to the

!These outliers are also visible for empty tube studies, as are shown in fig. 4.15
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Figure 5.2: Zoom into the stability measurement of fig. 5.1. Plotted are the rel-
ative deviations from the mean of all intensity integrals within a time

gate of 60 hours. After neglecting outliers correlated to exposure time
fluctuations, the deviations show fluctuations of approximately 0.3 %.

results found for empty tube measurements, which are shown in section 4.5.5.

5.1.2 ldentification of systematic uncertainties

During the test measurements with raw LAB incident intensity fluctuations of 0.25 %
are determined. Several sources have been found during systematic uncertainty
investigations and are taken into account:

Exposure time fluctuations

As could be seen in the longterm stability measurements, outliers with increased
intensities are present. These can be identified to have increased exposure times
in the order of 10 to 120ms more than the selected one and are caused by the
internal mechanical shutter of the CCD device. To eliminate the fluctuations of
the exposure time, an exposure time correction is implemented. Assuming that
the measured intensity is proportional to the exposure time, the intensity integrals
I measured; Which show a deviation from the exposure time chosen #exp—chosen, are
corrected with a correction factor:

t exp—chosen

(5.1)

I corrected — I measured
t exp—observed

Hereby, I omectea 1S the processed intensity integral and ¢ cxp—observed is the increased
exposure time from the measurement.
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Temperature fluctuations

Not only fluctuations in the exposure time can be observed, but sometimes also
the internal cooling system of the CCD device shows deviations from the chosen
temperature. The CCD sensor is cooled to -15 ° C in order to suppress dark noise
sufficiently. Fluctuations of ~ 2 ° C change the dark noise and affect the determined
intensity integrals. With a temperature cut, data sets with deviations in the sub-
percent level from the chosen temperature are identified and excluded from the data.

Linearity deviations of the sensor device and pixel saturation

Although no deviations from a linear behavior of the sensor have been found by lin-
earity tests [Hellbal, the sensor is used at its optimal working point during measure-
ments. The highest detected raw intensity value is limited to 2/3 of the maximum
detectable intensity for each single pixel. This is realized by optimizing the width
of the monochromator exit slit and the exposure time. Furthermore, this eliminates
the occurrence of a pixel saturation of single pixels at the same time, which would
lead to a loss of intensity and would affect the attenuation length also.

Calibration uncertainty of the CCD sensor

The CCD sensor has to be calibrated due to different pixel gain factors. As single
pixels have different gains, the intensity detected by a certain pixel is weighted differ-
ently and distorts the intensity integral. Therefore, a pixel-by-pixel gain calibration
is applied [Hellb5a], which means that for each pixel a calibration factor and corre-
sponding uncertainty is determined and used in the offline analysis to correct the
measured intensity integral. Comparing the sum of all calibration uncertainties to
the sum of all measured intensity entries for a whole sensor picture, it is found that
the sum of the calibration uncertainties is in the order of 10~* times the measured
intensity integral and is negligible.

Reproducibility of monochromator exit slit and wavelength selection

Another uncertainty which has to be taken into account is the reproducibility of the
selected wavelength and monochromator slit width, which was already explained in
section 4.5.4. A change of the wavelength as well as of the monochromator exit slit
width within a measurement series will affect the incident intensity crucially and,
thus, has to be avoided in any case. As both parameters are selected manually
by a mechanical wheel, it is doubtful that re-adjustments and reproductions are
very exact. To compare the measurements for different levels of the liquid, the
wavelength as well as the monochromator exit slit width are not varied, eliminating
these sources of uncertainties.
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Systematic uncertainty of chosen wavelength

Not only the reproduction of the selected wavelength within a measurement series
is taken into account, but also systematic uncertainties correlated to the chosen
wavelength have to be considered (described in section 4.5.4). It is found, that the
created monochromatic light shows a wavelength spectrum which depends on the
exit slit width of the monochromator. Furthermore, the position of the peak of
the wavelength spectrum is defined to be the selected wavelength. The FWHM of
the spectrum is determined to be the uncertainty of the selected wavelength, which
shows a correlation to slit width and wavelength selection. For the case of 430 nm,
a combined uncertainty of 9 nm is determined.

Fill height sensor correlated systematic uncertainties and calibration

A calibration of the fill height sensors is performed and was already shown in section
4.5.3. The calibration parameters are determined to be:

y(p) = (0.00143 - p + 0.03007) m, (5:2)

with y(p) the corresponding fill height level in m, and p the pressure difference in
channels. A fill height uncertainty of 2 mm is used and also systematic uncertainty
sources related to the sensor operation [Wik13], [Keyl7] are taken into account.

External mechanical shocks

As could be seen in the stability measurement in fig. 5.1, external shocks can be
coupled into the system. This shocks force the sample tube out of its adjustment,
moving the tube mechanically in reference to the deflection mirror. As a conse-
quence, the intensity beam seems to change its position on the sensor and shifts to
the sensor edges in most cases, where parts of the intensity are cut off. Such me-
chanical, external shocks can be identified clearly by the abrupt break down of the
intensity integral. Another characteristic is the relaxation of the system afterwards,
re-adjusting itself almost completely on the sensor in most cases. For data selec-
tion, either each single data set has to be checked manually or longterm intensity
measurements can be used to identify beam shifts automatically, marking the time
at which data sets have to be excluded.

Change of the superposition of vibrations

Test measurements show that the sum of perturbations, which are coupled into the
sample tube are changing with time. This has an effect on the distortion of the beam
shape and its resulting beam size and can be identified in fig. 4.28. The climate
system changes the sum of the present perturbations into a new superposition of
dominant vibrations. These broaden the beam size significantly and increase the
possibility of intensity losses because of a limited sensor size. Due to the used
focus, the initial beam sizes increase for decreasing fill height levels, too, making the

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



102 CHAPTER 5. OPTIMIZED PALM SETUP

appearance of vibrations more problematic. After a change of the vibration mode,
the beam has to be re-adjusted on the sensor and its size has to be checked for a
possible loss of intensity each time. To limit the intensity cut off, a minimal filling
level is determined, called critical fill height level, which is explained in section 5.1.3.

Shifts of the beam position

External shocks and vibration mode changes are effects, which change the system
mechanically. A result of this are shifts of the initial beam position and changes
of its shape and size. Such beam shifts can also appear by the change of filling
levels, which make re-adjustments of the beam necessary for each level change. For
identification, the two dimensional sensor picture can be used because it stores spa-
tial information about the position and the intensity distribution of the light beam.
From the two dimensional intensity histogram a one dimensional (1-dim) intensity
distribution against each sensor axis can be calculated, showing the intensity dis-
tribution along each dimension. These are called x and y-intensity profiles in the
following. Fig. 5.3 shows a typical two dimensional (2-dim) raw sensor histogram at
a fill height of 0.5m and at a wavelength of 430 nm, together with the correspond-
ing x and y-intensity profiles. By integrating over one dimension of the 2-dim data
histogram, the intensity distribution of the detected light beam over the second di-
mension can be calculated. On the left, the intensity profile for the y axis is shown,
whereas on top, the x-intensity profile is plotted. The resulting distributions have a
characteristic peak, where the center of the beam spot is located on the sensor. It
can be seen, that due to distortions, the beam intensity distribution is asymmetri-
cally distorted, and at the sensor edges intensity is lost. The intensity profiles can
be used as powerful tools to identify occurring beam dislocations and shifts.

A shift of the centered beam towards the sensor edges induces an intensity loss.
This loss can not be observed by eye during the data taking, but after applying the
offline analysis tools. Fig. 5.5 shows two 2-dim raw sensor pictures with a present
beam shift, colorized and with logarithmic scale of the detected intensity for better
comparison. In (a) a measurement directly after the beam adjustments is shown,
whereas in (b) the same beam spot is plotted after several minutes of data taking.
A beam shift to the right corner of the sensor can be identified. The corresponding
x-intensity profiles of the pictures can be found in fig. 5.5. Shown are the x-intensity
profiles for the adjusted beam spot in (a) and the shifted light beam in b). It can
be seen, that the adjusted beam in (a) shows a well centered intensity distribution,
which is, compared to the beam shown in b), also smaller in width. In most cases,
the beam is moved from the center towards the sensor borders. It can be seen,
that an un-negligible part of the intensity is not detected due to the limited size
of the sensor. This effect can also be found for the y-intensity profiles, which are
shown in fig. 5.6 for completion. The influence of the shift can be identified for
the y-profiles, making it necessary to take both dimensions into account for the
intensity losses. Furthermore, the application of quality cuts can be used to identify
beam shifts automatically and on the same time limit the intensity losses. These
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Figure 5.3: Raw 2-dim picture taken with the CCD sensor at a wavelength of 430 nm
and a fill height level of around 0.5m. The intensity profiles show the
intensity distribution of the beam for each dimension and can be used
for the identification of systematic uncertainties and error sources. The
histogram on top shows the x- and the plot on the left the y-intensity

profile.
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Figure 5.4: Raw sensor pictures with present beam shift and colorized logarithmic
intensity scales for better contrast. In (a) the adjusted beam at the
beginning of the measurement can be found. In (b) the same beam is
shown, which started to wander off after several minutes. It can be seen,
that intensity is lost at the edges of the sensor. In most cases, this can
not be identified during measurements but after applying offline analysis
tools, like in this case.
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Figure 5.5: X-intensity profiles for the measured beams shown in 5.4. It can be seen
in a), that the adjusted beam is well centered on the sensor. In (b) the
intensity distribution is shifted towards the right corner of the sensor and
a part of the intensity is not detected any more, reducing the intensity
integral.
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Figure 5.6: Y-intensity profiles for the measurements shown in fig. 5.4. The beam
is well centered in a), whereas in (b) the distribution is plotted for the
shifted beam spot. Also a dislocation of the distribution to the lower
edge of the sensor can be found.

losses are systematic influences for the determination of the attenuation length and
have to be considered. A possible reconstruction of the lost intensity can be used
to correct the systematic effect, considering the information of the intensity profiles
and is explained in section 5.1.4.

Beam broadening

There are two different origins, which cause a beam broadening: the focus induced
and the vibration induced broadening of the beam size. Due to a focus of the light
beam to a spot in a distance of several m, the beam diameter is becoming bigger
for decreasing distances to the mirror optic. As a result, the beam size is growing
with decreasing fill height levels, as can be seen in fig. 5.7.

In (a) the measurement at a filling level of 2.66 m is shown in its original contrast
settings. In (b) a readjusted beam spot is shown at a fill height level of 0.87m. It
can be seen, that both beam spots show rather different shape sizes. Furthermore,
vibrations are present, too, which increase the size of both beams even more. Due to
the increased beam size, intensity can be lost due to a limited sensor size. Although
the beams seem to be well centered and their shape smaller than the sensor size
by eye, offline analysis and increased contrast settings reveal intensity losses. Fig.
5.7 shows a maximum brightness to contrast ratio of the same data pictures. To
limit the losses due to beam broadening, a critical fill height is determined and is
explained in section 5.1.3.

Reflections

With increasing beam sizes, possible reflections of light at the sample tube walls can
occur. These reflections look either as sharp edges or points with a lot of intensity
and can be identified in the intensity profiles as sharp peaks. In some cases, also
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Figure 5.7: Raw, colorized sensor pictures with logarithmic intensity scale for better
contrast. In (a) the beam spot at a fill height level of 2.66 m can be
seen. The beam shape is well centered and rather focused, except for
the occurring vibrations. In (b) the beam size of the light for a fill height
level of 0.87 m is shown after re-centering the beam on the sensor. It can
be seen that due to focus and vibrations, the beam size is broadening
with decreasing filling levels.

a saturation of single pixels occurs and distorts the sharp peak to a flat plateau.
Reflections located near the center of the intensity peak of the beam can not always
be extracted from the intensity measured within the intensity profiles. Therefore,
the information of the 2-dim sensor picture has to be taken into account, too. A
typical reflection within the sample beam can be seen in fig. 5.8. It shows a raw
data picture taken at a wavelength of 650 nm and a fill height level of approximately
1.3m. X and y-intensity profiles both are shown on top and on the left, respectively,
whereas in the middle, the raw data histogram is plotted and shows a distorted beam
shape. Different reflections can be identified on the right lower corner, whereas a
sharp reflection dot with much higher intensity can be seen on the left of the center of
the light beam.The x-profiles show no sharp peak, but a cut off peak at the location
of the highly illuminated intensity spot because of pixel saturation. Reflections with
smaller intensity can not be identified clearly in the profile, but the distribution is
broadened due to their occurrence next to the corners.

Diffraction

The optical system is optimized by using a smaller aperture, which reduces the beam
size of the light beam and acts on the same time as a single slit with width a. This
can cause diffraction effects, if the following equation is found true [Tip04]:

- A

sin(@) = 2. (5.3)

a
Hereby, A is the wavelength of the light beam, m = 1,2,3... and O the diffraction
angle. The equation describes the diffraction angle, at which diffraction minima can
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Figure 5.8:
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Occurrence of reflections of parts of the light beam at the sample tube
walls due to a bad adjustment or too big beam sizes. In the middle,
the raw data picture is shown, taken for 650nm at a fill height level
of approximately 1.3m. A sharp reflection dot can be identified on the
left, next to the beam center, but also reflections with smaller intensity
can be seen on the other side of the beam. The picture on top (on the
left) shows the x (y)-intensity profile. The sharp reflection dot can be
identified as a sharp increase of the intensity, but with a cut off peak due
to pixel saturation in the x intensity profile, presenting a small plateau.
The other smaller reflections at the tube walls can not be identified
clearly within the distribution, which is broadened asymmetrically. This
has to be taken into account for an automatization of the data analysis.
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be found. Furthermore, the distance between the central diffraction maximum and
the m*™ diffraction minimum can be determined via

_Ym

tan(0,,) R

(5.4)
with the m'" diffraction angle ©,,, the distance [ between the single slit and the
detector and 7,, the distance between the central diffraction maxima and the m ™
diffraction minimum [Tip04]. In the case of the PALM experiment, the aperture
has a diameter of 1.5mm, and the distance between the aperture and the CCD
sensor is around 3.5m. Taking into account the crucial wavelength 430 nm, the
distance between central maximum and first diffraction minimum is y; ~ 1 mm,
which corresponds to less than 200 pixels and is rather negligible?. This can also be
seen in the intensity distribution of the beam shown in fig. 5.15.

For mechanical position changes between the entrance flange and the optical table,
there is the possibility, that the flange is cutting partially into the adjusted beam
spot, resulting in a decreased intensity as well as a smaller, elliptical beam shape. In
this case, the entrance flange is acting as an aperture, which leads to the occurrence
of partial diffraction rings at the cut beam side. Such partial diffraction rings can be
identified within the intensity profiles. Fig. 5.9 shows a measurement with typical
diffraction patterns at a wavelength of 650 nm and a fill height of approximately
1.3m. It can be seen, that the beam spot is centered on the CCD sensor as well as
distorted by occurring vibrations. Furthermore, a sharp edge can be seen, followed
by several spots of high intensity. The entrance window of the sample tube cuts into
the light beam after deflection and a part of the intensity is cut. As a consequence,
diffraction occurs at the cut edge, showing only parts of the created diffraction rings.
Re-adjusting the optical table in reference to the sample tube eliminates this effect.
Due to vibrations, the beam is distorted to an in-homogeneously illuminated light
beam, masking the effects of diffraction. For the shown data picture, the x-intensity
profile is plotted in fig. 5.10. A sharp, well centered intensity peak can be identified
as well as a decrease of the intensity can be seen at the position, where the entrance
window cuts into the light beam. As a consequence, partial diffraction rings occur.
Neighbored to the sharp edge, several increased intensity spots occur, marking the
position of these diffraction rings. The occurring intensity spots in the raw data
picture correspond to several intensity peaks next to the light beam. The identified
peaks appear periodically with the same distances between two neighbored peak
maxima. This characteristic can be used to automatically check the data set for
possible diffraction in the future.

Stabilized halogen lamp

One source of systematic uncertainties that can not be eliminated is the change of
the incident intensity. Using a new halogen lamp, it takes approximately 200 hours
of running, before the intensity stabilizes to a certain point and the lamp can be

2For a wavelength of 632.8 nm, the corresponding value is y; ~ 1.5 mm.
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Figure 5.9: Raw data picture taken during a measurement series with a sample fill
height of 1.3m at a wavelength of 650 nm with colorized, logarithmic
plotted intensity entries. The beam shows its characteristic distorted
shape due to vibrations. Furthermore, a sharp cut can be identified on
the right of the distribution’s peak. Several increased intensity areas can
be identified near the sharp cut edge, looking like an in-homogeneously
illuminated light beam. This is explained by the occurrence of diffrac-
tion.
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Figure 5.10: Calibrated intensity profile of the measurement shown in fig. 5.9, plot-
ted over the x dimension. The intensity beam can be identified as a
peak in the distribution, showing a sharp edge at the right side due
to a cut off. The resulting diffraction maxima occur as periodically
appearing peaks with same peak to peak distances.
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Figure 5.11: Intensity integral - time measurement over several hours to monitor
the stability of a brand new halogen lamp. For a usage of the lamp
in PALM, the lamp has to reach its stability plateau. It can be seen
that after a current change, the setup needs several hours to thermalize.
Furthermore a steady decrease of the incident intensity is visible. The
lamp has to be run for approximately 200h to get to a stable plateau,
before it can be used as a light source in the experiment.

used as a light source for PALM. Such a process of preparing a new lamp can be seen
in fig. 5.11. Shown are the calculated intensity integrals in arbitrary units over a
measurement time of approximately 47 hours. The measurement started several days
after switching on the halogen lamp at a filling level of 2.66 m, a wavelength of 430 nm
and an initial current of 5.0 A3. Starting a second stability measurement, a working
point at 8.4 A is selected for the lamp. The increase of the intensity at the beginning
is due to this change of the current and a stabilization time of approximately 2.5
to 3hours is identified. Afterwards the intensity starts to decrease continuously
except for small fluctuations. The steady decrease can not be explained by sudden
beam shifts or vibration mode changes, but due to changes of the incident intensity.
Longterm stability measurements are used to monitor the lamp intensity to prepare
new halogen lamps for the experiment. After a stabilization time of approximately
200 hours for the used type of halogen lamps, the intensity reaches a steady plateau.
Reaching the stabilized plateau, following measurements show stability fluctuations
of 0.25 %, which could be seen in section 4.5.5 for an empty and in 5.1.1 for a filled
sample tube already.

3This is due to another investigation and is arbitrary.
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Figure 5.12: Stability measurement at a filling level of around 2.3m and a wave-
length of 530nm. Plotted are the calibrated, processed intensity in-
tegrals over time. The measurement starts after selecting a working
point of 5.0 A at the power supply unit. This can be seen as a sig-
nificant increase of the intensity integral within the first hours. The
outliers with increased intensity spread over the whole measurement
time can be explained by a fluctuation in the exposure time. After a
stabilization time of several hours the expected stable intensity plateau
can not be observed, but a steady decrease of the integrals.

Aging process of a halogen lamp

Halogen lamps also have a limited lifetime, and the intensity will start to decrease
with time, too, when the lamp is going to die. This so called lamp aging process
starts after a run time of approximately 2,000 hours for the lamp type used? and
can be identified as a very small, steady decrease of the intensity integrals over time
at first. Such a behavior can be identified in longterm intensity measurements over
several hours and is shown in fig. 5.12. The picture shows a stability measurement
for a filling level of around 2.3 m at 530 nm and a current of 5.0 A°. Plotted are the
calibrated, processed intensity integrals over time. The increase of the intensity in
the beginning is due to the selection of the current and a corresponding thermal-
ization time. Outliers with increased intensity integrals can be identified and are
caused by fluctuating exposure times. The halogen lamp has been operated for at
least 2,000 hours, before the incident intensity starts to decrease. This sudden ap-
pearing decrease can not be explained by shifts or beam distortions or other changes
within the setup and is identified as an aging process of the material in the halogen
lamp. Fig. 5.13 shows a brand new halogen lamp on the left next to a halogen

4The halogen lamp type is Osram HLX 64623.
5The optimal working point is 8.4 A, which is used for all sample measurements.
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Figure 5.13: Picture of halogen lamps used as light sources for the PALM experi-
ment. On the left, a brand new halogen lamp is shown, neighbored to
a lamp, which was used for more than 1,000 hours and which has to
be exchanged due to material aging. It can be seen, that the filament
material of the used halogen lamp is degenerating with time.

lamp reaching the end of its lifetime on the right. Differences of the aging material
of the spiral-wound filament can be identified, giving a hint to the changing ohmic
resistance. As the lamp is operated at around 100 W, parts of the material of the
filament start to evaporate and may condensate on the filament or quartz glass of
the lamp. With time, this change in the filament is influencing the output intensity
of the lamp. Furthermore, the observed change in the resistance of the lamp can
be used to identify aging processes as a steady increase of the voltage for a fixed
current, too. As a consequence, the aging process can be cross-checked by monitor-
ing the voltage at the precision power supply unit. Experience shows, that voltages
higher than 12.0V, at a fixed current of 8.4 A indicate the end of the lifetime of the
halogen lamp. First tests revealed that a lamp aging at this point influences the
calculated intensity integrals by at least 1%. As the incident intensity changes with
time, measurement series over longer time periods can be biased by the intensity
decrease. This will change the slope parameters of the exponential decay function,
which is fitted to the single measurement data points for the determination of the
attenuation length (see section 4.3), and would lead to systematic decreased inten-
sity integrals with increasing measurement time. Assuming measurements, which
start at the maximal fill height level and measure the intensity integrals for decreas-
ing levels, the effect of the aging process would decrease the intensities at low fill
height levels at most. The resulting biased intensity integrals are too small for small
filling levels and the attenuation length would be overestimated. The inverted case
is present for measurements starting at their minimal filling level. Here, the steady
decrease of the intensity with time affects the higher filling levels most, creating a
much steeper slope than expected and change the attenuation length to much smaller
values than in reality. To guarantee a precise attenuation length measurement, this
time dependent intensity decrease has to be eliminated, either by using a new lamp
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or, as it may occur suddenly within a series, by correcting the intensity integrals.
A lamp change is done in case the voltage of the current lamp passes a value of
11.6V at a fixed current of 8.4 A. Is it not possible to finish the measurement series
before the aging process starts, a longterm measurement over several hours can be
investigated to determine the current slope of the decrease of the incident intensity.
A linear function is used to model the decreasing behavior in a first approximation.
Taking into account the obtained fit parameters, the intensity integrals can be cor-
rected with respect to their measurement time, eliminating the aging effect. Such
a tool is already implemented in the offline analysis. The following measurement
results for the attenuation length are obtained without the tool, as new halogen
lamps are installed before aging effects have been observed.

5.1.3 Determination of the critical fill height level

Taking into account the systematic uncertainty sources described above, it is clear,
that focal and vibration induced beam size broadening is limiting the measurements
to a fill height level, where the intensity information can be detected without signif-
icant losses. This minimum filling level is referred to as critical fill height level. For
its determination, several measurements are investigated to determine beam shape
sizes and possible intensity losses. Fig. 5.14 shows an exemplary test measurement
for different fill height levels between 0.3 and 1.4m. It shows raw data pictures for
several different liquid levels with increased contrast for better comparison. The pic-
tures have uprising numbers, corresponding to upraising fill height levels measured
in channels. The resulting calibrated fill heights are within 0.3m and 1.4 m. With
respect to the beam shapes and sizes of the measurements, it can be seen that for a
fill height level of around 0.7 to 0.8 m (corresponding to the picture with the label
51X) the beam size is in the same order as the sensor area.

To approximate the intensity losses, the calibrated, dark noise corrected sensor data
are used. The calculation of an integral of a small rectangle at each sensor edge gives
the amount of intensity near the borders. Approximating the size of the illuminated
beam area cut off at the borders with the two dimensional data histograms, the
lost intensity is estimated by scaling the intensity found in the rectangle to the
illuminated area. The approximated intensity losses are shown in table 5.1 and can
be used as a first estimation.

The determined intensity losses are calculated under the assumption, that the beam
is well centered on the sensor and the dominant vibration perturbations are present
and unchanging over time. For all other cases, the loss of intensity is much higher
than the given results. The values differ for small deviations from the ideal centered
position and can not be used as an overall uncertainty, but suit as a first approx-
imation and a lower limit. The corresponding measured intensities are biased by
the loss, leading to smaller measured values for decreasing fill heights. This leads to
a decreased slope of the Beer-Lambert fit function and to an overestimation of the
determined attenuation length. Due to the fact that for much lower filling levels,
these losses are much higher, the critical fill height level is determined to be at 0.8 m.
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Figure 5.14: Raw data pictures taken for several different low fill height levels of
the same measurement series with increased contrast settings. The
determined critical fill height will be the minimal filling level, for which
the loss of intensity is negligible. Fill height levels below the determined
minimum show a decreased intensity due to losses at the sensor edges.
It can be seen, that up to a fill height level of 0.76 m (51X) the intensity
losses are small, whereas for lower filling levels, this is no longer the case.

Fill height in m

approx. intensity loss in %

offset corrected intensity loss in %

0.61
0.76
0.87
1.03
1.37
1.72
2.09
2.48
2.68

9.7
4.2
2.2
1.6
2.0
2.1
1.6
1.2
1.1

8.6
3.1
1.1
0.6
0.9
1.0
0.5
0.2
0

Table 5.1: Approximated intensity losses due to a limited sensor size and a vibration
and focus induced beam size broadening. Given are the estimated losses in
percent as function of the fill height. Assuming no losses for the maximal
filling level, the corrected intensity losses are also given.
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This limit enables to create a maximal light path length through the medium of ~
2.0m.

5.1.4 Reconstruction of intensity losses (bsc)

There is a focal and vibration induced broadening of the beam size, limiting the
measurable filling levels due to un-negligible losses of the intensity. The critical fill
height level limits the measurement range to a level, where losses are approximately
2 % to suppress the systematic influence. The measurement results are biased by this
effect and the determined attenuation length is overestimated because of a decreased
slope of the corresponding fit. To correct the measured intensity integrals and to
possibly further enlarge the light path through the sample medium and enable a
more precise determination of the attenuation length, the possibility of an intensity
reconstruction (bsc)® is developed in the framework of this work. Applying the
bsc, the lost intensity is approximated and used to correct the calculated intensity
integrals. The 2-dim sensor histogram shows the beam size, shape and its position on
the sensor. This can be used to identify areas, where a part of the intensity is cut off.
The 1-dim x- and y-intensity profiles, showing possible changes in the beam shape
or position, are used to reconstruct the intensity losses. Assuming a perfect centered
and undistorted beam spot, the intensity distribution in both intensity profiles looks
like a centered peak with steep slopes towards the edges of the sensor, falling rapidly
to zero. For a fill height level of 2.66 m, the resulting intensity distribution is almost
ideal and can be seen in fig. 5.15. The profile shows a sharp peak with small width
in the intensity distribution, indicating that the beam shape is small and focused.
Its tails and corresponding slopes are decreasing to zero within the sensor’s spatial
range, showing no distortions. Therefore, the assumption of an ideal beam is in
good agreement to the experimental results.

For decreasing filling levels, the beam size is becoming bigger. At some point, the
decrease of the tails to zero in the intensity distribution can not be seen any more,
because of a cut on the sensor edges. This is also true for mechanical changes like
external shocks, which force the centered beam out of its adjustment, shifting it
towards the edges.

As the beam is shifted out of the center of the sensor due to a perturbation, the
intensity distribution is shifted, too, and parts of it are cut. Because of the contribu-
tion of the cut areas to the intensity integrals, a reconstruction of the lost intensity
is possible by modeling the behavior of the tails. Assuming that the beam has a
finite spatial distribution, the intensity profiles are plotted from the calibrated, dark
noise corrected data pictures and their tails are fitted with exponential functions.
Exemplary intensity distributions with fitted exponential functions can be seen in
fig. 5.16. Shown are both calibrated, dark noise corrected intensity profiles for the
same data picture. By fitting exponential functions to the tails of the peak, infor-
mation about the slopes are gained, which can be used to predict the behavior of

6Shortcut for the intensity reconstruction, originating from the term beam shift correction.
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Figure 5.15: Calibrated x-intensity profile of a sensor picture taken at a wavelength
of 430nm and a fill height level of 2.66 m. The beam profile shows a
sharp and small intensity distribution and looks approximately like a
perfect, ideal beam. This fact can be used for the intensity reconstruc-
tion method.
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Figure 5.16: Intensity profiles for a measurement taken at 430 nm and a fill height

of around 0.8 m. In (a) the x-intensity profile is shown with both fitted
exponential functions to model the intensity distribution beyond the
sensor borders. Although it is well centered, it can be seen that the
tails are not falling to zero within the sensor size. In (b) the correspond-
ing y-intensity profile is plotted. Fitting both slopes with exponential
functions, the intensity integrals from the end points of the sensor to in-
finity are calculated and are also added as a correction to the measured
intensity integral.
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Figure 5.17: Scheme of all areas, which have to be taken into account for the inten-
sity reconstruction method. Due to the fact that a part of the intensity
is cut at all sensor edges the reconstruction uses the integral to infinity
for all dimensions. Shown is the area of the sensor picture in the mid-
dle, which intensity integral can be calculated and eight different other
areas, which have to be considered.

the intensity distribution beyond the sensor borders. Integrating the exponential
fitting functions from the edges of the sensor to infinity correspond to the intensity
losses. These integrals are added as a correction to the measured intensity integrals,
shifting them to higher values.

The determination of the intensity integrals from exponential fits is performed for
every single data picture. This means, that also beams of ideal shape are modeled,
and their corrected intensity integrals are determined. Considering the assumption,
that the beam at this height is ideal, the determined intensity integral for a maximal
fill height is handled as an offset. Reason for the behavior, that the distribution for
high filling levels is not decreasing to zero within the sensor dimensions may be
parasitic ambient light, which could not be found in the case of PALM. Another
possibility can be vibrational induced stray light, as the beam is growing much
bigger than the sensor size at some occasions. Also dis-adjustments between the
entrance window and deflection mirror may be possible.

The offset is determined to be less than 1.5 % in total for filling levels around 2.7 m,
assuming a centered beam spot and the common present dominant vibrations. The
determined exact values from the bsc at the maximal fill height are subtracted
from all other correction integrals. For an accurate correction, several areas of
possible intensity losses have to be taken into account and are shown in fig. 5.17.
Shown are a raw sensor picture in the middle and several different areas of possible
intensity losses. The measured intensity integral [ .5 is limited to the sensor size.
Possible intensity losses are distributed in the areas numbered from I to VIII and
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contribute to the total intensity integral [(y.. Therefore, these areas are considered
for the reconstruction method. Generally, the total intensity is the integral of all
contributions of all dimensions. With reference to the naming in fig 5.17, the total
intensity integral (., can be determined:

VIII
Tiotal = Trmeas + Z Iibsm (55)

=1

with the calculated reconstructed intensities I from each area and I, the in-
tensity integral over all sensor pixels:

3354 2529

I neas = Z Z [(Q?,y) (56)

=0 y=0

Hereby, I(z,y) are the counted intensity entries per pixel. To obtain the intensity
contributions of the areas I to VIII, the x and y-intensity profiles of the sensor pic-
ture are used. Modeling the tails with exponential functions, the integral from the
sensor edges to infinity is calculated and determined to be the integral corrections.
Assuming a well centered beam with almost circular shape, but distorted by the
dominant, unchanging vibrations, the areas II, IV, VI and VIII have small contribu-
tions, compared to the others. The sum of their contributions is determined to be
in the order of 107% compared to the intensity integral of the sensor at a fill height
level of 0.8 m and can be neglected. This simplifies the reconstruction to

0 00 0 ]
Lo ~ Tneas + [ _i@)de+ [~ i(@)de+ [ ialy)dy+ [ iuly)dy. (57
—o0 3354 —o0 2529
Hereby, i,(z), i,(x) are the modeled exponential functions for each (left and right)
tail of the x-intensity profile and i,(y), i4(y) the corresponding functions for the
y-intensity profile. This leads to a total intensity of

Itotal - ]meas + ]corm (58)

with [ the sum of all intensity corrections. The assumption of negligible con-
tributions from areas II, IV, VI and VIII may has to be reconsidered if one of the
stated conditions is not fulfilled. Assuming an almost ideal light beam, the deter-
mined intensity correction 1Y = at the maximal fill height is subtracted from all
other intensity corrections [, as an offset:

Itotal = Imeas + Icorr - Igorr- (59)

To test the stated intensity reconstruction, several sample pictures at fill heights
of more than 2.3m are chosen, which show a characteristic beam shift over time.
The intensity integral of a picture without a beam shift is used as reference and it
is assumed, that for this integral at the given height the intensity loss is negligi-
ble. For several sensor pictures with increasing beam shifts, the intensity losses are
reconstructed and the corrected intensity integrals are compared to the reference.
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It is found, that the reconstructed intensity losses are in good agreement to the
approximated intensity losses shown in table 5.1. Furthermore, the reconstructed
integrals show a mean deviation of less than 0.5%. This is also found for recon-
structed intensity integrals of fill heights below 2.3m, where a random sample of
pictures is taken. The mean deviation is determined to be ~ 0.45% and is used as
the systematic uncertainty of the method. This holds for intensity reconstructions
of pictures with beam shifts of less than 5mm and fill heights above the critical fill
height level. For other cases, the reconstruction is not tested yet.

5.2 Measurement scheme

The following measurements are performed with a cooled CCD sensor at -15 °C
for background suppression. For measurement preparation, the lamp is started and
operated at 8.4A (100 W) to optimize the stability behavior and lifetime of the
halogen lamp. A thermalization time of at least 5.5 hours is guaranteed for optimal
measurement conditions. Furthermore, the exposure time is selected in a way, that
the measured intensity per pixel is not beyond the saturation limit and on the same
time in a good signal to background ratio. To eliminate possible effects caused by the
halogen lamp, longterm measurements are performed between single measurement
series and filling levels to monitor the intensity for several hours. Halogen lamps
are exchanged, if the voltage limit of 11.6 V for a fixed current of 8.4 A is reached,
eliminating the occurrence of lamp aging effects. After a liquid level is chosen,
the beam spot is adjusted at the center of the sensor. For mechanical or vibrational
mode changes, the light beam is re-adjusted after each single picture. Taking several
pictures for statistics, each is screened and selected manually, neglecting those with
beam shifts of several mm, reflections and possible diffraction effects. Neither a
change of the wavelength nor of the monochromator parameters is done within a
measurement series. A series contains at least 8 to 13 different fill height level
measurements. After performing a measurement series, the raw data are checked
for temperature fluctuations and for exposure time fluctuations, which are corrected
by the offline analysis. Neglecting broken pixels and applying a pixel-by-pixel gain
calibration and a dark noise correction, the intensity integral of each single picture
is calculated and used to determine the total mean intensity integral of a fill height
level. The attenuation length is determined by fitting the Beer-Lambert-law to the
intensity integrals for different fill height levels.

5.3 Measurement results

Several LAB samples are investigated as candidates for the JUNO scintillator solvent
to check, if they match the stated goal of an attenuation length of more than 20 m, at
430 nm as is proposed by the JUNO collaboration [JUN15], [Caol8]. All systematic
uncertainty sources described in 5.1.2 are taken into account for the results given in
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Attenuation length with total uncertainty without bsc correction
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Figure 5.18: First measurement series to determine the attenuation length of raw
LAB at 430nm. Plotted are the measured intensity integrals in ar-
bitrary units against the calibrated filling level in m. The incident
intensity, which is a free parameter, and the attenuation length are de-
termined by the Beer-Lambert-fit. The systematic uncertainty source
of intensity losses at the sensor borders is neglected and the result rep-
resents an upper limit for the real attenuation length.

this chapter. In a first step, the measurements without considering possible intensity
losses at the sensor borders are shown and as a consequence, the attenuation length
results are an upper limit for the real value of the sample liquid. To eliminate
the influence of vibrations, mechanical instabilities and the corresponding intensity
losses, the new intensity reconstruction, developed in the framework of this work, is
applied to the same data to obtain more accurate results for the attenuation lengths.
These are given as final results in a second step.

5.3.1 Commercial untreated LAB

For testing the reproducibility of the results obtained with the PALM experiment
and to enable a comparison to former results obtained by [Hell5a|, commercial,
untreated LAB is used. The sample originates from the petroleum source of Egypt
and was produced in 2013. Since its production, the sample was exposed to oxygen,
light and heat. Please note, that the following measurements are done with a sample
from the same batch used to perform the measurement results shown in [Hell5a]. To
investigate the attenuation length of the liquid several measurements at a wavelength
of 430 nm are performed. Furthermore, attenuation lengths at 410, 450 and 633 nm
are determined for a more complete picture.

Reproducibility measurements at 430 nm

A first measurement result for untreated LAB at 430 nm is shown in fig. 5.18. The
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Figure 5.19: Reproduction measurement series of the same raw LAB at 430 nm from
the critical to the maximal filling level. Both measurement series are
taken with the same lamp without switching it off in between. The
systematic uncertainty source of intensity losses at the sensor edges is
not considered and the given attenuation length values are upper limits.

calculated, calibrated intensity integrals are plotted against the filling level in m.
A Beer-Lambert-fit with the corresponding fit parameters attenuation length (in
m) and the incident intensity (in arbitrary units), which is a free parameter, are
given. Please note, that all systematic uncertainty sources mentioned in 5.1.2 are
taken into account, except for the intensity losses at the sensor edges. This effect
is increasing with decreasing filling levels and affects the smallest fill height level at
most, which leads to the fact that the measured intensity integrals are smaller than
in reality and the corresponding slope of the Beer-Lambert-fit is too small. As a
consequence, the attenuation length values are overestimated. This effect is induced
by beam size broadening of focus and vibrations as well as beam shifts, vibration
mode changes and external shocks, which all dis-locate the centered beam towards
the sensor borders. Because of these effects, the experimental data are biased and
the obtained attenuation lengths are upper limits for the true parameter value.
Reproduction measurements of the same sample performed under same conditions
can be found in fig. 5.19 for comparison. Due to the systematic uncertainty source
of intensity losses, the given uncertainty is underestimated, making it difficult to
compare the measurement results. The best obtained value is used as upper limit
for the attenuation length of raw LAB at 430 nm + 9nm:

AP0 < 7.29m. (5.10)

raw

This does not satisfy the goal to determine the attenuation length accurately. As
the intensity losses are not only influenced by focus and vibration induced beam
size broadening for decreasing filling levels, but also for dis-adjustments of the beam
referred to the centered sensor position and possible losses due to beam shifts, which
are present in most cases due to the ongoing constructional work, the influence of
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Attenuation length with systematic uncertainty and bsc correction
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Figure 5.20: Measurement series for raw LAB at 430nm, which was shown in fig.
5.18, after applying the intensity reconstruction. Plotted are the cor-
rected intensity integrals in arbitrary units in dependence on the cal-
ibrated filling level inm, with the incident intensity being a free fit
parameter.

the systematic uncertainty source differs a lot, making a simple uncertainty esti-
mation not appropriate. To determine the attenuation length more precisely and
to consider the intensity losses, the intensity reconstruction method described in
section 5.1.4 is applied. It calculates the approximated intensity loss of each single
measurement picture and corrects the determined intensity integral means. This
leads to a shift of the corrected intensity integrals to higher values, especially for
decreasing filling levels, increasing the slope of the Beer-Lambert-fit and the corre-
sponding attenuation length is corrected to smaller values. These corrected results
can be found in fig. 5.20 and 5.21. The results for all measurements are in good
agreement within the given uncertainty, except for the attenuation length obtained
from fig. 5.21 (a), where a lamp aging process may have started. It can be seen,
that the PALM experiment is able to reproduce reliable measurement results and
the investigations performed to suppress and deal with the present vibrations in
the framework of this work are successful. Furthermore, the applied reconstruction
method performs properly and the determined total uncertainties are reliable. The
best value of the attenuation length results is chosen to be the final result at a
wavelength of (430 £9) nm:

A0 = (7.0440.17) m, (5.11)
for a sample of raw LAB, originating from Egypt. The result found by [Hell5a]
for the same LAB sample is not in good agreement to the results found by the
PALM experiment. This can be explained by the fact, that the sample liquid was
exposed to oxygen, heat and light for several years before being re-measured in the
PALM setup for comparison. Investigations show, that these influences change the
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Figure 5.21: Measurement series of raw LAB at 430 nm from the critical to maximal
filling level after applying the bsc method. The uncertainty given is
total. Please note that the measurements have the same ordering as in
fig. 5.19.

optical parameters significantly [Prul5]. Furthermore, it is not known, if the results
obtained by [Hellb5a] include the systematic effects of aging processes of the halogen
lamp or possible intensity losses.

Results obtained in the region of interest

For a more complete picture the attenuation length of other adjacent wavelengths is
determined, too. Fig. 5.22 shows the results obtained at a wavelength of (410 £ 5) nm.
In (a) the measurement result before and in (b) after applying the intensity recon-
struction is shown. The upper limit for the true attenuation length is determined
to be:

A0 < 4.06m. (5.12)

raw

After applying the reconstruction (b), the final result for the raw LAB sample at
(410 £ 5) nm is determined to be

A0 =3.91 4 0.07m. (5.13)
Both results are in good agreement to each other. As the attenuation length is rather
small, the intensity losses and the reconstruction have a small influence on the final
result. This changes with rising attenuation lengths. A similar measurement series
is performed at 450nm and can be found in fig. 5.23. Shown are the measured
intensity integrals against the liquid level. In (a) the result without the intensity
reconstruction is plotted and an upper limit can be given for the attenuation length:

A0 < 15.00m. (5.14)

raw
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Figure 5.22:

Attenuation length with total uncertainty without bsc correction

Measurement series of raw LAB at a wavelength of 410nm. Plotted
are the calculated intensity integrals in arbitrary units as a function
of the sample fill height in m. The Beer-Lambert-fit is shown as well
as the attenuation length given in m. In (a) the measurement series
without considering the intensity losses is shown, whereas in (b) the
corrected intensity integrals are plotted after applying the intensity
reconstruction.
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Figure 5.23:

Measurement results with (see (a)) and without, shown in (b), intensity
reconstruction for a raw LAB sample at 450 nm. Plotted are the calcu-
lated intensity integrals in arbitrary units over the sample fill height in
m. The Beer-Lambert-fit is used to determine the attenuation length.
Due to the neglect of intensity losses, the results from (a) are used
as upper limits for the attenuation length of the liquid. The result
obtained with bsc is used as final result.
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Figure 5.24: Measurement series at 633nm for raw LAB without (a) and with (b)
the intensity reconstruction. Plotted are the intensity integrals as a

function of the fill height as well as the corresponding Beer-Lambert-
fit.

The final result for the attenuation length at (450 &+ 10) nm can be found in (b) and
is determined to be
A0 —11.37 £0.51 m. (5.15)

raw

Result at a wavelength of 633 nm

To measure attenuation lengths at wavelengths with higher incident intensities, an-
other measurement series is performed at a wavelength, where the halogen lamp
has a much higher output. Furthermore, it is considered to reproduce the results
with a laser optic for comparison. Due to the usage of a helium-neon laser with
a wavelength of 632.8 nm, measurements at this wavelength are performed. The
measurement series can be found in fig. 5.24. An upper limit of the attenuation
length is determined to be

A3 < 14.59m (5.16)

raw

at (633 +24) nm. Taking into account the intensity integrals before and after recon-
struction, it can be seen, that instead of an increase of the integrals at lower filling
levels, a decrease can be found. Considering the used method, it is clear, that this
originates from the determined offset. The reconstructed intensity at the highest fill
height is distorted by a beam shift. Because of the mean calculation of the intensity
integrals, such outliers of single pictures have an un-negligible impact on the result
and the reconstructed value is much higher than the reconstructed intensities for
lower filling levels, which corrects them to smaller intensity integrals. Furthermore,
an outlier at ~ 1.3m can be identified in the reconstructed data set, which can
not be seen in the original data (a). The overestimated reconstruction is caused by
inaccurate limits for the exponential fits. The measurement series with and without
the bsc reconstruction can be compared to identify possible overestimated intensity
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corrections. A first result for the attenuation length at (633 +24) nm is determined
to be:

A% = (14.04 £ 1.22) m. (5.17)

raw

5.3.2 LAB purified with aluminum oxides

Due to the necessity of an attenuation length of more than 20 m at 430 nm for the
JUNO detector, several purification techniques are investigated to further improve
optical and radioactive purity of the liquid scintillator. Former studies investigated
the effect of an aluminum oxide column purification on the attenuation length of
LAB [Prul5]. Testing the effectivity of different aluminum oxides, too, it is found
that a two step aluminum oxide purification process with 100 g alkaline aluminum
oxide and a pore size of 150 A in combination with a purification with 50 g of acid
aluminum oxide and a pore size of 90 A afterwards increases the attenuation length
over a wide range of wavelengths, except the absolute values are not known due
to measurements obtained with the UV /Vis spectrometer and the resulting huge
uncertainties [Prul5]. To determine the absolute attenuation length values before
and after the two step purification, a sample volume of six liters of LAB, purified
with both aluminum oxides, was produced in 2015 and is measured in PALM.

Results in the region of interest

The attenuation length of the prepared sample is investigated at the wavelength
420, 430 and 440 nm to reproduce the trend seen in the UV /Vis results [Prulb]. It
is expected, that the absolute attenuation length values are increasing for increas-
ing wavelengths in (420 - 440) nm. The LAB sample, purified with both aluminum
oxides, is referred to as MC-LAB in the following. Fig. 5.25 shows two measure-
ments of the MC-LAB at a wavelength of (420 +5) nm. Shown are the calibrated,
calculated intensity integral means plotted as a function of the sample fill height
level. The corresponding parameters of the Beer-Lambert-fit are given for (a) and
a reproduction measurement is plotted in (b). All systematic uncertainty sources
discussed in section 5.1.2 are considered, except intensity losses. It can be seen, that
both measurements give a similar value for the attenuation length, although they
are not in good agreement within the stated uncertainty. This can be explained
by the systematic influence of intensity losses, which are not considered. The best
obtained lower limit is used as an upper boundary for the true attenuation length
of the two step purified LAB sample at (420 £5) nm:

AR < 15.47m. (5.18)

For the measurements taken at 420 nm, the corrected intensity integrals after ap-
plying the reconstruction method are plotted as a function of the filling level and
can be found in fig. 5.26. After applying the intensity reconstruction and correcting
the integral means for the intensity losses at the sensor borders, both measurements
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Figure 5.25: Measurement series for MC-LAB, which is purified in a two step pro-
cess with different aluminum oxides at 420nm (a) and a reproduction
measurement (b). Shown are the calibrated mean intensity integrals
against the corresponding fill height levels. The intensity losses on the
sensor edges are not included and the results are upper limits for the
true attenuation length parameter.
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Figure 5.26: Same measurement series (also in same order) shown in fig. 5.25, but
with applied intensity reconstruction at a wavelength of 420 nm for the
MC-LAB sample. Measurement (b) is a reproduction measurement and
is in good agreement to the found result in (a).
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Figure 5.27: Measurement series of MC-LAB at 430nm without taking intensity
losses at sensor edges into account in (a) and a reproduction mea-
surement is shown in (b). Plotted are the processed intensity integral
means against the fill height level. The Beer-Lambert-fit is used to de-
termine the attenuation length. The measurement in (b) is biased by
mechanical instabilities, which occur during measurement time because
of constructional work.

are in good agreement within the stated uncertainty. The attenuation length at
420nm + 5nm is determined to be

AY, 5 =13.18 4+ 0.58 m, 5.19
MC-LAB

taking the best measurement value as final result. Further measurement series are
performed at 430 nm and can be found in fig. 5.27. A measurement series (a) and its
reproduction (see (b)) at 430 nm and their corresponding attenuation length values
are shown, without taking the systematic uncertainty source of intensity losses into
account. The upper limit of the attenuation length at (430 +9)nm is determined
to be

AR ap < 17.76m, (5.20)

taking into account the observation of instabilities during the measurement shown
in (b). Because of the fact, that the crucial systematic uncertainty source of in-
tensity losses is not considered in both measurements, it is difficult to compare the
results. It is found, that during the measurement plotted in (b), mechanical in-
stabilities occurred, changing the adjustment between sample tube and deflection
mirror. These instabilities originate from constructional work and make it difficult
to adjust the beam permanently at the same centered position. This has an im-
pact on the intensity loss and make it also necessary to re-adjust the beam after
each single picture. Applying the intensity reconstruction for the results obtained at
430 nm, the corrected intensity integrals of both measurements can be found in fig.
5.28, in the same order as plotted in 5.27. Shown are both measurement series with
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Figure 5.28: Corrected intensity integrals of the same measurement series shown in
5.27 for 430nm of the MC-LAB sample after applying the intensity
reconstruction. In (b) overestimated corrected intensity integrals can
be identified.

corrected intensity integrals against the filling level. The given uncertainties are
total and include possible intensity losses at the sensor borders. Both measurement
results differ in the given confidence interval. This is because of the instabilities
in the system, detected during the reproduction measurement. The present beam
shifts distort the intensity reconstruction, which tends to overestimate the intensity
correction. This is either due to inaccurate fitting limits or too big intensity losses,
which increase the uncertainty of the predicted intensity losses of the fit model. This
can be seen for the filling levels ~ 1.3m and ~ 1.5m. Due to this instabilities, the
final result at 430 nm + 9 nm is determined to be

A0, =13.02+0.56m. 5.21
MC—-LAB

For a more complete picture and the possibility to reproduce the trend of the at-
tenuation length values seen for the UV/Vis measurements, also a measurement
series at 440nm is investigated. Two measurement series and their corresponding
attenuation lengths can be found in fig. 5.29. Shown are the calculated intensity
integrals over their filling level without considering possible intensity losses at the
sensor borders, making a direct comparison between both measurements difficult.
As upper limit for the attenuation length of LAB, purified with a two step aluminum
oxide method at (440 4 9) nm, the best limit is chosen:

A ap < 27.12m. (5.22)

The same measurement series are corrected with the intensity reconstruction method
to consider the influence of intensity losses at the sensor borders. The corrected mea-
surement results can be found in fig. 5.30. Possible intensity losses at the sensor
borders, originating from vibration or focus induced beam broadening and small
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Figure 5.29: Measurement series for MC-LAB at a wavelength of 440 nm. Plotted
are the calibrated intensity integrals against the fill height levels with
total uncertainties, except the systematic uncertainty source of intensity
losses at the sensor edges. The measurements can be used to determine
an upper limit for the attenuation length.
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Figure 5.30: Measurement series at 440 nm for the two step aluminum oxide purified
LAB sample after applying bsc on the data plotted in 5.29. Shown are
the corrected intensity integrals over the fill height. The red line is the
corresponding Beer-Lambert-fit to determine the attenuation length.
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Figure 5.31: Measurement result (a) and a reproduction measurement (b) for the
determination of the attenuation length of MC-LAB at a wavelength
of 633nm. The systematic influence of possible intensity losses are not
considered here.
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beam shifts are taken into account. The discrepancy between both measurement
results is not understood completely. Both plots show a rather good agreement to
the Beer-Lambert-fit and possible outliers, indicating overestimated integrals from
beam shifts, are not present. Furthermore, both measurements are performed within
a time window of less than 24 hours, excluding a possible degeneration of the sam-
ple liquid. Also a possible contamination during the first measurement series can
be excluded, as the reproduction measurement shows a higher attenuation length.
Taking into account measurement time and circumstances, it may be possible that a
small change of the incident intensity took place, which would be in good agreement
with an observed change of the voltage on the power supply unit from 11.45V to
11.46 V. Because of a longterm measurement of a time period of one night within the
measurement series, a possible influence on the measurement can not be excluded
and would explain the decreased slope of the Beer-Lambert-fit. As a final result
for the purified LAB sample with aluminum oxides at (440 & 9) nm, the attenuation
length from measurement 5.30 (a) is taken:

AV pap = 17.41 4 1.00m. (5.23)

Results at a wavelength of 633 nm

For a cross-check with another optical system and a better comparison to other
samples, the attenuation length is also determined at a wavelength of 633 nm. The
results can be found in fig. 5.31 without applying the intensity reconstruction. Both
measurements show the calculated intensity integrals as a function of the filling level
as well as the corresponding fit function and its parameters. Due to instabilities
during the measurements, the attenuation length at a wavelength of (633 £+24) nm
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Figure 5.32: Measurement series in the same order as shown in fig. 5.31, but after
taking into account the systematic influence of intensity losses, for the
MC-LAB sample at a wavelength of 633 nm.

is determined to be limited to
A3, 1 ap < 20.65m. (5.24)

Applying the intensity reconstruction, the corresponding measurements and atten-
uation lengths are shown in fig. 5.32. Both measurement results are in good agree-
ment to each other within the stated uncertainty. Outliers are visible at ~ 1.7m
and 1.9m in fig. 5.32 (a), which originate from a beam shift and corresponding in-
accurate limits for the model fit functions. Due to the fact that the mean intensity
integral is calculated, it is affected by such overestimated outliers. To identify such
overestimated intensity integrals, the comparison between measurement series with
and without the intensity reconstruction can be used. The final result of MC-LAB
at a wavelength of (633 +24) nm is

A3, [ ap = 18.36 + 1.14m, (5.25)

due to the identified outliers in the reproduction measurement.

5.3.3 Untreated special Nanjing LAB

As the JUNO detector is built in Jiangmen, it is considered to choose a LAB supplier
next to the site to minimize the risk to pollute the liquid scintillator during transport.
Furthermore, the selected manufacturer in Nanjing, China, uses a different method
to synthesize LAB, called the HF acid method [JUN15]. This, pared with the usage
of raw material from another petroleum source, may has an crucial impact on the
optical and radioactive purity. In cooperation with the collaboration, a batch of
special manufactured, high purity LAB is produced under optimized conditions to
test its suitability for JUNO. First tests at the Institute of High Energy Physics
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Figure 5.33: Measurement series of untreated, special manufactured Nanjing LAB
for a selected wavelength of 420 nm. Plotted are the calibrated mean
intensity integrals against the measured fill height. The data are fit-
ted with the Beer-Lambert law for determining the attenuation length.
Note that the given uncertainty is underestimated because of the fact
that not all systematic uncertainty sources are taken into account. Both
measurements limit the attenuation length and are in good agreement
to each other.

in Beijing show an attenuation length of roughly 20m at 430 nm [JUN15] [Caol8].
Further measurements are in good agreement [Gaol3] [Yul5]. A batch of special
manufactured Nanjing LAB from 2015 (NJ #7) is measured at 420, 430, 440 and
633nm in the PALM experiment. In the following, the sample is referred to as
special Nanjing LAB.

Results in the region of interest

The measurement results for special manufactured Nanjing at a wavelength of
420 nm can be found in fig. 5.33. Shown are two measurement series with their cor-
responding Beer-Lambert-fits and determined parameters. The uncertainty given
for the intensities include all described systematic uncertainty sources, except the
correction of the intensity loss at the sensor edges. This leads to the fact, that
the corresponding attenuation length is higher than in reality. Nevertheless, both
measurements are in good agreement to each other. As the systematic uncertainty
of an intensity loss at the sensor edges is not included, an upper limit for the at-
tenuation length of the liquid is obtained. As a first result, the attenuation length
of the special treated Nanjing LAB at (420 +5) nm is limited by the best obtained
limit to be

AR L < 33.90m. (5.26)

Nanjing
To further improve the results obtained by the PALM experiment, an intensity
reconstruction, as described in section 5.1.4, is applied to the data. In the case of
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Figure 5.34: Measurement series shown in fig. 5.33 after applying the intensity re-
construction for special Nanjing LAB at a wavelength of 420 nm. Shown
are both measurements in their same order again.

the Nanjing LAB, the results obtained for 420 nm can be found in fig. 5.34. Shown
are the measurement series in the same order as in fig. 5.33, but with applied
intensity reconstruction. The resulting attenuation lengths can also be seen and are
in good agreement to each other. Therefore the fit value of the best measurement

series is given as the result for the attenuation length at (4204 5)nm for special
Nanjing LAB to be

A0 L =24.16 +2.28 m. (5.27)

Nanjing

A second investigation is performed at the wavelength of 430 nm and the resulting
fits without an intensity reconstruction can be found in fig. 5.35. The calibrated
intensity integral means are plotted against the filling levels. Because of the fact
that no intensity reconstruction is applied, it is difficult to compare the results. But
due to observed fluctuations within the incident light during the measurement series
shown in (a) the attenuation length at a wavelength of (430 +9)nm is limited to
be less than:

AR < 24.36m. (5.28)

Nanjing

An intensity reconstruction is applied for both measurements and their results are
shown in fig. 5.36. After applying the intensity reconstruction, the measurement
results from 5.35 are corrected and shifted to higher values for decreasing filling
levels. The corresponding attenuation lengths are in no good agreement. This can
be explained by the observed instability of the incident light for the measurement
shown in (a) and may be caused by the halogen lamp” but there is a hint, that there
are instabilities in the electrical main supply of the laboratory, which may have
caused the fluctuation, too. The final attenuation length result for (430 +£9)nm is

7A brand new halogen lamp is used for the special Nanjing sample measurements and a typical
aging process is less probable.
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Figure 5.35: Measurement results for

the attenuation length.

Attenuation length with systematic uncertainty and bsc correction

special Nanjing LAB at a wavelength of
430nm. Plotted are the calibrated intensity integrals as a function
of the fill height levels. The corresponding Beer-Lambert fit is shown,
determining the attenuation length. Note that possible intensity losses
at sensor borders are not included, which leads to an overestimation of

10°

— 5800 2/ ndf 9208/9
s F Prob 0.4182
8 5700 Intensity 5.963e+09 + 4.092e+07
5 L AttLength 16.35 + 1.026
= c
5, 5600
2 =
5 £
£ 5500—
5400—
5300(—
5200—
5100—
s000ec Lol Ly b b L e L L L
08 1 12 14 16 18 2 22 24 26 28
fill height [m]

intensity integrals [a.u.]

<

Attenuation length with systematic uncertainty and bsc correction

¥ I ndf 5.772/10
5900 Prob 0.834
59005 Intensity 6.167e+09 + 3.745e+07
E AttLength 13.97 + 0.6454
5700
5600
5500—
5400
5300
5200F—
5100
EL S I S I I S D D P D T B
06 08 1 12 14 16 18 2 22 24 26 28

fill height [m]

Figure 5.36: Measurements, plotted in the same order as in fig. 5.35, corrected by
the intensity reconstruction method for special Nanjing LAB. Shown
are both measurements and their resulting Beer-Lambert-fits at a wave-

length of 430 nm.
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Figure 5.37: Corresponding attenuation lengths of measurement series performed for
special produced Nanjing LAB at a wavelength of 440 nm. Shown are
both measurement and reproduction measurement for comparison. As
explained before, the intensity losses are not corrected in this plots.

determined to be
AR =13.97 £ 0.65m. (5.29)

Nanjing

This is in good agreement to the results obtained by [Gaol3] with similar spe-
cial Nanjing LAB samples and is also the case for measurement probes performed
by [Caol8] and [Yul5]. For a more complete picture, similar measurements at
(440 +9)nm are also performed and the corresponding results are shown in fig.
5.37. It shows two measurement series and their resulting fit and fit parameters
without considering a possible intensity loss. The corresponding upper limit for the
attenuation length at (440 £9)nm is determined to be

AXoiing < 31.72m. (5.30)
The results with applied intensity reconstruction at 440 nm are shown in fig. 5.38.
After applying the reconstruction method, the results for the corrected attenuation
lengths are comparable and in good agreement to each other. The final result of
special Nanjing LAB at (440 4+ 9) nm is

AR . =23.544 1.88m. (5.31)

Nanjing

Determination of the attenuation length at 633 nm

To also determine the attenuation length at a wavelength with much higher incident
intensity and also to compare the results with an independent optical system, a
measurement series at 633 nm is performed and shown in fig. 5.39. The intensity
integrals are plotted against the liquid level in m. During both measurements,
several significant beam shifts occurred and re-adjustments of the beam had to be
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Figure 5.38: Measurement results in the same order as shown in fig. 5.37 after ap-
plying the intensity reconstruction and in so doing, taking the intensity
loss at the sensor edges into account. The measurements shown are
taken at 440 nm for special Nanjing LAB.
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Figure 5.39: Measurement series for the determination of the attenuation length at
633nm to compare the results with another optical system. Shown
are two measurement series performed under same conditions with the
Beer-Lambert-fit and its corresponding parameters. Note that the sys-
tematic influence of intensity losses is not considered here.
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Figure 5.40: Corrected intensity integrals of both measurement series shown in fig.
5.39 in the same order after applying the intensity reconstruction at
633nm. Also the the corresponding Beer-Lambert-fits and parameter
results are plotted.

done after each single picture. For the attenuation length of special Nanjing LAB
at (633 4 24) nm, the best limit is used to limit the attenuation length to less than
ASE e < 22.61m. (5.32)
Applying the bsc method, the corresponding results are given in fig. 5.40 in the same
order as shown in fig. 5.39 for better comparison. The corrected intensity integrals
are plotted over the fill height level and the total uncertainties for the intensity inte-
grals are given. The result of the Beer-Lambert-fit is also shown and the attenuation
length of the measurement (a) and its reproduction measurement (b) are in no good
agreement within the stated uncertainty. This can be explained by the instabilities
during both measurements. The beam shifts change the detected intensity integrals
significantly. Because a reconstruction is performed for each single data picture,
the corrected intensity integrals differ a lot and due to a mean calculation of the
corrected integrals the reconstructed integral is affected by outliers. The final result
for the attenuation length is the best obtained value
A =16.61+0.93m. (5.33)

Nanjing

at (633 & 24) nm.

5.3.4 Raw LAB from Daya Bay site

For achieving the goal of an attenuation length of more than 20m, several pu-
rification techniques, as is mentioned in chapter 2, are investigated by the JUNO
collaboration and currently tested at the Daya Bay underground laboratory. Sample
probes from the Daya Bay purification plant prototypes are shipped to TUM for an
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Figure 5.41: Measurement series for raw Nanjing LAB at 420nm, which is used
as raw material for the purification plant prototypes. Plotted are the
intensity integrals in arbitrary units as a function of the fill height in m.
A Beer-Lambert-fit is used to determine the attenuation length. In (a)
the measurement series without the intensity reconstruction is shown,
which means that the systematic uncertainty source of intensity losses
at the sensor edges are not considered yet. In (b) the same measurement
with the developed intensity reconstruction is shown.

investigation in the PALM experiment to determine the absolute attenuation length
values after the purification process for the first time. To compare and evaluate the
purification process, the raw material is also investigated. The raw LAB favored
for the JUNO scintillator is produced in the common production process in Nan-
jing, which is the difference to the optimized synthesis of special Nanjing LAB. In
this section, the raw LAB chosen as raw material for the purification procedures is

measured for several wavelengths. In the following, it is referred to as raw Nanjing
LAB.

Results in the region of interest

The attenuation length at a wavelength of 430 nm is crucial for JUNO. Therefore,
measurements are performed at 430nm but also at 420 and 440nm for a better
understanding. The results obtained for 420 nm are shown in fig. 5.41. Plotted are
the intensity integrals against the fill height levels in m. The Beer-Lambert-law is
used as a fit model to obtain the attenuation length from the data. In (a) an upper
limit for the attenuation length at 420 nm is plotted, where the systematic effect of
possible intensity losses at the sensor edges is not considered. The upper limit for
the attenuation length is determined to be

AR . < 16.85m. (5.34)

Nj—raw
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Figure 5.42: Measurement series performed for raw Nanjing LAB at a wavelength of
430 nm. Plotted are the intensity integrals against the liquid fill height.
The Beer-Lambert-fit is used to determine the attenuation length. The
measurement series without accounting the systematic loss of intensity
at the limited sensor borders are shown in a), whereas in (b) the same
measurement with applied intensity reconstruction is plotted. Note
that the result obtained without the bsc is giving an upper limit for the
attenuation length.

As already explained in section 5.1.4, these losses tend to overestimated the true
attenuation length of the liquid. In the framework of this work, an intensity recon-
struction method is developed, which corrects the intensity integrals by their losses
and eliminates the systematic uncertainty source. The corrected intensity integrals
and corresponding fit and parameters can be found in (b).

The increase of the beam size for decreasing filling levels is induced by the focus
and the presence of vibrations, which distort the detected intensity integral. The
intensity reconstruction is used to approximate the intensity losses and corrects the
integrals and a final result for the attenuation length at 420 nm for the raw Nanjing
LAB can be given to be

A0 =13.26 4 0.68m. (5.35)

Nj—raw

The same approach is used for the results measured at 430 nm, which can be found in
fig. 5.42 without (a) and with (b) the intensity reconstruction. In (a) the measured
intensity integrals as a function of the fill height levels are shown without considering
possible intensity losses. The result obtained is overestimated, giving a limit for the
attenuation length values to be

AR < 18.79m. (5.36)

Nj—raw

at (430 £9) nm. Considering possible intensity losses, the final result for the atten-
uation length at the same wavelength but after using the developed reconstruction
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Figure 5.43: Measurement series for raw Nanjing LAB at a wavelength of 440 nm,
used as raw material for the purification plant prototypes. Plotted
are the intensity integrals against the liquid fill heights and a Beer-
Lambert-fit is used to determine the attenuation length. In figure (a)
the measurement series without an intensity reconstruction is shown,
limiting the values of the true attenuation length. In (b) the systematic
uncertainty source of intensity losses is taken into account and a final
result is shown.

method for the raw Nanjing LAB is

AR o = 1492+ 0.74m. (5.37)
For a complete picture, also the attenuation length at a wavelength of 440 nm is
investigated and the results can be found in fig.5.43. Similar to the approach of the
other two measurement series, the figure shows the determined overestimated result
for the attenuation length at (440 £9)nm in (a), which is

AYY < 21.74m, (5.38)

Nj—raw

and a final result is obtained and shown in (b):

ARY . =16.04 +0.85m. (5.39)

Nj—raw

Investigation at a wavelength of 633 nm

The results at this wavelength are used on the one hand to investigate another
wavelength region for the performance of the purification technique, but also to
cross-check the results with another optical system and at higher incident intensities,
too. The measurement series are performed at 633nm and can be found in fig.
5.44. Shown are the results obtained without (a), and with the applied intensity
reconstruction (b). After reconstruction, it can be noticed, that the absolute values
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Figure 5.44: Measurement series for raw Nanjing LAB and investigated at a wave-
length of 633nm, which is used as raw material for the purification
plant prototypes.The intensity integrals are plotted against the liquid
fill height and a Beer-Lambert-fit is used to determine the attenuation
length from the data. In (a) the measurement series without corrected
intensity losses is shown and in (b) the result with the applied intensity
reconstruction is given.

of the intensity integrals decrease for most of the data points. This is due to the
fact, that the intensity integral at maximal filling level is used as an offset. The
presence of a beam shift at the maximal fill height leads to an intensity correction,
which is much higher as for other measurement points. Nevertheless, the correlation
between the data points is not affected. Taking into account the result from (a), the
upper limit of the attenuation length is determined to be:

AR e < 14.98m. (5.40)
The final result for the attenuation length of raw Nanjing LAB before a purification
is determined to be

AR e = 13.99 £ 0.74m (5.41)
at (633 +24) nm.

5.3.5 LAB, purified in Daya Bay purification plants

The raw Nanjing LAB shown before is used as raw material for the purification
prototypes, which are located at the Daya Bay underground laboratory. The raw
material is purified using steam stripping, water extraction, aluminum oxide column
and distillation purification techniques. The attenuation length of the purified LAB
is investigated for the first time in a long tube experiment and therefore, a sample
is shipped to TUM to be measured in the PALM experiment. In the following, the
sample is referred to as purified Nanjing LAB.
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Figure 5.45: Attenuation length results measured at 420 nm for the purified Nanjing
LAB sample, which is purified in the purification prototypes in Daya
Bay. In (a) the measurement results without the intensity reconstruc-
tion is shown and gives an upper limit for the true attenuation length,
as possible intensity losses on the sensor are not considered. In (b) the
same measurement series with corrected intensity integrals is plotted
after applying the reconstruction method.

Results for wavelengths in the region of interest

The attenuation length of the purified Nanjing LAB is investigated at 420, 430 and
440nm to test the influence of the purification techniques. Fig. 5.45 shows the
measurement series without (in (a)) and with (see (b)) the applied intensity recon-
struction. Plotted are the mean intensity integrals against the fill height levels. From
the results obtained in (a) an upper limit for the attenuation length is determined
to be

AR e < 64.75m. (5.42)

Due to possible intensity losses and the fact of vibration and focus induced beam
broadening, the systematic uncertainty source of the intensity losses at the sensor
borders is increasing with decreasing filling levels. Therefore the intensity recon-
struction is developed in the framework of this work and is explained in section
5.1.4. Correcting the intensity integrals by their possible losses, the final attenua-
tion length at (420 4+ 5) nm is determined to be:

AR e = 2597 £2.52m. (5.43)
The crucial attenuation length for the JUNO collaboration is the value at a wave-
length of 430nm and the corresponding results are plotted in fig. 5.46. Similar
to the case at 420 nm, the measurement series shown in (a) does not include the
systematic uncertainty of possible intensity losses at the limited sensor. It can be
seen, that the measurement is dominated by mechanical instabilities, which result
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Figure 5.46: Measurement results of the attenuation length at 430 nm for the pu-
rified Nanjing LAB. The measurement in (a) is without the intensity
reconstruction. Please note that the systematic uncertainty source of
possible intensity losses is not corrected here. In (b) the same measure-
ment with corrected intensity integrals is plotted.

in beam position shifts. The corresponding upper limit for the attenuation length
is given by the Beer-Lambert-fit:

AR < 81.33m. (5.44)

Nj—pur

In (b) the same measurement is shown, but after applying the intensity reconstruc-
tion and correcting the integrals by their possible intensity losses. The final result
for the purified Nanjing LAB at (430 +9) nm is determined to be

AR =28.07+2.94m. (5.45)

Nj—pur

Furthermore, the measurement results for a similar investigation at 440 nm can be
found in fig. 5.47, showing also the uncorrected measurement series in (a), and the
corrected intensity integrals and their corresponding attenuation length in (b). Due
to a possible overestimation of the attenuation length, the result of (a) is an upper
limit for the attenuation length:

ARY < 90.14m. (5.46)

Nj—pur

Taking into account the reconstructed intensity from the developed reconstruction
method, the final result for the attenuation length at (440 4+ 9) nm is obtained to be

AR pur = 34.62 £4.53m. (5.47)

Attenuation length results at 633 nm

For a comparison to results obtained for other samples and to cross-check them
with another optical system, a measurement series is also investigated at 633 nm
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5.47: Intensity integrals plotted against the fill height level at a wavelength
of 440 nm without (a) and with (b) the intensity reconstruction for the
Nanjing LAB, purified in the Daya Bay purification plants.
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Figure 5.48: Intensity integral means without (a) and with (b) the applied intensity
reconstruction for the purified Nanjing LAB at 633 nm. The results
from (a) are used to give an upper limit for the attenuation length.
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and can be found in fig. 5.48. Plotted are the results without (a) and with (b) the
intensity reconstruction. The result from (a) can be used to give an upper limit for

the attenuation length:

A633

Nj—pur

< 21.35m

(5.48)

at (633 £ 24) nm. The final result for the attenuation length is determined to be

A633

Nj—pur

5.3.6 Discussion and outlook

= 18.29 £1.26 m.

(5.49)

For a better overview, the results for all measured LAB samples and wavelengths
are summarized in table 5.2. Taking into account the trend for the attenuation

wavelength Aoy [m] Avic—pas[m] | A Nanjing[m] A Nj—raw[m] A Nj—pur[m]
410 nm 3.91 + 0.07 - - - -
420 nm - 13.18 & 0.58 | 24.16 4+ 2.28 | 13.26 &+ 0.68 | 25.97 + 2.52
430 nm 7.04 £0.17 | 13.02 £ 0.56 | 13.97 £ 0.65 | 14.92 £ 0.74 | 28.07 £+ 2.94
440 nm - 17.41 £1.00 | 23.54 £ 1.88 | 16.04 &= 0.85 | 34.62 £+ 4.53
450 nm 11.37 £ 0.51 - - - -
633 nm 14.04 4+ 1.22 | 18.36 &= 1.14 | 16.61 & 0.93 | 13.99 + 0.74 | 18.29 + 1.26

Table 5.2: Final results for the attenuation length of several LAB samples at different
wavelengths for better comparison.

length found by measurements with an UV /Vis spectrometer for raw LAB, a steady
increase of the attenuation length by increasing wavelengths is expected in the range
of (410-450) nm [Prul5]. The results found with PALM for raw LAB, originating
from Egypt, are in good agreement to this expectation and for the first time, absolute
values can be given. Furthermore, a similar trend is also expected for the MC-LAB
sample and the results found with PALM are in no contradiction to this. The
MC-LAB sample originates from the same batch, which was also measured in the
UV /Vis spectrometer in 2015 and has been exposed to oxygen, heat and light since.
This implies, that the purification effect of aluminum oxides on the raw LAB may
increase the attenuation length to even higher values.

Similar measurements with an UV /Vis spectrometer are performed for LAB sam-
ples from Nanjing [JUN15] and are in good agreement to the increasing trend found
by the PALM experiment, except for the sample of special Nanjing LAB. It is less
probable that the attenuation length at 430 nm is so low compared to the adjacent
wavelengths. Several reproduction measurements showed similar values for the at-
tenuation length at 430 nm. The experiment used no nitrogen atmosphere during
the measurements and a degeneration of the optical parameter by oxygen is possi-
ble, although the time period is less than three days. Further investigations have
to be done to identify, if this result is characteristic for the sample or caused by a
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contamination. Assuming the increasing trend found as true, this would mean, that
the real attenuation length of the special Nanjing LAB at 430 nm may be slightly
increased compared to the result of 420nm in the given uncertainty range (or the
value at 420 nm may be slightly lower) and in the order of more than 20 m.
Comparing the sample results for raw LAB and MC-LAB, originating from the same
manufacturer and batch, it can be seen, that the attenuation length at 430 nm is
increased significantly by the purification with alkaline and acid aluminum oxide
both. This is in good agreement to the trend found in [Prul5], but for the first
time, an absolute attenuation length value can be given. Also an increase at 633 nm
is found, which is also expected. Taking into account the steady increasing trend
within (410-450) nm, the attenuation length for the aluminum oxide purified LAB
at 420 and 440 nm is also increased compared to raw LAB. Optimizing the storage of
the sample by using nitrogen layers to eliminate the exposure to oxygen as well as to
store it in the dark and cool, the attenuation length may be increased further and its
quality may be conserved for longer time periods. This results make the aluminum
oxide purification technique a useful tool to improve the optical transparency of the
scintillator solvent used for the JUNO detector.

The comparison of both raw LAB samples, originating from Egypt and Nanjing,
shows that the attenuation length at (410-450) nm is much higher for the sample
originating from Nanjing. Such a difference can be explained by different manufac-
turers and production processes. Furthermore, the LAB originating from Nanjing
is synthesized differently, using another chemical production process. It can be seen
clearly, that the LAB from Nanjing is favored as solvent for the JUNO scintillator
due to its higher attenuation length and the availability next to the experimental
site of the underground observatory in Jiangmen. Former results from [Hell5a] for
the same batch of raw LAB show higher attenuation lengths than found in PALM,
which can be explained by the insufficient storage and a time window of more than
two years between both measurements. Nevertheless, also the former results can not
compete with the values obtained for the raw Nanjing LAB. This is also true for the
MC-LAB, as the raw Nanjing LAB shows similar values for the optical parameter
without purification.

The attenuation lengths of raw and special Nanjing LAB differ significantly, ex-
cept for 430nm. Specially manufactured Nanjing LAB shows increased values in
(420 - 440) and at 633nm compared to the raw Nanjing LAB. The measurements
shown for both Nanjing LAB samples seem to have a similar attenuation length at
430 nm, but due to the trend for the attenuation length of LAB found for UV/Vis
results, it is likely, that the real attenuation length of the specially manufactured
LAB is higher. This leads to attenuation lengths in the order of 20 m, which could
be achieved without any purification, and makes the specially processed LAB a
promising candidate as raw material of the liquid scintillator used in JUNO. The
special Nanjing LAB sample is manufactured under optimized conditions and no
purification technique has been used so far. It has to be checked, if the appli-
cation of further purification techniques can increase the attenuation length even
more. Furthermore, the optimized conditions have to be installed in the common

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



148 CHAPTER 5. OPTIMIZED PALM SETUP

manufacturing process to guarantee a sample liquid of 20,000 tons with the same
quality, which makes it expensive. Another possibility, which is under consideration,
is the usage of raw Nanjing LAB as raw material for the scintillator and applying
purification techniques, as described in section 3.2.

Several efforts are made to investigate the influence of different purification tech-
niques on the optical and radioactive purity of LAB to maximize the attenuation
length. Comparing the results of raw Nanjing LAB with purified Nanjing LAB,
which is purified in the Daya Bay purification plant prototypes, it can be seen that
the values of the attenuation length of all measured wavelengths can be improved
significantly. The combination of steam stripping, distillation, water extraction and
aluminum oxide column purification can improve the relevant attenuation length at
430 nm from 14.92m + 0.74m to 28.07m 4+ 2.94m. This results show, that an at-
tenuation length of more than 20 m at 430 nm can be achieved and that the proposed
energy resolution of at least 3% at 1 MeV can be realized. Further optimizations
in the purification pilot plants would enable the JUNO detector to determine the
neutrino mass hierarchy with an unprecedented energy resolution of more than the
stated one. Also the more expensive special Nanjing LAB can not compete with
the purified Nanjing LAB, favoring raw Nanjing LAB and the application of the
purification techniques for the JUNO scintillator.

The developed intensity reconstruction shows a good performance for measurement
pictures with similar characteristics. This can be seen for most of the shown mea-
surements, although some mean intensity integrals seem to be distorted by outliers.
This can be explained by differences between the single measurement pictures like
un-negligible beam position differences, which have much more influence on the in-
tensity losses than the broadening effect. Such differences can occur for instabilities
during the measurements and due to inaccurate limits for the fit model functions
used to reconstruct the intensity losses. A possible solution is the usage of the me-
dian or a weighted mean instead of a mean calculation, as they are less affected by
outliers. Also a restriction of deviations of the beam position from the center of the
sensor would suppress the occurrence of outliers of single pictures.

Due to their importance, the results obtained with the halogen lamp optic are con-
sidered to be cross-checked by another optical system. To testify the results, an
alternative optic with a laser is installed.

5.4 Measurements with a laser optic

Cross-checking the results found by the PALM experiment, another optical system
is considered. Instead of a halogen lamp in combination with a monochromator for
monochromatic light production, a laser is chosen as an alternative light source.
As lasers commonly have much higher intensities than the light produced by the
halogen lamp, neutral density filters have to be used to attenuate the incident light
to a level, where the CCD sensor is able to detect the incoming intensity without
saturating single pixels. To conserve the halogen lamp optic and its adjustments,
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laser
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halogen lamp optics I x A

flip mount mirror deflection mirror

Figure 5.49: Alternative optical system to check the results found in the PALM
experiment with a halogen lamp and a monochromator. A helium neon
laser is used as an alternative light source. Neutral density filters are
installed to attenuate the laser light beam. Several mirrors reflect the
laser beam to the deflection mirror. Using a flip mount mirror, the light
beam from the alternative optic can be coupled into the sample tube
without changing any optical component from the former optic. By a
90° flip, the laser optic is disabled.

the laser beam is coupled into the system by a second mirror optic. A scheme of the
installation can be found in fig. 5.49. Several mirrors reflect the laser beam to the
deflection mirror, where the light is coupled into the sample tube without changing
the former optical components of the halogen lamp. One of the mirrors is mounted
in a flipper mount, which enables to flip the mirror by 90°. Flipping the flip mirror
upright, the laser light beam is reflected to the deflection mirror and reaches the
CCD sensor. A re-flip disables the new light path from the deflection mirror and
make measurements with the former halogen lamp optic possible without changes,
except the adjustments done with the deflection mirror. To eliminate potential
parasitic light, both light sources are not used at the same time. A picture of the
optical system can be found in fig. 5.50. The laser is a helium neon laser, emitting
linear polarized light at 632.8 nm with a beam diameter of approximately 0.5 mm
and a minimum power output of 0.8 mW. The coherence length is 30 cm [Thol5].
Due to the usage of the CCD camera device, the detected intensity of the laser is
far too high and saturates most of the pixels. Therefore, the exposure time is set
to its minimum value of 0.02s and a combination of several neutral density filters is
used to attenuate the laser efficiently for a first test setup.
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Figure 5.50: Picture of the laser system. The helium neon laser is mounted to a
translation stage for better adjustment. Two fixed and one movable
mirror are used to reflect the produced light beam to the deflection
mirror and into the sample tube. After fine tuning of the position, the
laser beam is centered on the CCD sensor without changing any other
parameters.

Light source stability test

To check the performance of the laser test setup and to characterize the time stabil-
ity, the sample tube is emptied to eliminate possible effects related to the liquid and
longterm measurements are performed. These are further used to identify systematic
influences of the beam position of the laser, intensity fluctuations as well as effects
from optical components. Fig. 5.51 shows the result of a longterm intensity study
performed with the new laser optic. The intensity integrals are plotted against the
measurement time. After a warm up time of half an hours and adjusting the laser
beam on the sensor, the measurement is started. The figure shows, that instead of
a steady intensity plateau, significant changes of the incident intensity are observed.
Several intensity peaks can be identified and their maxima decrease with time. This
is also true for the FWHM of the intensity peaks and is a strong hint for the oc-
currence of interference in the setup. There are two possibilities, which have to be
considered: first, the usage of two quartz glass windows on top and on the bottom
of the sample tube and second, the neutral density filters installed directly after
the laser. Exchanging the neutral density filters (NDF) to one NDF with a higher
optical density would eliminate one source of possible interference. Due to the fact
that the sample tube can be set under nitrogen atmosphere and also pressure, the
second quartz glass window is used to seal the sample tube. This makes it difficult
to eliminate the second source of possible interference.

Taking into account the FWHM and the usual time period for a measurement series,
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Figure 5.51: Longterm stability measurement over a time period of 80 hours with a
laser at 632.8 nm, performed with an emptied sample tube. Shown are
the calculated intensity integrals over the measurement time. The oc-
currence of several minima and maxima is a strong hint for interference
effects within the experiment.

it is clear that the incident intensity has to be monitored for the current test setup,
too, to eliminate its effects on the result. Due to the construction of the current
setup and its mechanical components, the installation of a monitoring system is not
possible without reconstructing the dark boxes, changing the whole optical transla-
tion stage table to a bigger one and re-building the optical systems, which would lead
to new adjustments between optical table, sample tube, CCD sensor and deflection
mirror. A monitor of the laser intensity before and after the measurement series
can be performed more easily and is used for the current test setup. The longterm
measurements can be used to interpolate the fluctuating intensity of the laser dur-
ing the time of a measurement series. To do this, it has to be guaranteed, that
the effect of the intensity can be distinguished from possible effects of the sample
liquid. Therefore, longterm measurements with a filled sample tube are performed
as well. Such a measurement can be found in fig. 5.52 at a fill height level of 2.66 m
with the purified Nanjing LAB sample from Daya Bay. The measurement shows
the same characteristic intensity peaks, which could also be seen for the empty tube
measurements. This implies that the effect of the intensity fluctuation is dominant
compared to all others. Influences of beam shifts and distortions can be identified
as distortions at the peak shapes. Also the decreasing FWHM values can be identi-
fied clearly. An explanation are mechanical changes of the position of the mounted
sample tube, which would change the interference pattern with time.
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Figure 5.52: Longterm measurement of the intensity integrals over time with a laser
at a wavelength of 632.8 nm, performed at a fill height level of approxi-
mately 2.6 m for comparison to the emptied tube measurements in fig.
5.51.

Modified measurement principle

Longterm measurements before and after the measurement series can be used to
approximate the behavior of the incident intensity during the measurement series in
a first approach. Fit functions are used to predict the incident intensity for a given
time. Optimizing the measurement principle declared in section 4.3, the intensity
integrals of the sensor pictures can be normalized, dividing them by the incident
intensity Iy, which is no longer a free fit parameter:

=" (5.50)

Hereby, I(x,t) is the attenuated intensity after the light traveled a path of x meters
through a medium, measured at time t and A is the attenuation length of the
liquid. Plotting the modified Beer-Lambert-Law to the data, the attenuation length
is determined.

Critical fill height

Fig. 5.53 shows an exemplary laser beam on the CCD sensor for an emptied sample
tube. The colorized laser beam shape is almost circular and can be centered on the
sensor (a). Nevertheless, it is bigger than the beam spot produced by the halogen
lamp (see. fig. 4.7 for comparison), which can be identified more easily in (b) for
a logarithmic intensity scale. Furthermore, much higher intensities per pixels are
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Figure 5.53: Colorized picture of the laser beam for an empty sample tube with
normal (a) and logarithmic scale (b) for better comparison. The colors
correspond to the intensity.

detected by the CCD sensor. Studying the differences of both optical systems, also
the beam spot for a filled sample tube is shown in fig. 5.54 at a filling level of 2.66 m.
The beam size of the laser is not increasing significantly in comparison to the laser
beam taken with an emptied setup, because it is not focused and should not broaden
for decreasing fill heights, except for possible vibrations. This is the case for the
light beam produced by the halogen optic. To determine possible intensity losses at
the limited sensor borders, several fill height levels are investigated and are shown in
fig. 5.55. Similar to the approach of determining a critical fill height for the halogen
lamp in section 5.1.3, several fill height levels are used to approximate possible
intensity losses for the laser beam, too. After applying offline analysis tools, the
beam at 2.66 m (marked as 188X) shows a cut area due to a dis-adjustment between
deflected beam and the entrance window. It can be seen by eye, that the critical fill
height of the halogen lamp can not be used for the laser optic (see fig. 5.14). The
laser beam is much bigger than the beam produced by the halogen lamp for higher fill
heights. Although there is no focus present, vibration induced beam broadening can
be identified clearly. Because of the occurrence of perturbing vibrations, the laser
beam spot is distorted and broadens with decreasing filling levels. A consequence
are intensity losses at the small CCD sensor. Such a behavior is also found for the
beam of the halogen lamp optic. Assuming a light beam centered in the middle of
the sensor, the intensity losses for different fill height levels can be approximated
and are shown in table 5.3. The same method also used for the halogen lamp optic is
applied to approximate the intensity losses and for a direct comparison, see table 5.1
in section 5.1.3. A direct comparison between the results found for the beam of the
halogen lamp and the laser show, that the approximated intensity losses are much
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Figure 5.54: Exemplary laser beam after passing a sample liquid of 2.66 m in height.
The colors correspond to the detected intensity. The beam size is not
changing significantly, compared to the beam of the emptied tube, see
fig. 4.7.

127X

Figure 5.55: Raw data pictures of the laser beam for several different fill height levels
with increased contrast settings for better comparison. The determined
critical fill height is the minimal filling level, for which the losses of
intensity are still negligible. Please note, that the beam at 2.66m,
marked as 188X, shows a cut area on the right.
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Fill height [m] | approx. intensity loss [%] | offset corrected intensity loss [%]
0.83 31.8 30.5
0.99 32.7 314
1.15 29.2 279
1.32 21.5 20.2
1.49 21.5 20.2
1.66 14.6 13.3
1.85 12.5 11.1
2.03 12.9 11.6
2.23 7.6 6.2
2.40 4.7 3.4
2.59 3.2 1.9
2.72 1.3 0

Table 5.3: Approximated intensity losses induced by beam size broadening for ad-
justed laser beams. Given are the estimated losses in percent against
the measured fill height level. Assuming no losses for the maximal filling
level, the corrected intensity losses are also given.

higher for the laser optic and the critical fill height level determined for the halogen
lamp can not be applied to the laser optic. Determining the critical liquid level
under same conditions, it is found that the critical fill height level for the laser is ~
2.5m to 2.6 m. This leads to an effective light path of 0.1 m to 0.2m, which means,
that the effect of the attenuation is comparable to the one expected for the UV/Vis
spectrometers, see section 4.4. Due to vibrations, intensity losses, interferences and
changes in the incident intensity, the laser optic can neither compete with common
UV /Vis spectrometers nor with the halogen lamp optic.

An energy reconstruction could be used to improve the effective light path without
changing the current setup. But due to the fact that the total amount of intensity
on the sensor is also much higher than for the beam produced by the halogen lamp,
it has to be checked, if the stated intensity reconstruction (see section 5.1.4) can be
applied in its current form, due to the stated assumptions.

Test measurement at 632.8 nm

Taking into account longterm measurements to interpolate the intensity fluctuation
during a measurement series, the change of the incident intensity is determined to
be ~ 26 % within the time period of the measurement. The incident intensity can be
modeled and interpolated. For this, longterm measurements are fitted with a model
function. Due to the fact that the measurement start is located at a decreasing tail
of one of the incident intensity peaks, the decrease is modeled with a linear function
in a first approximation.

Determining the time dependent incident intensity from fit models, a first test mea-
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Figure 5.56: Exemplary intensity measurements with the laser beam for a compar-
ison to the halogen lamp optic. Therefore, the critical fill height and
the intensity reconstruction of the halogen lamp is used. Note that the
uncertainties are underestimated.

surement with the laser optic is performed. For a direct comparison to the results
from the halogen lamp optic, the critical fill height level and intensity reconstruc-
tion of the halogen lamp are used and the corresponding result is shown in fig. 5.56.
Shown are the intensity integrals, divided by the approximated incident intensity.
The stated uncertainties include the statistical uncertainty as well as an approxi-
mated systematic uncertainty of 1% for the model function of the incident intensity
and 0.45 % for the applied intensity reconstruction are used in a first approximation.
A detailed systematic error source study has to be performed in the future. The
modified Beer-Lambert-law is fitted to the data and the corresponding attenuation
length to test the performance of the intensity reconstruction method. A first test
result of ~ 54 m + 7m is obtained, but due to unknown and neglected crucial uncer-
tainties, it represents no final result and is dismissed. Comparing the result to the
one from the halogen lamp optic, see fig. 5.48, the result from the laser is excluded
by the upper limit of the other optical system. The measurement result is a strong
hint for an inappropriate intensity reconstruction, too.

Discussion

First test measurements are performed with the purified Nanjing LAB from the
Daya Bay pilot plants for the laser optic at a wavelength of 632.8 nm. Comparing
the results from laser and halogen lamp optic, it is clear that the halogen lamp optic
shows a much better performance in the current setup, as no interference pattern
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can occur. Eliminating the effect of possible interference, the neutral density filters
should be changed to one with higher optical density. The fact that two quartz glass
windows seal the sample tube makes it difficult to eliminate this possible origin of
interference patterns. An idea is the change of the sealing PTFE ring in the lower
entrance window flange. Instead of using a plane ring, the new PTFE seal can be
manufactured with an increasing thickness to one end to guarantee, that both glass
windows are not parallel to each other. This makes the adjustment of the beam spot
on the CCD sensor even more challenging. Because of the un-negligible intensity
fluctuations caused by interference, precise measurements are only possible, if the
incident intensity of the laser source is well known. This can be done by monitoring
the intensity, using a beam splitter and a photodiode. Before the laser beam is
reflected to the deflection mirror, the beam can be split, one part is coupled into the
sample tube, whereas the other is measured by the light detector. Because of the
construction of the current experiment, the setup has to be changed significantly to
install a beam splitter and a photodiode. Optical translation stage table as well as
dark boxes have to be redesigned and reconstructed and both optical systems have
to be moved and re-built. Furthermore, the sample tube and CCD sensor have to be
re-adjusted in reference to the changed system. The beam splitter has to be mounted
movable, too, as the halogen lamp optic should not be disabled, but should be used at
the same time as the laser optic. Furthermore, a neutral density filter with a higher
optical density is needed to attenuate the laser light to a level, where the CCD sensor
pixels are not saturated. This would make it possible to increase the exposure time
from 0.02s to higher values and it can be guaranteed that influences of the shutter
mechanism can be excluded. Another problem arising is the increased beam size of
the laser, which makes it impossible to reproduce measurement results under the
same conditions as for the halogen lamp optic, as the critical filling level is much
smaller. Because of the fact that the laser beam is not focused, but shows a much
bigger beam size, it can not compete with the halogen lamp optic. Furthermore, it
is found that the laser beam is increased by present vibrations, too. A special lens
can be used to focus the laser light to the CCD sensor, decreasing the beam size.
This would decrease the critical fill height level also. A second option is the usage of
another CCD device with a bigger sensor. Note, that the change to a bigger sensor
does improve the critical filling level, eventually, but reflections at the sample walls
due to increased beam sizes are still present®. As a consequence, the experiment has
to be optimized in a way, that all sources of perturbations are eliminated. It may
have to be moved to another experimental site to eliminate influences of neighbored
experiments or constructional work. Ideas for further improvements of the whole
experiment are proposed in section 4.6.9.

8Please note that the diameter of the sample tube is less than 25 mm.
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Chapter 6

Positronium Lifetime

Determination Measurement
(PoLiDe) Setup

As described in chapter 2, the dominant detection channel for v, in JUNO is the
inverse beta decay, where a positron and a neutron are produced after the interaction
of an v, with the scintillator target material:

p+iv.—n+et. (6.1)

The positron annihilates with an electron, which creates a prompt signal, whereas
a characteristic v is emitted after the neutron is captured on hydrogen:

n+p—d+-. (6.2)

The created signal is called a delayed signal, as it appears approximately 200 us
after the prompt signal [Gral6]. This gives a clear signature for the 7, interaction
which can be used for background rejection [Frall]. But there is a possibility that
positrons are not annihilating with the electron at the instant, but form a temporary
bound state with the electron called positronium (Ps). Positronium is a bound state
similar to the hydrogen atom with the proton replaced by the positron. There are
two different states depending on the spin coupling of both particles. For 25 % of the
created positronium, the spin singlet state is populated with total spin equal zero
which is called para-positronium (p-Ps). 75% of positronium are populating the
spin triplet state with total spin equal one, called ortho-positronium (o-Ps) [Frall].
Unlike the direct annihilation of positron and electron, the positronium states have
mean lifetimes of 125 ps (p-Ps) up to 142ns (o-Ps) in vacuum [AIR94] [Nic90]. p-
Ps typically annihilates via a two body decay, emitting 511 keV ~-rays, whereas the
dominant decay channel of 0-Ps is the emission of three y-rays in vacuum. In matter,
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o-Ps has a strongly reduced effective lifetime due to chemical reactions, spin-flips! or
pick-off annihilations?, shortening the effective lifetimes of 0-Ps to a few ns in organic
liquids and favoring a two body decay. The three body decay is suppressed to a
negligible fraction® [Frall] [Tao72]. Due to the effective lifetime of a few ns of o-Ps,
the time difference between the energy deposition of the interacting positron and the
annihilation signal is exceeding to a level, where calorimetric scintillation detectors
may be unable to separate them. This leads to a distortion in the time distribution
of the detected photoelectrons (the so called pulse shape) in reference to a direct
positron annihilation [Frall]. Such distortions in the positron pulse shape affect not
only the detection of the antineutrinos via IBD, but also reconstructed events like
BT decays, which may represent dominant background sources for neutrino detectors
[Frall]. The fact of a distorted time distribution can be used to discriminate between
positron and electron events in a liquid scintillator neutrino detector, though. As
the 8 —n decay of cosmogenic ®He and ?Li isotopes can mimic IBD signals, these are
expected to be a dominant background source in JUNO (see fig. 2.4 in chapter 2).
Applying an positron-electron discrimination, this background can be suppressed
efficiently [JUN15] [Sch17b] [Chel6].

6.1 Former experiments and results

Positron annihilation lifetime spectra have been measured with standard PALS
(Positron Annihilation Lifetime Spectroscopy) systems for common used organic
liquid scintillators before [Frall] [Abel4] [Chel6]. In principle, a radioactive S
emitter is used to produce positrons, which interact in a scintillator liquid sample
and form positronium with a certain probability. The bound state decays and two
characteristic annihilation gammas are produced. Experiments measure the time
difference between the positron production and annihilation . Therefore two scin-
tillator detectors are used in coincidence, monitoring a sample liquid. This means,
that only events are taken into account for the data acquisition, where both de-
tectors detect a signal within a set time window. The scintillator detectors are a
coupled plastic scintillator and a photomultiplier tube each. In most cases ??Na with
a Q-value of 2.842MeV, is chosen, because each positron is emitted together with
a characteristic ~ 1.275MeV ~, which is created by the *Na decay due to the de-
excitation of the produced daughter nucleus and is used as start signal for the time
measurements. The source is usually encapsulated in Kapton foils. The radioactive
source is placed in the sample container, right into the sample liquid. The sample
container, with sample liquid and radioactive source, is positioned between both
plastic scintillator detectors and is in direct contact to them. Within a time gate
of several tens of ns, the detection of one of the annihilation 7 is expected, as the
produced positron is annihilating with an electron in the sample. This annihilation

LA spin-flip converts o-Ps in p-Ps [Tao72].
2The positron from an o-Ps annihilates with an electron from the surrounding medium [Tao72].
3The effective lifetime is shortened to 100 ns in gases and 100 ps in metals [Deu51] [Bel53].
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~ are detected by the scintillator detectors and used as stop signals. The time dif-
ferences between start and stop signals are measured to obtain positron annihilation
lifetime spectra [Frall].

Measurements for the pure liquid scintillator LAB are already introduced in [Frall]
and [Chel6]. The result for the mean lifetime 75 of o-Ps? in LAB is determined
to be 3.08+0.03 ns [Frall], which is in good agreement to the value 3.10 £ 0.07 ns
obtained by [Chel6]. In both experiments also the probability I, for the formation of
0-Ps is determined for pure LAB. The formation probability of 54 % 4+ 0.5 % [Frall]
is in contradiction to (43.7 +1.2) % [Chel6].

6.2 Measurement principle

Despite the results obtained for pure LAB, the three component liquid scintillator
used for JUNO has to be investigated to determine the positron annihilation lifetime
very precisely. To perform a positron lifetime spectroscopy using the JUNO scintil-
lator, the Positronium Lifetime Determination (PoLiDe) experiment is developed,
using a similar experimental approach as the common PALS setups. The measure-
ment principle is the same: positrons are produced by a radioactive source and the
time difference between their creation and annihilation is measured. But instead of
using two detectors in coincidence for the detection of start and stop signals, three
detectors are used. Two 3 inch plastic scintillator detectors detect both diametrically
emitted et-e~ annihilation v with an energy of 511keV each within a certain time
window. Are both photons detected in coincidence, a valid stop signal for the time
measurements is obtained. A third 1inch photomultiplier tube is used to detect the
scintillation light produced in the sample liquid is used as valid start signal for time
measurements. The positron emitted from the radioactive source is traversing the
scintillator medium, where it deposits its kinetic energy via interactions with sample
molecules, exciting or ionizing them. Excited scintillator molecules are de-exciting
via photon emission, creating scintillation light®.

Together, all three signals produce a triple coincidence signature, which makes a suf-
ficient background reduction of contributions correlated to single faked stop signals
and annihilation events outside the sample liquid possible [Sch17b].

6.3 Setup of the experiment

The experiment contains two scintillator detectors and a photomultiplier tube as well
as a sample compartment with the sample liquid and a radioactive source as positron
emitter. A scheme of the setup can be found in fig. 6.1. The scintillator detectors
are photomultiplier tubes with diameters of 3inches, which are coupled to plastic
scintillators. Within a cylindrical aluminum dark box, the PMT is slit into a guided

4In the literature the index 2 refers to o-Ps, whereas index 1 is used for p-Ps.
5See chapter 3 for more detail.
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Figure 6.1: Scheme of the PoLiDe setup. Two 3inch plastic scintillator detectors
and a photomultiplier tube are monitoring the liquid scintillator sample
within the sample container. The plastic scintillator detectors are PMTs
coupled mechanically to plastic scintillator cylinders. Both components
are embedded in an aluminum dark box and a magnetic shielding. The
coupling is done via pressure. Within the sample container, the radioac-
tive source is placed on top of the liquid but separated by gas. At the
bottom of the container, a glass window is mounted, where a third 1inch
PMT is installed, also coupled mechanically to the window glass. The
third PMT is monitoring scintillation light created in the sample after
positron interactions, and both plastic scintillator detectors are used to
detect the positron annihilation +.
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Figure 6.2: Picture of a PMT, mounted to a customized spring holder with screws.
The four springs are pressing the PMT to the sample compartment with
a steady pressure, ensuring a firm mechanical coupling. This PMT is
mounted vertically, in direct contact to the bottom of the sample com-
partment for scintillation light detection.

hold and stored in the dark. This should help to re-position the PMT module, if the
system has to be opened or parts have to be changed. The scintillator material is
added from the other side of the aluminum box and is positioned tight by adding the
cap of the box. The coupling is done mechanically only by a steady pressure of the
PMT against the scintillation material with a customized spring holder construction.
Therefore, four springs are placed around a guide ring, used for the positioning of
the 3inch PMT, which is pressed against the scintillation material by closing the
second aluminum cap and positions the detector at a central, parallel position in the
aluminum box. Both aluminum boxes also contain a layer of p-shielding to suppress
magnetic fields.

The same coupling method is used for the 1inch PMT, which is not equipped with
a plastic scintillator, but is pressed directly against the glass on the bottom of
the sample compartment to detect scintillation light. A picture of the third PMT,
mounted to the spring holder for a steady pressure to the sample compartment,
can be seen in fig. 6.2. The PMT has a mountable flange, constructed by the
manufacturer. With two screws it can be mounted to a customized holder disk. The
disk itself is mounted to four springs, which use a guidance tube due to their lengths,
and are mounted to a third aluminum dark box at an optical table. The dark box
has different inner diameters and contains the photomultiplier tube, but also the
sample container, which is guided and hold by the box. The sample compartment is
built modularly and is designed to contain the scintillator liquid and the radioactive
source. The source can be placed on top of the liquid in a customized compartment
and is not in contact with the sample liquid. This is a major difference to common
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Figure 6.3: Picture of the manufactured sample container with its upper copper cap
removed. The sample liquid can be filled into the container on top of
the compartment. After filling, the radioactive source is placed in its
compartment, customized to the source plate. To guarantee that the
radioactive source is placed flat in the compartment and is not wiggling
around, the upper copper cap is placed on top of the compartment,
pressing slightly to the source plate for a flat and straight positioning.
Please note that the shown original copper tube has been changed to an
aluminum tube.

PALS setups. The sample container parts are manufactured from copper and the
complete compartment can be seen with removed copper cap in fig. 6.3. The sample
liquid is filled into the container, which is sealed gas tight by PTFE encapsulated
rings due to their chemical compatibility to the scintillator material. On top, there
is a compartment for the placement of the radioactive source above the sample
liquid, having no direct contact. After the radioactive source is placed, a copper
cap is placed on top of the sample compartment to seal it. At the same time,
the cap is positioning the radioactive source flat and straight. Two gas valves are
mounted on top of the cap for the possibility to create a nitrogen atmosphere. On
the bottom, a customized disk is mounted, which holds an acrylic glass window,
where the 1linch PMT is placed for measurements. Due to a higher reflectivity,
an aluminum tube is manufactured and is used to contain the sample liquid. This
increases the scintillation light detected by the PMT.

The sample container can be filled with removed upper copper cap and radioactive
source plate. Without additional electronics the injected sample volume is measured
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Figure 6.4: Picture of the manufactured sample container, fully mounted. The
source is placed in the compartment above the scintillator sample, filled
in the cooper tube. On the bottom of the tube, another cap is mounted,
which contains a centered glass window and a guide mount for a 1inch
PMT. All parts are sealed with PTFE encapsulated rings. An entrance
and an exit gas valve are installed to enable the creation of a nitro-
gen atmosphere. Please note that the copper tube was changed to an
aluminum tube.

precisely to fill the tube to a certain filling level with sample liquid. After filling,
the radioactive source plate can be placed in its compartment again, and the copper
cap can be placed on top. With four threaded bars, the parts are pressed together
firmly, sealing the sample compartment. The sample container fully mounted can
be seen in fig. 6.4.

Both plastic scintillator detectors are mounted in a line and the sample container
is placed between both of them. The full setup is built on an optical table and
stored in the dark in a Faraday cage. The distance between both mounted plastic
scintillator detectors can be varied due to their mounting on a table.

6.4 Electronics

After the annihilation of a positron with an electron in the sample liquid, two char-
acteristic 511keV ~ are produced and can be detected by the plastic scintillator
detectors. The electronics used for further signal processing is shown in fig. 6.5.

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNQO EXPERIMENT



CHAPTER 6. POSITRONIUM LIFETIME DETERMINATION

166 MEASUREMENT (POLIDE) SETUP
plastic scintillator plastic scintillator
detector detector
T 1 | somne I:I—l
amplifier amplifier
small pmt
ADC
CFD coincidence CFD
unit

Figure 6.5: Scheme of the read out electronics used for PoLiDe. Two plastic scin-
tillator detectors are detecting 511 keV annihilation ~s after a possible
positronium annihilation. Both detector signals are amplified and split.
One part is used as input of the FADC, whereas the second is passed
to a constant fraction discriminator. If the incoming signal has a pulse
height exceeding a set threshold, a rectangle signal is produced by the
CFDs and fed into a coincidence unit. Are there signals from both CFDs
in a certain time gate, the coincidence unit triggers the FADC to start
the data taking. Recorded are both plastic scintillation detector signals
as well as the signal originating from the 1inch PMT.

The signals of both scintillation detectors are amplified, before being split. One
part is used as input voltage for a flash analog to digital converter (FADC) for
data taking, whereas the other is fed into a constant fraction discriminator (CFD)
unit. CFDs generate rectangle signals with a certain time gate, if the height of the
incoming voltage pulses passes a set threshold.

Both CFD output channels are connected to a coincidence unit. In the case of an
incoming signal from both CFDs within a set time gate, the coincidence unit will
trigger the data taking and will record the signals of both scintillation detectors as
well as the signal from the small 1inch PMT, which is directly connected to the
FADC.
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6.5 First result and outlook

Compared to common PALS setups, the PoLiDe experiment uses a triple coincidence
to determine valid start and stop signals. The usage of both 511keV annihilation
in coincidence as a valid stop signal instead of a single hit in one of the detectors
suppresses background contributions, where single events can fake start signals. Fur-
thermore, the radioactive source is not placed in the sample liquid as is the case for
common PALS experiments, but on top. Due to the fact, that positronium can also
be produced in the Kapton foils of the radioactive source encapsulation, the mea-
sured lifetime spectra can be distorted. In the case of the PoLiDe experiment, such
events are rather suppressed, as the probability for the detection of the annihilation
~ in both diametrically positioned detectors is small. For start signals, scintillation
light is used and as a consequence, only positron events are taken into account,
where the positron hit the liquid scintillator [Sch17b] [Sch17a]. Please note that the
energy and time reconstruction as well as the full analysis of the recorded signal
waveforms is performed offline. In the framework of a master thesis, the experimen-
tal setup is tested and optimized, based on several Monte Carlo simulations. For
detailed information, refer to [Sch17a]. PMTs and electrical components are tested,
their transit times and time jitters are determined and optimized, too [Schl7a]. A
precise background study is investigated with Monte Carlo simulations, revealing
several correlated background contributions, which can be classified [Sch17b]:

e So called outside annihilation events. Positrons deposit their energy in the
sample liquid, but due to reflection or emission of thermalized positrons or
positronium, an annihilation event outside the material takes place. It is
found that this is the dominant background component for the 1inch PMT in
the low energy region.

e 1275keV 7, generated by the decay of a daughter nucleus, which itself originate
from a ??Na decay, is detected together with another (fake) hit. This events
contribute to the background distribution in the high energy region for all
PMTs, which dominates the spectra in the high energy region.

o At least one of the 511 keV annihilation v can also deposit a small portion of
energy in the sample volume. In case they also produce a valid stop signal,
they mimic a triple coincidence event. Such events are less dominant compared
to the contribution of annihilations outside the sample material.

e Also backscattering of a single 511keV ~, creating a hit in both plastic scin-
tillator detectors has a minor contribution to the correlated background.

A first result for the lifetime of o-Ps in the full JUNO scintillator is obtained in the
framework of a master thesis [Sch17a]. As a preliminary result, the lifetime of o-Ps
is determined to be 2.9740.04ns®. Be aware, that the given uncertainty is only

SFor detailed information, please refer to [Sch17a].
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statistical and therefore a comparison to the results found by [Frall] and [Chel6]
may be difficult. Furthermore, a first result for the formation probability of o-Ps in
the JUNO scintillator is found to be Iy = 44 % + 3 %, which is in good agreement
with [Chel6], determined for pure LAB [Sch17b].

As a next step, systematic uncertainty sources of the PoliiDe experiment have to
be investigated. Systematic influences like PMT calibration uncertainty, total time
resolution of the setup, time stability of electronics and system as well as possible
effects of the dark noise of the PMTs and the efficiency of applied cuts have to be in-
vestigated to determine the effects of possible fluctuations on the final results 7. Fur-
thermore, sample measurements should be repeated, not only to check the influence
of the position of the radioactive source and varying sample container positions, but
to determine the reproducibility of the measurements, too. Due to the fact that the
three component scintillator sample is based on LAB from the petroleum source of
Egypt, but the LAB used for the JUNO scintillator is most probable manufactured
in China due to short transport and better performance®, another measurement
should be done to crosscheck, if both three component scintillators show the same
behavior. Both LAB samples not only originate from different petroleum sources
and may have different compositions and impurities, but they are also synthesized
differently [JUN15]. This may have an impact on the positronium lifetime and for-
mation probability and should be investigated further. Future measurements will
also include different liquid scintillator samples. The PoLiDe experiment is modular
built, making it easy to change materials and/ or electronic components. Plastic
scintillators and PMTs can be changed easily to optimize detection efficiency and
time resolution. Liquid scintillators not even based on petroleum can be measured
by changing the modules and materials to guarantee chemical compatibility. For
example, the new proposed THEIA [Ganl5] detector will use a water based liquid
scintillator. It would be possible to measure this scintillator in PoLiDe as well.

"Please note that this list is not exhaustive.
8See chapter 5 for comparison for further detail in respect to the differences in the attenuation
length.

SABRINA MELANIE FRANKE: OPTICAL PURIFICATION STUDY OF THE LAB-BASED LIQUID
SCINTILLATOR FOR THE JUNO EXPERIMENT



7 Chapter 7
Conclusions

The primary goal of the Jiangmen Underground Neutrino Observatory (JUNO) is
the determination of the neutrino mass hierarchy. Therefore, the JUNO experiment
contains a neutrino detector with a fiducial volume of 20,000 tons of liquid scintillator
and is currently under construction in Jiangmen, China. For the determination of
the neutrino mass hierarchy, the intermediate baseline experiment needs an energy
resolution of at least 3 % at 1 MeV, which can be achieved mainly by the improvement
of radioactive and optical purity of the liquid scintillator.

The attenuation length of the sample liquid has to be at least 20m at 430 nm to
guarantee the stated energy resolution. Commercially available LAB, the solvent
for the JUNO scintillator, typically has attenuation lengths around 9m to 12m and
purification methods are considered and currently under investigation. Because of
the fact that the attenuation length has been determined from measurements with
commercial UV /Vis spectrometers, the resulting values for the attenuation lengths
have huge uncertainties, making a precise determination impossible. Therefore, the
Precision Attenuation Length Measurement (PALM) experiment is set up.

The PALM experiment is a customized UV /Vis spectrometer with light paths of
more than 2.0m through a medium and a current wavelength range from 370 nm
to 1,200 nm. Its purpose is the precise determination of the attenuation length of
different LAB samples, which are favored for the JUNO scintillator, to evaluate, if
the stated goal of an attenuation length of 20m at 430 nm can be achieved. For
the first time, absolute attenuation length values are determined for purified LAB
samples, treated with different purification techniques. During tests with the setup,
vibrations from the surroundings are identified as the main systematic uncertainty
source. A dedicated search for vibrational sources has been performed and the
climate system of the underground laboratory is identified as omnipresent source
of dominant vibrations. Special dampers are installed and customized clamps and
mounts are constructed to suppress vibrations of different sources. The installation
of an optimized CCD camera holder shows a sufficient vibration suppression in the
frequency range from 40 Hz to 50 Hz. An express decoupling device is installed to
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separate sample tube and storage tank systems to eliminate possible points of excita-
tion but mechanical impacts destroy the beam adjustments and no reduction of the
perturbed beam shape has been found. Taking into account the possibility to change
the resonance frequency of the system, a special damping device is constructed with
a mass two times higher than the sample tube system. Due to the start of the con-
structional work outside the laboratory at the same time, the positive effects of the
device could not be tested reliably. There is a hint that former vibrational sources
like pumps and doors are negligible after the installation. Further investigations
have to be performed to test the influence of the device. Furthermore, the aperture
before the deflection mirror is changed to a smaller diameter, restricting the beam
size and enabling sample measurements. Background originating from reflections
is suppressed due to the size limitations and former unpredictable effects are elimi-
nated. Stability measurements with a filled sample tube show similar fluctuations as
are found for the emptied sample tube. An exhaustive systematic error search is in-
vestigated and influences of several systematic uncertainty sources are testified, e. g.
the limited lifetime of the light source, mechanical changes or perturbation induced
beam size broadening, which leads to intensity losses on the sensor edges. A critical
fill height level is determined, where the beam can be adjusted almost completely
on the sensor. This limits the total light path to 2.0m through a medium. To
consider the systematic uncertainty of intensity losses at the sensor edges, an inten-
sity reconstruction method is introduced and shows a good performance. This new
method makes it possible to determine the attenuation length accurately, although
vibrations are still present.

For the first time, absolute attenuation lengths are obtained for favored LAB sam-
ples, which were purified with different techniques. Several samples have been in-
vestigated and due to its importance, the result for a LAB sample purified in the
Daya Bay purification pilot plants is stated here. The measurements of LAB before
and after the purification steps in the pilot plants show an increase of the atten-
uation length from 14.92 £+ 0.74m to 28.07 £ 2.94m at a wavelength of 430 nm,
which is a promising result with respect to the goal of at least 20m to obtain the
stated energy resolution. Furthermore, the positive effect of the aluminum oxide
column purification with absolute attenuation length values is obtained for the first
time. The results are cross-checked by measurements at adjacent wavelengths and
reproduction measurements.

An alternative optical system with a laser as light source has been installed to
check the results obtained with the halogen lamp. First test measurements with an
empty and filled sample tube on the one hand give a strong hint, that interference,
possibly created because of the usage of the glass windows to seal the sample tube
and several neutral density filters, distorts the stability of the incident intensity. On
the other hand, it is found that the beam spot is much bigger than the beam of the
halogen lamp optic, which leads to sufficient intensity losses at the sensor borders
and restricts the critical fill height level, which is defined as the minimal filling level,
where such losses are negligible. At this point, the laser optic can not compete with
the halogen lamp optic without changing the current setup.
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Using the inverse [-decay as dominant detection channel in JUNO, a background
suppression is performed by using the time coincidence of positron annihilation
and neutron capture signals for event identification. Since positrons may not an-
nihilate directly, but built a bound state with the electron called positronium, the
time distribution between energy deposition and the annihilation signal is distorted,
which has an impact on event reconstruction algorithms, pulse shape discrimina-
tion and background suppression. To determine the positronium lifetime spectra, a
new experimental setup has been developed, which differs to the common Positron
Annihilation Lifetime Spectra (PALS) setups. Using a triple coincidence of both ~
from the positron annihilation and scintillation light of a liquid scintillator, a suf-
ficient background suppression can be achieved. A first result for the lifetime of
ortho-positronium (0-Ps) in the three component JUNO liquid scintillator is deter-
mined to be 2.97 + 0.04ns and a first formation probability of o-Ps is found to be
44 % +3%.
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