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problem of minimizing the peak temperature under hard real-time constraints using a combi-

nation of dynamic voltage scaling and dynamic power management. We derive a closed-form

formulation for the peak temperature and provide a genetic-algorithm-based approach to solve

the problem. Our approach is evaluated with both simulations and real measurements with
an Intel i5 processor. The evaluation results demonstrate the e®ectiveness of the proposed

approach compared to related works in the literature.
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1. Introduction

A hard real-time system is commonly used in critically safety-associated applica-

tions, such as automatic driving systems and arti¯cial hearts. It is a crucial priority

to ensure that the system latency is bounded by a speci¯c deadline constraint.1–3 To

achieve this goal, real-time systems require processors to work in a stable and pre-

dictable manner. However, in recent years, the semiconductor technology continues

to scale down the package size and increase on-chip power density, leading to a rapid

increase of the peak temperature. The high temperature seriously threatens the

reliability and performance of the systems,4 where a 10–15�C di®erence in operating

temperature can result in a two-fold di®erence in the life span of a system.4 High

temperatures are responsible for transient faults caused by timing errors since every

10�C temperature increase can cause about 5% interconnect delay.5 In addition,

elevated temperatures directly impact electromigration and hence reduce the mean

time to failure (MTTF) of the chip.6 As a consequence, temperature management

has become a key system design issue.

In order to control the on-chip temperature, two approaches are normally used,

i.e., hardware cooling devices and dynamic thermal management (DTM).7 Cooling

devices are a costly method with 1–3 $/W.8 DTM reduces the temperature by

lowering the performance and thus incurs less cost, thus is more attractive for price-

sensitive applications. In principle, DTM has two mechanisms, dynamic power

management (DPM) and dynamic voltage scaling (DVS). DPM is designed to

switch the processor between sleep and active states.9,10 DVS controls the tem-

perature by dynamically scaling the supply voltage.11,12 The disadvantage of DVS

is the lack of means to reduce static power consumption, while DPM is limited by

the relatively high switching overheads and single active speed. Therefore, the

combination of both can compensate for each other and is more preferable for real-

life applications.

The DVS–DPM combined approach has already showed superiorities for power

management in real-time systems.13–16 However, those methods for power manage-

ment cannot be directly applied for the temperature optimization, due to the fact

that although temperature is a strong function of power, power management tech-

niques that are e®ective for energy saving may not be suitable for temperature

management, which has already been theoretically proved in Ref. 7. Furthermore, as

a DVS–DPM combination scheme will provide multiple power modes, how to for-

mulate the peak temperature of such multi-mode scenario is nontrivial. Without a

proper representation of the peak temperature, the late-on minimization will be even

more complicated.

In this paper, we explore how to derive a DVS–DPM scheme to minimize the

peak temperature for general arrival workloads while the worst-case deadline of

the system is guaranteed. We adopt periodic thermal management (PTM) and

within a hyper-period the processor can operate on arbitrary numbers of power
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modes. For the given processor model and input workloads, we derive a multi-

mode hyper-period to control the processor. By transiting the processor into the

derived power modes accordingly within a hyper-period, the peak temperature of

the system is managed. We employed real-time calculus (RTC)17 to model the

irregular job arrivals in time interval domain. The constraints are formulated to

guarantee that the system provides such service that all workloads complete

within their deadlines. Although we focus on single core in this paper, the pro-

posed method can be applied to multiple cores in principle. The detailed con-

tributions of the paper are as follows:

. We derive a mathematical representation to calculate the peak temperature for

our DVS–DPM scheme, which can cope with arbitrary numbers of power modes.

The correctness of this representation is formally proved.

. A genetic-algorithm-based approach is designed to tackle the peak temperature

minimization problem.

. We evaluated our approach with both simulations and real measurements with an

Intel i5 processor. For the measurements, we extended an open-source thermal

prototyping framework18 to integrate our DVS–DPM scheme and conducted real

measurements on a laptop equipped with an Intel Core i5-4210U CPU.

The rest of the paper is organized as follows. Section 2 reviews the related works.

Section 3 represents the system model and problem statement. In Sec. 4, we analyze

the peak temperature and derive the mathematical formulation. Section 5 presents

an algorithm to ¯nd a DVS–DPM scheme for the peak temperature minimization.

Several cases are studied in Secs. 6 and 7 concludes this paper.

2. Related Works

Temperature control has been insensitively investigated recently. These researches

can be basically divided into two categories, online and o®line methods. The online

temperature control method is always de¯ned as an online feedback control problem

where the temperature is considered as the constraint maximizing the computing

ability. Quan and Zhang19 studied the feasibility issue for a hard real-time periodic

event set. The authors focused on the peak temperature checking within the safety

bound, but without providing scheduling policies. What is more, the thermal opti-

mization is not taken into account when only checking the peak temperature in the

safety bound. Jayaseelan and Mitra20 proposed an event sequencing mechanism with

DVS to minimize the peak temperature for periodic events. Some researchers are

concerned about the problem of peak temperature minimization in the real-time

system. Huang et al.21 introduced an M-oscillating real-time scheduling algorithm

based on DVS to minimize the peak temperature, by considering the leakage/

temperature dependency as well as transition overhead for the period event model.
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By adopting an online two-power DVS schedule method, they reported a better

e®ectiveness than the reactive two-power method. An approach called cool shaper

(CS) was studied in Ref. 8 to minimize the peak temperature by dynamically and

selectively inserting idle time during the execution of hard real-time jobs. This ap-

proach is o®line/online-combined, i.e., the parameters of the shaper are o®line

computed and the workload is runtime gathered with pre-computed shaper. Zhou

et al.22 developed an algorithm to optimize the peak temperature in heterogeneous

real-time system with two modes while the ideal and real computation overheads are

considered for the multi-processors. A further work was performed by Zhou et al.23

with energy optimization. The bene¯t of online method is that sometimes it could

take the real temperature as feedback to adjust the model. However, the online

adjustment will also introduce a certain amount of running overhead. Some of the

proposed methods switched the processor only with two-power modes which has a

limitation that two speeds normally would not lead to optimal results of the system.

Furthermore, most of the researches here model the coming events into the periodic

event set with the missing of nondeterminism of the event arrivals which actually is

not matching with the real situation.

Some other works minimize the peak temperature using o®line methods which

consequently introduce much less running overhead. Schor et al.24 proposed an an-

alytic method to o®line calculate the worst-case peak temperature of a real-time

application with a nondeterministic workload that is running on a multi-core system,

where the worst-case peak temperature can be guaranteed by a DTM scheme algo-

rithm. Ahmed et al.25 presented an o®line algorithm for sporadic tasks to minimize

the peak temperature in embedded real-time systems by utilizing thermal-aware

periodic resources. Cheng et al.9 developed an o®line DTM scheme based on the

arrival curve model. In a later work, they developed a two-mode scheme for multi-

core peak temperature optimization with pipelined hard real-time systems.26 Com-

pared to the online method, the o®line has the bene¯t of no online adjustment

overhead. The drawback would be that it does not include the online feedback which

makes it critical to correctly estimate the system thermal model and coming event

pattern. The methods mentioned above in the o®line method either consider two-

power modes scenario or a simple event without nondeterminism characteristic,

which cannot provide an optimal active speed to meet the requirements of dealing

with the coming nondeterministic events and controlling the peak temperature si-

multaneously. The nondeterminism workload brings the di±culty to model the

coming event and the multi-power modes bring the challenges of optimization for

adding another dimension.27 In order to cope with these challenges, in what follows,

we develop an o®line DVS–DPM scheduling approach that is suitable for arbitrary

numbers of power modes and the arrival curve is introduced to model general task

arrivals, thus to reduce the peak temperature more e±ciently. The scheduling

approach is also veri¯ed on the real processor to prove the small gap between

simulations and real measurements.
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3. System Model and Problem Statement

3.1. Thermal model

The processor has a discrete set of running speeds S ¼ fs0; s1; . . . ; sng, each of

which has a corresponding supply voltage V ¼ fv0; v1; . . . ; vng, where n is the

number of nonzero speed levels. The supply voltage value in V is ranked from low to

high as v0 < v1 < � � � < vn. Here, two states of operation are identi¯ed; (1) sleep

state: the processor cannot handle the coming job, and has the lowest power con-

sumption with a supply voltage v0; (2) active state: the processor executes some

events in the system at speed sk 2 S, k 2 f1; . . . ;ng, with the corresponding supply

voltage vm 2 V , m 2 f1; . . . ;ng. We use tsw to denote all kinds of switch overhead,

as shown in Fig. 1:

tsw ¼
tswon from sleep to active state ;

tswoff from active to sleep state ;

tswact two active states :

8<
: ð1Þ

During the switch between two modes, the processor cannot tackle any coming

event, but still has a certain power consumption. For tswoff and tswon, the processor

has power consumption of the coming active mode, while for tswact it has power

consumption of the next mode, see Fig. 1. The temperature of the processor is

described based on the well-known RC thermal model in Refs. 21 and 28. Let the

temperature at the initial time be T ð0Þ. During the time interval ½t0; t�, if the pro-

cessor remains in the same mode with voltage vm, the temperature at time point t can

be obtained through solving the RC thermal di®erential as follows28:

T ðtÞ ¼ T 1
m þ ðT ðt0Þ � T 1

m Þe�Bmðt�t0Þ ; ð2Þ
where T 1

m ¼ Am

Bm
, with Am and Bm being the processor-speci¯c constants corre-

sponding to each running speed. If the system keeps one mode with t ! 1,

T ðtÞ ¼ T 1
m . We call T 1

m the steady temperature. Moreover, the thermal model is

Fig. 1. DVS–DPM scheme with q intervals.
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regulated under the following conditions:

. The sleep steady temperature is de¯ned as T 1
0 , and we de¯ne the initial tem-

perature T ð0Þ ¼ T 1
0 .

. Also T 1
m > 0, Am > 0 and Bm > 0.

3.2. Event model

The arrival curve model,17 which can preserve more information like the non-

determinism of the event arrivals, is used to model the task. The arrive curve is

bounded by the lower arrival curve � lð�Þ and the upper arrival curve � uð�Þ,
where � is the length of an arbitrary time interval. � lð�Þ and � uð�Þ can be

calculated as

� lð�Þ � RðtÞ � Rðt 0Þ � � uð�Þ ; � ¼ ðt� t 0Þ; t� t 0 � 0 ; ð3Þ

where RðtÞ is the cumulative workload, which represents the number of events

arriving at the processor in time interval ½0; t�. With the concept of arrival curve,

we can unify many other common timing models of event stream. For an event

stream which can be speci¯ed by the ðp; j; dÞ model,8 where p denotes the period, j

denotes jitter and d denotes minimal inter-arrival distance, the upper arrival curve

� uð�Þ ¼ minf½�þj
p �; ½�d �g is modeled by RTC Toolbox developed by Thiele et al.17

Similar to the arrival curve, the service curve also provides the upper and lower

bounds of cumulative function CðtÞ, which is the total time for the processor to

handle the coming events in the time interval ½0; t�. The worst-case execution time

of one event arrival stream is de¯ned as c, thus the event-based arrival curve can

be transferred into time-based arrival curve, which can be described as � lð�Þ ¼
c � � lð�Þ and �uð�Þ ¼ c � � uð�Þ. For multi-event scenarios, assume N as the

number of tasks, Di and �u
i ð�Þ as the deadline and upper arrival curve for one

event, respectively. With the schedule policy of earliest deadline ¯rst (EDF), the

lower service bound �Bð�Þ is

�Bð�Þ ¼
XN
i¼1

�u
i ð��DiÞ : ð4Þ

3.3. Problem statement

The purpose of this paper is to design an approach to minimize the peak temperature

by using DVS–DPM scheme. As shown in Fig. 1, DVS–DPM scheme adopts a se-

quence scheme with a total number of q intervals, and each interval has a pair of

ðvRi; tRiÞ, where vRi is the interval mode randomly selected from V , Ri 2 f0; . . . ;ng,
and tRi is the corresponding interval running time. The processor will keep or change

the mode based on the order in the sequence periodically which is the so-called

M. Zhou et al.
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PTM. We de¯ne this kind of scheme as PTMðqÞ,
PTMðqÞ ¼ fðvR1; tR1Þ; . . . ; ðvRi; tRiÞ; . . . ; ðvRq; tRqÞg : ð5Þ

Without loss of generality, we de¯ne that any two adjacent modes di®er from each

other, if there exists more than one mode in PTMðqÞ. The running period of PTMðqÞ,
pr, is calculated as

P q
i¼1 tRi. Assuming sRi as the corresponding processor running

speed with vRi, the cumulative function of service ability CPTMðqÞðtÞ generated by

PTMðqÞ schedule is

CPTMðqÞðtÞ ¼

0 ; t � tsw ;

sR1ðt� tswÞ ; tsw < t � tR1 ;
� � �

sRq t�
Xq�1

i¼1

tRi

 !
þ
Xq�1

i¼1

sRiðtRi � tswÞ ;

Xq�1

i¼1

tRi < t � pr :

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð6Þ

Since PTMðqÞ is executed periodically, CPTMðqÞðtÞ is also accumulated periodi-

cally. The lower service curve �
PTMðqÞ
l ð�Þ under PTMðqÞ schedule in time interval

� is

�
PTMðqÞ
l ð�Þ ¼ inffCPTMðqÞðtÞ � CPTMðqÞðt 0Þg ; t� t 0 � 0 : ð7Þ

By designating the peak temperature under PTMðqÞ as T PTMðqÞ
peak , our problem is

stated as follows:

Given a system characterized by the thermal model and event model described

above, our goal is to derive a DVS–DPM scheme PTMðqÞ by which T
PTMðqÞ
peak is

minimal and PTMðqÞ can handle all events within their deadlines, i.e., the lower

service curve �
PTMðqÞ
l satis¯es the service bound of event streams �Bð�Þ:

min T
PTMðqÞ
peak s:t: �

PTMðqÞ
l ð�Þ � �Bð�Þ : ð8Þ

4. Peak Temperature Analysis

Theoretically, temperature of the processor at any time instant can be derived

by Eq. (2), with the thermal model and PTMðqÞ schedule. However, it is time-

consuming to evolve a convincing peak temperature. In this section, we present a

mathematical representation of the peak temperature, which is a function of para-

meters from the thermal model and PTMðqÞ schedule. First, we present some

properties about the trend of temperature evolution under PTMðqÞ schedule.
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Lemma 1. The temperature at the end of the ¯rst period under PTMðqÞ schedule,
T 1
q , is higher than the initial temperature T ð0Þ, i.e.,

T 1
q > T ð0Þ :

Proof. We prove this lemma by discussing any PTMðqÞ schedule which is included

in the following three situations:

. The PTMðqÞ only has sleep mode inside. In this situation, the processor cannot

handle any coming event and the temperature will remain the initial temperature

T ð0Þ.
. There is only one active mode vRi > v0 inside. Let Ki ¼ eBRi tRi , T 1

i ¼ ARi

BRi
. At the

end of this mode running time interval, based on Eq. (2), we have T 1
i ¼ T 1

i þ
ðT ð0Þ�T 1

i Þ
Ki

. Since Ki > 1 and T ð0Þ ¼ T 1
0 < T 1

i , we can obtain

T 1
i � T ð0Þ ¼ T 1

i þ ðT ð0Þ � T 1
i Þ

Ki

� T ð0Þ

¼ ð1�K�1
i ÞT 1

i � ð1�K�1
i ÞT ð0Þ ; ð9Þ

where i ¼ q or i ¼ q � 1. When i ¼ q, we have T 1
q > T ð0Þ from Eq. (9). When

i ¼ q � 1, we have T 1
q ¼ T 1

0 þ ðT 1
i � T 1

0 Þe�B0 tRq > T 1
0 ¼ T ð0Þ.

. There are more than one active mode inside. Similar to the second situation, we

can obtain T 1
q > T ð0Þ.

Since PTMðqÞ is generated to handle events, the ¯rst situation is not considered in

our design. Therefore, in this paper only the second and third situations are dis-

cussed, thus we have T 1
q > T ð0Þ. The lemma is proved.

The tendency of temperature under PTMðqÞ schedule is analyzed to determine when

the peak temperature will be reached. From Ref. 19, we can obtain,

T n
i ¼ T 1

i þ ðT 1
q � T ð0ÞÞð1� U �ðn�1ÞÞ

1� U �1
U �1

i ; ð10Þ

where Ui ¼
Q i

j¼1 Kj > 1, U ¼ Q q
j¼1 Kj > 1, Kj ¼ eBRj tRj and T n

i is the temperature

at the end of ith interval running time in the nth period under PTMðqÞ scheme.

Proof. From Eq. (10), T n
i is a nondecreasing function of n. When n ! 1, T n

i has a

certain value.

Now based on the discussion above, we present the ¯rst main result of our work as

the below theorem.

Theorem 1. Denote T st
i as the steady temperature of T n

i under PTMðqÞ schedule.
The peak temperature of the system T

PTMðqÞ
peak can be presented as follows:

T
PTMðqÞ
peak ¼ maxfT st

1 ; . . . ;T st
i ; . . . ;T

st
q g : ð11Þ

M. Zhou et al.
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Proof. From the thermal model, we can easily prove that temperature of the system

is a monotonic function of time t in any constant speed mode, i.e., between mode

switches. Therefore, the peak temperature must be the maximal temperature when

mode switches occur. As previously proved, T n
i is increasing with n from T ð0Þ and

¯nally reaches a state-state steady value. Therefore, it is clear that Theorem 1 is

proved.

In Theorem 1, computing T st
i is not straightforward. We present the second main

result of our work in Theorem 2, a closed-form representation for T st
i . Based on

Theorem 1, we assume that the temperature of the processor is already in the steady

state. Therefore, we can get the following equation about the steady temperature at

the end of each period based on Eq. (2):

T st
1 ¼ T 1

1 þ ððT st
q Þ � T 1

1 ÞK�1
1 ;

. . .

T st
q ¼ T 1

q þ ððT st
q�1Þ � T 1

q ÞK�1
q :

8><
>: ð12Þ

We solve these equations from q ¼ 2; 3; . . . and discover the pattern of solver,

which is presented in following theorem.

Theorem 2. WithPTMðqÞ schedule, the steady temperature T st
i can be calculated as

T st
i ¼ T 1

i �
Xq�2

j¼0

T 1
i�j � T 1

i�j�1Yi
k¼i�j

Kk

� T 1
iþ1

U

0
BBBB@

1
CCCCA

U

U � 1
: ð13Þ

Proof. Assuming the ith case as true, we prove the ðiþ 1Þth case by contradiction.

For brevity, let fði; qÞ denote ðT 1
i �P q�2

j¼0

T 1
i�j�T 1

i�j�1Q i

k¼i�j
Kk

� T 1
iþ1

U Þ U
U�1. Assume that the

steady-state temperature T st
i is

T st
i ¼ fði; qÞ þ � ; ð14Þ

where � is a real number, thus

T st
iþ1 ¼ T 1

iþ1 þ ðT st
i � T 1

iþ1ÞK�1
iþ1

¼ ð1�K�1
iþ1ÞT 1

iþ1 þ T st
i K�1

iþ1

¼ ð1�K�1
iþ1Þ 1� 1

U

� �
T 1
iþ1K

�1
iþ1

þ T 1
i K�1

iþ1 �
Xq�2

j¼0

T 1
i�j � T 1

i�j�1

Kiþ1

Yi
k¼i�j

Kk

� T 1
iþ1

Kiþ1U

0
BBBB@

1
CCCCA

U

U � 1
þ �K�1

iþ1
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¼ T 1
iþ1 �

T 1
iþ1

U
� T 1

iþ1K
�1
iþ1 þ

T 1
iþ1

Kiþ1U
þ T 1

i K�1
iþ1

0
BBBB@

�
Xq�2

j¼0

T 1
i�j � T 1

i�j�1

Kiþ1

Yi
k¼i�j

Kk

� T 1
iþ1

Kiþ1U

1
CCCCA

U

U � 1
þ �K�1

iþ1

¼ T 1
iþ1 �

Xq�2

j¼0

T 1
i�jþ1 � T 1

i�jYiþ1

k¼i�jþ1

Kk

� T 1
i�qþ2 � T 1

i�qþ1

U
� T 1

iþ1

U

0
BBBB@

1
CCCCA

U

U � 1
þ �K�1

iþ1 :

Since T n
i evolves into a steady-state value, we obtain that T 1

i�qþ1 ¼ T 1
iþ1 and

T 1
i�qþ2 ¼ T 1

iþ2. Hence, we have the following equation:

T st
iþ1 ¼ T 1

iþ1 �
Xq�2

j¼0

T 1
i�jþ1 � T 1

i�jYiþ1

k¼i�jþ1

Kk

� T 1
iþ2

U

0
BBBB@

1
CCCCA

U

U � 1
þ �K�1

iþ1

¼ fðiþ 1; qÞ þ �K�1
iþ1 : ð15Þ

Based on Eqs. (14) and (15), we have the steady temperature T st
iþq ¼ fðiþ

q; qÞ þ �
U . Then we can obtain the equation as

fði; qÞ þ � ¼ fðiþ q; qÞ þ �

U
;

� ¼ �

U
:

ð16Þ

Since U > 1, Eq. (16) is valid only when � ¼ 0. Therefore Eq. (13) is proved.

5. GMPT Peak Temperature Minimization

Genetic algorithm has the advantages in solving constrained combinatorial optimi-

zation problems by relying on bio-inspired operators such as mutation, crossover and

selection. The characteristic of PTM–DVS schedule is very suitable to be coded as

individuals for evolution, meanwhile, the peak temperature is treated as the ¯tness

value. In this section, we adopt a particular genetic algorithm, GMPT, to ¯nd an

optimized PTMðqÞ for the peak temperature reduction.

M. Zhou et al.
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5.1. Population initialization

The ¯rst step of GMPT is to generate the population pop with a suitable number of

individuals Npop. In order to obtain a better divergence of initial population, the

process for population initialization is designed as follows: we de¯ne that the max-

imum available period of PTMðqÞ is pmax, the maximum available mode of PTMðqÞ is
qmax, set the lower bound value of mode running time interval tmin for each mode

and discrete the pmax with a step of tstep. The population initialization algorithm

(PIA) is shown in Algorithm 1. To guarantee that the PTMðqÞ schedule is feasible

under deadline constraints, we obtain the lower service curve of PTMðqÞ based on

Eq. (7). The detailed calculation is presented in Algorithm 2. Meanwhile, speed

change points and their corresponding times are calculated to meet the input

requirements of RTC Toolbox.

Algorithm 1. Population initialization algorithm
INPUT: N , pmax, qmax, tmin

OUTPUT: PTM(q)
1: procedure PopulationInitialization(C)
2: Randomly select the mode vi repeatable from mode set N for qmax times

and obtain the supply voltage array {vr
1, . . . , vr

i , . . . , vr
q}

3: for i = 1 to qmax do
4: tavailable

upper = pmax − (qmax + i − 1)tmin

5: tri ← randomly select from the interval [tmin, t
available
upper ]

6: end for
7: Random permutation of the time array {tr1, . . . , tri , . . . , trq}
8: Pair the time array and mode array then obtain the PTM(q) as Eq. (5)
9: end procedure

Algorithm 2. Feasibility check of PTM(q) algorithm (isFeasible)
INPUT: PTM(q), Event Model
OUTPUT: True or False
1: procedure PopulationInitialization(C)
2: Generate β

PTM(q)
l (∆) of PTM(q) from Eq. (7)

3: Generate βB(∆) from Eq. (4)
4: if βl(∆) ≥ βB(∆) then return True
5: else return False
6: end if
7: end procedure

Peak Temperature Minimization for Hard Real-Time Systems Using DVS and DPM
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5.2. Population operation

According to the standard genetic algorithm, the process for population operation

includes evaluation, selection, crossover and mutation. For evaluating ¯tness value

of an individual, the fitness function is set as the reciprocal of T
PTMðqÞ
peak . Selection is

to extract a certain proportion C of the population with the evaluation of ¯tness

value. Afterwards, the crossover and mutation processes are continued. rcross and

rmute are de¯ned as the occurrence probabilities of crossover and mutation, re-

spectively. The new individual will be selected by taking the place of the previous

one only when it can pass through the feasibility check. The crossover and mu-

tation are single-point operations which can be seen from Figs. 2(a) and 2(b),

respectively. As soon as the crossover procedure happens, two random chromo-

somes will be selected. A random integer i 2 f1; . . . ; qmg will be generated where i

is either an odd integer or an even integer. Another random j 2 f1; . . . ; qng will be

generated and it keeps the same odevity with i. The two chromosomes will ex-

change the values in i bits and j bits. Therefore, the operation of two chromosomes

can be ensured either on the voltage parameter or on the time parameter. After-

wards, the new chromosomes will be checked by Algorithm 2 to make sure that

they are feasible under deadline constraints. The new chromosome is reinserted

into the population only if it passes the feasibility check, otherwise the population

remains the original one. As the mutation procedure, the basic °ow is similar to

the crossover procedure. A random integer i 2 f1; . . . ; qmg will be generated to

decide which bit will be mutated. If i is an odd integer, then vi can be replaced by a

(a)

(b)

Fig. 2. The (a) crossover operation and (b) mutation operation. The �1 and �2 mean the two possible
operations in the odd number bit or even number bit of the chromosome.
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random value from the array V ¼ fv0; v1; . . . ; vng. Otherwise, vi will be replaced

by a random integer from the time interval ½tmin; t
available
upper �. The new chromosome

will be only reinserted into the population if it passes the feasibility check. Iterate

these population operations for G times, then stop the calculation and output

the best individual. The overall GMPT algorithm in pseudo-code is described in

Algorithm 3.

6. Case Studies

The performance of our approach is studied and compared with the approach in

Ref. 9 for both simulations and real-life measurements.

6.1. Experimental setup

For simulations, we implement a discrete-event simulation kernel in MATLAB by

using the RTC/RTS Toolbox. For measurements, we extended the McFTP,18,29 a

fast thermal prototyping framework, to support our DVS–DPM scheduling scheme

and deploy the generated schemes on a laptop equipped with an Intel Core i5-4210U

CPU. The extended framework is shown in Fig. 3. The temperature is obtained from

the on-chip temperature sensor with a measurement frequency of 200ms and reso-

lution of 1�C. The CPU fan is disabled in the BIOS of the laptop, so that the

temperature will not be in°uenced by the variation of fan speed. The reported results

are the means from 10 runs of every scheduling schemes.

The thermal and mode parameters of the processor are listed in Table 1. We

adopt ¯ve runtime speed levels, i.e., 0, 0.4, 0.6, 0.8 and 1. Am and Bm are calculated

Algorithm 3. GMPT algorithm
INPUT: PTM(q), G, Npop, Event Model, Thermal Model
OUTPUT: The highest fitness value of PTM(q) in pop
1: while i < Npop do
2: Generate PTM(q) using PIA
3: if isFeasible(PTM(q),Event Model) then
4: pop(i) = PTM(q), i ← i + 1
5: end if
6: end while
7: for g = 1 to G do
8: Calculate the population fitness value and rank
9: Select the best certain proportion C from pop with the roulette selection

method
10: Crossover(pop), Mutation(pop)
11: Reinsert to maintain the number of pop
12: end for

Peak Temperature Minimization for Hard Real-Time Systems Using DVS and DPM
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by linear approximation of Eq. (2) to the temperature and time datasets recorded by

McFTP in di®erent frequency/voltage levels.25 The switch overhead tswact is treated

as 0.1ms and tswon and tswoff are both 1ms.30 We use the event streams set as in

Refs. 8 and 31 including a video codec, an audio codec and a network processor for

communication management, as shown in Table 2. The video codec operation is

considered with the task invocation range from 20ms to 90ms, which corresponds to

12–50 fps (frames per second). The ðp; j; d; cÞ event model is adopted to model an

input task. The relative deadline Di is de¯ned as Di ¼ pi.

Fig. 3. The extended McFTP framework. Main: This component o®ers all the basic functionalities such

as initialization, reading input parameters as well as the creation of all other threads. Once all threads have

started, the simulation of the given schedule begins and this component sleeps throughout the entire

experiment to minimize its performance impact. It is therefore completely inactive for the duration of the
simulation. Scheduler: This component is responsible for scheduling decisions. As it currently only sup-

ports static scheduling approaches, all scheduling decisions can be determined beforehand. This results in a

minimal overhead as the thread is able to exit almost instantly, ¯nishing much earlier than the actual

simulation. Dispatcher: This component is in charge of triggering all the events at the appropriate moment
in time. Unlike in the case of the scheduler, the dispatcher needs to be active throughout the simulation as

it needs to release the events by communicating with the worker. Even though all event parameters are

known prior to execution, it needs to be ensured that these parameters are actually enforced, otherwise
there would be no guarantee that constraints such as the period length apply. Worker: This component is

used to manage all job-related functions and represents CPU core. Its primary purpose is to execute the

events released by the dispatcher and to do so by forcing the highest possible workload on a CPU core. It is

furthermore responsible for switching between idle and active states (when idle states are part of the
schedule) and for changing to the di®erent CPU frequencies within one period. TempWatcher: This

component is used to monitor the CPU temperature throughout the entire simulation. The functionality

has its own thread assigned to it to ensure that these measurements can be performed regularly and

independently of the current state of the other components.
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For the GMPT setting, the occurrence probabilities of crossover rcross and mu-

tation rmute are set as 0.8 and 0.1, respectively. G is set as 30 and Npop is set as 100

based on the convergence situation of the algorithm. The maximum available

number of modes for PTMðqÞ, qmax, is set as 5. The maximum available period of

PTMðqÞ is set as 50ms and the lower bound for each mode tmin is set as 1ms.

For comparisons, the PMPT approach9 is chosen, which provides the exact

minimum peak temperature for two-mode cases, i.e., sleep and full-speed modes.

Both algorithms are veri¯ed and compared under simulation and real measurement.

6.2. Results

As the initial population is randomly generated, we ¯rst test the repeatability and

convergence of GMPT algorithm. Audio codec task is selected as an example to

show the detailed information about the initial individual distribution. The lower

service curve generated by the optimum PTMðqÞ and the evolution process are

shown in Fig. 4. Figure 4(a) presents the divergence of schedules which cover dif-

ferent levels of service. There is no service curve going below the service bound, since

we have selected the service curves with Algorithm 2 to satisfy the deadline re-

quirement. From Fig. 4(b), the performances of repeatability and convergence of

GMPT with 10 di®erent runs are reported. Figure 4(c) shows the lower service curve

of the schedule optimized by GMPT and PMPT. Both generated lower service

curves are very close to the lower service bound. Even though GMPT has a longer

time span on the active mode, it can evolve to select an optimal mode with lower

running speed with less heat. From these ¯gures, we can also observe that the ¯nal

PTMðqÞ schedule does not generate directly from the initial schedules, but evolves

during the iterations.

Table 1. Thermal and hardware model parameters.

m sm f (GHz) Am ðWV Þ Bm ð W
V�CÞ T 1

m (�C)

0 0 0 1.695 0.03859 43.9

1 0.4 0.8 2.057 0.04358 47.2

2 0.6 1.1 3.299 0.06758 48.8
3 0.8 1.4 3.844 0.07531 51.0

4 1 1.7 5.157 0.07868 65.6

Table 2. Event stream setting.

Video Audio Network

p (ms) [20,90] 20 50

j (ms) 50 10 10
d (ms) 1 1 1

c (ms) 6 3 2

Peak Temperature Minimization for Hard Real-Time Systems Using DVS and DPM

1950102-15

J 
C

IR
C

U
IT

 S
Y

ST
 C

O
M

P 
D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 U

N
IV

E
R

SI
T

Y
 O

F 
L

O
U

IS
IA

N
A

 A
T

 o
n 

10
/0

7/
18

. R
e-

us
e 

an
d 

di
st

ri
bu

tio
n 

is
 s

tr
ic

tly
 n

ot
 p

er
m

itt
ed

, e
xc

ep
t f

or
 O

pe
n 

A
cc

es
s 

ar
tic

le
s.



In order to verify the e®ectiveness of our GMPT under di®erent workloads, we

compare the simulated and measured peak temperatures generated by the two

methods for single-event scenario (Fig. 5) and multi-event scenario (Fig. 6). From

these ¯gures we can see that, with the increase of invocation period, the peak tem-

perature obtained by both the methods decreases. The reason is that the incremental

invocation period reduces the time of active modes. The performance of GMPT is

better than PMPT with average measured peak temperature reductions of 1.9�C
(maximum 11.5�C) and 5.4�C (maximum 11.2�C) for single-event scenario andmulti-

event scenario, respectively. The average di®erences of peak temperature (0.4�C for

both scenarios) between simulated GMPT and measured GMPT show a good accu-

racy performance of our approach. The computing time of GPMT is higher than

PMPT, which does not show a clear tendency with the increase of the invocation

period. However, computing time is not considered as a crucial criteria, as computing

the optimal scheduling schemes of both methods is performed o®line.

The robustness of our GMPT is also analyzed with the variations of the crossover

rate rcross and mutation rate rmute. As shown in Fig. 7, the peak temperature obtained

(a) (b)

(c)

Fig. 4. The process of generating an optimized PTMðqÞ schedule by GMPT for the audio codec task:

(a) The lower service curves of 100 randomly generated PTMðqÞ schedules by population initialization,

(b) the evolution process of schedules for the peak temperature minimization for 10 repeats and (c) the
lower service curve of optimized PTM(q) schedule by GMPT and PMPT.
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(a) (b)

Fig. 6. The comparison of (a) simulated and measured peak temperatures and (b) computing times by

the two methods under multi-event scenario (video, audio and network tasks) with di®erent invocation
periods of video codec.

Fig. 7. Peak temperatures under di®erent mutation and crossover rates.

(a) (b)

Fig. 5. The comparison of (a) simulated and measured peak temperatures and (b) computing times

by the two methods under single-event scenario (video task) with di®erent invocation periods of video

codec.
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by GMPT ranges from 45.2�C to 46.4�C with a standard deviation of 0.1�C. This
small °uctuation is caused by the random generation of initial population, which can

be ignored. Even though rcross and rmute have a large range, GMPT can still have a

robustness ability of peak temperature reduction.

7. Conclusions

In this paper, we present a new approach based on DVS–PDM scheme to minimize

the peak temperature for hard real-time system. The peak temperature minimization

problem is de¯ned as a combinatorial optimization problem with deadline con-

straints. Meanwhile, the formula of peak temperature is derived directly with the

known thermal model of processor. Afterwards, an algorithm named GMPT is

designed and we veri¯ed the e®ectiveness and accuracy of this algorithm by com-

paring it with a two-mode switch method on the simulation and real-life measure-

ment platforms. Experimental results show that our method can reduce the peak

temperature by 1.9�C (single-event scenario) and 5.4�C (multi-event scenario)

compared to PMPT methods.
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