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I

Abstract

The bottom-up approach is a promising strategy for the large scale production of nano elec-

tronic devices. Self-assembly and on-surface synthesis of molecular entities combine the potential

of atomic precision and the upscalability for industrial purposes.

To achieve the implementation of molecular nanostructures in applications, several challenges

still need to be overcome:

The protection of organic materials against potential reactants in the atmosphere such as oxy-

gen is crucial. In this work we introduce a method where we cover functional molecules with a

protective two-dimensional layer, applying an intercalation protocol. We show that the interca-

lated molecules are intact and that their intrinsic functionalities are preserved. While transferred

protective layers used in alternative approaches are usually strongly contaminated, our method

yields a low concentration of impurities.

A second challenge is the on-surface synthesis of stable molecular nanostructures on insulating

materials. We introduce a new type of intermolecular coupling reaction, which can be used for

the bottom-up synthesis of nano graphene. The intrinsic reactivity of the functional groups af-

ford an atomically precise on-surface reaction on a two-dimensional layer without direct contact

with a catalytic active metal.

A third issue is that metals, which are used to electronically contact molecules in nano elec-

tronics, typically have a strong influence on the molecule’s electronic properties. We show that

graphene exhibits outstanding properties as a conductive support for organic materials as it

comprises high conductivity while preserving the electronic structure of molecules unlike bulk

metals.

With our results we have expanded the understanding of the bottom-up synthesis for nano

architectures. The self-assembly of functional molecules on and beneath different complementary

materials as well as the introduced coupling reactions are important steps towards molecular

electronics.
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1 Introduction

The evolution of silicon based electronics within the last century was essential for modern

societies. Starting with the invention of the transistor in 1948 [1], the subsequent miniaturization

according to Moore’s law [2, 3] enabled the development of for example personal computers and

portable cellphones. However, Moore’s law is approaching fundamental limits and new ideas to

create high performance electronic devices appear [4, 5].

One promising approach is the implementation of organic molecules with intrinsic functionalities

[6–11] in novel molecular electronics such as molecular switches [12–15] and organic photovoltaics

[16–19]. In contrast to silicon transistors, which can switch between on and off state, functional

molecules extend the scope of possible applications to for example optical devices. Furthermore,

the scaling limit for molecular structures (one molecule) reaches down to the sub nanometer

regime.

The self-assembly of molecules opens up ways to regularly position molecules, which is suitable

for upscaling and therefore for industrial purposes [20–24]. However, a key challenge is to steer

the exact adsorption positions of individual molecules in molecular networks. Another question,

which has to be solved, is the contacting of the molecules for read-out and manipulation of the

molecular states. And finally, organic molecules have to be protected from oxygen for stable

long term operations [25, 26].

Consequently, to generally engineer molecular devices, three basic components are mandatory:

• Molecules with intrinsic functionalities (e.g. porphines)

• Conductive material to contact the molecules (e.g. graphene)

• Insulating material for protection, spacing, and decoupling purposes (e.g. h-BN)

The substrate on which the molecules adsorb can be used as a template to define the adsorption

positions of the molecules and furthermore the underlying support strongly influences the elec-

trical properties of molecules [27]. Therefore, the fundamental understanding of the interaction

between molecules and different materials is of essential importance.

In this work, we investigate the interaction between a prototype functional molecule (porphine),

a prototype conducting material (graphene), and a prototype insulating material (h-BN) in a

well defined environment.

We brought in porphine as a functional molecule, the parent compound of all porphyrins. Por-

phyrins are used in nature in many essential biological processes such as oxygen transport [28]

and photosynthesis [29, 30]. Furthermore, the porphine functionality can easily be adjusted to

its specific purpose by modifying its core with metal or hydrogen atoms, or by changing their

substituents [30].

Graphene is a two-dimensional material, with outstanding mechanical and electrical proper-

ties [31–35]. Graphene is only one atom thick and reveals exceptional electron mobilities and
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therefore is already used in novel nano technology [36, 37].

h-BN is an isomorph of graphene, which is also two-dimensional with a similar lattice con-

stant [36, 38]. However, in contrast to graphene, h-BN exhibits a wide band gap [39] and is

consequently completely transparent for visible light. The large bandgap, the high chemical

and thermal stability in combination with the similar geometry to graphene, make h-BN to an

auspicious material for nano architectures.

The growth of both materials is easily scalable [37, 40–44] and first nano electronic devices

combining graphene and h-BN have been designed [36, 45–48].

The structure of this thesis is as follows:

For the experiments a combined scanning tunneling microscope (STM) and non contact atomic

force microscope (nc-AFM) at low temperatures and in ultra high vaccuum (UHV) is used and

the corresponding fundamentals are presented in Chapter 2. The used materials in this thesis

are introduced and the growth of graphene on copper and silver is described.

h-BN has already been shown to electronically decouple molecules from an underlying metal

support and to be used as a template to self-assemble molecules [27, 49–54]. We start from this

point of arranged molecules on h-BN, expanding the scope of bottom-up architecture protocols

by bringing functional molecules beneath the h-BN. This intercalation of molecules upon mod-

erate thermal activation is described in Chapter 3. While the self-assembly of the molecules

is modified upon intercalation beneath the insulating h-BN layer, we show that an intrinsic

molecular function (e.g. the electronic switch) is preserved. Furthermore we succeeded in the

growth of graphene underneath a covering h-BN layer, using porphines as precursor molecules.

To obtain insights to what extend the h-BN monolayer can protect organic molecules from

reactive oxygen, we characterized the h-BN/molecule/metal system after exposure to ambient

conditions. These experiments are described in Chapter 4.

In Chapter 5 the bottom-up synthesis of covalently bound polyaromatic chains is presented.

We employed a highly reactive 1,3 dipolar cycloaddition reaction between an azomethine and a

cyano group for the coupling process. Exploiting the high reactivity, we showed the polymer-

ization process on an h-BN/Cu(111) support at moderate temperatures. The applied reaction

protocol extends the tool box for the bottom-up synthesis of nano electronic devices as it might

be feasible for insulating materials and covalently couples polyaromatic molecules, which are

promising candidates for atomically precise synthesis of carbon based nano architectures.

Finally, we looked into the interaction of porphines with graphene and compared it to the por-

phine on h-BN/Cu(111) system. Therefore in Chapter 6 a comprehensive investigation of the

electronic and geometric properties of the graphene/metal systems is given. The surface state

characteristics of the metals are only slightly modified upon the graphene adsorption, pointing

towards weakly bond graphene. Furthermore, we observe a reduction of the local work func-

tion when graphene is adsorbed and quantify the electronic and geometric corrugation of the

graphene/Cu(111) system spatially.

In Chapter 7 the self-assembly and the electronic properties of porphines on graphene are pre-
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sented. In contrast to the porphine/h-BN/Cu(111) case the molecules on graphene easily desorb

from the surface and are not trapped to specific Moiré positions on the graphene. However, we

evidence a similarly strong electronic decoupling of the molecules from the underlying metal

support. This electronic decoupling is from great interest as metals are known to influence the

electronic properties of molecules in a way that for example the molecules can hardly be used

for optical applications. Here we show that graphene, which can be used as a highly conductive

electrode, does decouple the molecules while only slightly influencing the intrinsic electronic

properties of the molecules.

In Chapter 8 a small excursion from the atomically precise surface investigation to the imple-

mentation of nano science to macroscopic devices, which can be used for artificial intelligence,

is illustrated. We investigated single metal-insulator-metal (MIM) junctions in terms of a four-

probe STM/AFM on the microscopic scale, and in addition a nanowire network including a huge

amount of (MIM) junctions macroscopically. After several training sessions the artificial neural

network showed first proofs of intelligence by memorizing different trained patterns.

Finally Chapter 9 provides a summary and an outlook.
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2 Experimental methods

The data shown in this work were measured with a scanning tunneling microscope (STM)

and a combined STM/nc-AFM, where nc-AFM stands for non contact atomic force microscope.

Both instruments are operated at low temperature around 5 K and in ultra high vacuum (UHV)

at p = 10−10 mbar.

Binnig and Rohrer invented the STM in 1982, when they experimentally evidenced tunneling

electrons, which were already proposed in the 1920s [55–57]. They exploited the exponential

dependence of the tunneling current on the tip-surface separation to image the surface of various

materials [57–59].

The Nobel prize awarded in 1986, only four years later, shows the huge potential this invention

had in the surface science community. However, the tunneling of electrons can only be used

for conducting materials and therefore a complementary approach, the AFM was developed in

1986, which gave access also to non conducting surfaces [60, 61].

Again Binnig was involved in the development together with Quate and Gerber and even though

the invention was not awarded with the Noble prize, the more than 18.000 quotations to date

of their pioneering publication [60] prove the relevance of AFM.

In contrast to the rather simple exponential behavior of the measured tunneling current in STM,

the forces between the cantilever apex and the investigated surface are more difficult to describe

and therefore also more difficult to use for imaging purposes. To obtain similar performance

than STM, AFM had to undergo several evolution steps and is now even outperforming STM

for many systems.

While the AFM is sensitive to localized core electrons, electrons contributing to the STM current

lie close to the Fermi energy EF and can therefore be much broader distributed, for example in

molecular orbitals, leading to a higher possible resolution of AFM compared to STM [62].

The best performances in AFM are achieved with oscillation driven cantilevers operating in

frequency modulation mode (FM-AFM) introduced in 1991 [63].

Using FM-AFM Giessibl et. al. published the first true atomic resolution in AFM using a Silicon

cantilever in 1995 [64]. In the following years Giessibl invented a new type of cantilever, the

qPlus sensor [65, 66], consisting of a quartz tuning fork with high reliability, cheaply accessible

from the mass producing watch industry. The introduction of the qPlus sensor gave access to

subatomic resolution [67, 68] and to the imaging of chemical bonds in real space [69].

In the following the fundamentals of STM and AFM are described. As the STM/AFM applied

in this work comprises a qPlus sensor, which is operated in FM-mode the description of the

AFM technique is focused on this design.
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2.1 Scanning tunneling microscopy (STM)

2.1.1 Theory of scanning tunneling microscopy

In this section a brief introduction to the theoretical fundaments of the scanning tunneling

microscope (STM) is given and the applied tunneling current is theoretically explained. A more

comprehensive description is summarized elsewhere [70, 71] and is not part of this thesis.

In classical mechanics a potential barrier can only be overcome if the energy of for example an

electron is higher than the potential barrier. In contrast, in quantum mechanics even particles

with lower energy have a certain probability to overcome the barrier (Figure 2.1). The wave

like character of electrons can be theoretically described as a solution Ψ(x) of the Schrödinger

equation 2.1. This equation is used to quantify the tunneling probability of electrons:

Figure 2.1: Schematic of an one-dimensional tunneling process through a potential barrier. Oscillating wave
function Ψ illustrates the solution of the Schrödinger equation on both sides of the potential barrier. An expo-
nential decay is depicted for the wave function inside the barrier.

− ~2

2m

d2

dz2
Ψ(x) + U(x)Ψ(z) = EΨ(x)

where m is the electron mass, E the energy of the electron, ~ the reduced Planck constant

and U the potential. In the classically accessible region in Figure 2.1 where U < E two solution

of the Schrödinger equation are found:

Ψ(x) = Ψ(0)e±i
√

2m(E−U)

~ x = Ψ(0)e±ikx (2.1)

The two solutions describe the electron moving in positive (−ikx) and in negative (+ikx)

x-direction, equivalent to a classical consideration. In quantum mechanics, we also obtain a

solution of the Schrödinger equation in the region where U > E:
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Ψ(x) = Ψ(0)e−
√

2m(U−E)

~ x = Ψ(0)e−κx (2.2)

which determines a certain probability Γ(x) to observe the electron inside the barrier:

Γ(x) = |Ψ(0)|2 e−κx (2.3)

Γ(x) decays exponentially inside the barrier resulting in a finite amplitude of the electron

wave function behind the potential barrier. The finite amplitude depends on the thickness and

height of the potential barrier and causes a certain probability to observe an electron, which is

tunneled through the barrier. This tunneling effect is the physical phenomena that is exploit

to image structures via a scanning tunneling microscope (STM). In case of the STM electrons

tunnel from the tip to the sample through a vacuum barrier or vice versa. A simple approach

to describe the tunneling current from the sample to the tip (tip and sample having the same

work function Φ, thermal activation of charge carriers are neglected and the applied sample bias

Ub is small (eUb << Φ)) leads to an tunneling probability of an electron in the nth state with

an energy between the Fermi level Ef and Ef − eUb of:

Γ ∝ |Ψn(x)|2 = Ψ(0)e−2
√

2mΦ
~ x (2.4)

The tunneling current is then obtained by summing up all n electron states in the sample in

the energy range between the Fermi level and Ef − eUb.

It ∝
Ef∑

Ef−eUb

|Ψn(x)|2 ≈ Ub · ρ(x,Ef ) = Ub · ρ(0, Ef )e−2
√

2mΦ
~ x (2.5)

where Ub is the sample bias and ρ(x,Ef ) is the local density of states (LDOS) of the sample

at the Fermi level, which is assumed to be constant within the considered energy range. x is the

distance between sample and tip, as only electrons on the sample surface contribute relevantly

to the tunneling current due to the strong distance dependence of the tunneling probability

(Equation 2.4). Similar to the tunneling probability a strong dependence on the sample tip

separation is obtained, which explains the high sensitivity of STMs.

For are more accurate description of the tunneling current the Bardeen formalism [72] is used.

Bardeen applied Fermi’s golden rule to the two wave functions of the tip (Ψt) and of the sample

(Ψs):

Γ =
2π

~
|M |2 δ(EΨs − EΨt) (2.6)

Only elastic tunneling processes are considered, which is guaranteed by the δ-function. The

matrix element M is given by:
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M =
~2

2m

∫
S

(Ψ∗s∇Ψt −Ψ∗t∇Ψs)dS (2.7)

where S is a surface, which lies in the vacuum gap between sample surface and tip. The

tunneling current It is then obtained by summing up all states between Ef and Ef + eUb. The

Fermi functions are set to their zero temperature values in the low temperature approach:

It =
2πe

~

∫ Ef+eUb

Ef

ρs(E − eUb)ρt(E) |M |2 dE (2.8)

To evaluate the matrix element M the approximation of Tersoff-Hamann [70] is applied.

Tip and sample have the same work function Φ but are treated independently. The tip apex is

assumed to be spherical with radius R and is modeled with a s-like wave function, leading to a

tunneling current of:

It ∝ Ub · e−2kRρt(Ef ) ·
∑
s

|Ψs(r0)|2 δ(Es − EF ) (2.9)

where r0 distance between the sample surface and the center of the spherical tip and k = 2mΦ
~

is the inverse decay length of the wave functions and holds the information of the barrier height

Φ. The information of the exponential decay with tip-sample separation d is found in:

|Ψs(r0)|2 ∝ e−2d
√

2mΦ
~ (2.10)

The sum in 2.9 can also be expressed by the LDOS of the sample ρs at the tip position r0:

ρs(r0, EF ) =
∑
s

|Ψs(r0)|2 δ(Es − EF ) (2.11)

Summarizing equations 2.9 and 2.11 following equation for It is obtained:

It ∝ Ub · e−2kRρt(Ef )ρs(r0, EF ) (2.12)

Consequently, the tunneling current comprises information of the topography and the elec-

tronic properties of the investigated sample. To extract the information of the LDOS of the

sample scanning tunneling spectroscopy (STS) can be used as is explained in the following.

2.1.2 Scanning tunneling spectroscopy (STS)

Scanning tunneling spectroscopy is used to measure the LDOS of the investigated sample. A

schematic of the STS and typical STS spectra are presented in Figure 2.2 (c) and (d). Equation

2.12 shows the dependence of It on the ρs and the applied voltage Ub. Ub determines the energy

of the electrons and additionally defines the states, which contribute to the tunneling current

[73]:
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It(V ) ∝
∫ eUb

0
ρs(r, E)ρt(r, E − eU)T (r, E, eUb)dE (2.13)

with T (r, E, eUb) is the barrier transmission coefficient. Differentiation of this integral (Equa-

tion 2.13) leads to:

dI

dUb
∝ ρs(r, eUb)ρt(r, 0)T (r, eUb) +A(V ) (2.14)

where A(V) contains the voltage dependence of the transmission coefficient. By assuming

that the LDOS of the tip and A(V) are constants, a clear correlation between the differential

conductance dI
dV and the LDOS of the sample is obtained:

dI

dUb
∝ ρs(r, eUb) (2.15)

Consequently, the differential conductance gives insights in the LDOS of the sample. To

measure dI
dV the tip is located at a certain position and the feedback is switched off. The tip

is kept at the specific height while the sample voltage Ub is varied and the current is recorded.

The measured I/V curve is then differentiated numerically to obtain dI
dV and the information

about the LDOS of the sample. A more practical way to extract the dI
dV is the use of the

lock-in technique. The applied DC sample bias gets overlaid by an AC voltage with a defined

modulation frequency and small amplitude. The measured current signal is multiplied by a

signal oscillating with the modulation frequency and by adjusting the phase and feeding the

signal through an low pass filter one obtains directly the differential conductance and the LDOS

of the sample.

2.1.3 STM imaging

The tunneling effect is employed to image the surface of the investigated sample, collecting

topographic and electronic information. Typically two operational modes, namely constant

current mode (Figure 2.2 (a)) and constant height mode (Figure 2.2 (b)) are performed. For

both modes, the position of the tip is defined by the x and y coordinates and the tip is scanned

over the whole image. Typically the tip moves fast along the whole range of the x-direction and

subsequently jumps to the next line of the y-direction, until the complete area is covered.

In the constant height mode the z-position of the tip is held constant and the current is monitored.

This mode is seldomly used as it comprises risks of crashing the tip and other experimental issues

such as moving the tip parallel to the sample surface, which has to be adjusted. In constant

height mode the imaged data is the measured current.

The constant current mode is mainly used in this thesis. Here the current and bias have to

be set and a feedback loop is applied to adjust the z-position of the tip in a way that the

measured current stays constant. The response speed of the feedback can be varied for the

specific measurement. The z-position is imaged and holds information of the topography and
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Figure 2.2: Operational modes of STM: (a) Constant height mode, the tips is kept a a constant z position while
the current signal is recorded.(b) Constant current mode, the current is kept at a set value while the z position
of the tip is measured. (c) STS, tip is located on top of the point of interest and kept at a fixed z position. The
LDOS is measured and plotted against the applied bias. Typical STS spectra are shown in (d). The gray graph
depicts a spectra of a molecule decoupled from a metal support by an insulating layer, while the dashed red and
the blue line show the LDOS of molecules in direct contact with the underlying support.

the LDOS of the sample surface.

Furthermore, STM is used for lateral and vertical manipulation of single atoms and molecules.

2.2 Frequency modulated atomic force microscopy (FM-AFM)

2.3 Theory of frequency modulated atomic force microscopy

In this work the experimental data was recorded via a FM atomic force microscopy at UHV

and low temperatures [74]. The so-called qPlus sensor is used (see Figure 2.7) to measure the

surface of the investigated samples [66]. In the following a basic theoretical description of the

frequency modulated AFM signal at UHV is presented. More elaborated considerations can be

found elsewhere [75–77].

The interaction between the tip of the frequency modulated AFM and the sample surface

can be modeled by a very easy model system as sketched in Figure 2.3 (b). The cantilever with
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Figure 2.3: AFM modeled via two springs and an effective mass. (a) Oscillating cantilever with attached tip
of an AFM. The interaction between tip and sample is illustrated by FTS . (b) The AFM is modeled by two
springs and an oscillating effective mass m∗. The cantilever is represented by a spring with spring constant k0,
eigenfrequency f0 and the effective mass m∗, whereas the information of the tip-sample interaction is modeled by
the second spring with spring constant kTS . Typically kTS � k0

attached tip is symbolized as a spring with spring constant k0 and an effective mass m∗. Before

the tip apex comes in the proximity of the sample, the cantilever and accordingly m∗ is oscillating

with its eigenfrequency f0. When the tip approaches the surface the interaction between tip

and surface can be described by an additional spring with spring constant kTS sitting between

m∗ and the surface as shown in Figure 2.3 (b). Accordingly to Hook’s law (small oscillation

amplitudes) the effective spring constant of the two spring system is given by k∗ = k0 + kKS

and the resulting effective resonance frequency fres reads as:

fres =
1

2π

√
k∗

m∗
=

1

2π

√
k0 + kTS
m∗

=
1

2π

√
k0

m∗

√
1 +

kTS
k0

(2.16)

For typical experimental settings k0 of the macroscopic cantilever is much larger than kTS

resulting from the tip-sample interaction. With kTS � k0 and an first-order Taylor series

approximation following frequency shift ∆f of the oscillating cantilever is found:

∆f = fres − f0 =
f0

2k0
kTS (2.17)

By differentiating kTS it becomes obvious, that the measured observable ∆f carries infor-

mation about the potential VTS and the force FTS between tip and sample:

∆f(z) =
f0

2k0
kTS = − f0

2k0

δFTS
δz

=
f0

2k0

δ2VTS
δ2z

(2.18)
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2.4 Tip-sample forces

So far with this simple spring model, however the more challenging task is now to describe

the force acting between tip and sample. Three fundamental interactions between tip and sample

have to be considered to model FTS :

• Van der Waals (vdW) interaction

• Chemical interaction

• Electrostatic interaction

Due to the UHV conditions and the used non magnetic tips in the experiments, friction and

magnetic forces are neglected here.

Figure 2.4: Tip sample interactions. Lennard-Jones potential (dashed red line), Lennard-Jones forces (orange),
vdW background force (green), and total force (black). Parameters: Emin = 3 eV, σ = 2.5, AH = 2 eV, R = 20 nm

Lennard-Jones potential The well established Lennard-Jones potential [78, 79] is a decent

starting point to characterize the interactions between tip and sample. The Lennard-Jones po-

tential (VLJ) describes the potential between two neutrally charged spherical atoms or molecules

and reads as:

VLJ = Emin

[(σ
d

)12
−
(

2
σ

d

)6
]

(2.19)

with Emin is the global minimum of the interaction potential at a separation distance d =

1.122σ of the two particles. The potential comprises a repulsive component scaling with the
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power of twelve (chemical interaction) and an attractive component scaling with the power of

six (van der Waals interaction). In Figure 2.4 the red dashed line is representing the Lennard-

Jones potential. The chemical forces show such a high distance dependence for small distances

that the repulsive tip sample interaction can be approximated by the Pauli repulsion of a single

tip apex atom and a single surface atom. However, the long range vdW component originates

from fluctuation induced dipoles, which varies by d6 for spherical atoms [80]. Consequently, in

the case of differently shaped tip and sample, a more appropriate model of the attractive long

range vdW forces is needed [75]. For a spherical tip and a flat surface the vdW forces can be

described by the Hamaker approach, which integrates over the volumes of tip and sample [81].

The vdW forces caused by the specific geometry of the tip and the surface can be described by

an additional term in the Lennard-Jones potential [82]:

VTS = Emin

[(σ
d

)12
−
(

2
σ

d

)6
]
− AHR

6d
(2.20)

with the material specific constant AH , which is typically around 1 eV [83, 84] and the radius

of the etched tip (several tens of nm). The corresponding forces can then be written as:

FLJ = 12
Emin
σ

[(σ
d

)13
−
(σ
d

)7
]

(2.21)

for the Lennard-Jones force and

FTS = 12
Emin
σ

[(σ
d

)13
−
(σ
d

)7
]
− AHR

6d2
(2.22)

in the geometry corrected case. In Figure 2.4 both forces, the normal Lennard-Jones force for

spherical molecules (orange) and the corrected Lennard-Jones potential for the particular case

of a tip and sample geometry (black) are shown. Additionally the vdW background is plotted

in Figure 2.4 in green.

In a similar way the Lennard-Jones force can be extended by electrostatic forces. Again for a

spherical tip and a flat surface, an electrostatic potential difference ∆Φ between tip and sample

leads to an additional electrostatic force [85–87]:

Felectrostatic = −πε0R∆Φ2

d
(2.23)

which has to be summed to the tip sample force FTS . For most of the measurements in this

thesis the applied bias was set to zero and therefore the electrostatic contributions to the tip

sample interaction are neglected. However, also for zero applied bias the electrostatic force can

cause distortions in the AFM images due to inhomogeneous charge distributions on the sample,

which has to be kept in mind.
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Figure 2.5: Tip-sample distance depended frequency shift ∆f . The blue curve illustrates the frequency shift
∆f , which is ∝ − δFTS

δz
. For large tip-sample separation the vdW force is dominating, leading to an attractive

interaction (red region). For smaller distances the repulsive contributions causing the main interaction between
tip and sample (blue region). The green region highlights the tip-sample separation with the highest sensitivity.
For small deviations in distance, large changes in ∆f can be imaged.

To summarize, the measured observable ∆f is plotted in Figure 2.5 against the normalized

tip-sample distance. Three distinct regions are color coded.

For large tip-sample distances the tip-sample interaction is dominated by the attractive long

range vdW forces and therefore corresponds to the attractive region colored in red. For smaller

separations the Pauli repulsion becomes more relevant and consequently the blue colored region

is referred to the repulsive regime. In the green colored region the highest sensitivity is observed

[69]. In this region, small deviations in tip-sample separation cause large differences of ∆f ,

which can be imaged.

For even smaller distances the tip tends to jump to the sample, leading to unstable imaging

conditions. More stability of the measurement can be obtained by larger oscillation amplitudes,

however due to a stronger averaging effect caused by the vertical tip movement, the sensitivity

decreases.

Consequently the oscillation amplitudes used for this work range from about 20 − 200 pm.

Another notable aspect of Figure 2.5 is that the ∆f curve exhibits a minimum. Thus, a measured

∆f value can be obtained for two different tip-sample separations. This non-monotonic behavior

needs to be considered for data interpretation and requires higher demands on the feedback

system of the microscope as explained in the following.
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2.5 FM-AFM feedback

Figure 2.6: Feedback system of the FM-AFM. (a) The cantilever is driven by the excitation piezo. The measured
deflection signal is then fed to an phase locked loop (PLL), where the resonance frequency fres of the cantilever,
which interacts with the surface, is determined and the fexc is adjusted to fexc = fres. The amplitude controller
regulates the amplitude of the excitation signal via a PI control to keep the deflection amplitude at its setpoint.
(b) ∆f is not measured directly from the deflection signal. The phase shift ∆ϕ between excitation and deflection
signal is used to quantify ∆f . While ∆ϕ follows an arctan signature (blue line) it can be modeled by a linear
slope in the vicinity of f0. This slope is then used to estimate ∆f from the measured ∆ϕ. The red line shows the
deflection amplitude for a range of fexc with switched off feedback system. The red curve is used to identify f0

of the freely oscillating cantilever.

∆f is the wanted observable, which gives insights into the interactions between tip and

sample, as explained above. To extract ∆f from an FM-AFM experiment three independently

working feedback systems are needed. The feedback can adjust following parameters:

• ∆ϕ between excitation and deflection signal

• Amplitude of cantilever oscillation

• z-position of tip

Figure 2.6 sketches the feedback system and the processing of the measured signal to obtain

the wanted ∆f values. The cantilever oscillation is driven by an external excitation, which

excites the cantilever at its resonance frequency fres. The excitation frequency fexc is adjusted

to match the resonance frequency fres by keeping the phase shift between excitation signal and

the measured cantilever oscillation signal at ∆ϕ = π/2, which is realized by the first feedback

system. Therefore, the deflection signal is fed into a phase locked loop (PLL) where the signal

first enters a lock-in amplifier to extract the amplitude of the oscillating cantilever and the phase

shift ∆ϕ between excitation and deflection signal [88, 89].
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∆ϕ is then used to derive the change of the resonance frequency fres from the resonance

frequency of the freely oscillating cantilever f0, which is used to obtain ∆f by:

∆f = fres − f0 (2.24)

Figure 2.6 (b) depicts the evaluation of ∆f . The graph shows a frequency sweep, of the freely

oscillating cantilever with completely switched off feedback systems. While fexc is ramped up

the amplitude and ∆ϕ of the deflection signal are measured. The amplitude (red curve) shows

a Lorentzian shaped peak at its resonance frequency f0, whereas the corresponding ∆ϕ follows

an arctan signature with ∆ϕ = π/2 at f0. In the vicinity of f0 the arctan can be approximated

by a linear slope mϕ = ∆ϕ
∆f as drawn in Figure 2.6 (b) in green.

This slope is used to quantify ∆f from the measured ∆ϕ between excitation and deflection

signal. The obtained ∆f is then used to image the surface of the substrate and additionally

fed into the PLL where fexc is adapted to the current fres of the interacting cantilever. The

slope mϕ is very critical for the AFM imaging and depends on the shape of the tip, which is

altered for example by bias pulses and changes with temperature. Consequently mϕ has to be

determined frequently.

The second feedback adjusts the magnitude of the excitation amplitude and is needed to keep

the oscillation amplitude at a certain set point. Differing amplitudes would lead to not wanted

changes in the tip-sample distance. Here the amplitude is adjusted by a simple PI controller,

which determines the amplitude of the excitation signal.

Running these two feedback to keep ∆ϕ at π/2 and the oscillation amplitude at the amplitude

set point, the sample surface can be investigated within different operational modes:

Constant height mode At constant height mode the tip is fixed at a vertical position and

∆f is recorded for each pixel ∆f(x, y). To avoid crashing of the tip only small flat areas can be

measured, which is limiting the range of the scan frames. Furthermore a correct plane correction

is essential for imaging in this mode.

Constant ∆f mode Similar to the constant current mode in STM, a z-feedback is needed

for constant ∆f measurements in FM-AFM. In this mode crashing the tip is less likely and the

plane angle of the surface has rather small influence. However compared to the constant height

mode the resolution of the measurement suffers due to convolution effects of the tip apex with

the surface.

Therefore, to measure more corrugated systems, which are not accessible via the constant height

mode the two pass method is used to obtain higher resolution in comparison to the constant ∆f

mode. The imaged observable is similar to the constant current case of the STM, the z-position

of the piezo.
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Two pass mode [90] The two pass mode combines the advantages of the constant height

and the constant ∆f mode. The investigated region is first scanned in constant ∆f mode to

keep the tip sample distance at a safe level. In the subsequent step the tip follows the z-profile

measured in the constant ∆f mode and images the ∆f signal. Doing this the surface can be

imaged with the high constant height resolution even for strongly corrugated surfaces. Usually

the second pass follows the first pass line for line. To obtain high sensitivity an offset in the

vertical z-direction of the first pass can be added.

∆f(z)-spectroscopy ∆f(z)-spectroscopy can be used to quantitatively determine height dif-

ferences on the surface by measuring the z-dependence of ∆f(z). To compare different ∆f(z)

curves the z-position of the global minima of ∆f(z) for different x, y-positions can be used. For

isotropic tip-sample interactions the z-position of the ∆f(z) minima give direct access to the

height distribution of the surface [91].

Furthermore, additional variables (tunneling current, excitation amplitude, ∆ϕ) are measured

simultaneously, which carry supplementary information.

2.6 qPlus sensor

The employed cantilever is the substantial part for high quality AFM operations. Since the

beginning of the 1990s the most commonly used cantilevers are made of silicon [92–94]. However

for frequency modulated AFMs, which exhibit the highest resolutions the qPlus sensor shown

in Figure 2.7 reveals superior properties [66]. The qPlus sensor consists of a quartz tuning fork

where one prong is glued to an heavy base plate and a conducting tip is attached the one end

of the other prong. The qPlus sensor exhibits following advantages for high performance AFM

operations:

• Piezoelectric effect of quartz: The deflection signal of the qPlus sensor can easily be

sensed via the piezoelectric induced voltages of the cantilever movement. In contrast to

a piezoresitive cantilever [95] the qPlus is feasible for low temperature operations as it

exhibits only negligible dissipation [96, 97].

• High stiffness: The high stiffness is essential for the stability of FM operation to avoid

jump-to-contact instabilities [75].

• High Q-value: The energy loss to drive the oscillation of the cantilever is extremely small.

• High thermal stability [97–99]: The temperature of the system has relatively low influence

on Q-factor and resonance frequency and therefore on the imaging performance.

A tip functionalization can further improve the resolution of the qPlus sensor [69]. CO

terminated tips are used to image chemical bonds in this work.
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Figure 2.7: qPlus sensor. The quartz tuning fork is glued on a heavy base plate and conducted by an gold wire.
The conductive tip (here tungsten) is glued at the end of the upper prong and conducted by an additional gold
wire.

2.7 Experimental approach

The experiments presented in this work were carried out with two different microscopes. The

main difference between them is that the combined STM/AFM hosts a qPlus sensor whereas

the second microscope can only be used as STM.

Despite that, the design of the two microscopes is very similar and consequently the description

of the experimental set up is exemplarily presented with the STM/AFM microscope. For high

performance measurement ultra high vacuum and low temperatures are essential.

2.7.1 UHV system

High vacuum during sample preparation and SPM measurements is essential for our experi-

ments. Already small contamination of the investigated surface can modify the observed results

and the preparation protocols can be altered due to the gaseous environment. Therefore the

preparation (light blue) and the SPM chamber (yellow) in Figure 2.8 are kept in UHV at a

pressure of around p ≈ 10−10 mbar.

Both chambers are separated by a gate valve and can be kept at UHV independently. The

whole system is pumped through the preparation chamber to reach UHV. A first vacuum stage

is obtained by a dry diaphragm pump going down to low pressures of p ≈ 1 mbar, which is

necessary to run two successively connected turbo molecular pumps (TMP).

Furthermore, the pressure can be temporarily decreased by an titanium sublimation pump and

a liquid nitrogen cooled cold trap, which are connected to the preparation chamber.

The whole set up has to be heated to 390 K for about three days to achieve the targeted UHV.

Both chambers are additionally pumped by ions pumps, which are sufficient to hold the UHV
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Figure 2.8: STM/AFM microscope. The different parts are colored and are assigned as follows: green: manip-
ulator, light blue: preparation chamber, red: cryostat filled with liquid nitrogen and liquid Helium, yellow: SPM
chamber, blue: pneumatic dampers, and purple: vacuum pump system. The image was adapted from [100].

in the SPM chamber when the gate valve between the chambers is closed. The gate valve is

usually closed to protect the SPM chamber from relatively dirty sample preparation procedures.

Furthermore, the preparation chamber holds several apparatuses to clean and prepare the inves-

tigated sample. For cleaning a sputter gun is installed, whereas to deposit metals or molecules

on the sample several evaporators can be added. Some leak valves for gas dosage are connected

to the chamber as e.g. Argon is used for the sputtering process.

Additionally a mass spectrometer is installed and a load-lock, which is used to exchange and

transfer tips, samples, and sensors between chamber and ambient conditions without losing the

established UVH. In the SPM chamber a leak valve with connected gas line is installed for CO

dosage, which is needed to functionalize the AFM tips.

The cryostat colored in red in Figure 2.8 sits on top of the SPM chamber. The sample is trans-

ferred by the manipulator to the SPM chamber. Therefore the gate valve between preparation

and SPM chamber and the transfer shutters depicted in Figure 2.9 has to be opened.
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2.7.2 Cooling system

To freeze out thermally induced movements of the investigated samples and to reduce drift

and creep within the measurement low and stable temperatures are needed. The cooling system

sketched in Figure 2.9 keeps the SPM scanning stage at ≈ 5 K by thermal contact to the

liquid Helium (LHe) reservoir holding 4 L LHe at T = 4.2 K. The LHe bath is surrounded

by a larger liquid nitrogen (LN2) reservoir with 15 L of (LN2) at T = 77 K, to reduce the

LHe consumption of the system. For low and constant temperatures the SPM head has to

be additionally screened from radiation, which is realized by two layers of radiation shields at

temperature hold at T = 4.2 K and T = 77 K. In normal operation the cryostat has to be

refilled after around 72 hours. While the nitrogen is released into the room, the helium is fed

into a helium recovery line and liquidized again.

Figure 2.9: Schematics of a cryostat with two reservoirs. A technical drawing is pictured on the left side. On
the right side the cross section of the cryostat with the liquid Nitrogen (LN2) and the liquid Helium (LHe) are
shown. Two stages of radiation shields ensure a SPM scanner temperature of T ≈ 5 K. The image was adapted
from [101].
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2.7.3 Vibration damping system

The damping of external vibration, which can disturb the SPM operations comprises three

stages. The whole instrument is placed on pneumatic dampers (blue colored in Figure 2.8),

directly reducing vibrations of the chamber and which are also used to adjust the horizontal

angle of the machine. The second damping stage employs an eddy current damping of the inner

cryostat as depicted in Figure 2.9. Three springs hold the SPM scanner during the measurements

and act in combination with a second eddy current damping as the third stage of the decoupling

system from environmental vibrations. Electrical vibrations are minimized by the usage of

screened cables and by the usage of filtered power supply and filtered grounds.

2.7.4 SPM scanner

Figure 2.10: SPM scanner. Schematic of the used SPM scanner with relevant labeling. Adapted from [102]

The heart of the whole instrument, the SPM scanner is sketched in Figure 2.10 and is

commercially available from Createc GmbH [103]. The base plate is colored in yellow and

purple and hosts the sample holder. The sample holder is electrically contacted at its contact

plate and can be pressed against the yellow part of the base plate to sit at a fixed position

during the measurements. The whole SPM scanner can be pulled down, for sample transfer and

increased thermal conductance and released for the measurements. In the released state the

SPM scanner hangs from three springs and vibrations are reduced via an eddy current damping.

While the sample is fixed at a certain position during the measurements the tip has to be move.

The movement of the SPM sensor is realized by coarse piezo stacks with relatively large range,

used to position the tip at the targeted sample position and a main tube piezo with higher
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precision, which is used for the actual measurements.

The x-y-tripod sits on top of three shear piezo stacks carrying out the lateral coarse motion. To

roughly position the tip, a voltage is slowly increased and the piezo stacks shear in one direction

moving the x-y-tripod (Step 1 in Figure 2.11 (a)). In Step 2 the voltage is abruptly reduced and

the shear piezo stacks slide over the ceramic slide pads on which they are located. Step 1 and

Step 2 are referred to a stick and slip process. To obtain a significant displacement, this stick

and slip process has to be repeatedly executed. The movement with shear piezo stacks is very

sensitive on the magnitude and the frequency of the applied voltage. The x-y-tripod does not

move in Step 2 due to its inertness.

The vertical coarse motion is also realized by shear piezo stacks, which move the main tube

piezo sitting inside the triangular prism [104] shown in Figure 2.10. In contrast to the lateral

movement with individual piezo stacks, two piezo stacks are used for the vertical movement of

the sensor for safety reasons. A voltage is slowly increased to shear both piezo stacks in the

same direction (Step 1 in Figure 2.11 (b)) similar to the lateral case. In the second step, the

voltage at one piezo stack is switched off and the piezo is sliding along the surface. In the

subsequent third step the voltage at the second piezo stack is also switched off and the piezo is

also sliding over the surface. This way, one of the two piezo stacks is always in static contact

with the moved surface inhibiting a slipping down of the sensor. For highly precise movements

in vertical and lateral direction the main tube piezo depicted in Figure 2.11 (c) is used. The

sensor is fixed magnetically to the bottom of the main tube piezo. By applying voltages at the

outer electrode pairs (blue and red) the tube bends and causes lateral motion of the SPM tip.

The inner contacts (black) are used to adjust the z-position of the sensor.

Figure 2.11: Functionality of used piezos. (a) The shear piezo stacks are fixed at the blue legs of the x-y-tripod,
which is moved upon the slow increase of the applied voltage (Step 1). The voltage is reduced fast and the
inertness induced forces overcome the sticking friction of the piezo stacks on the ceramic plate and the piezo
stacks move (Step 2). (b) Two piezo stacks are used for the vertical coarse movement to avoid falling down of
the sensor. The voltage is increased slowly to move the sensor (Step 1), then the voltage at the first piezo stack is
switched off (Step 2) followed by the second piezo stack (Step 3). Thus the piezo stacks move one after another
and the sensor is secured by at least one piezo stack holding the sensor with sticking friction rather than with
sliding friction.
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2.7.5 Electronics

The instrument is operated with a Nanonis control system and the corresponding Nanonis

software [105].

2.7.6 Tip preparation

A sharp tip is essential for AFM operations as the geometry of the macroscopic tip is in-

fluencing the vdW background. The used qPlus sensor is bought from Createc GmbH [103]

and shown in Figure 2.12 (a). Before bringing the sensor into the chamber the tip has to be

shortened and sharpened, which is done by etching the end of the tip. In Figure 2.12 (b) the

set up for the etching is sketched. The tip is hold into a NaOH solution with a concentration of

1 mol/L. A voltage of V ≈ 3.5 V is applied between the tip and a stainless steel loop hold into

the solution for several minutes until the lower part of the tip falls down. The hereby taking

place reaction reads as:

W + 8OH− →WO2−
4 + 4H2O + 6e− (2.25)

In Figure 2.12 (c) the apex of an etched tungsten tip is shown. A ideal shaped tip exhibits

a tip peak length twice as long as the tip diameter. One crucial parameter for the resulting

geometry of the tip is the immersion depth of the tip as it defines the force pulling down the tip

apex. Directly after the etching the tip is cleaned with distilled water, acetone and isopropanol

and transferred to the vacuum. A short tip is wanted as the mass of the tip influences Q-factor

and resonance frequency of the qPlus sensor and a long tip can cause additional artifacts in

the AFM measurements. Due to the limited field of vision into the SPM chamber a certain tip

length is needed for an secure approach to the surface. Therefore the used tips should have a

length ∼ 1 mm. Consequently, there is usually only one try to obtain a nicely shaped tip at the

targeted length for the bought qPlus sensors.

Another approach is to first etch the tip from a tungsten wire till a good geometry is achieved

and subsequently glue it to the quartz tuning fork. Figure 2.12 (d) shows the tip from Fig-

ure 2.12 (c) glued to the sensor. Additionally the contact, a gold wire has to be glued to the

sensor too. To grab and position the gold wire and the tip a Cu wire is used employing vdW

interactions. A conducting two component glue Polytech EC 101 applied to fix tip and contact

to the sensor [106]. The tuning fork can also be glued to the sensor holder with an insulating

Loctite 608 epoxy glue [107].

During measurements modifications of the tip are done by poking the tip towards the surface

and simultaneously apply higher voltages, so called tip formings (TF). Here tip and surface are

heated locally and the tip is changed randomly. Therefore TFs are repeated until a decent tip

is obtained. For strong TF we used V = 10 V and stung the tip into the surface up to 1 µm.

If such strong TFs are not sufficient, field emission resonance (FER) stabilized heating was

executed. For the FER tip preparation the tip is positioned with a small separation from the
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Figure 2.12: Tip preparation. (a) qPlus sensor bought from Createc GmbH. (b) Sketch of set up for tip etching.
(c) Etched tungsten tip. (d) Tungsten tip from (c) glued to a qPlus tuning fork.

surface. A high voltage of about V = 70−100 V is applied between tip and surface. The flowing

current is stabilized at around 0.5 mA for a while. Doing this a large heating power is applied

to the tip and stronger tip modification is achieved. For safety reasons we used a resistance of

10000 Ω connected in series to limit the maximum current to 10 mA.

2.7.7 Sample holder design and preparation of samples

For our SPM experiments the sample holder shown in Figure 2.13 was used. The metal

sample is assembled on the oven and fixed by a molybdenum star. Two of the four contact plates

are used to heat the oven and two to read out the temperature of the sample via thermocouples.

The thermocouples are connected to the molybdenum star. Furthermore the oven is isolated

from the sample holder plate by insulating ceramics.

In this work we used Cu(111), Ag(111) and Au(111) as sample metal. To obtain a flat well

defined metal surface, several sputter and annealing cycles were applied to the samples. For the

sputtering the preparation chamber was filled with Argon at a pressure of p = 2 ∗ 10−5 mbar.

The Argon atoms are ionized within the sputter gun and accelerated towards the sample with

an energy of 1 keV. By hitting the metal surface the Argon ions remove the uppermost layers

of the sample, resulting in a clean but corrugated metal surface. For the used parameter the

sputter rate is ≈ 10ML/min [101, 109–111]. To subsequently flatten the surfaces the samples

are heated to around 470 K for a short period of time and slowly cooled down (1 − 2 K per

second) to avoid strain induced reconstructions.
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Figure 2.13: Sample holder used for SPM experiments. The sample is fixed on the oven by a molybdenum star.
Two of the electronic contacts are used to heat the oven and two for reading out the temperature via thermocouples
connected to the molybdenum star. The oven is isolated from the sample holder plate by insulating ceramics.
Sketch is taken from [108].

2.8 Investigated materials

2.8.1 Porphyrins

Porphyrins are a class of functional molecules, which are used in nature for essential processes

enabling life on earth. The most prominent representative of porphyrins is heme, the central part

of the hemoglobin, which is responsible for the oxygen and CO2 transport in the blood of animals.

Furthermore, they take an important role in the photosynthesis of plants as pophyrins are part

of chlorophyll and additionally the porphyrin-based vitamin B12 is important for metabolism

in mammals.

Figure 2.14 shows the structural formula of a porphyrin molecule. Here the R is a place holder

for different substituents. When all four R groups are replaced by hydrogen atoms the obtained

molecule is the so-called porphine. The porphine consists of four pyrrole-like rings connected

by four methine (=CH-) groups, which form a macrocyle and the chemical formula reads as

C20H14N4.

This porphine is the central parent compound, which all porphyrins have in common.

The properties of the porphyrins can be modified by attaching different ligands at the meta

positions, where in Figure 2.14 the place holder R is depicted and by metalation of the central

macrocycle. A comprehensive summary of porphyrins on surfaces is found in [30].
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Figure 2.14: Structural formula of a porphyrin molecule. R is place holder for different substituents, which
can be modified for the particular usage of the molecules. In the case where all for R groups are replaced by a
hydrogen atom the obtained molecule is a porphine.

2.8.2 Metal supports

Cu(111), Ag(111), and Au(111) are metals with fcc structure, exhibiting a hexagonal symme-

try on the (111) surface with a lattice constant of aCu = 2.56 Å, aAg = 2.89 Å, and aAu = 2.87 Å.

The monoatomic step height is zCu = 2.36 Å and zAg = 2.08 Å, and zAu = 2.35 Å. While the

Cu(111) and the Ag(111) surfaces appear rather flat, Au(111) reveals a so-called Heringbone

reconstruction as theoretically described in [112].

2.8.3 Hexagonal boron nitride (h-BN)

Two dimensional hexagonal boron nitride exhibits exceptional properties such as chemical

inertness, mechanical stability, and a rather large electronic band gap [39, 113]. Especially the

electronic band gap opens up potential applications for h-BN as spacing or protective layer in

van der Waals (vdW) heterostructures [114, 115]. The growth of single layer h-BN has been

established for various metal supports (e.g. Cu(111) [116], Ag(111) [117], Rh(111) [118], Ni(111)

[119], Ir(111) [120, 121], Pt(111) [122]) mainly via the chemical vapor deposition (CVD) method.

In this work we used CVD grown h-BN on Cu(111) from the precursor molecule borazine

following the recipe described in [116, 123]. The CVD growth of h-BN on copper, especially

copper foils, is a promising way for scaling up the growth procedure for industrial purposes [124].

Moiré pattern From the lattice mismatch between two-dimensional layer and a underlying

support, a so called Moiré pattern appears [125], as sketched in Figure 2.15. The periodic

corrugations can be geometric and/or electronic. In [123] we present a comprehensive study

of the h-BN/Cu(111) system, quantifying the geometric and the electronic corrugation of the
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Figure 2.15: Model of a two dimensional h-BN layer on Cu(111). A Moiré like superstructure, which arises
from the lattice mismatch between Cu(111) and h-BN is clearly observable. Our comprehensive characterization
of the h-BN/Cu(111) system is published in [123] using complementary methods such as STM, nc-AFM, DFT
calculations, XPS, and XSW. The pore regions of the Moiré lattice exhibit the smallest adsorbtion height, while
the wire regions are further separated from the metal support [123]. Picture taken from [123].

Moiré like superstructure. As indicated in Figure 2.15 the pore regions of the Moiré exhibit the

smallest adsorption height, while the wire regions are further separated from the Cu(111) [123].

So far superstructured h-BN/metal supports have been used to steer the adsorption positions

of molecular adsorbates and to modify the orbital energy of molecules [27, 126–131].

2.9 Graphene growth

2.9.1 Growth of graphene on Cu(111) and Ag(111)

Graphene is an fascinating two dimensional material consisting of hexagonal packed carbon

atoms [132–134], revealing unique properties [34, 135–142], which are opening up huge potentials

for future nano technology [143–147].

Graphene can be grown on a large variety of metals such as Ni [148, 149], Ir [150], Ru [151],

Pd [152], Cu [40, 153], etc [153, 154]. The most established method for large scale preparation

of graphene layers on metals is the surface catalyzed growth of graphene from hydrocarbons

such as methane and ethylene, via the so-called chemical vapor deposition (CVD) method [153].

Furthermore, a variety of other precursors can be used for the preparation of graphene, e.g.

from cookies to legs of cockroaches [155, 156].

Copper surfaces have been shown to be suitable supports for the growth of graphene [153] and,

in addition, the low cost of copper foils make them a very promising candidate for the growth

of graphene for industrial purposes.

Due to the rather low affinity of copper and carbon [157–159] weakly bond copper carbon in-

termediates can be formed [160, 161], leading to an efficient catalytic growth of graphene. In
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combination with the low carbon solubility of copper [157], a self-limiting growth of single layer

graphene has been demonstrated [162–170].

However, for CVD grown graphene/Cu(111) a high density of domain boundaries, which can

limit the carrier mobility was reported [163].

As the activation of the CVD growth process depends on the thermal energy and the catalytic

properties of the metal surface, there is a limited pool of possible substrates for efficient CVD

growth. However, for supports, which are initially not suitable for CVD growth of graphene,

additional growth methods have been reported. (i) The disintegration of the precursor molecules

can be enhanced by the accelaration of charged ethylene fragments via ion irradiation using a

sputter gun [171]. Using ion irradiation, graphene can be grown on a Au(111) substrate with

relatively low reactivity [171]. (ii) Another route for low temperature growth is based on the

usage of atomic carbon, which is deposited onto the metal surface [172–175].

In this chapter, different methods for the high quality growth of graphene on Cu(111) and

Ag(111) are described in detail. In the following, we refer to high quality graphene for graphene

with high structural quality on a local scale.

For Ag(111) the low catalytic activity requires growth temperatures in conventional CVD ap-

proaches above the melting point of silver. Therefore we used two alternative methods: (i) An

irradiation assisted CVD growth from C2H4 and (ii) the growth of graphene from an atomic

carbon source. The atomic carbon was deposited from a purified carbon rod, which was heated

by an electron beam.

For the high quality growth of graphene on Cu(111) at moderate temperatures we used the

same atomic carbon source. Additionally, we grew graphene on Cu(111) from C2H4 precursor

molecules without additional irradiation, at temperatures close to the melting temperature of

copper [176].

2.9.2 Atomic carbon deposition by an electron beam (e-beam) evaporator

Design of e-beam evaporator During this thesis, we designed an e-beam evaporator with a

maximum heating power of 600 W, sufficient to evaporate atomic carbon from a purified carbon

rod. The commercially available e-beam evaporator with its heating power of 100 W was not

capable of generating a sufficiently high atomic carbon flux. In Figure 2.16 the design of the

home-built evaporator is presented. Figure 2.16 (a) shows the evaporator head, which is made

of stainless steel. The evaporator head consists of a metallic cover with an circular opening that

controls the direction and spread of the carbon flux. This opening can be closed and opened via

a mechanical shutter. The interior of the evaporator head is depicted in Figure 2.16 (b). The

head plate has a central circular opening where the carbon rod is fed through. It is crucial that

the carbon does not touch the conducting plate as a contact would cause an electric shortcut.

The filament holders sit on the head plate and are isolated from the plate by ceramics. The

thoriated tungsten filament (tungsten/thorium = 99/1,diameter = 0.125 mm) is spot-welded to

the filament holders and circles around the carbon rod. The diameter of the circle was usually
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Figure 2.16: Design of electron beam evaporator for atomic carbon deposition. (a) E-beam head protected by
metallic cover to direct the carbon flux. The mechanical shutter is used for a defined duration of the carbon
dosage. The flange is CF40 for scaling purposes. (b) Interior of e-beam head with two isolated filament holders,
a circular bent thoriated tungsten filament, and a carbon rod. The carbon rod is fed through a circular opening
in the head plate without contacting the plate. (c) High voltage (HV) contact to the carbon rod, isolation and
filament contacts. (d) Enlarged image of electrical isolation of the HV.

about 2 cm and the height difference of the two spot-welded positions on the filament holders

was about 5 mm.

Cooling water is conducted through two stainless steel tubes and a milled channel at the bottom

of the head plate. For the atomic carbon source we used a purified carbon rod with dimensions

of 2 mm× 100 mm and an impurity density of < 20 ppm ash residues, purchased from MaTecK

GmbH [177]. A high voltage (HV) contact to the carbon rod is realized by a screw, which is

pressed against the carbon rod as shown in Figure 2.16 (c).

The HV is isolated from the rest of the evaporator by insulating glass or bulk boron nitride.

The isolation component is shown in Figure 2.16 (c) and enlarged in Figure 2.16 (d).

To generate a suitable carbon flux, a current of Ifilament = 1.5− 2.0 A and a voltage of

Vfilament = 2− 3 V are applied to the filament and electrons are emitted, which are accel-

erated towards the carbon rod. The applied acceleration voltage was typically VHV = 1500 V.

The obtained emission current between filament and carbon rod was Iemission = 100− 130 mA

and the corresponding heating power around 150− 180 W. For reproducibility of the carbon

flux we regulated Iemission by adjusting Ifilament, while keeping the applied HV constant. Doing

that, Iemission is directly related to the heating power. The emission current can be adjusted

by increasing/decreasing the filament heating and the position of the carbon rod, which can be

changed by a mechanical manipulator.
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The relatively high heating power is needed as the solid carbon rod has to reach temperatures

above 2270 K to generate a relevant carbon flux [175, 178]. The HV source provides a maximum

voltage of VHV = 1500 V, is limited to a power of PHV = 600 W and was purchased from

Matsusada [179].

Growth of graphene on Ag(111) and Cu(111) from e-beam carbon source For the

growth of graphene on Ag(111) and Cu(111) we used the e-beam evaporator described above

with comparable parameters. The sample is positioned at a distance of ∼ 30 cm from the e-beam

head, the carbon rod is heated with a power of P = 150− 180 W, and the shutter is opened for

t = 180 s. Longer carbon deposition times were avoided, as due to the high heating power the

pressure in the preparation chamber was increasing with time, potentially contaminating the

sample. During the deposition the sample is held at a constant temperature of TAg = 900 K for

Ag(111) and TCu = 1020 K for Cu(111). Subsequent to the carbon deposition the samples are

held at the growth temperature for additional five minutes.

Figure 2.17: Graphene grown from atomic carbon source (e-beam). (a) STM image of high quality graphene on
Ag(111) exhibiting dendritic shaped islands (VS = 0.3 V, I = 300 pA). (b) STM image of large islands with high
quality graphene on Cu(111) (VS = 1 V, I = 100 pA). The white dashed lines highlight the graphene islands.
Protrusions are found within the islands. In both cases the graphene is limited to one layer. (c) Atomically
resolved STM image of high quality graphene on Ag(111) (VS = 2.5 V, I = 50 pA). (d) Constant height AFM
image of atomically resolved graphene on Cu(111), proving the low defect density (VS = 0 V).
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Scanning probe measurements of the graphene resulting from the solid carbon deposition

growth are presented in Figure 2.17.

Figure 2.17 (a) depicts the graphene grown on Ag(111). The graphene islands exhibit a charac-

teristic dendritic shape and the coverage of the graphene reaches around 70%. Bright dots are

observed at the edges of the islands.

In comparison, graphene on Cu(111) (Figure 2.17 (b)) reveals more extended islands, exceeding

10000 nm2 in size and exhibiting less ridged edges. In the Cu(111) case, we obtained graphene

coverages up to 90 %. The graphene appears flat, with exception of some protrusions within the

islands (see Figure 2.17 (b)).

In both cases, we grew high quality graphene, which was evidenced by atomic resolved STM and

AFM measurements. Figure 2.17 (c), (d) depict atomically resolved graphene on Ag(111) and

Cu(111) respectively, proving the low impurity density of graphene. From our measurements we

conclude that the observed graphene islands on Ag(111) and Cu(111) are limited to one layer,

as we observed uniform step heights for all graphene islands.

Growth of graphene on Ag(111) from a resistively heated carbon filament Another

experimental approach to deposit atomic carbon is to use a resistively heated carbon source

[175]. Compared to the e-beam case, for a resistively heated filament we could omit the HV,

relaxing the safety constraints. Thus we designed the atomic carbon evaporator presented in

Figure 2.18 (a). The evaporator consists of two copper bars where one of the bars is connected

to the chamber ground and the second bar to a power supply. The carbon filament is fixed with

screws and washers on top of the bars. For the atomic carbon deposition, the filament is heated

by a power of ≈ 110 W (IFilament = 9.5 A, VFilament = 11.7 V) for 90 seconds and the sample

is subsequently kept at the growth temperature of TAg = 900 K for additional five minutes.

Figure 2.18: Graphene grown from atomic carbon source (carbon filament). (a) Photograph of resistively heated
atomic carbon source. A current is conducted through the carbon filament. At high temperature atomic carbon
is evaporated from the filament. The depicted flange size is CF40. (b) STM image of graphene grown on Ag(111)
with dendritic shaped islands (VS = 1 V, I = 200 pA). The inset shows an atomically resolved STM image of the
graphene, proving a low defect density of the obtained layer (VS = 0.2 V, I = 212 pA).
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The resulting graphene structure is shown in the STM image displayed in Figure 2.18 (b),

revealing dendritic shaped islands and a coverage exceeding 50%. Again the growth is limited

to one layer and high quality graphene is obtained (see inset in Figure 2.18 (b)). However,

we did not manage to control the carbon flux via the applied power in a reproducible way

and consequently the filament frequently burned through. As a consequence a micro balance

would be necessary to achieve better carbon flux control. Nevertheless, we obtained high quality

graphene grown on a noble metal at low temperatures.

2.9.3 CVD growth of graphene on Cu(111) and Ag(111)

Figure 2.19: Graphene grown from ethylene (C2H4) via CVD on Cu(111) and Ag(111). (a) STM image of
graphene on Cu(111) shows several graphene islands merged to a coverage of ≈ 40% (VS = 4.0 V, I = 200 pA).
Islands with different Moiré periodicities and islands without resolved Moiré patterns are found. (b) STM image
of sputter gun assisted CVD grown graphene on Ag(111). Large strongly corrugated region, which we assign
to areas with not dissociated C2H4. Graphene areas are framed by black dashed lines as a guide to the eye
(VS = 1.0 V, I = 200 pA). The inset is an enlarged image of the graphene island marked in (b) (VS = 0.08 V, I =
200 pA). The obtained graphene has a high density of defects. STM image is published in [117].

Many studies report the growth of graphene from precursors like methane [40, 43, 180, 181]

and ethylene [163, 182, 183] on a copper substrate. The typical temperatures for the graphene

growth in these publications exceed 1250 K and therefore work fine for polycrystalline copper,

but these growth temperatures are not accessible for crystalline Cu(111) or Ag(111). The tran-

sition from a highly crystalline metal to its amorphous counterpart occurs at roughly 75 %

of its respective melting point and therefore sets an upper temperature limit of ∼ 1020 K for

Cu(111) and ∼ 920 K for Ag(111) [184]. Consequently, we attempted a CVD growth at the

highest accessible temperature for our Cu(111) sample and a sputter gun assisted approach for

the Ag(111) sample. Gao et al. [163] achieved high coverage graphene grown by CVD on a crys-

talline Cu(111) surface by running several cycles of annealing and cooling down while keeping a

constant supply of ethylene. They claim that only the ethylene adsorbed at low temperatures

participates in the growth process. We followed the recipe given in [163] using a pressure of

pC2H4 = 1.5× 10−4 mbar during the growth process and a maximum sample temperature of

TCu = 1020 K. The temperature is ramped up and kept at its maximum for 5 minutes. Sub-
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sequently, the sample is cooled down to room temperature. This heating/cooling procedure is

repeated 6 times and after the last cycle the sample is kept at TCu = 1020 K for additional

five minutes after the ethylene supply is stopped. The ethylene adsorbed on the surface is ther-

mally dissociated at high temperatures and graphene growth is induced. The Cu(111) surface

activates the dissociation process and therefore the graphene growth is limited to one layer.

Figure 2.19 (a) depicts an STM image of the resulting graphene on Cu(111). The graphene

layer consists of many small patches merged together, where each patch does not exceed a size

of 20 nm × 20 nm. Some islands appear flat, while others reveal different Moiré patterns with

periodicities ranging from 2 nm to 7 nm. The obtained coverage is about 40%, and the residual

Cu(111) surface is covered with impurities.

However, the applied recipe for graphene growth on Cu(111) is not transferable to an Ag(111)

crystal. The lower melting point and the lower chemical activity of Ag(111) inhibit an effi-

cient dissociation of the C2H4 precursor. Therefore we adopted the irradiation assisted method

described in [171] for Au(111), for the growth of graphene on Ag(111). In this approach the

sputter gun is activated and accelerates ionized precursor molecules towards the sample. The

additional available kinetic energy of the ethylene increases the dissociation on the surface.

For the growth we kept the sample temperature at TAg = 900 K and dosed C2H4 at a pres-

sure of pC2H4 = 10−4 mbar for 15 minutes. The sputter gun runs at an acceleration voltage of

Vacc = 300 V and an emission current Iemission = 4 µA was collected at the sample. The ethylene

supply and the sputter gun are stopped simultaneously and the sample is kept at TAg = 910 K

for five more minutes. The resulting graphene/Ag(111) sample is shown in Figure 2.19 (b).

We obtain three distinct regions: (i) A strongly corrugated region labeled with CxHy, which

we assign to an area covered with not completely dissociated ethylene molecules. (ii) A region,

revealing flat areas of Ag(111) (labeled Ag(111)), and (iii) a region of Ag(111) covered by a

single layer of graphene (labeled graphene). The graphene regions are framed by dashed black

lines as a guide to the eye. In the inset, the area marked in yellow in Figure 2.19 (b) is en-

larged, depicting a graphene island edge. The observed graphene reveals a high defect density

and thus appears corrugated. While the coverage of the single layer graphene is around 15%,

the predominent area of the sample is the strongly corrugated region covered by fragments of

ethylene.

Discussion We conducted different approaches for the growth of graphene on Cu(111) and

Ag(111). The atomic carbon deposition method outperforms the CVD growth method, as

we obtained higher graphene coverages and essentially larger islands with uniform orientation.

Furthermore, by using atomic carbon we could reduce the activation temperature to enable

the graphene growth even on Ag(111). Compared to the heated filament based method, the

e-beam method reveals superior properties in terms of stability and reproducibility. Therefore,

we conclude that the best results for our purposes are obtained by the e-beam heated solid

carbon source.
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3 Intercalation of porphines

Parts of this Chapter are taken from the following publication:

Reproduced with permission from

Ducke, J.; Riss, A.; Pérez Paz, A.; Seufert, K.; Schwarz, M.; Garnica, M.; Rubio, A.; Auwärter,

W. Layered Insulator/Molecule/Metal Heterostructures with Molecular Functionality through

Porphyrin Intercalation. ACS Nano 2018, DOI: 10.1021/acsnano.7b08887.

Copyright 2018 American Chemical Society.

3.1 Introduction

A promising approach for the fabrication of tailored materials with well-defined physical

and chemical properties at the nanoscale, is the synthesis of hybrid materials by combination

of different materials classes, such as two-dimensional layered materials and organic molecular

materials. Van der Waals (vdW) heterostructures have attracted much attention in materials

science and engineering offering a wide scope of possible applications ranging from high tem-

perature superconductors to highly efficient field effect tunneling transistors [115, 185]. h-BN

is one of the prominent building blocks for such applications due to its insulating behavior,

high thermal conductivity, chemical and thermal stability [186–188]. These properties afford

application of h-BN as a dielectric spacing layer for transistors or as a protective capping layer

[115, 186, 187]. Intercalation of atoms and small molecules has already been investigated for

h-BN [189, 190] and other two-dimensional materials such as graphene [191, 192], as well as

for layered materials [193, 194], very often in the context of electrochemical electrode reactions

in batteries [195]. Intercalation is used to modify the properties of two-dimensional layers and

to fabricate heterostructures that are not accessible via conventional delamination and transfer

processes of two-dimensional materials [196–203]. Furthermore, reactions of small intercalated

molecules (such as CO and ethylene) have been puplished [204–206]. To date, only very few

studies exists that can image intercalated molecular entities (such as C60 underneath graphene

[197, 198, 200]). However, none of these studies investigates the intercalation of functional

molecules and their intrinsic properties. For such purposes, porphyrins are a particularly in-

teresting class of organic molecules, which have attracted much attention due to their broad

occurrence in biological systems [207] such as chlorophyll and hemoglobin and their potential

application for solar energy harvesting and organic electronics [208, 209]. By the modification of

their cores or their programmable substituents the physicochemical behavior of the porphyrins

can be changed [30]. Here we show the fabrication of functional layered architectures through

the intercalation of molecules. We used unsubstituted porphyrins (porphines), which we inter-
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calated at the h-BN/Cu(111) interface. We investigated the modification of the collective (i.e.

self-assembly) and intrinsic (i.e. tautomerization) properties of the porphines upon intercalation.

The system was characterized in real space using scanning probe microscopy, exhibiting sub-

molecular resolution. While nc-AFM gives access to the structural information of the capping

h-BN layer, STM allows imaging and manipulating the intercalated molecules as the h-BN layer

is electronically transparent. The intercalated molecules order in a close-packed arrangement

upon intercalation under the capping h-BN layer. However, the tautomerization process of the

intercalated molecules can be triggered electronically by the STM tip, showing that this intrinsic

property is not diminished by the h-BN. Supported by density functional theory (DFT) calcu-

lations, our experiments elucidate the energetics of the intercalation process. As intercalation

and self-assembly of intercalated molecules can be triggered at relatively low temperatures, this

synthesis procedure is a promising route for large scale bottom-up fabrication of protected func-

tional nano architectures and provides alternative synthesis protocols towards vertically stacked

layered materials.

3.2 Scanning probe measurements of intercalated porphines

3.2.1 Intercalated islands

We deposited free-base porphines (2H-P, left structure in Figure 3.1 (a)) on a high coverage

h-BN/Cu(111) sample, kept at Tsample = 420 K. We observe three different appearances of the

obtained molecular assemblies as shown in Figure 3.1 (b) and (c). The brightest molecular units

in Figure 3.1 (b) (VS = 0.56 V) with apparent heights of 0.09 nm correspond to 2H-Ps adsorbed

on the h-BN layer. These molecules accumulate at defects such as grain boundaries or wrinkles of

the h-BN. Furthermore, in the vicinity of the triangular openings in the h-BN layer (marked by

the red arrows in Figure 3.1 (b)) we observe extended molecular islands. We assign these islands

(highlighted in yellow) to islands of intercalated molecules, which exhibit an apparent height

of 0.04 nm. The intercalated molecules are sandwiched between the Cu(111) surface and the

overlying h-BN, as is shown below. Such triangular holes give rise to exposed Cu(111) surfaces

that are covered with molecules. Larger exposed Cu(111) areas can be seen for samples with

lower h-BN coverage. For such low coverage samples, we observed three distinguishable regions

(Figure 3.1 (c) (VS = 0.34 V)): (i) A region with pristine h-BN on Cu(111) (labeled
”
h-BN on

Cu(111)“). (ii) A region where the exposed Cu(111) surface is covered with molecules (labeled

”
Co-Ps on Cu(111)“). The molecules reveal an average neighbor distance of 1.27± 0.05 nm and

are arranged in an irregular array. The molecules exhibit bright protrusions in their centers in

contrast to the typical central depression reported for 2H-Ps [211]. As self-metalation of por-

phyrins typically occurs already for temperature beneath our preparation temperatures of 470 K,

we assign these molecules to Cu-Ps (right structure in Figure 3.1 (a)) [212–214]. We observed

additional bright species in this region, which are individual molecules adsorbed on the first
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Figure 3.1: STM measurements of intercalated porphines at the h-BN/Cu(111) interface. The samples were
prepared by deposition of 2H-P onto h-BN/Cu(111) at 470 K. (a) Structural models of free-base porphine (2H-
P) and copper porphine (Cu-P). (b) Overview STM image of high coverage h-BN on Cu(111). We identify
intercalated prophines (highlighted in yellow), which appear in the vicinity of triangular openings in the h-BN
layer (red arrows). Furthermore some molecules are adsorbed on the bare h-BN areas (VS = 0.56 V, I = 77 pA).
(b) STM topograph of intercalated molecules at sub-monolayer h-BN coverage exhibiting three distinct regions:
(i) pristine h-BN/Cu(111), (ii) self-metalated porphines on the metal Cu(111) substrate, and (iii) intercalated
Cu-Ps (VS = 0.34 V, I = 330 pA). The Figure is reprinted from [210].

Cu-P layer. (iii) A region where the molecular units self-assemble into a two-dimensional lattice

(labeled
”
Intercalated Cu-Ps“) with a nearest neighbor (NN)-distance of 11.1± 0.05 nm. From

our STM measurements we derive a superstructure of the intercalated molecule with respect

to the Cu(111) support, described by the

(
5 3

2 −3

)
matrix. The porphine axis along opposite

nitrogen atoms in the molecular center is minutely aligned with the high symmetry direction of

the metal support (compare calculated models in Figure 3.7). Within the intercalated islands

we observe brighter and darker regions as illustrated in Figure 3.2. The brighter region in Fig-

ure 3.2 (a) exhibits a highly ordered arrangement with (NN)-distances of 1.11±0.05 nm, whereas

the molecules in the darker region reveal (NN)-distances of 1.28± 0.05 nm. The molecules with

larger (NN)-distances are separated by additional adatoms and small molecules, which are high-

lighted by the white dashed circles. Small impurities can intercalated the h-BN without causing

relevant geometric distortions [199], and might lower the delamination energy during the inter-

calation process. Such regions with higher impurity density are more frequently observed for

samples with higher h-BN coverage. However the obtained apparent corrugation of the brighter
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Figure 3.2: STM image of intercalated Cu-Ps (VS = 0.2 V, I = 800 pA). (a) Ordered molecules are imaged
brighter and show nicely ordered arrangement with (NN)-distances of 1.11 ± 0.05 nm. Darker regions in (a)
correspond to molecular islands, where the intercalated porphines are further separated due to impurities such
as adatoms and small molecules (highlighted by the white dashed circles). Small impurities can intercalate the
h-BN without causing relevant geometric distortions [199]. The (NN)-distance found for the darker region is
1.28± 0.05 nm. However the apparent corrugation within the darker and the brighter areas with ∆h ∼ 0.03 nm
is very similar as shown by the height profiles in (b). The green graph corresponds to the green dashed line in
(a) in the brighter area, the red graph to the red dashed line. The Figure is reprinted from [210].

and darker areas are very similar. The green graph in Figure 3.2 (b) shows a height profile along

the green dashed line in Figure 3.2 (a) in the brighter area of the intercalated island. Similarly

the red graph corresponds to the darker region in Figure 3.2 (a). The obtained apparent corru-

gation of 0.03 nm for both regions of the intercalated island are considerably smaller than the

0.08 nm found for Cu-Ps on Cu(111) and than 0.09 nm for 2H-Ps on pristine h-BN.

3.2.2 AFM experiment - direct proof of intercalated molecules

Combined STM/nc-AFM experiments reveal that the self-assembled molecular islands are

intercalated between the Cu(111) surface and the h-BN capping layer. Figure 3.3 (a) presents

a STM image of an intercalated island, located at the top left and an h-BN on Cu(111) re-

gion at the bottom right of the image. The circular feature in Figure 3.3 (a) correspond to

ordered intercalated porphines. To transfer the exact molecule position from Figure 3.3 (a) to

Figure 3.3 (b)-(d), we marked four Cu-P centers in Figure 3.3 (a) by the yellow dots. After

a sample drift correction the molecular positions (i. e. local height maxima) are plotted in

Figure 3.3 (b)-(d). In Figure 3.3 (b) a constant height AFM image of the same area is depicted,

revealing atomic resolution with an lattice constant of ah−BN = 0.250 nm [215] of the h-BN

layer on the intercalated molecules in the ∆f -signal. This observation gives direct proof that

the molecules are located beneath the h-BN layer. We found an additional modification of the

frequency shift at the nanometers length scale up to ∆f = 4 Hz.

In contrast, we do not observe atomic contrast in the h-BN/Cu(111) region, as the tip-sample

distance is substantially larger. The larger tip-sample separation causes an increase in ∆f as

the attractive vdW interaction is lowered, leading to the white imaged region in Figure 3.3 (b).
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Figure 3.3: High-resolution STM/nc-AFM experiments of intercalated molecules. (a) h-BN/Cu-P/Cu(111)
system measured in constant-current STM mode (VS = 1 V, I = 15 pA). The intercalated molecules order in
a regular arrangement. The four yellow dots mark the position of molecular centers. Flat h-BN/Cu(111) is
found in the bottom right. (b) Constant-height AFM measurement of the same region imaged in (a), reveals
atomic resolution of the h-BN lattice of the h-BN/Cu-P/Cu(111) system (VS = 0 V). (c) Constant-∆f AFM
measurement (VS = 0 V, ∆f = 20 Hz) of the same area. We observe an apparent height difference between
h-BN/Cu-P/Cu(111) and h-BN/Cu(111) of ∆hh−BN = 0.21 nm. The inset depicts a height profile following the
dashed green line in (c) where we define the position x = 0 nm to the center of the Cu-P. (d) Two-pass AFM
image resolves the h-BN lattice in the h-BN/Cu(111) and the h-BN/Cu-P/Cu(111) region. The tip follows the
height profile from (c) with an additional height offset of -0.090 nm towards the surface. The Figure is reprinted
from [210].

We executed a constant-∆f AFM measurement to determine the lifting up of the h-BN

layer upon intercalation, as shown in Figure 3.3 (c). The ∆f -feedback was set to ∆f = −20 Hz

while the applied voltage was VS = 0 V. Additionally, we measured the height of an intercalated



40 3 INTERCALATION OF PORPHINES

island for different applied biases to confirm the negligible influence of the bias in the investigated

voltage range as shown in Figure 3.5. The inset in Figure 3.3 (c) shows the height profile along

the green dashed line in Figure 3.3 (c). Taking several islands into consideration, we obtain

an average island height of ∆h−BN = 0.21 ± 0.02 nm between h-BN/Cu(111)/Cu(111) and h-

BN/Cu(111). Conducting a two-pass AFM measurement [90] we obtain an atomically resolved

h-BN layer over the whole imaged area. In the two-pass experiment the tip follows the height

trace measured in Figure 3.3 (c) while the tip is approached by −0.090 nm to the surface. The

obtained ∆f signal is imaged in Figure 3.3 (d). While the h-BN lattice is resolved across the

whole range of the image, the ∆f contrast is reduced on the lower terrace, i.e. the pristine

h-BN/Cu(111). Also, a strong change of the ∆f contrast is observed at the areas near the

edges. This change is caused by tip convolution effects (as seen in the height profile inset in

Figure 3.3 (c)), i.e. the tip-sample distance is already decreased on top of the molecular islands

leading to higher contrast in the second-pass ∆f image. Analogously, the lower terrace areas

near the edge exhibit decreased contrast. A distortion of the h-BN lattice in Figure 3.3 (d)

can be seen especially across the vertical edges: the h-BN lattice directions can deviate by a

few degrees with respect to the directions on both terraces. This distortion results in a vertical

translation shift of the h-BN lattice of up to half of a lattice constant. We did not observe a

relevant modification in the lattice direction of h-BN/Cu-P/Cu(111) and h-BN/Cu(111) in the

areas further away from the edges.

3.2.3 Additional investigation of the intercalated islands height

Figure 3.4 depicts eight height profile from the intercalated islands to the bare h-BN, crossing

a molecular center. The tip lowers by ∆hh−BN/2 within a distance of d = 0.7±0.015 nm starting

Figure 3.4: Constant-∆f experiment of intercalated island (∆f = −20 Hz, VS = 0 V). We evaluate a height
difference between h-BN/Cu(111)/Cu(111) and h-BN/Cu(111) of ∆h−BN = 0.21± 0.02 nm by averaging over the
eight plotted lines in (a). The yellow dots define the location of the Cu-P center. (b) Height profiles along the
dashed lines in (a). x = 0 on the x-axis defines the position of the Cu-P center. The vertical lines are set to the

position where the tip is lowered by
∆h−BN

2
. The Figure is reprinted from [210].
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from the Cu-Ps center of the molecules located closest to the island edge. However, as can be

seen in the line scans a small decrease of the measured h-BN height was observed even directly

above the centers of the edge molecules. This is caused by the finite radius of the tip apex, which

leads to a smeared out line profile, i.e. the tip does not perfectly trace the height of the h-BN

layer. Figure 3.5 presents bias dependent experiments to determine the height of the intercalated

islands. Figure 3.5 (a)-(c) depict a intercalated island on the right top and pristine h-BN on

the left bottom. In Figure 3.5 (d)-(f) height profiles along the yellow lines in Figure 3.5 (a)-(c)

are presented. Three curves are shown for the diagonal (solid), horizontal (dashed), and vertical

(dotted) direction in Figure 3.5 (a)-(c).

Figure 3.5: Height determination of intercalated islands by constant-∆f measurements at different biases. (a)
∆f = −1.2 Hz, VS = −1 V, (b) ∆f = −0.4 Hz, VS = 0 V, (c) ∆f = −2 Hz, VS = 1 V. (d)-(f) Height profiles
along the yellow plotted lines in (a)-(c). The dashed, solid and dotted curves correspond to the horizontal
(dashed), the diagonal (solid), and the vertical (dotted) directions in the images (a)-(c). The curves in (d)-(f)
evidence only small influence of the bias on the evaluated island height in the regarded voltage range. (g) Kelvin
probe spectra maxima (V ∗S ) map (∆f = 1 Hz, VS = 0.1 V) [216–218]. We measured a 20× 20 grid of ∆f vs. VS
spectra over the region shown in (a)-(c). A typical spectrum taken at the yellow dot in (g) is depicted in (h). The
blue line represents the measured data and the red dashed line corresponds to a parabolic fit. V ∗S is determined
by the maxima of this parabolic fit for each pixel and imaged in (g). We can clearly observe the intercalated
island in the V ∗S map. We identify an additional modification of V ∗S on the h-BN/Cu(111), which we assign to
the Moiré corrugation of the h-BN. (i) STM topograph of same area measured at VS = 2.0 V, I = 15 pA. The
Figure is reprinted from [210].
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We observe only small deviations in the island height for different biases. Figure 3.5 (g)

shows a Kelvin probe spectra maxima (V ∗S ) map, where V ∗S is determined for each of the 20×20

pixels. V ∗S defines the contact potential difference between the tip and the sample. At an applied

bias of V ∗S the electrostatic contributions in the ∆f signal, arising from work function differences

between tip and sample, are minimized. Therefore we measured ∆f vs. VS spectra, which exhibit

a typical parabolic signature as shown in Figure 3.5 (g). This spectra was taken at the position

of the yellow colored point in Figure 3.5 (g). The data is colored in blue and the red line is the

corresponding parabolic fit. In the obtained V ∗S map we identify the intercalated island area and

additional a corrugation of V ∗S in the pristine h-BN region. The maximum deviation of V ∗S , which

corresponds to the work function differences ∆Φ between different positions in Figure 3.5 (g)

is ∆Φ ∼ 0.14 V. The highest V ∗S is found at the region of the intercalated molecules. In the

lower area of Figure 3.5 (g) the Moiré pattern of the h-BN is observable. Here, ∆Φ between

a Moiré pore and a wire regions is quantified to ∆Φ ∼ 0.08 V. This value is evidently smaller

than the ∆Φ found on h-BN/Cu(111) via FER experiment with ∆Φ ∼ 0.25 V [123]. We assign

the smaller ∆Φ deduced from the Kelvin probe experiments to a stronger spacial averaging in

the AFM signal, compared to the FER measurements reported in [123].

As shown in Figure 3.5 (h) such small differences in the contact potential do not lead to relevant

changes in the ∆f signal. Therefore we conclude that our measurements of the intercalated

island height give reasonable results for our specific investigated system and applied voltage

range. In summary, this combination of nc-AFM and STM measurements give direct evidence

for the intercalation of molecules.

3.2.4 Electronic structure of Co-porphines

We performed dI/dV spectroscopy to visualize the effect of the different adsorption positions

on the electronic properties of the porphines. Therefore we used cobalt porphines (Co-P).

The structure of Co-Ps is very similar to the structure of a Cu-Ps, except the central copper

atom is exchanged by a cobalt atom. The Co associated resonances in the DOS accommodate

information about the electronic coupling of the molecules to the metal surface [219, 220]. We

deposited the Co-Ps on the h-BN/Cu(111) sample at 470 K following the same procedure used

for the 2H-Ps. The inset in Figure 3.6 depicts an ordered island of intercalated molecules on the

right side and a line of Co-Ps adsorbed on the h-BN/Cu(111) arranged along the island edge. We

measured STS for three different Co-P positions. The spectrum of (i) Co-P on h-BN/Cu(111)

(gray dotted line) was taken at the position of the gray dot in the STM image. We observe

a pronounced resonance at VS ∼ 1.1 V, due to contributions of the Co states [126, 214]. The

highest occupied molecular orbital of the porphine leads to a DOS resonance for biases lower

than VS = −2.2 V. The negative differential resistance (NDR) and the sharp DOS resonances

point towards an efficient electronic decoupling of the porphines from the metal support [219].

(ii) STS of Co-P on Cu(111) (red dashed line). We do not image any sharp features in the

STS, however we find a smooth ascent of the DOS for biases exceeding VS ∼ 0.7 V. Due to
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Figure 3.6: Electronic structure of Co-Ps on different adsorption positions. (i) Co-P on h-BN/Cu(111) (gray
dotted line). We observe a characteristic resonance at VS ∼ 1.1 V, which is attributed to the Co orbitals [126,
214]. (ii) Co-P on Cu(111) (red dashed line). No sharp features are found, but we observe a smooth increase
of the DOS for biases exceeding VS ∼ 0.7 V. (iii) Intercalated Co-P (blue solid line). The STS shows similar
signature as (ii) with no sharp resonances. The inset shows a STM topograph, where we marked the STS positions
by a gray (Co-P/h-BN/Cu(111)) and a blue (intercalated Co-P) dot. The depicted spectra are normalized and
vertically offset for presentation. The Figure is reprinted from [210].

the electronic coupling of the molecule to the metal substrate, the intrinsic molecular DOS is

broadened leading to the observed STS [221]. (iii) STS of intercalated Co-P (blue solid line),

which was taken at the position of the blue dot in the STM image. The STS shows very similar

signature as (ii) with no sharp resonances, leading to the assumption of a effective electronic

coupling with the underlying metal.

3.2.5 Electronic switching of intercalated free-base porphines

As dI/dV spectroscopy indicates that the electronic structure of the porphines on Cu(111)

is not significantly altered by the capping h-BN layer, the next step was to investigate electroni-

cally induced tautomerization reactions [15, 222, 223]. As outlined above, elevated temperatures

that promote the intercalation process also lead to self-metalation of the molecules. Thus, in

most of our experiments Cu-Ps are the predominant species. However, by reducing the time

during which the sample temperature is kept above the metalation temperature, some 2H-Ps

can be preserved and identified in STM scans of the intercalated islands. The dashed black circle

in Figure 3.7 (a)-(c) marks such an intercalated 2H-P with its characteristic two-fold symme-

try and a depression in the center (in contrast to the neighboring spherically symmetric Cu-Ps

with bright centers) [214]. Applying a voltage pulse (VS = 1.6 V, t = 15 s, I = 2− 5 nA) with

the STM tip positioned close to the center of the intercalated molecule induces an apparent
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Figure 3.7: Electronically triggered tautomerization of an intercalated free-base porphine. (a) The two-fold
symmetry of the intercalated 2H-P (dashed black circle) can be resolved in STM measurements (VS = 0.5 V,
I = 200 pA for (a)-(c)). (b) STM image of the same area as in (a) reveals the other trans tautomer after
applying a voltage pulse of 1.6 V. (c) A subsequent voltage pulse with the same parameter reverts the 2H-P
configuration back to the initial state. White arrows in (a)-(c) indicate the orientation of the central hydrogen
pair. (d, f) DFT-optimized structures of the two possible trans tautomers of 2H-P adsorbed on Cu(111) (Cu:
brown, N: blue, C: black, H: white). (e, g) STM simulations (VS = 0.5 V) for the two tautomers. (h) Current
vs time trace recorded with the tip positioned above the molecule marked by the dashed black circle in (a)-(c)
reveals switching between two distinct conductance levels (VS = 1.6 V, t = 15 s). The Figure is reprinted from
[210].

rotation of the intramolecular features by 90◦ (compare Figure 3.7 (a) and (b)), indicating a

transformation to the other trans tautomer of 2H-P. A subsequent voltage pulse with the same

parameters can be used to restore the original orientation (Figure 3.7 (c)). A typical current vs

time trace with the tip held at constant height above the intercalated molecule shows switch-

ing between two distinct conductance levels (Figure 3.7 (h)). Simulated STM images of the

two trans tautomers of 2H-P on Cu(111) (Figure 3.7 (e) and (g)) resemble the experimental

images that were obtained in the switching experiments (Figure 3.7 (a)-(c)). Both tautomers

exhibit two-fold symmetry, but our experimental together with theoretical data show that one

of the tautomers (Figure 3.7 (a),(c),(e)) exhibits brighter features along the N-H bond direction.

This is likely caused by a different alignment of the amino hydrogen atoms with respect to the

Cu surface: while the tautomer in Figure 3.7 (d) has the two amino N-H bonds aligned along

the short bridge sites of the Cu(111) surface, [224] the amino bonds of the other tautomer are

aligned along the long bridge sites (Figure 3.7 (f), the most stable adsorption mode of 2H-P on

Cu(111), compare Figure 3.8) with the H atoms adsorbed on the hollow sites. According to our

DFT calculations, both 2H-P tautomers are nearly isoenergetic with a small energy difference

of 0.1 eV. Switching between the two forms can be triggered by tunneling-induced vibrational

excitations of the molecule [15, 223] and corresponds to a change of the positions of the central
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Figure 3.8: DFT optimized structures of different adsorbtion positions of the porphines. Side and top views
of the optimized geometries for (a) Cu-P on Cu(111), (b) 2H-P on h-BN/Cu(111), and (c) Cu-P intercalated
between Cu(111) and h-BN; Cu: brown, N: blue, B: green, C: black, H: white. In the top views in (b) and (c)
the h-BN lattice is drawn semi-transparently for clarity. For the calculations a 5× 5× 4 unit cell was used with
the following lattice vectors (in nm): [1.2834, 0.0, 0.0], [0.6417, 0.1111, 0.0], [0.0, 0.0, 3.0]. The Figure is reprinted
from [210].

amino hydrogen atoms. A 90◦ rotation of the whole 2H-P could in principle yield similar results.

However, such a rotation is unlikely, as neighboring molecules inhibit the rotation as presented

in Figure 3.9. Figure 3.9 (a) and (b) depict a bias pulse induced tautomerization process similar

to the one observed above, where the 2H-P rotates by 90◦. In Figure 3.9 (c) structural models

of the molecules overlay the molecular entities of the STM image. The molecules are in close

proximity to each other, inhibiting a rotation of the whole molecule. Figure 3.9 (d) shows a AFM

constant height image of the same area, proving that the tautomerized molecules are situated

beneath the h-BN.

Furthermore, we have not observed tip-induced lateral movement of the intercalated molecules,

suggesting a high barrier for translation and rotation of the intercalated molecules. Another

change of the adsorption configuration of the 2H-P cannot be ruled out entirely, but the sym-

metry of the molecular appearance in STM (Figure 3.7 (a)-(c)) and the presence of two distinct

conductance states (Figure 3.7 (h)) suggest that tunneling-facilitated hydrogen tautomerization

takes place [225, 226]. We thus conclude that the intrinsic functionality of porphine switching

is preserved upon intercalation, i.e., underneath a capping monolayer of h-BN.
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Figure 3.9: Electronically triggered tautomerization of an intercalated free-base porphine. (a) STM image of free-
base porphine exhibiting two-fold symmetry and a characteristic depression in the center (VS = 1.6 V, I = 10 pA).
(b) An apparent 90◦ rotation of the molecular configuration is observed after application of a bias pulse (VS > 2 V)
close to the center of the molecule (VS = 1.6 V, I = 10 pA). (c) STM image of the same area as in (a) with
overlaid molecular models illustrating steric hindrance between the central 2H-P and two adjacent Cu-P neighbors
(top left) constraining molecular rotation. Tautomerization, i.e., a 90◦ rotation of the central hydrogen pair, is thus
the most plausible explanation for the two distinct 2H-P configurations. (d) Constant-height AFM measurement
(VS = 0 V) of the same area shows an intact h-BN layer on top of the molecules. The Figure is reprinted from
[210].

3.2.6 Growth of graphene beneath h-BN using porphines as precursors

We annealed the sample to 560 K to covalently couple the intercalated porphines as shown in

Figure 3.10 (a). Some molecules are still clearly separated from each other, while some molecules

highlighted by the yellow circle exhibit pronounced LDOS at the contacts to the neighboring

molecules.

Additionally, these molecules reveal a center-to-center separation of d = 8.6 ± 0.3 Å, which

matches the values reported for covalently coupled porphines on Ag(111) [227] and is evidently

smaller than the molecule-molecule distance in the intercalated islands presented above. We

assume that these molecules underwent a surface assisted dehydrogenative homocoupling as it

has been shown for porphines on a metal support [227].
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Figure 3.10: Polymerization of and graphene growth from intercalated porphines. (a) After annealing the sample
to 560 K we observe polymerized porphines. The yellow circle highlights examples of covalently coupled molecules
(VS = 0.5 V, I = 150 pA). (b) We heated the sample to 1070 K, to disintegrate the intercalated porphines and
thereby use them as precursor for the growth of graphene (VS = −1.0 V, I = 350 pA).

In a next step we heated the sample to 1070 K to grow graphene from porphine precursors

beneath the h-BN. While heating to these elevated temperatures, we expect the molecules to

completely disintegrate and subsequently react. Figure 3.10 (b) shows a flat island at the bottom

of the image, which we assign to a graphene island, which is situated under the h-BN. As we do

not observe such islands, when heating an h-BN/Cu(111) sample without intercalated molecules

to such temperature, we expect the island to origin from the porphine molecules. The energy of

the surface state and the FER resonances are clearly shifted between the bare h-BN/Cu(111)

regions and the region of the graphene island. Therefore, we can exclude that the island consists

of migrated copper atoms.

Furthermore, we observe a triangular opening in the h-BN layer, which is localized relatively

far away from the next graphene island. This points towards a desorption of molecules, which

were situated beneath the h-BN. Another possible interpretation is that the whole intercalated

islands have to move beneath the h-BN, what is unlikely due to the high activation energy for

the movement of molecular clusters. In contrast single molecules might move to an opening in

the h-BN layer and desorb from there.

As we expect the porphine molecules to disintegrate upon the growth process of the graphene,

the molecules also supply nitrogen atoms. Therefore porphines might be suitable for the growth

of n-doped graphene, which exhibits unique properties for nano electronic devices [162, 228–231].
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3.3 Mechanism and energetics of the intercalation

For a deeper understanding of the intercalation process, we investigate the mechanism and

the energetics in the following. The mechanism of the intercalation involves delamination of

the h-BN starting at the edges of the weakly bonded layer from the Cu(111) substrate [123],

such that intercalated islands can be formed through molecular diffusion. Thus, the intercalated

molecular islands, consisting of 2H-P, Cu-P, or Co-P, are observed close to h-BN edges, which

can occur at holes in the h-BN layer that are usually found at domain boundaries or which

terminate submonolayer h-BN islands. No clear preference for intercalation at island edges, hole

edges, or distinct h-BN domains was found as shown in Figure 3.11. Figure 3.11 (a) depicts

intercalated islands at different h-BN orientations, whereas Figure 3.11 (b) shows intercalated

islands at h-BN island edges (highlighted in red) and again within the h-BN islands (highlighted

in yellow).

Figure 3.11: Porphine intercalation at different defect types. (a) High-bias STM image of h-BN/Cu(111) after
deposition of 2H-P onto a sample kept at 470 K. Intercalation of porphines (highlighted in yellow) at different
Moiré domains is observed. No influence of the rotational direction of the h-BN overlayer on the intercalation
was found (VS = 4.0 V, I = 200 pA). (b) STM image showing intercalated molecular islands at h-BN island
edges and domain boundaries. Dashed white lines mark edges of h-BN islands. Molecular assemblies that are
intercalated at openings, which commonly appear at domain boundaries [232] of the h-BN layer are highlighted in
yellow. Intercalated porphines close to h-BN island edges are highlighted in red (VS = 1.5 V, I = 230 pA). The
Figure is reprinted from [210].
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The size of most of the intercalated islands is significantly smaller than 1000 nm2, which hints

at a diffusion-limited process, as opposed to edge-delamination being the limiting step [191]. It

is possible that the intercalation process is in some cases assisted with pre- or co-intercalation

of small atomic or molecular species that can diffuse underneath the h-BN without inducing

substantial geometric distortions [199] (see Figure 3.2). The activation energy associated with

the delamination of the h-BN layer is reflected in the onset temperature of the intercalation

process of about 420 K. Furthermore, our measurements show that efficient porphine interca-

lation is hampered at temperatures above 470 K, which can be explained by facile desorption

of molecules at elevated temperatures. To investigate the energetics and driving forces of the

intercalation process in detail, we performed DFT calculations including long-range van der

Waals interactions [233]. The calculations where provided by the collaboration partners Alejan-

dro Perez Paz and Angel Rubio.

Figure 3.12: DFT-optimized structures and respective adsorption energies for the experimentally observed
porphine arrangements: (a) Cu-P on Cu(111), (b) 2H-P on h-BN/Cu(111), and (c) intercalated Cu-P. The side
views of calculated structures for 5 × 5 × 4 Cu(111) slabs are shown (Cu: brown, N: blue, B: green, C: black,
H: white). Calculated vertical heights of porphine center of mass with respect to the average of the Cu(111) top
layer (or the h-BN layer, respectively) are given. The Figure is reprinted from [210].
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The optimized geometries for the three experimentally observed adsorption arrangements

are shown in Figure 3.12 along with their corresponding calculated adsorption energies ∆E: (a)

Cu-P on Cu(111) with ∆E1 = −4.63 eV, (b) 2H-P on h-BN/Cu(111) with ∆E2 = −2.58 eV,

(c) intercalated Cu-P with ∆E3 = −1.18 eV. In the calculations we used a 5 × 5 × 4 slab

comprising four layers of copper atoms (25 atoms per layer), a total of 25 B and 25 N atoms

in the h-BN layer, and one porphine. In this small supercell, the h-BN structure is rather flat.

The separation between neighboring Cu-Ps is 1.28 nm, which is close to the experimentally

observed (NN)-distance of a = 1.11 ± 0.05 nm for intercalated molecules. In calculations, the

vertical separation between h-BN and the top layer of Cu(111) without intercalated molecules,

hh−BN/Cu(111) = 0.315 nm, agrees quite well with references [116, 123, 234, 235]. Upon inter-

calation, the calculated vertical distance between h-BN and the top layer of Cu(111) increases

to hh−BN/Cu−P/Cu(111) = 0.567 nm. Therefore, the difference between these two heights is

∆hh−BN = 0.252 nm. This is slightly larger than the height difference that was determined

from nc-AFM experiments averaged over different molecular islands (∆hh−BN = 0.21±0.02 nm).

This apparent discrepancy between theory and experiment can be caused by a variation in the

long-range forces (such as electrostatic forces) on h-BN/Cu(111) and h-BN/Cu-P/Cu(111). This

also explains the reduced atomic contrast of the h-BN/Cu(111) areas in Figure 3.3 (d) in which

a larger tip-sample distance in this area leads to a reduced contrast. The adsorption height with

respect to the molecular center of mass of intercalated Cu-P was calculated to be h = 0.230 nm,

which is slightly reduced compared to h = 0.235 nm for Cu-P on Cu(111). Both systems show

significant Bader charge transfer from the metal surface to the molecule: 1.45e− for the in-

tercalated Cu-P and 1.29e− for the Cu-P on Cu(111), as calculated by DFT. The h-BN plays

almost no role in the charge transfer but slightly reduces the vertical separation between the

porphine molecule and the Cu(111) topmost layer (∼ 0.005 nm). In contrast, for the 2H-P on

h-BN/Cu(111) only a very small charge transfer of 0.06e− is predicted (at the adsorption height

of 0.334 nm above h-BN). The adsorption energies were calculated with respect to the separate

constituents, consisting of an isolated porphine and the h-BN/Cu(111) or the Cu(111) surface,

respectively:

∆E1 = E(Cu− P/Cu(111))− [E(Cu− P ) + E(Cu(111))] (3.1)

∆E2 = E(2H − P/h−BN/Cu(111))− [E(2H − P ) + E(h−BN/Cu(111))] (3.2)

∆E3 = E(h−BN/Cu− P/Cu(111))− [E(Cu− P ) + E(h−BN/Cu(111))] (3.3)

where E(x) is the calculated energy of the relaxed structure x. Please note that the metalation

energy is not included in these calculations; that is, we assume that for the formation of interca-

lated Cu-Ps metalation precedes the intercalation. This is in line with temperature-dependent

experiments indicating that the activation energy for metalation is lower than the activation

energy for intercalation. However, the influence of the metalation energy is discussed below.
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The intercalation is driven by the large adsorption energy of the molecules on Cu(111), ∆E1 =

−4.63 eV. However, as the vdW interaction between h-BN and Cu(111) weakens when Cu-P

intercalates, a smaller intercalation energy gain of ∆E3 = −1.18 eV results, with new vdW

contacts formed between the intercalated Cu-Ps and h-BN. It should be noted that all three

adsorption processes (Figure 3.12) are thermodynamically favorable. This is in agreement with

our experiments, in which we observe all three adsorption arrangements.

Based on the calculated adsorption energies, the simulations predict that the porphines prefer-

ably adsorb on Cu(111), followed by adsorption on h-BN/Cu(111) and intercalation. The inter-

calated Cu-Ps are therefore predicted to exist in the smallest quantity. In fact, we observe in

the experiments that intercalation takes place only when the exposed Cu(111) surface is com-

pletely covered by molecules. However, we typically observe a higher abundance of intercalated

molecules compared to the number of molecules adsorbed on h-BN/Cu(111). For instance, Fig-

ure 3.1 (b) shows that only very few molecules are adsorbed on h-BN/Cu(111), most of which

are located close to defect sites, such as wrinkles in the h-BN. This discrepancy between ex-

periment and theory can be explained by several factors: (i) Overbinding between h-BN and

Cu(111) can occur in the theoretical modeling caused by the overestimation of C6 coefficients

in the vdW correction used [123, 236], which (ii) can be particularly relevant for the modeled

h-BN/Cu(111) registry (N atoms on top of Cu atoms), representing the strongest interaction

within the Moiré lattice [116].

Figure 3.13: STM image of a sample prepared at Tsample ∼ 420 K evidences preferential intercalation of
porphines at the weakly bonded wire areas of the h-BN/Cu(111) Moiré superlattice. The intercalated island
(highlighted in yellow) shows voids that coincide with the pore regions, which exhibit the strongest interaction
within the Moiré lattice (N atoms on-top of Cu atoms) leading to a higher energy cost for h-BN delamination.
Additionally, porphines adsorbed on the h-BN layer can be observed, frequently occupying positions at the
boundary of the voids in the intercalated island (VS = 1.6 V, I = 10 pA). The Figure is reprinted from [210].
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This effect can clearly influence the intercalation process as can be seen in Figure 3.13, where

the highlighted areas correspond to intercalated molecules. Upon annealing the porphines have

enough energy to intercalate the wire regions of the Moiré, whereas the h-BN in the pore regions

sticks still to the Cu(111) surface.

(iii) Also, the influence of different surface diffusion barriers might play a role in the experiments,

i.e., porphine migration is readily possible from h-BN/Cu(111) toward Cu(111), but not in the

opposite direction. (iv) Furthermore, porphine desorption from h-BN, which occurs at elevated

temperatures during sample preparation, is hindered for the intercalated molecules. (v) The

calculations clearly show the effect of the density of the intercalated porphines on the energy

gain ∆E3: The reduction of the (NN)-distance from a = 2.05 nm (8×8×4 slab) to a = 1.28 nm

(5× 5× 4 slab) results in the intercalation energy changing its sign from a thermodynamically

unfavorable situation with +4.8 eV to a favorable case with −1.18 eV. Higher densities (or

smaller unit cells) thus yield a higher energy gain as the decrease of vdW interaction energy

between h-BN and Cu(111) is smaller per intercalated molecule. According to this trend, the

energy gain due to intercalation will further increase for the experimentally observed (NN)-

distance of 1.11±0.05 nm and thus explain the higher prevalence of intercalated species observed

in experiment. This coverage effect is also likely the cause for the dense self-assembly of the

intercalated molecules. (vi) Furthermore, energy gains or losses due to the metalation upon

intercalation might be relevant for the energetics.

Figure 3.14: Scheme of the limiting cases for the metalation/intercalation process. The process has been modeled
in two ways, where the active Cu species can be either: (i) Cu-atoms in the gas phase, or (ii) Cu-adatoms on the
Cu(111) surface. The Figure is reprinted from [210].

Therefore we have modeled the possible combined metalation/intercalation process using

two limiting cases as shown in Figure 3.14: starting from 2H-P, h-BN/Cu(111) and a Cu-atom

(i) in the gas phase, or (ii) adsorbed as an adatom on the Cu(111) surface. In both cases, the

final state consists of the intercalated Cu-P, i.e. h-BN/Cu-P/Cu(111), as well as H2 in the gas

phase. Regarding the energy release, the approximation in (i), i.e. using free Cu atoms to model

the mobile Cu-species that mediate metalation [213, 214] is the most favorable case. In this case,

the energy difference between the final and initial states is calculated to be ∆E(i) = −3.9 eV.

The process is thus exothermic and thermodynamically favorable.
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∆E(i) = [E(h−BN/Cu− P/Cu(111)) + E(H2,gas)]

− [E(2H − Pgas) + E(Cugas) + E(h−BN/Cu(111))]
(3.4)

On the other hand, the approximation in (ii), i.e. starting from a Cu-atom adsorbed on

Cu(111) at the most stable site (3-fold fcc site, according to experimental and computational

data [237]), is energetically less favorable but still exothermic:

∆E(ii) = [E(h−BN/Cu− P/Cu(111)) + E(Cu(111)) + E(H2,gas)]

− [E(2H − Pgas) + E(Cuads/Cu(111)) + E(h−BN/Cu(111))]

with ∆E(ii) = −0.2 eV. We believe that pathways (i) and (ii) constitute limiting cases of the

true intercalation energy: the estimate given by path (i) is an upper bound whereas (ii) gives

a lower bound of the intercalation energy. However, as the metalation most likely takes place

before the intercalation and Co-Ps and 2H-Ps follow the same intercalation recipe, we assume

that the metalation energy does not strongly influence the energetics of the whole process.

3.4 Conclusion

In conclusion, we have synthesized hybrid inorganic-organic heterostructures consisting of

porphine molecules (2H-P, Cu-P, or Co-P) intercalated between Cu(111) and an h-BN layer at

moderate temperatures. Furthermore we grew graphene covered by a h-BN layer from porphine

precursors.

The intercalation process is driven by the high adsorption energy of the molecules on the metal

surface and the formation of new vdW contacts between the porphines and h-BN. In a close-

packed molecular assembly this energy gain can compensate the energy cost for delamination of

h-BN (i.e., reduction of vdW interaction between h-BN and Cu(111)). The capping h-BN layer

does not significantly alter the electronic properties of the molecules. Tautomerization can be

triggered by injecting electrons through the h-BN layer.

This work opens up potential pathways toward the use of functional molecular architectures

outside of ultra-high-vacuum environments. Furthermore, chemical reactions of intercalated

molecules [206, 238] could be controlled by geometric confinement and/or the selectivity of the

intercalation process to different reactants.
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3.5 Methods

All experiments were performed in custom-designed ultra-high vacuum chambers housing

a commercial STM/nc-AFM operated at T = 5 K (CreaTec). The base pressure during the

experiments was below 2× 10−10 mbar. Repeated cycles of argon sputtering and annealing up

to 1070 K were used to prepare the Cu(111) single crystal. h-BN was grown from the precursor

borazine at a pressure of 7 × 10−7 mbar and a sample temperature of 1070 K [116]. Subse-

quently, 2H-P molecules (Sigma-Aldrich, purity ≥ 99%) were evaporated from a thoroughly

degassed quartz crucible held at 470 K. During deposition the sample temperature was kept at

420 − 470 K. All STM images were recorded in constant-current mode using an electrochemi-

cally etched tungsten tip. nc-AFM measurements were performed using a qPlus sensor with a

tungsten tip (resonance frequency ∼ 25 kHz, oscillation amplitude 80 pm, Q value ∼ 79000).

dI/dV spectra were acquired at constant height (open feedback loop) with a lock-in amplifier

using a modulation frequency of 470 − 770 Hz and a modulation voltage of 14 − 35 mV(rms).

Current traces I(t) were recorded at constant height (open feedback loop). Slab calculations were

performed using the projector augmented wave pseudopotential method [239] as implemented in

the VASP code [240–243]. We used the PBE exchange-correlation functional in all calculations.

[244] We included long-range vdW interactions via the Tkatchenko-Scheffler approach. [233]

The convergence threshold of the electronic cycle was set to 10−5 eV. The Cu(111) surface was

modeled with the coordinates derived from a typical PBE lattice constant of 0.363 nm [224,

235]. The low (high) coverage limit was modeled via 8×8×4(5×5×4) slabs that feature lateral

porphine separations of 2.053(1.283) nm. The adsorption mode of 2H-P on Cu(111) of Müller

et al. [224], which places the two N-H amino (=N-imino) groups of 2H-P along the long (short)

bridge position, agrees well with our experimental observations and was adopted for all porphine

molecules on Cu(111). The B-N distance in h-BN (0.1482 nm) was stretched slightly (< 3%)

with respect to its experimental value (0.1446 nm) so as to achieve commensurate unit cells

with the underlying Cu(111) surface [245]. The adsorption of h-BN on Cu(111) is dominated by

vdW interactions, and we use a model that places the N atoms on top of Cu atoms and B over

face-centered cubic (fcc) sites [116, 234, 235]. The optimal adsorption site of a single Cu adatom

on the Cu(111) surface is the 3-fold fcc site according to STM experiments and DFT calculations

[237]. The h-BN, adsorbate, adatoms, and the top Cu layer were relaxed until all ionic forces

were below 2.5 eV/ nm. These geometry optimizations used a kinetic energy cutoff of 400 eV

and 3× 3× 1(1× 1× 1) k-point sampling for 5× 5× 4(8× 8× 4) slabs. For accurate energetics,

single-point energy calculations were performed at a 600 eV cutoff and 5×5×1(3×3×1) k-point

grid for 5× 5× 4(8× 8× 4) slabs. Over 1.8 nm of vacuum and dipole corrections were used to

decouple the periodic images along the normal z direction. We used spin-polarized calculations

whenever necessary (Cu-P species). The charge transfers were computed via the Bader analysis

code [246]. STM images were simulated under the Tersoff-Hamann approximation [70].
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4 h-BN/Cu(111) after exposure to ambient conditions

h-BN reveals extraordinary properties in terms of thermal and chemical stability [247], which

make this two-dimensional layer a promising candidate as a protective cover for all kind of nano

devices [248, 249]. We have shown the intercalation of functional molecules at the h-BN/Cu(111)

interface at moderate temperature and as a next step we wanted to investigate the protective

properties of the covering h-BN layer against exposure to air.

As shown in the following, atmospheric oxygen can intercalate h-BN/Cu(111). The covering

layer modifies the ordering behavior of the intercalated oxygen and several different adsorption

geometries have been identified. By a subsequent thermal activation in vacuum we also achieved

deintercalation of the oxygen. At even higher temperatures the h-BN starts to disintegrate.

4.1 Oxygen on Cu(111)

There is a large number of studies on oxygen on crystalline copper surfaces tracing back

to the 70s [250–254]. Molecular oxygen adsorbs dissociatively [251, 253] and shows ordered ar-

rangements on Cu(100) and Cu(110) [253, 255, 256], whereas the interpretation of the oxygen

adsorption on Cu(111) is much more complex [257].

Many studies show no apparent ordering of oxygen on Cu(111) [250–252, 254, 255], however for

thermally activated surfaces ordered arrangements were reported [256–262]. Two distinguish-

able structures, the so-called
”
29“-structure and the

”
44“-structure are found in several reports,

identified with different complementary techniques such as STM and LEED [256, 258, 259].

The
”
29“-structure exhibits an unit cell of 0.91 nm×1.8 nm with an opening angle of Φ = 76.7◦,

whereas the basis cell of the
”
44“-structure is 2.2 nm× 1.18 nm with Φ = 84.3◦ [259].

The
”
44“-structure is the most commonly found regular structure on Cu(111) and is stable up

to high temperatures of 1200 K [263]. Upon annealing to ∼ 723 K [259] the regular struc-

tures of the oxygen disappear in STM experiments due to dissolving oxygen in the copper bulk,

but the LEED pattern of the annealed samples still show distinct spots corresponding to the

”
44“-structure [259]. By reducing the oxygen layer for example with CO, starting from the

”
44“-structure an oxygen deficient layer is formed, which exhibits an hexagonal lattice with lat-

tice constant a = 0.6 nm. After further reduction separated chemisorbed oxygen is left, which

appears as dark dots on the Cu(111) surface [264].

Furthermore, in some reports hexagonal lattices with only short range order exhibiting a period-

icity of ∼ 0.6 nm were found [256, 258, 259, 261, 262, 264]. Two publications also report cubic

symmetric oxygen structures on Cu(111) with periodicities of 0.51 nm [253] and 0.43 nm [251],

respectively. However, the cubic structures were found in averaging experiments like LEED [251,

253] and high-resolution electron energy loss spectroscopy [251] and were so far not confirmed

by real space experiments, e.g. STM.
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4.2 Oxygen intercalated between copper and h-BN

h-BN on a copper support has been previously investigated after exposure to air [202, 265].

XPS experiments have shown that for h-BN on polycristalline copper [265] and Cu(100) [202]

the intercalated element is mainly oxygen upon exposure to air. The elemental boron is oxidized

and removed from the surface while some nitrogen-oxygen bonds are formed [265].

On Cu(100) the oxygen forms regular arrangements beneath the h-BN and for temperatures

exceeding 870 K the oxygen etches away the h-BN.

On polycristalline copper a successful deintercalation of oxygen with intact h-BN has been

reported. The deintercalation temperature depends on the exposure time of the system to air

and for long term exposure h-BN disintegrates before oxygen is deintercalated:

For two days air exposure the deintercalation starts at 510 K, while the h-BN remains stable

even above 920 K. After exposure of ten days no deintercalation has been detected up to 970 K.

At these elevated temperatures h-BN starts to disintegrate and reacts, catalyzed by the copper

surface, to N2 and boron oxides [265].

4.3 Air exposure - experiment 1

To investigate the effect of exposure to air on h-BN/Cu(111) and on intercalated molecules,

we prepared a sample with a submonolayer coverage (∼ 90%) of h-BN on Cu(111). The h-BN

was partly intercalated with 2H-Ps, while the Cu(111) areas were covered by porphines. The

h-BN layer shows defects along grain boundaries as highlighted in Figure 4.1 (e). The sample

was exposed to ambient conditions (pair ∼ 1 bar, Tsample = RT ) for 10 minutes with subsequent

annealing to 370 K for 60 minutes in UHV.

Figure 4.1 (a) shows an overview image of the exposed sample with three distinct regions. A

strongly corrugated area, which we assign to the formerly h-BN free regions that were covered

with porphines. Moreover, we observe two relatively flat areas, one brighter and the other one

darker. As no Moiré pattern can be imaged, we assign these two areas to intercalated h-BN,

most likely by oxygen. Figure 4.1 (b) shows different ordered arrangements beneath the h-BN,

which are highlighted with colored frames. The area highlighted by a red rectangle exhibits

a highly ordered structure with lattice constants a1 = a2 = 0.65 nm and ϕa1a2 = 82◦ (see

Figure 4.1 (c)). The yellow rectangle highlights an area exhibiting a structure with lattice vectors

of a1 = 1.02 nm and a2 = 2.2 nm and ϕa1a2 = 90◦ (see Figure 4.1 (d)). In the area framed by the

green rectangle, we observe intercalated porphines, which are not ordered and well separated

from each other. The porphyrins appear intact and show no indications of disintegration or
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Figure 4.1: Oxygen intercalated h-BN. h-BN on Cu(111) with regions of intercalated porphines after exposure
to air for ten minutes and a subsequent annealing step to TSample = 370 K for 60 minutes. (a) Overview image
with three distinct areas: (i) strongly corrugated areas, which corresponds to a porphine covered Cu(111) after
oxygen exposure labeled with

”
Cu(111) “. (ii) A brighter and (iii) a darker flat area of the oxygen intercalated

h-BN labeled
”
h-BN “(VS = 1.13 V, I = 62 pA). (b) Three different ordering regimes of the intercalated oxygen.

Red rectangle: highly ordered symmetric area with lattice constant a1 = a2 = 0.65 nm and ϕa1a2 = 82◦ (VS =
1.5 V, I = 33 pA) (Enlarged image in (c)(VS = 1.5 V, I = 33 pA)). Yellow rectangle: ordered area with lattice
vectors of a1 = 1.02 nm and a2 = 2.2 nm and ϕa1a2 = 90◦ (Enlarged image in (d)(VS = 1.0 V, I = 79 pA)).
Green rectangular: intercalated porphines showing no indications of disintegration. Black rectangle: no visible
long range order. (e) h-BN before air exposure with defects at domain boundaries highlighted with red arrows
(VS = 1.62 V, I = 720 pA).

polymerization. Additionally, we found regions with no apparent ordered structures, which are

highlighted by the black rectangle in Figure 4.1 (b). In a subsequent annealing step the sample

was heated to TSample = 470 K for 45 minutes. We find a predominant ordered structure with

large extension, up to several tens of nanometers, which is depicted in Figure 4.2 (a). A close-up

of the observed structure is imaged in Figure 4.2 (b) and Figure 4.2 (c). Figure 4.2 (c) depicts

the atomically resolved h-BN lattice at the same position as (b) with a modified tip. Based on

the lattice constant of the h-BN honeycombs, we find lattice vectors a1 = a2 = 0.65 nm with

an opening angle ϕa1a2 = 82◦. The same structure was already identified before the second

annealing step, however in much smaller patches (see Figure 4.1 (c)).

Increasing the annealing temperature further by 50 K to TSample = 520 K for 15 minutes leads

to the formation of large areas exhibiting striped patterns as shown in Figure 4.2 (e). The

zoom-in image in Figure 4.2 (d) reveals a a1 = 2.2 nm, a2 = 1.03 nm unit cell with ϕa1a2 = 90◦.

However, the annealed sample additionally contains areas with no obvious long range periodicity

as can be seen in Figure 4.2 (f).

The intercalated porphines presented in Figure 4.2 (g) exhibit deformations and polymerization
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Figure 4.2: Intercalated oxygen under h-BN after additional annealing steps at TSample = 470 K for 45 minutes
((a) - (c)) and TSample = 520 K for 15 minutes ((d) - (g)). (a) Extended ordered areas with a1 = a2 = 0.65 nm
and ϕa1a2 = 82.4◦ (VS = 0.1 V, I = 71 pA). (b) Zoom-in of (a) (VS = 0.1 V, I = 170 pA) and (c) zoom-
in with atomically resolved h-BN (VS = 0.01 V, I = 170 pA). (e) Stripes with a1 = 2.2 nm, a2 = 1.03 nm
as unit cell and ϕa1a2 = 90◦ (VS = 0.45 V, I = 200 pA). (d) Zoom-in of stripe structure presented in (e)
(VS = 0.89 V, I = 150 pA). (f) areas with no long range periodicity (VS = 0.79 V, I = 94 pA). (g) Intercalated
molecules after annealing to TSample = 520 K showing deformation and polymerization (highlighted with red
circles) (VS = 0.69 V, I = 1.5 nA).

as consequences to the high temperatures. Encircled in red are molecules, which underwent a

polymerization process, as judged from the short center-to-center distance of ∼ 8.5 Å.

After the sample was further annealed to 570 K most areas appeared unordered, similar to what

was found in Figure 4.2 (f). The results after annealing the sample to 620 K for 15 minutes

are shown in Figure 4.3. At low bias (Figure 4.3 (a) and (b)) most of the sample reveals an

ordered structure on a small length scale. As one example, the yellow rectangle in Figure 4.3 (a)

is enlarged in Figure 4.3 (b). The structure appears ordered with square symmetry and basis

vectors a1 = a2 = 0.6 nm for a spatial extend of a few square nanometers. Figure 4.3 (c)

is measured at the same position, atomically resolving the h-BN overlayer, showing that the

ordered structure is situated beneath the h-BN. We assign the flat regions in Figure 4.3 (a)

highlighted with the red arrows to deintercalated h-BN areas. These areas are flat and appear

much brighter after increasing the bias voltage from VS = 3.50 V (Figure 4.3 (d)) to VS = 4.09 V

(Figure 4.3 (e)) accessing the FER states of h-BN/Cu(111) [116]. We measured the atomically

resolved h-BN lattice to ensure that there is still h-BN at the deintercalated areas.

Figure 4.3 (f) shows an additional ordered arrangement found on the sample. The protrusions

have different brightnesses and are ordered in a hexagonal array with a nearest neighbor distance

of a = 0.78 nm. On this sample, no intercalated porphines were detected. In the last annealing

step the sample was heated to 720 K for 15 minutes. Figure 4.4 depicts a large area topograph
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Figure 4.3: Oxygen intercalated h-BN sample after annealing to TSample = 620 K. (a) Overview with ordered
structures highlighted by a yellow rectangle and deintercalated areas highlighted by red arrows (VS = 0.38 V, I =
100 pA). (b) Ordered structures with a1 = a2 = 0.6 nm and cubic symmetry (VS = 0.50 V, I = 1.5 nA)). (c)
Same area with atomically resolved h-BN overlayer (VS = 0.01 V, I = 3.5 nA). (d) Same area as in (a), where
deintercalated areas appear dark (VS = 3.50 V, I = 100 pA). (e) Same area as (a) and (d) where deintercalated
areas appear bright as the applied bias accesses the FER states of h-BN (VS = 4.09 V, I = 100 pA)). (f) Hexagonal
ordered structure with a = 0.78 nm exhibiting different brightnesses (VS = 1.80 V, I = 890 pA)).

of the h-BN (290 nm× 290 nm). The h-BN/Cu(111) Moiré pattern becomes visible at imaging

conditions at high bias of VS = 4.09 V. Some areas, for example in the top right corner appear

like flat h-BN/Cu(111).

Figure 4.4: Complete deintercalation and start of oxidation of h-BN at TSample = 720 K. 290 nm × 290 nm
topograph of h-BN at VS = 4.09 V. The h-BN is completely deintercalated and the Moiré pattern is visible.
The h-BN sheet starts being etched away (VS = 4.09 V, I = 200 pA). The inset shows an enlarged image of
the h-BN free areas, which exhibit a hexagonal ordering with basis vector a = 0.8 nm and bright dots on top
(VS = 0.50 V, I = 360 pA).
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Consequently we assume that the h-BN/Cu(111) interface is essentially deintercalated. The

h-BN also starts to be oxidized at these temperatures. The inset shows a zoom-in to an h-BN

free area, where a hexagonal structure with basis vector a = 0.8 nm and additional bright dots

are observed.

4.4 Air exposure - experiment 2

We performed a second experiment exposing a sample with intercalated porphines under

h-BN on Cu(111) to air. The h-BN coverage was close to a monolayer. This time, the sample

was exposed for about one hour to ambient conditions. Afterwards we annealed the sample in

a first step to 470 K for 5 minutes in UHV. The sample in Figure 4.5 (a) reveals similar regions

than in the previous experiment in Figure 4.1 (a). Again we observe brighter and darker rather

flat areas. These flat areas have a different appearance as bare h-BN/Cu(111) (compare left

side Figure 4.5 (b)) and therefore we assign them to intercalated h-BN, most likely by oxygen.

Figure 4.5: Intercalated oxygen under h-BN on Cu(111). (a) STM image after exposure to air for 60 minutes and
subsequent annealing to TSample = 470 K for five minutes. Overview topograph exhibiting three distinct regions.
Brighter and darker relatively flat areas corresponding to oxygen intercalated h-BN and strongly corrugated
regions (VS = 1.2 V, I = 50 pA). (b) After a subsequent annealing step to TSample = 570 K for 15 minutes the
h-BN is mostly deintercalated. Intercalated molecules are still found (VS = 1.50 V, I = 50 pA). (c) h-BN free
areas, which were completely covered with porphines before the exposure to air are almost porphine free after this
annealing procedure (VS = 1.2 V, I = 50 pA). (d) shows an island intercalated molecules measured at constant
current STM (VS = 1.2 V, I = 50 pA)). (e) is the current channel of a zoom-in image of (d) recorded at constant
height (VS = 0.1 V) showing the intercalated molecules. (f) is the simultaneously recorded ∆f signal, which
images the atomically resolved h-BN lattice on top of the molecules.
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The Moiré periodicity is still observed, pointing towards pores that might be not intercalated,

similar to what is depicted in Section 3.3. At these pore regions we observe strong corrugations,

which might come from clusters of adsorbates on the h-BN.

After annealing the sample to 570 K for 15 minutes we conclude that the h-BN is almost com-

pletely deintercalated from oxygen as the h-BN imaged in Figure 4.5 (b) exhibits typical h-

BN/Cu(111) appearance. However, we found intercalated porphines in the brighter intercalated

area. The molecules are clearly identifiable, but reveal deformations from their primarily sym-

metric appearance.

In contrast, Figure 4.4 (c) depicts an opening in the h-BN layer, which was completely cov-

ered with porphines before the exposure to air. Lacking the protection by h-BN most of the

porphyrins in this area have disappeared. An area with intercalated porphines is imaged in

Figure 4.5 (d) acquired in constant current mode in STM. Figure 4.4 (e) and (f) depict the same

area measured in constant height mode. Figure 4.4 (e) images the current channel of a zoom-in

of Figure 4.5 (d), whereas Figure 4.5 (f) shows the simultaneously recorded ∆f signal. We

obtain the atomically resolved h-BN layer in the ∆f signal, giving evidence that the molecules

imaged in the current signal are still intercalated under the h-BN.

4.5 Discussion

Structures Upon annealing the submonolayer h-BN/Cu(111) sample to 370 K we observed

symmetric structures under the h-BN with a1 = a2 = 0.65 nm with an opening angle ϕa1a2 =

82◦. This structure is most likely a phase of intercalated oxygen, which has so far not been iden-

tified on Cu(111). Two publications have reported cubic symmetric oxygen layers on Cu(111),

but with much smaller periodicity of a = 0.51 nm [253] and a = 0.43 nm [251]. Many other

studies showed hexagonal lattices with a = 0.6 nm [256, 258, 259, 261, 262, 264]. Both findings

do not match our observations. Therefore, we conclude that this structure is induced by the

h-BN cover.

Additionally, arrangements with periodicities a1 = 1.02 nm and a2 = 2.2 nm were found, which

is too large for the
”
29“-structure (a1 = 0.91 nm and a2 = 1.8 nm), but agrees within the mea-

sured accuracy to the
”
44“-structure (a1 = 1.18 nm and a2 = 2.2 nm). Thus we address this

stripe like structure to the
”
44“-structure.

After further annealing to 470 K the a1 = a2 = 0.65 nm structures extend to larger areas (Fig-

ure 4.2 (a)), whereas the
”
44“-structure becomes predominant as we increased the temperature

to 520 K as shown in Figure 4.2 (e). Subsequent to this annealing step we observed also regions

with no apparent order (see Figure 4.2 (f),(g)). Here we have to point out that it is likely that

these different structures also coexist at the investigated temperatures. We speculate that this

diffuse appearance might be caused by oxygen dissolved in the Cu(111) bulk [259]. These oxygen

dissolved areas are the most abundant regions after annealing to 570 K. The sample annealed to
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620 K reveals two distinct structures. (i) one shows a square symmetry with a1 = a2 = 0.6 nm,

which we assign to a new oxygen phase on Cu(111). (ii) The second structure shows hexagonal

ordering with different brightnesses and a = 0.78 nm and to our best knowledge has also been

not reported so far. At 720 K the h-BN is completely deintercalated and a hexagonal ordered

oxygen array with a = 0.78 nm is obtained in the h-BN free Cu(111) regions. This area might

show an oxygen deficient copper oxide phase as has been reported in [264].

Deintercalation and disintegration We tried to deintercalate the oxygen from the h-BN by

thermal activation. Here the two executed experiments described above reveal different behav-

iors. In experiment 1, no indications of deintercalation were found at 570 K and deintercalation

only sets in at 620 K. For experiment 2, the sample was almost completely deintercalated af-

ter a short annealing process at TSample = 570 K for 5 minutes. From Kidambi et. al. [265]

we know that the deintercalation temperature of oxygen under h-BN on polycristalline cop-

per depends on the exposure time on air. They show that longer exposure times increases the

temperature needed for the deintercalation. Our experiments show the opposite dependence,

which we explain by the lower coverage of h-BN and furthermore by the lower growth temper-

ature and quality of the h-BN sheet in experiment 1. In experiment 1 the h-BN was grown at

TSample = 1050 K compared to TSample = 1110 K in experiment 2. Figure 4.1 (e) depicts the

h-BN from experiment 1, where defects along the domain boundaries are highlighted by the red

arrows. As we expect the oxygen to intercalate at such defects, the lower h-BN quality leads to

an effective stronger air exposure of the sample and therefore increases the temperature of the

deintercalation process.

In both cases, the temperature for the deintercalation lies above the temperature, which deforms

and disintegrates the intercalated porphines. At 720 K the h-BN is etched away by oxidation,

evidencing a limited thermal stability of h-BN on Cu(111) after exposure to ambient conditions.

4.6 Conclusion and outlook

In summary, we showed that we can intercalate and deintercalated oxygen between h-BN

and Cu(111). We observed new ordered structures induced by the h-BN overlayer. The dein-

tercalation process is strongly temperature dependent, but depends also on the coverage and

quality of the h-BN overlayer and the corresponding effective air exposure.

By adjusting the parameter time and temperature during the deintercalation process, it should

be possible to remove the oxygen sandwiched between h-BN and Cu(111), while the porphine

molecules stay intercalated and intact. Furthermore, from our measurements we assume that

even small defects such as grain boundaries are possible entrance channels for the oxygen inter-

calation. Therefore for future nano devices, which should be protected from the environment

the quality of the CVD grown h-BN is of crucial importance.
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5 Thermally induced chemical coupling on h-BN/Cu(111)

On-surface reactions are a powerful tool for the bottom-up synthesis of nano architectures

[266–272]. Molecular products, which are not achievable by solution based chemistry have been

reported [101, 273, 274]. On metal surfaces different reaction protocols have been explored, such

as Ullmann coupling [275–280], Glaser coupling [281–288], various condensation reactions [289–

295], and cycloaddition reactions [296–298]. However, while on-surface synthesis has essential

advantages for bottom-up fabrication of nano architectures, the metal support limits the poten-

tial usage of the synthesized products as the metal strongly modifies the electronic properties of

molecules.

Therefore it is essential to expand the bottom-up tool box by the implementation of on-surface

reactions on insulating materials. The low catalytic activity of insulating materials, compared

to metal catalysts, as well as the relatively weak coupling [299, 300] of molecules to the substrate

are two main challenges of such reactions [274]. Consequently, so far only few studies address

on-surface synthesis on insulating materials such as calcite [301–305], and boron nitride sheets

[306–308]. Furthermore on-surface reactions have been shown on carbon based highly orientated

pyrolitic graphite [276, 309–311].

Here, we report the reaction of polycyclic aromatic hydrocarbons, which are promising candi-

dates for bottom-up synthesis of n-doped nano graphene [312, 313], on h-BN/Cu(111). The

precursor molecule comprises highly reactive groups and aromatic carbon rings. The reaction

leads to one-dimensional chains and was conducted on metal support and on h-BN/Cu(111).

5.1 Azomethine ylide coupling of polycyclic aromatic hydrocarbons: the con-

cept

Cyano-substituted Dibenzo-9a-azaphenalene (DBAP) A structure of the used DBAP

molecules is depicted in Figure 5.1 (b) and the corresponding synthesis is described in [312]. The

used molecules were synthesized by the Müllen and the Feng groups. The molecules consists of

several aromatic carbon rings, a dipolar azomethine group and a dipolarophile cyano group. We

refer the cyano group as the head of the molecule and the four aromatic rings to the tail.

1,3 dipolar cycloaddition reaction of azomethine yilde (AMY) on a Au(111) support

Azomethine ylides (AMY) are promising building blocks for atomically precise bottom-up syn-

thesis of nano architectures. An AMY, a prototype 1,3-dipolar compound [314, 315] is depicted

in Figure 5.1 (a). The positive charge is located at the central nitrogen atom, whereas the neg-

ative charge is equally distributed over the two carbon atoms connected to the nitrogen. The

biradical [316–319] properties of the AMY cause a high reactivity [320, 321] and so far only few

AMYs have been isolated [312, 322–328]. In a so-called 1,3 dipolar cycloaddition reaction or
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Figure 5.1: Covalent coupling of polycyclic aromatic azomethine ylides. (a) Azomethine ylide with its different
ionic and its biradical Lewis structure. (b) Cyano-substituted DBAP molecule consisting of aromatic carbon
rings, a dipolar azomethine group and a dipolarophile cyano group. 1,3 dipolar cycloaddition reaction of two
DBAP molecules. Image adapted from [312].

click-reaction [312] the 1,3 dipolar AMY reacts with an additional dipolarophile group. Such a

dipolar cycloaddition exhibits high selectivity [312, 329–332] and has already been demonstrated

in solution [312]. Figure 5.1 (b) shows the molecule used in this study. The AMY group of one

molecule reacts with the cyano group of a second molecule leading to a dimer, a molecular chain

of two monomers, as depicted on the right side of Figure 5.1 (b).

5.2 Results

We deposited our DBAP molecules on a Au(111) surface held at 590 K by molecular beam

evaporation at Tmolecules = 740 K from a DBAP+BF−4 salt. For cyano group functionalized

aromatic molecules on Au(111) different adsorption arrangements have been reported [333–335]:

(i) Molecules can be stabilized via dipol-dipol interaction between the cyano groups and arrange

in molecular pairs of two [333–335]. (ii) Furthermore, metal coordination, where the cyano

groups of three molecules point towards a central gold atom have been shown [335]. (iii) Ad-

ditionally to these findings, covalently bound molecules, which underwent the above described

reaction can build molecular chains. We assign the covalently connected molecules to dimers

(two covalently bond monomers), trimers (three monomers), etc.
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Figure 5.2: DBAPs on Au(111). (a) Overview STM image, revealing different assemblies (VS = 50 mV, I =
20 pA). We observe DBAP monomers, dimers and trimers. Some monomers arrange in pairs of two (enlarged
AFM image in (b) (VS = 0 V)). In (c) three monomers arrange in a threefold symmetric structure (VS = 0 V).
These threefold symmetric arrangements are also found for combinations of monomers, dimers and trimers. (d)
and (e) depict the molecular structure for the positively charged DBAP (d) and a neutral DBAP molecule (e).
While in STM the two different structures were not clearly distinguishable, in (c) the AFM topograph images
two DBAPs with an asymmetric shape, which we attribute to a upwards pointing hydrogen atom. We assign the
third DBAP molecule on the bottom right to the structure in (e) as it exhibits a rather symmetric appearance.

Figure 5.2 (a) shows a STM topograph of the resulting sample. We identify monomers, dimers,

and trimers, which are stabilized in different arrangements. The BF−4 ions are not observed on

the surface.

Threefold symmetric arrangements, where the cyano end groups of the molecules points towards

each other are found. We observe such threefold symmetric systems comprising monomers,

dimers, and trimers. The molecules’ cyano groups are likely pointing towards a central metal

atom as has already been reported for similar molecules [335–337].

Furthermore, monomers are found to stabilize in pairs as depicted in Figure 5.2 (a) and also in

an enlarged AFM topograph in Figure 5.2 (b). The molecule pair is stabilized by intermolecular

dipole-dipole interactions [333–335]. For similar molecules the dipole-dipole interaction energies

have been calculated and exhibit comparable energies as hydrogen-bonding interactions [333].

The CN-CN coupling reveals an antiparallel orientation of the cyano groups of neighboring

molecules [335]. The distance between the carbon atom of the CN-group and the nitrogen atom

of the adjacent molecule’s CN-group is about 4.2 Å, which is in good agreement with experi-

mentally [333, 335] and theoretically [334, 338] obtained values in literature. The arrangement

in pairs is additionally stabilized by the hydrogen bonding between the cyano nitrogen atom

and the hydrogen of the molecule’s phenyl ring.

In the AFM image the cyano group at the molecular head as well as three aromatic carbon

rings are very well resolved. An additional feature is the protrusion imaged bright at the tail

of the DBAPs, which can be assigned to a upwards pointing hydrogen atom as pictured in the
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Figure 5.3: On-surface synthesis of DBAP chains on Au(111). (a) DBAP dimer, where two monomers underwent
an 1,3 dipolar cycloaddition reaction. The cyano group and the azomethine group from an aromatic diazole ring
and covalently connect the two monomers at the predefined position (VS = 0 V). (b) A chain of three DBAPs
on Au(111) (VS = 0 V). The corresponding structural formula are shown in (c) and (d).

molecular structure in Figure 5.2 (d). However the vicinity of the central nitrogen position

of the DBAP is relatively dark and the bonds to the nitrogen are only hardly resolved. This

observation can be caused by a geometric distortion of the molecule at this position or by the

contribution of electrostatic forces caused by the charges located at the nitrogen atom. At the

moment of writing, DFT calculations are performed by collaborative partners, to rationalize the

origin of the obtained AFM contrast.

Furthermore, we found a minority species of molecules, where the bright hydrogen protrusion

is missing as shown in Figure 5.2 (c). Two monomers in the exemplary threefold arrangement

reveal the same shape as the DBAPs in Figure 5.2 (b). However the third molecule has a rather

symmetric appearance, and consequently we assume that the upwards pointing hydrogen was

cleaved off. The corresponding molecular structure is depicted in Figure 5.2 (e).

The oligomers in Figure 5.2 (a) were formed by a temperature induced chemical reaction. The

obtained structures are imaged via AFM and agree with the structural formula in Figure 5.3.

Already the STM topograph in Figure 5.2 (a) points towards covalently connected dimers and

trimers as an increased LDOS is observed at the connection of the DBAPs. In contrast, the

molecular pairs and the threefold arrangements reveal a clear separation of the molecules in the

STM image. The periodicity of the molecular chains is determined by the average separation of

the covalently coupled monomer centers and is quantified to d ∼ 8.5 ± 0.3 Å. The AFM mea-

surements presented in Figure 5.3 reveal clearly the covalent character of the molecular bonding.
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Figure 5.4: On-surface synthesis of DBAP polymers on h-BN/Cu(111). (a) STM topograph after the deposition
of DBAP molecules on an h-BN/Cu(111) surface held at Tsample = 520 K, depicting long molecular chains
(VS = 660 mV, I = 60 pA). The highlighted DBAP dimer can be laterally translated via the STM tip in (a) and
(b) (VS = 660 mV, I = 60 pA) pointing towards covalently bound molecules. Therefore, the molecules very likely
underwent an 1,3 dipolar cycloaddition reaction on an h-BN layer by thermal activation.

Based on the observed bond structure, we conclude that the cyano head group reacts with the

azomethine group, resulting in an aromatic diazol ring, consisting of three carbon and two nitro-

gen atoms. The used reactants and the observed products strongly point towards a 1,3 dipolar

cycloaddition reaction on the Au(111) support. The covalent coupling of the molecules appears

to be highly selective as less than 10% of different covalent coupling motifs were observed upon

the applied thermal activation. Additionally to the dimers, we found one dimensional (1D)

chains of three DBAPs as depicted in the AFM image in Figure 5.3 (b) and (d). However,

we did not observe longer extended chains on Au(111) even though the reactive centers of the

azomethine and the cyano group are still imaged in Figure 5.3 (a) and (b).

In the next step we expanded the polymerization reaction from a metal substrate to h-BN on

Cu(111). To this end, we used CVD grown h-BN on Cu(111) [116] and deposited the DBAP

molecules by molecular beam evaporation at Tmolecules = 670 K for two hours, on the sample

held at Tsample = 520 K. As depicted in Figure 5.4 we find molecular chains with different

lengths up to ten DBAP units. The periodicity of the chains is d ∼ 8.5 ± 0.3 Å. In Figure 5.4

two dimers and one chain of eight DBAP units are shown. The 1D chains exhibit a very similar

appearance and a similar periodicity as on the Au(111) surface.

Furthermore the covalent structures can be laterally translated via the STM tip as depicted in

Figure 5.4 (see dimer highlighted by a yellow circle). Both observation strongly point towards

covalently bound DBAP units. Furthermore, we did not find individual molecules on h-BN as

they desorb at the applied temperature.

In summary, these data demonstrate a reaction to covalently couple polyaromatic molecules on

h-BN/Cu(111).
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5.3 Discussion

The on-surface reaction of DBAPs to 1D dimensional chains has been demonstrated on a

Au(111) and an h-BN/Cu(111) support. The reaction products have very similar appearance

for both systems. The observed on-surface coupling mechanism is most likely the 1,3 dipolar

cycloaddition reaction, similar to the reaction reported in solution [312]. While on h-BN long

molecular chains up to 10 molecular units are observed, the chain length on Au(111) is limited

to three DBAP molecules under the applied experimental conditions. We assign the limitation

of the chain length growth to the influence of the Herringbone structure of Au(111) [339], which

might exhibit position dependent catalytic activity. Indeed, for the less corrugated Ag(111)

surface longer chains have been found [340].

We attribute the possibility to conduct the reaction also on rather h-BN/Cu(111) to the high

reactivity of the azomethine group, leading to a relatively low reaction barrier. Therefore we

can trigger the polymerization process by moderate thermal activation and even without direct

contact to a metal support. Due to the higher desorption probability of DBAP units on the

h-BN/Cu(111) compared to the Au(111) substrate, a lower yield of the chemical reaction is

observed. After the thermal activation step no individual monomers can be found on the h-

BN layer as they desorb at the applied elevated temperatures, while monomers still occur on

Au(111). Therefore, to enhance the amount of the reaction products, we increased the deposition

time of the molecules in the h-BN/Cu(111) preparation. As the on-surface reaction has to occur

before the individual DBAP monomers desorb from the h-BN, the yield of the reaction could

be further improved by increasing the molecular flux or the deposition of larger polyaromatic

molecules with stronger vdW interaction with the underlying h-BN.

5.4 Summary and outlook

To summarize we have successfully introduced the 1,3 dipolar cycloaddition reaction between

a cyano and an azomethine group to expand the on-surface tool box for the bottom-up synthesis

of nano architectures. Therefore we demonstrate the covalent linking of polyaromatic molecules,

which are very promising candidates for the engineering of atomically precise carbon based nano

architectures such as n-doped graphene nanoribbons or graphene quantum dots. We showed that

the surface assisted polymerization process can be performed on metal surfaces and furthermore

on h-BN/Cu(111). Here the highly reactive azomethine group of our DBAP molecules causes

a low activation barrier for the reaction to a point where the coupling occurs at moderate

temperature and without direct contact to catalytic active metals. The selective 1,3 dipolar

cycloaddition reaction in combination with polyaromatic molecules provides a large step towards

well defined carbon based nano architectures on insulating materials, which is highly relevant

for the bottom-up design of nano electronic devices.
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6 Characterization of graphene on Ag(111) and Cu(111)

Results presented in this Chapter have partially been reported in following publication:

Reproduced with permission from

Garnica, M.; Schwarz, M.; Ducke, J.; He, Y.; Bischoff, F.; Barth, J. V.; Auwärter, W.; Stradi,

D. Comparative study of the interfaces of graphene and hexagonal boron nitride with silver.

Phys. Rev. B 2016, 94.

6.1 Introduction

Graphene exhibits remarkable intrinsic properties [34, 135–137] such as extremely high charge

mobilities [138, 139] and extraordinary mechanical stability [140–142], which open up a huge

amount of possible applications ranging from transistors [46, 341–345] to high performance

supercapacitors [346–352] to the support for fuel cell catalysists [229, 353–357].

Upon graphene adsorption the electronic properties of the graphene/metal system are modified.

In the following the electronic properties of graphene/Ag(111) and graphene/Cu(111) interfaces

are investigated by mapping the dispersion of the Shockley-type surface state in combination

with DFT calculations and by field emission resonance (FER) experiments.

The dispersion relations indicate that graphene is only weakly coupled to the Cu(111) and

Ag(111) supports.

In the FER experiments of graphene/Cu(111), we observe a reduction of the work function upon

graphene adsorption in accordance to literature [183, 358, 359]. Furthermore, we investigate the

local variations of the work function Φ between different Moiré regions, with the pore regions

exhibiting larger Φ than the wire regions. This electronic corrugation of graphene/Cu(111) is

quantified by a difference ∆Φ of some tens of milli-electron volts, between pore and wire region

of the Moiré pattern.

Finally the quantification of the geometric corrugation of graphene/Cu(111) is described in this

chapter. The geometry of graphene can strongly influence its electronic [360–363], magnetic

[364] and thermal properties [365]. However, the determination of the local topography with

scanning probe methods is challenging and a topic of current research [123]. Here, we apply

a local ∆f amplitude method [123] to evaluate the Moiré induced geometrical corrugation of

graphene on Cu(111) with excellent vertical resolution to ∆z = 23.5± 3 pm. The pore regions

reveal the highest position of the graphene, which coincides with the highest work function found

at these areas via the FER experiments.
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6.2 Electronic properties of graphene on Ag(111) and Cu(111)

In the following the electronic properties of the graphene/metal systems are presented. We

examine how the Shockley-type surface state of the metal is influenced upon graphene growth.

In accordance with calculations from our collaboration partner Daniele Stradi, we found weak

coupling between the metal support and graphene for both systems.

Furthermore we quantify the work function modulation along the Moiré lattice for graphene on

Cu(111) using field emission resonance (FER) experiments.

6.2.1 Electronic properties of graphene on Ag(111)

STM investigations of the Shockley-type surface state for graphene/Ag(111) Here

we investigated the modifications of the Shockley-type surface state of Ag(111) upon graphene

adsorption. The results are published in [117]. The graphene layer was grown by deposition

of atomic carbon from an e-beam heated carbon rod. Figure 6.1 (a) shows an STM image of

the graphene on Ag(111). We scanned over the same region at different sample biases and

simultaneously recorded dI/dV -maps of the area as shown exemplarily in Figure 6.1 (b). In the

dI/dV -maps we observe a standing wave pattern, which originates from the metal surface state.

The corresponding wavelength is bias dependent and can by extracted from the STM images by

a fast fourier transformation (FFT). By assuming a free electron gas model with

E = E0 +
~k2

2m∗
(6.1)

the bias dependence of the standing wave pattern gives information about the effective mass

of the surface state electrons. Here, m∗ is the effective mass, k the electron wave vector and E0

the electron energy for k = 0. E0 is determined by STS, as the onset energy of the surface state

corresponds to E0.

In Figure 6.1 (c) the STS spectra with the tip located at the bare Ag(111) (red) and at

a graphene/Ag(111) region (green), respectively are shown. We detect an upwards shift of

the surface state onset energy in the graphene/Ag(111) regions (E0 = 0.10 eV) compared to

E0 = −0.07 eV [366] in the bare Ag(111) regions of ∆E0 ∼ 170 meV. The effective mass is

determined to m∗ = 0.35 me for Ag(111) and m∗ = 0.32 me for graphene/Ag(111).

As the weak bonding of the graphene does not greatly modify the metal surface, we expect that

the effective mass is mostly defined by the metal properties. So far, an increase of the effective

mass was found for insulating NaCl on Cu(111) [367]. However, for graphene an unchanged ef-

fective mass was observed on Au(111) [368] and a reduced effective mass on a Cu(111) substrate

[183].
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Figure 6.1: Dispersion relation of Shockley-type surface state: (a) STM topograph of graphene on Ag(111)
grown via atomic carbon deposition (VS = 0.3 V, I = 300 pA). (b) dI/dV -maps of same area in (a) simultane-
ously recorded with the STM image. (c) STS measured on graphene (green) and on the Ag(111) surface (red),
revealing the onset E0 of the surface state. (d) Dispersion relation of the surface state of Ag(111) (red) and the
graphene/Ag(111) areas (green).

DFT calculations of graphene on Ag(111) For a comprehensive analysis of the

graphene/Ag(111) interface DFT calculations were conducted by the collaboration partner,

which are presented in Figure 6.2. Figure 6.2 (a) illustrates the band structure of graphene

on Ag(111). The green line highlights the bands contributing to the Dirac cone of graphene.

At the K point the Dirac cone is encircled in green. Additionally, the dispersion relation

of the Shockley-type surface state for small energies is colored in red. Using a separation of

dG−Ag(111) = 3.3 Å between the graphene and the Ag(111) surface, in agreement with [369], we

obtain an energy shift of 227.8 meV upon graphene adsorption. The corresponding adsorption

energy per carbon atom is found to be Eads = 66.3 meV, in good agreement with [369, 370].

Figure 6.2 (b) presents the dependence of the energy shift on the graphene Ag(111) separation

dG−Ag(111). From our calculations presented in Figure 6.2 (b) and the experimentally deter-

mined energy shift, we estimate a separation of dG−Ag(111) ≥ 3.3 Å. This separation matches

the experimentally determined adsorption heights for weakly interacting two-dimensional layers

on metals such as h-BN on Cu(111) with dh−BN/Cu(111) = 3.38 Å [123].
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Figure 6.2: DFT calculations of graphene on Ag(111). (a) Electronic band structure of graphene on Ag(111).
The graphene bands contributing to the Dirac point (green cicle) at K are highlighted in green. The calculated
Shockley surface state dispersion relation is colored in red. (b) The energy of the Shockley surface state ESS
of Ag(111) at the Γ-point is plotted against the distance between the graphene layer and the Ag(111) surface.
The y-axis depicts the energy difference between ESS and the Fermi energy ESS −EF . Images are adapted with
permission from [117], calculations conducted by Daniele Stradi.

Therefore we assume a weak interaction between the graphene layer and the substrate, leading

to a confined silver surface state at the interface. In the contrary, publications of strongly in-

teracting systems such as graphene on Ni(111) [371] and Ru(0001) [372] report a surface state

evolving into an interface state.

Discussion By fitting bias dependent wave vectors of the surface state to Equation 6.1,

as plotted in Figure 6.1 (d) we obtain m∗ = 0.35 me for Ag(111) and m∗ = 0.32 me for

graphene/Ag(111). Our calculations show that the characteristic Dirac cone of graphene at the

K point is preserved but shifted below the Fermi level by 0.57 eV, indicating a physisorbed

n-doped graphene [117]. This down shift is caused by a charge transfer between graphene and

the metal support, resulting in a depopulation of the surface state. The experimentally mea-

sured blueshift of the G band in Raman spectroscopy is in good agreement with our findings

[174]. While the direction of the charge transfer points to an increase in the work function of

the system, our calculations result in a decrease, which stands in line with calculations in [358,

373]. The decrease of the work function upon adsorption of the physisorbed layer is caused by

a Pauli repulsion induced interfacial dipole. The contributions of this dipole dominate over the

influence of the charge transfer on the work function.

As the graphene layer is only weakly interacting with the metal surface, we expect the effective

mass to be mainly determined by the Ag(111). Here we observe a reduction of the effective mass

by ∼ 10 %, which is consistent with literature [183, 368].
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6.2.2 Electronic properties of graphene/Cu(111)

To characterize the graphene/Cu(111) interface we again investigated the Shockley-type

surface state by analyzing its dispersion and compare the results to the graphene/Ag(111). Fur-

thermore, we quantify variations in local work function between graphene and Cu(111) regions

and local work function modifications for different positions of the graphene/Cu(111) Moiré

pattern and furthermore for different Moiré periodicities.

STM investigations of the Shockley-type surface state for graphene/Cu(111) We

analyzed the dispersion relation of the Shockley-type surface state for graphene on Cu(111).

Figure 6.3 (a) depicts the region where we measured the surface state standing wave pattern

for different applied biases. Additionally, we determined the surface state onset energies for

Cu(111) and graphene/Cu(111) from STS as shown in Figure 6.3 (b). The surface state energy

E0 on Cu(111) (red) is found at E0,Cu(111) = −0.44 eV and an energetically upwards shifted

surface state onset for the graphene/Cu(111) system (green) is observed at E0,G = −0.31 eV.

The upwards shift by ∆ECu(111) ∼ 130 meV is in the same order of magnitude as for graphene

on Ag(111) (∆EAg(111) ∼ 170 meV see above) and is in accordance with [183]. The dispersion

relation is plotted in Figure 6.3 (c) and fitted according to Equation 6.1. From the parabolic fit

we estimated the effective mass to m∗ = 0.384 me close to values in literature of m∗ = 0.386 me

and considerable smaller than the effective mass on bare Cu(111) with m∗ = 0.420 me [183].

Figure 6.3: Dispersion relation of Shockley-type surface state of graphene/Cu(111). (a) Graphene on Cu(111)
revealing the standing wave pattern of the Cu(111) surface state. (b) STS of the surface state on Cu(111) (red)
and on graphene/Cu(111) (green). (c) Dispersion relation of the surface state exhibits a reduced effective mass
of m∗ = 0.386 me on graphene/Cu(111) compared to m∗ = 0.420 me on Cu(111).
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STM investigations of the work function of graphene/Cu(111) To investigate the local

work function of graphene on Cu(111) we used CVD grown graphene islands with different Moiré

patterns. Figure 6.4 (a) shows a graphene island with three distinct orientational domains. In

region (i) we observe a Moiré pattern M1 with a periodicity of a1 = 5.0 nm, in region (ii) a

Moiré pattern M2 with periodicity of a2 = 2.7 nm, and no apparent corrugation for region (iii).

FER spectra can be used to estimate the local work function of surfaces and its spatial variation

[374–380]. Figure 6.4 (b) shows two FER spectra of graphene/Cu(111) for the tip positioned on

a wire (green) and on a pore (red) region. A shift of the FER peaks to higher energies for the

pore region within the given energy resolution of 17 meV is observed.

We applied two different methods to evaluate the local work function variations along the Moiré

patterns from our FER measurements. (i) A simple approach is shown in Figure 6.4 (c), where

we plot the energy shift between pore and wire (compare Figure 6.4 (b)) for each of the eight

measured FER resonances [183, 381]. The blue dots correspond to the M1 with large periodicity

and the pink dots to the smaller Moiré pattern M1. For the large Moiré pattern we find FER

energy shifts between pore and wire of ∆En ≈ 50 meV, which reduces for higher order resonances

to ∆En ≈ 35 meV. This reduction for higher order resonances is due to an increased spatial

averaging effect of the FER method, caused by the higher applied voltages [183, 381]. For the

smaller Moiré pattern M1 we find a shift in the first two FER resonances of ∆E = 17 meV, which

reduces below the resolution limit of the measurement for higher orders. Therefore we estimate

from this approach a work function difference between pore and wire of ∆ΦM1 ≈ 50 meV for

the large and ∆ΦM2 ≈ 17 meV for the small Moiré.

Note that from the FER measurements it is not clear if the deviations between M1 and M2 are

caused by the orientation dependent graphene-Cu(111) interaction or due to the higher impact

of the averaging effect in the FER experiment for smaller Moirés.

(ii) A more accurate determination of local variations in the work function is accessible via the

so-called Gundlach expression [374, 376]:

En = Φ + α(n− 1/4)
2
3 (6.2)

Here, En is the energy of the nth FER resonance, Φ is the local work function, n the number of

the FER resonance and α a field and geometry dependent constant. In Figure 6.4 (d) the En on

a graphene islands are plotted as green dots against (n− 1
4)

2
3 . The red line is the corresponding

fit according to Equation 6.2. For the fit we included all data with n > 1. The interception

point of the red fit and the y-axis defines the local work function,
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Figure 6.4: Electronic properties of graphene/Cu(111): (a) CVD grown graphene on Cu(111) with two different
Moiré patterns, exhibiting periodicities of a1 = 5.0 nm and a2 = 2.7 nm (VS = 3.9 V, I = 200 pA). (b) FER
taken at different Moiré positions as indicated with the green (wire) and the red (pore) dots in (a). A slight shift of
the FER peak to higher energies is observed for the pore (red) compared to the wire (green) position. (c) Depicts
the energy shift of the FER peaks between pore and wire region for the M1 (blue) and the M2 (pink) Moiré
pattern for eight measured FER resonances. This shift can also be used for a local work function determination
and reduces with higher order resonances due to a lateral averaging effect of the FER measurement. (d) The
peak energies are fitted according to the Gundlach expression. The point of intersection of the fitted curve (red
line) with the y-axis defines the local work function. (e) and (f) depict 50 STS spectra measured along the dashed
lines in (a): (e) for Moiré M1 and (f) for M2. (g) and (h) show the corresponding work functions obtained from
the Gundlach fit for the 50 STS spectra. The red parallel lines are used to determine the work function shifts
between pore and wire regions.
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with Φgraphene/Cu(111) = 3.41 ± 0.3 for graphene/Cu(111). For comparison, on the bare

copper surface we found a ΦCu(111) = 4.22 ± 0.1, in accordance with literature [183]. The

corresponding reduction of the local work function upon graphene adsorption of ∆Φ ≈ 800 meV

is in good agreement with [183, 358, 359]. To evaluate the work function modification along the

Moiré patterns we measured FERs along the dashed white lines in Figure 6.4 (a). Figure 6.4 (e)

((f)) show 50 spectra each, taken across M1 (M2) starting from top to down. In both cases we

clearly observe eight FER resonances, which show slight variations in intensity and energy as

the tip is moved along the Moirés. The variations in intensity are due to the current defined

starting point that was used for the STS measurements. For the work function determination,

we fitted the peak energies for all of the spectra depicted in Figure 6.4 (e) and (f) to Equation

6.2 and extracted Φ from the corresponding fitting parameters. The obtained work functions are

plotted in Figure 6.4 (g) (corresponds to M1 and Figure 6.4 (e)) and Figure 6.4 (h) (corresponds

to M2 and Figure 6.4 (f)). Both graphs exhibit similar values for Φ ∼ 3.4 eV and an increase of

the work function for higher spectra numbers on the x-axis. This increase in work function for

subsequent spectra is most likely due to sample drift or creep. However, by introducing parallel

lines as shown in Figure 6.4 (g) and (h) we can approximately compensate for drift/creep and

obtain the variation of the local work function caused by the different Moiré positions. Doing

this we acquire work function differences along M1 of ∆ΦM1 ≈ 50 meV and ∆ΦM2 ≈ 10 meV

for M2, in excellent agreement with method (i) (see Figure 6.4 (c)).

Discussion Similar to graphene on Ag(111), we also observe a reduction of the effective mass

of the surface state electrons and a reduction of the local work function upon graphene adsorp-

tion on Cu(111). From photoemission experiments we know that graphene on metal substrates

exhibits n-doped behavior [172, 382]. However, similar to the Ag(111) case, the work function

reduces upon graphene adsorption due to the formation of a dipole at the graphene Cu(111)

interface [183]. We reproduced the work function modification upon graphene adsorption on

Cu(111) [183, 359] in accordance with theory [358]. Furthermore, we investigated the subtle

Moiré induced work function variations. These small variations between pore and wire regions

are replicated for M1 with ∼ 50 meV and M2 with ∼ 10− 15 meV by applying two different

evaluation methods. As the FER experiments require relatively high voltages, the lateral reso-

lution of the measurement is limited. In Figure 6.4 (c) we observe a reduction of ∆E at higher

FER orders. Therefore, we conclude that due to the spatial resolution of the FER method, the

values of the obtained work function variations along the Moiré are lower boundaries.

Such Moiré induced electronic corrugations of two-dimensional layers on metal supports can be

used to guide the adsorption of molecules and to shift the energy levels of the molecular orbitals

[27, 126–131]. In contrast to insulating h-BN, graphene exhibits a high electronic conductivity,

which enables electronic contact with such molecular assemblies. In Chapter 7 the porphines on

graphene/Ag(111) and graphene/Cu(111) are investigated.
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6.3 Geometric corrugation of graphene/Cu(111)

Two-dimensional layers can reveal periodic geometric and electronic corrugations, caused by

the lattice mismatch with the underlying substrate [360–363]. For graphene, additional local

distortions such as wrinkles influence the thermal [365], electronic [383–386] and magnetic [364]

properties of a graphene monolayer. In order to correlate the geometry of graphene with its

intrinsic properties, it is crucial to quantitatively determine the geometric topography.

However, STM fails to quantify the geometric corrugation of a corrugated Moiré pattern. In sev-

eral studies, combined surface sensitive experiments such as STM, nc-AFM and complementary

DFT calculations were applied to investigate the Moiré lattice of different systems. Most reports

concentrate on graphene/metal systems with supports such as Rh(111) [387], Ir(111) [388, 389],

and Ru(0001) [390]. Furthermore, different two-dimensional materials such as h-BN on Rh(111)

[391] and silicene on Ag(111) [392, 393] are of current interest for the scientific community [394].

The most comprehensive investigated system so far is graphene on Ir(111), where the Moiré in-

duced corrugation was characterized in exquisite detail. Amongst others, complimentary meth-

ods such as STM, nc-AFM [389, 395, 396], low-energy electron diffraction (LEED) [396], x-ray

standing wave (XSW) [397], surface x-ray diffraction (SXRD) [398], extended x-ray reflectivity

(EXRR) [398], and DTF calculations [394, 396–398] were applied. The pore regions are found to

be further separated from the Ir(111) surface than the wire regions and the quantitative results

for the geometric corrugation range from ∆z ∼ 35 pm to ∆z ∼ 97 pm.

Hamalainen et al. achieved good agreement with DFT calculations using nc-AFM. They ex-

tracted the geometric corrugation from constant frequency shift ∆f scans with a CO terminated

tip [396]. They claim that for an chemically inert tip and the scanning being executed in the

repulsive regime the real topography is obtained, as local variations in chemical reactivity or

local density of states do not influence the measurement [396]. However they do not consider

the following effects:

• Electrostatic forces differ between different positions of the Moiré.

• In a constant ∆f experiment, convolution effects of the tip smear out geometric features.

• The vdW background caused by the tip-metal interaction influences the ∆f signal de-

pending on the Moiré position as explained in [395]. At Moiré positions, where the

two-dimensional layer has a smaller separation from the metal support a increased vdW

background between tip and metal is observed.

• Tip induced distortions of the graphene layer [390, 399].

In the following we present the local ∆f amplitude method [123], for a more accurate de-

termination of the Moiré corrugation on graphene/Cu(111). We compare the obtained height

distribution to estimated height differences from d∆f/dz spectroscopy as described in [91].
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Therefore we took d∆f/dz spectra at both, pore and wire positions, in order to determine the

geometric corrugation by the comparison of particular points in the d∆f/dz spectra.

∆f amplitude method [123] For our measurements we did not functionalize the tip on

purpose. Metal tips can easily image the atomic contrast of carbon based systems like graphite

and graphene [400–407]. We obtained the geometric corrugation of the graphene layer by estab-

lishing a correlation between the atomic contrast measured in the ∆f signal in constant height

mode and the tip-surface separation. To this end, a series of small size constant height images

of 1× 1 nm2 at different tip heights are measured.

In Figure 6.5 such series are presented for the pore and the wire regions . To reduce the influ-

ence of noise and background contributions we processed the images using a Gaussian low-pass

(σ = 0.03 nm) and a Gaussian high-pass filter (σ = 0.15 nm). As a next step the local ∆f

amplitude (A∆f ) was estimated, which we define as ∆fmax−∆fmin within a defined area. A∆f

is determined at each pixel of the small-size images by calculating ∆fmax − ∆fmin within a

surrounding square box with side lengths of 0.275 nm, slightly exceeding a graphene unit cell.

The A∆f values are then averaged over the whole small-size image and assigned to a relative

tip height as shown in Figure 6.6 (b). These calibration curves are measured for increasing

tip sample distances and also for the opposite direction to demonstrate the small influence of

drift and creep. For pore and wire regions such calibration scans are performed as shown in

Figure 6.5.

Figure 6.5: Geometric corrugation of graphene/Cu(111). Small-size 1×1 nm2 constant height AFM images used
for the calibration curve shown in Figure 6.6 (b). The pore images (upper row) are shifted by 20 pm compared
to the lower row wire images. The appearances of the pore and wire images in the same column show high
resemblance.

For a certain range of A∆f the calibration curves in Figure 6.6 (b) can be fitted with a linear

slope. Thus the local tip-sample separation dtip−sample can be estimated from the A∆f using
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the A∆f ∝ dtip−sample relation. Large scale constant height images, as exemplarily shown in

Figure 6.6 (a) are transformed in a calculated height image pixel by pixel, leading to a geometric

topograph of the graphene layer as shown in Figure 6.6 (c).

Results of ∆f amplitude experiments In Figure 6.6 (a) a constant height AFM image of

a graphene layer on Cu(111) is depicted. The graphene lattice is resolved and we clearly observe

a Moiré pattern with periodicity of 5 nm. The contrast of the Moiré lattice does not directly

correspond to the geometric height of the region as it can be inverted due to the tip termination

[123].

The measured calibration curves for pore (green) and wire (red) regions are depicted in Fig-

ure 6.6 (b).

Figure 6.6: Geometric corrugation of graphene/Cu(111). (a) ∆f channel of constant height AFM image,
revealing atomically resolved graphene on Cu(111) (Vsample = 0 V). (b) A∆f vs. relative tip height calibration
curves for pore (green) and wire (red). The dashed lines are a linear fit to the solid dotted data points. The two
encircled points represent the atomic contrast of the highlighted rectangle in (a) at a relative tip height of 1.0 Å.
(c) Calculated geometric height map of the graphene with drawn unit cell. (d) An array of the obtained unit cell
reveals a regular Moiré pattern.
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The calibration curves exhibit very similar signature for the pore and the wire regions except

that they are shifted in the relative tip height. Three regions of the calibration curves are found:

(i) For large tip sample distances the local ∆f amplitude (A∆f ) is increasing super linear while

the tip approaches the surface. The obtained A∆f in this region is relatively small and the noise

level has a relevant impact. (ii) By further reducing the relative tip height (r.t.h.) the local A∆f

reveals a linear increase. The dashed lines are fits to the experimental data (solid dots) in the

calibration curves with A∆f ∝ r.t.h., exhibiting good accordance with the measured data sets.

The larger red and green circles in the linear region correspond to the A∆f of the 1 × 1 nm2

squares highlighted in Figure 6.6 (a). The two data points are located at the same r.t.h. as

the image in Figure 6.6 (a) was recorded in constant height mode. (iii) For even smaller tip

sample separations a maximum is reached, before A∆f starts to decrease again. Consequently

we have to keep in mind that for small tip sample distances the A∆f is not unambiguously

correlated with the r.t.h. However all the presented height measurements were recorded in the

linear regime of the calibration curves.

We now used the obtained slope of the calibration to transform the local A∆f in Figure 6.6 (a)

to a calculated geometric height. The result is shown in Figure 6.6 (c). The pore regions

are further separated from the Cu(111) substrate than the wire regions. The obtained height

distribution has a maximum width of 42 pm within one unit cell. To evaluate the geometric

corrugation, we assign the minimum width including 95% (∼ 2σ of a Gaussian distribution) of

a height histogram to the maximum height difference between pore and wire regions.

The Moiré unit cell with its periodicity of 5.0 nm is drawn in Figure 6.6 (c). In Figure 6.6 (d)

a superlattice of the Moiré is shown proving that the determined unit cell has the correct

dimensions.

In Figure 6.6 (a)-(c) we determined a geometric Moiré corrugation of 22 pm.

To increase the validity of our ∆f amplitude method, we performed several geometric corrugation

experiments with different tip terminations, absolute tip heights z, oscillation amplitudes, and

Moiré sizes as shown in Table 1. We obtain an average geometric corrugation of 23.5 pm±3 pm

for graphene on Cu(111). We do not observe an increase or decrease in the measured corrugation

upon decreasing tip-sample separation. Furthermore the oscillation amplitude of the qPlus

sensor does not affect the measurement in a relevant way.
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Experiment
corrugation

(pm)
∆z

(pm)
Amplitude

(pm)

Moiré
periodicity

(nm)

1

25 0 80 5
22 -10
23 -20
27 -50
29 -70
26 -80
24 -90

2

23 0 80 6.1
17 -10
19 -20
24 -80

3
24 0 60 6.1
28 0

4
20 0 80 3.7
22 0

Table 1: Overview geometric corrugation experiments. Experiment: Experiment 1, 2, and 4 were measured
at different positions with different tips. In experiment 2 and 3 we used the same position and same tip, but
different oscillation amplitude. Corrugation: Minimum value where 95% of the height distribution of an unit cell
are covered. ∆z: negative values correspond to an approach of the tip towards the sample. Amplitude: Oscillation
amplitude of the cantilever. Moiré periodicity: Size of the Moiré unit cell.

Complementary methods to determine geometric corrugation. We performed two

complementary experiments to determine the geometric corrugation of graphene/Cu(111) and

to compare the results to the ∆f amplitude method:

• Constant ∆f scans

• d∆f/dz spectroscopy

In Figure 6.7 (a) a constant ∆f image of the graphene/Cu(111) system is depicted. In Fig-

ure 6.7 (b) a typical d∆f/dz spectra of the graphene/Cu(111) is shown. The red dot corresponds

to ∆f = 37 Hz, which is used as set point in the constant ∆f measurement in Figure 6.7 (a).

The determined corrugation from Figure 6.7 (a) is 17 pm. Depending on the ∆f set point and

the tip apex we observe corrugations ranging from 2− 17 pm.

The d∆f/dz method is presented in Figure 6.7 (b)-(d). To get information about the height

differences between pore and wire regions we compare the respective d∆f/dz curves [91]. Fig-

ure 6.7 (b) depicts a typical spectrum exhibiting a lower turning point and a strong increase of

∆f for further decreasing tip-sample distances. A zoom-in to the turning point in the d∆f/dz

curves is presented in Figure 6.7 (c). The red graph belongs to the wire regions, whereas the

green graph was measured at a pore region in Figure 6.7 (a). Depending on the tip location
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on the atomic scale (center of carbon atom or center of honeycomb or above C-C bonds) shifts

in the position of the ∆z turning point are observed [388]. Therefore, the spectra shown in

Figure 6.7 (c) are averaged over 64 spectra taken with small lateral shifts. We identify a shift

in ∆z between pore and wire of roughly 2 Hz and a difference in relative tip height of 22 pm.

The downshift in ∆f for the wire region might be caused by additional vdW contribution due

to the increased tip-Cu(111) interaction as modeled in [395] or by electrostatic contributions.

In Figure 6.5 (d) we overlay the spectra of pore and wire and obtain a good accordance in shape.

Figure 6.7: Complementary determination of graphene/Cu(111) corrugation. (a) Constant ∆f image of
graphene/Cu(111) Moiré with periodicity of 6.1 nm. ∆f is set to 37 Hz in the repulsive regime as highlighted by
the red dot in (b). (b) Typical long range d∆f/dz spectra revealing the specific turning point. (c) Zoom-in to
the turning points for the pore (green) and the wire (red) region. The turning points are shifted by ∆f = 2 Hz
and ∆z = 22 pm. (d) Illustrates the high accordance in shape of the two different spectra.

Discussion of the geometric corrugation of graphene/Cu(111) We obtained a geomet-

ric corrugation of 23.5 pm±3 pm for graphene on Cu(111) applying the ∆f amplitude method.

Our method exhibits extraordinary accuracy as explained in the following.

Compared to the range of values obtained for the constant frequency shift measurements of

2− 17 pm, our results from the ∆f amplitude method exhibit much higher reproducibility. We

overcome the above described issues of the constant ∆f method, namely the electrostatic and
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additional vdW contributions. In our method we determine the local variations of ∆f only

on the atomic scale. Within such small lateral displacements the long range vdW background

and the electrostatic contributions effecting the tip can be assumed to be constant. Therefore

the influence of the background vdW and the electrostatic on the local ∆f amplitude are di-

minished. Furthermore, as our method images the sample in constant height mode, we reduce

the smearing out of features on the surface, which appears for the constant ∆f method due to

enhanced convolution effects of the tip apex.

The smearing out of features in the ∆f method as well as the vdW background contributions

lead to a decrease in the measured geometric corrugation [395]. Consequently, the obtained

maximum value of 17 pm in our constant ∆f experiments is smaller than the value of 23.5 pm

obtained by analyzing the ∆f amplitude.

The d∆f/dz method overcomes the smearing out effects but is still influenced by the vdW

background and the electrostatic contributions. Furthermore, for this method an accurate plane

correction is more crucial compared to our ∆f amplitude method. However the obtained geo-

metric corrugation of 22 pm is in good agreement with our ∆f amplitude method.

Our method allows to determine the geometric topography spatially resolved over large areas

as long as the surface can be imaged with atomic contrast. This is outperforming the d∆f/dz

method, which is applied very locally. Furthermore, in case of stronger corrugated systems the

∆f amplitude method might be applicable with an additional two-pass correction [90].

Nevertheless, all three presented methods do not take into account possible tip induced defor-

mations of the graphene. However, we have several arguments showing that the influence of the

different deformation behavior of pore and wire has no large impact in our experiments.

• If graphene is deformed differently for different positions, we would expect variations in

the slope of the calibrations curves in Figure 6.6 (b).

• If we compare the small-size calibration images taken at pore and wire with an offset of

20 pm as depicted in Figure 6.5, the images reveal high resemblance. This points to similar

tip-sample interaction.

• Assuming a less strongly bound graphene at the pore regions, which leads to an easier

deformation of the graphene layer, we would expect a decrease in the geometric corrugation

upon decreasing the tip-sample distance in the repulsive regime.

• We do not observe a relevant signature in the dissipation channel, which is associated to

strong graphene deformations [408].

All of these four observations point to a negligible influence of the variations in the defor-

mation behavior of the graphene on the Cu(111) support.
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Comparison geometric and electronic corrugation For the investigated graphene/Cu(111)

system we obtain a geometric corrugation of 23.5 pm± 3 pm by averaging over different Moiré

patterns. The corresponding work function variations range from 10 to 50 meV, while it is not

clear if the determined small ∆Φ values are caused by an increased spatial averaging of the

applied experimental method.

For h-BN/Cu(111) we found a geometric corrugation of 50 pm, while ∆Φ goes up to ∼ 250 meV.

Even though both two-dimensional layers are only weakly coupled to the Cu(111) support, we

identify a five times higher electronic corrugation in h-BN/Cu(111) compared to graphene/Cu(111).

In contrast, the geometric corrugation of h-BN/Cu(111) is only twice as high. The weaker elec-

tronic corrugation of graphene/Cu(111) might be explained with the intrinsic metallic properties

of graphene.

For both systems we found a correlation between the adsorption height of the two-dimensional

materials and the local work function. For smaller layer-metal separation a smaller work func-

tion is found. This observation stands in line with the work function reduction upon graphene

and h-BN adsorption on bare Cu(111): The work function is the stronger reduced the stronger

the two-dimensional layer is adsorbed.

In summary we developed a highly precise method to determine the geometric corrugation of

two-dimensional layers on metals and revealed a qualitative correlation to the electronic varia-

tions across the Moiré patterns.
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7 Porphyrins on graphene/Cu(111) and graphene/Ag(111)

Functional molecules open up possibilities for the ultimative down scaling of nano size elec-

tronics [7, 14, 23, 51, 409–415]. However, in order to produce molecular nano devices for

industrial purposes, fundamental understanding of the molecule-surface interactions has to be

acquired. Information on the driving forces for the molecular self-assembly as well as the elec-

tronic coupling of molecules to different supports are crucial for the design of devices.

For nano electronics, graphene exhibits extraordinary properties as described in Section 6. The

Moiré pattern formed by the two-dimensional layers on metal substrates can be used to steer

self-assembly positions of molecules, while the two-dimensional materials decouple molecules

from the underlying metal [27].

For highly corrugated graphene on Ir(111) [416–419], Ru(0001) [420, 421] and Rh(111) [422]

Moiré-directed adsorption has been reported. For example, metal clusters accumulate in the

wire regions of graphene [417, 419, 422]. Also in these systems the local work function in the

pore regions exhibits higher values compared to the wires regions [389, 416]. On Ru(0001) the

Moiré corrugation was used to form Kagome lattices of iron phthalocyanine and the obtained

porous Kagome network [423] was used to host tert-butyl zinc phthalocyanine in their centers

[424]. Again the molecules start to preferentially adsorb along the wire regions of the graphene.

However, reports of lanthanides on graphene claim a preferential adsorption on the pore regions

of graphene/Ir(111) [425, 426].

In the following, low and high coverages of porphines on graphene/Cu(111) and graphene/Ag(111)

are presented, investigating the self-assemblies and the electronic structures of the molecules.

The porphines exhibit a rather low vdW interaction with the graphene/metal systems. Interest-

ingly, the porphine adsorption positions on graphene/Cu(111) and on graphene/Ag(111) are not

influenced by the electronically corrugated Moiré lattice, which stands in contrast to molecules

adsorbed, for example on graphene/Ru(0001) [423, 424]. We assign this observation to the rel-

atively small electronic and geometric corrugation of the investigated graphene/metal systems

as shown in Section 6.

We show that graphene electronically decouples the molecules from the underlying support sim-

ilar to insulating two-dimensional layers, such as h-BN [27]. Furthermore, for high molecular

coverage, we observed a strong electronic screening between neighboring molecular entities, caus-

ing an additional energetic shift of the molecular orbitals.

These findings give important insights for design of molecular devices based on graphene.
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7.1 Co-P on graphene/Cu(111)

7.1.1 Assembly and electronic structure of Co-Ps on graphene/Cu(111) - low

molecular coverage

We deposited Co-Ps on graphene/Cu(111), where the graphene coverage was around 70 %.

The graphene was grown via carbon from the e-beam heated carbon rod as described in Sec-

tion 2. We intended to investigate the self-assembly and the electronic structure of the Co-Ps.

Especially the DOS resonances associated with the Co centers contain information about the

coupling of the molecule to the support [219].

Assembly of Co-Ps on graphene/Cu(111) For typical molecule deposition rates, and

the sample kept at room temperature, we obtained completely covered metal surfaces while the

graphene/Cu(111) regions remain empty. Consequently in order to inhibit molecular desorption,

we had to decrease the sample temperature to Tsample = 140 K, resulting in molecular agglom-

erates on graphene as depicted in Figure 7.1 (a). In contrast, on the bare Cu(111) surface the

molecules are randomly distributed.

At Tsample = 140 K the molecules on graphene are immobilized and they consequently stay

on the graphene rather than diffusing to the Cu(111) surface. However the molecules are still

mobile enough to accumulate on the graphene to clusters. We found nicely arranged porphines

at preparation sample temperatures down to Tsample = 50 K, evidencing a high mobility of the

molecules on graphene/Cu(111).

Furthermore, we did not manage to stably image individual molecules on graphene/Cu(111) at

the measurement temperature of T = 5 K, what strongly points towards very weak graphene-

molecule interaction.

In Figure 7.1 (d), no significant influence of the Moiré pattern on the molecular assembly of

the Co-Ps on graphene/Cu(111) is identified. The molecules are mainly attached to defects

such as island edges, wrinkles, and impurities. Due to the low preparation temperatures a high

impurity density on the surface is observed. Such impurities on the graphene are highlighted

with red arrows in Figure 7.1 (b), which is an enlarged topograph of the region framed yellow

in Figure 7.1 (a).

The bright species correspond to Co-Ps, which accumulate in the proximity of the highlighted

impurities. In the imaged cluster also one 2H-P is found as labeled in Figure 7.1 (b). The green

dot defines the position where the STS presented in Figure 7.1 (c) was taken.
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Figure 7.1: Assembly and electronic structure of Co-Ps on graphene/Cu(111) at low molecular coverage. (a)
Co-P deposited on a sample kept at 140 K with molecules accumulating in small clusters close to defects such as
graphene edges, wrinkles and impurities (VS = 1.4 V, I = 3 pA). (b) Enlarged molecular cluster, which is framed
in (a) (VS = 1.4 V, I = 6 pA). Bright protrusions correspond to Co-Ps, whereas one 2H-P is observed. The red
arrows highlight impurities on the graphene layer. (c) Typical STS measurement taken at the center position of
the molecule marked in (b) by the green dot. (d) Same area as depicted in (b) (VS = 1.4 V, I = 6 pA), where
the white circles correspond to the pores of the Moiré pattern. The colored dots correspond to the STS positions
and the color code is used to visualize the Co resonance energies for each molecule in the Co-P cluster. The
Co resonance energies ranging from V ∼ 0.90 V (violet) to V ∼ 1.35 V (red), revealing much larger variation as
expected from the local work function variations of graphene/Cu(111). Furthermore, the energy shift of the Co
peaks does not directly correlate with the Moiré corrugation or the number of neighboring molecules.

STS of Co-Ps/graphene/Cu(111) The Co related resonances in STS carry information

about the strength of coupling of molecular adsorbates with metal substrates [219]. The spec-

trum of Co-P on graphene/Cu(111) reveals a pronounced peak at Vsample = 1.2 V, which is

attributed to the Co DOS [126, 214]. The relatively sharp Co-peak, as well as the NDR for

higher sample biases, point towards an efficient decoupling of the Co-P from the underlying

metal [219]. For higher energies the DOS increases again due to the lowest unoccupied molec-

ular orbital (LUMO) of the Co-P molecule. The HOMO orbitals appear for energies below

∼ −2.0 eV.

The STS reveals an apparent band gap between HOMO and LUMO of ∆Egap ∼ 3.7 eV, in

good accordance with decoupled porphines on h-BN/Cu(111) [27] and substantially smaller

than ∆Egap ∼ 5.0 eV for porphines in the gas phase [427, 428].

In comparison, STS of Co-P on Cu(111) reveals no sharp features, as shown in Figure 7.5.
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Figure 7.1 (d) presents the same region as Figure 7.1 (b), with an overlay of white circles, which

highlight the pore positions of the graphene Moiré pattern with periodicity of 5.0 nm. The

colored dots are the positions where we measured STS and the energy of the Co resonance is

color-coded.

We obtain a large shift of the Co resonance energies up to ∆ECo = 400 meV, which substan-

tially exceeds the work function differences of ∆Φ ∼ 50 meV for different Moiré positions (see

Section 6.2.2). Additionally the variations ∆ECo are not directly correlated with the Moiré cor-

rugation. We also do not observe a clear correlation between the peak energy and the number

of neighboring molecules, which can influence the screening of the molecular electronic states.

Therefore we conclude that the adsorbed impurities on the graphene might influence the elec-

tronic structure of the porphines.

7.1.2 Assembly and electronic structure of Co-Ps on graphene/Cu(111) - high

molecular coverage

Figure 7.2: STM topograph of Co-Ps completely covering a graphene layer on Cu(111) (VS = 2.6 V, I = 5 pA).
Spatially extended molecular arrangements are observed, which reveal hexagonal ordering with NN-distances of
12 Å. The slightly dimmer molecules highlighted by the dashed white circles correspond to free base porphines.
Furthermore we can identify domain boundaries of the graphene.

Assembly of Co-Ps on graphene/Cu(111) A different approach to improve the adsorption

yield of molecules on the graphene/Cu(111) is to increase the deposition rate of the porphines.

For higher flux, individual Co-Ps interact with each other before leaving the surface and thereby

their desorption is diminished.

Figure 7.2 presents a sample, where the molecules were deposited at a higher rate, while the

sample was kept at room temperature. The higher molecule flux was realized by a higher
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evaporation temperature. Note that the Co-P flux at a certain evaporation temperature is

decreasing with time, which impedes the quantitative determination of the molecular flux.

The resulting surface exhibits a highly ordered arrangement of molecules on graphene, extended

over a large area. The Co-Ps reveal a hexagonal packing with a NN-distance of 12 Å. The white

dashed circles in Figure 7.2 highlight free base species. Furthermore we assign the region, which

is not covered with molecules to domain boundaries of the graphene.

STS of Co-Ps/graphene/Cu(111) - Grid experiment 1

Figure 7.3: Grid experiment of Co-P on graphene/Cu(111). (a) STM image of closed packed Co-Ps (bright
dots), including dimmer 2H-Ps (VS = 1.5 V, I = 5 pA). (b) Topograph of same area as shown in (a) at different
bias revealing the underlying Moiré pattern (VS = 2.0 V, I = 5 pA). (c) Typical STS (green points) exhibiting
strongly broadened features, which are superimposed with a featureless increase in the DOS for higher biases. The
red line is a fit to the data in the range of V = 0.8− 1.3 V. The inset in (c) depicts a zoom-in to the fit revealing
good agreement with the measured data points. (d) For each point of the grid we extracted the position of the
first peak from our fits. The plot in (d) shows the same region as (a) and (b) where the color code corresponds
to the peak positions.

For a comprehensive investigation of the electronic modifications of the molecules caused by

the Moiré superstructure, we conducted STS grid experiments as presented in Figure 7.3 and

Figure 7.4. Figure 7.3 (a) depicts an island of Co-Ps (bright dots), which includes few darker

imaged free base porphines. At an applied bias of V = 2.0 V in Figure 7.3 (b) we observe

a Moiré periodicity of 6.4 nm. In the STS grid experiment we measured dI/dV spectra at
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25× 25 positions in the area presented in Figure 7.3 (a) and (b). A typical spectrum is shown

in Figure 7.3 (c), where the green points correspond to the measured data. The red line is a

fit to the data set applying two Gaussian peaks and a constant offset in the voltage range of

V = 0.8− 1.3 V. The fit nicely matches the data as highlighted in the inset in Figure 7.3 (c).

Figure 7.3 (d) depicts the same region as Figure 7.3 (a) and (b), where each pixel carries the

information of the first peak position of the STS taken at the respective location. The first peak

energy, which is color coded, varies from ∼ 0.8 V to ∼ 1.1 V. We roughly estimate the Moiré

induced corrugation of the peak energy to ∼ 50 meV, which is slightly exceeding the value found

for a line scan experiment with a different tip (compare Appendix A).

Interestingly, even though we can extract the local variations of the peak energies along the

Moiré lattice, we do not resolve obvious variations in peak energy and amplitude between 2H-Ps

and Co-Ps in the measurements shown in Figure 7.3. Blunt tips and/or tip positions, which are

spatially offset from the molecular center might cause this observation.

STS of Co-Ps/graphene/Cu(111) - Grid experiment 2

Figure 7.4: Grid experiment with Co-P on graphene/Cu(111). (a) STM image of highly structured Co-Ps
(bright dots), interspersed with dimmer 2H-Ps (VS = 0.6 V, I = 5 pA). (b) Typical grid STS revealing peak
around V = 0.8 V. (c) Corresponding peak position plot with peak energies ranging from ∼ 0.8 − 0.95 V. (d)
Amplitude of the fitted STS peaks. Here we can easily identify the 2H-P positions.
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In Figure 7.4 an additional grid experiment is presented. Figure 7.4 (a) shows an STM

image of the investigated sample area, which consists of Co-Ps (bright dots) and 2H-Ps (darker

dots). The region shown in Figure 7.4 (a) is examined in a 30× 30 grid experiment. A typical

spectrum is pictured in Figure 7.4 (b). In contrast to the STS in Figure 7.3 (c) we observe a

sharp LDOS resonance at V ∼ 0.8 V, followed by a region with a NDR for higher biases and

a strong increase for biases above V ∼ 1.3 V. We fit the sharp resonance at V ∼ 0.8 V to a

Gaussian peak and a constant offset. The obtained peak position is depicted in Figure 7.4 (c).

We do not observe any corrugation in the peak position correlating with a Moiré pattern. The

potential reason, that the Moiré lattice periodicity is larger than the investigated region can be

excluded as for graphene/Cu(111) the observed Moiré periodicities range from a = 1.5− 7.0 nm

[163, 181, 183, 429]. Again we do not identify the free base species in the peak position plot.

However, in Figure 7.4 (d) the amplitude of the resonance peak is imaged for each pixel. In the

peak amplitude we can clearly distinguish between 2H-Ps and Co-Ps. Therefore we assign the

DOS resonance at V ∼ 0.8 V to originate from the Co center of the porphines.

7.1.3 Comparison between Co-Ps on Cu(111), h-BN/Cu(111), and graphene/Cu(111)

Co-Ps on Cu(111) Figure 7.5 (a) shows a Cu(111) surface with Co-Ps deposited at a low

coverage of molecules. The Co-Ps are separated from each other due to their charge induced

repulsive interaction [211].

Figure 7.5: Co-Ps on Cu(111): (a) Co-P distributed on Cu(111) at a low molecular coverage (VS = −0.65 V, I =
100 pA). (b) Three Co-Ps grouped together in a three fold symmetric arrangement. The molecules reveal a two
fold symmetry (VS = 60 mV, I = 40 pA). (c) Typical STS of a Co-P on Cu(111), exhibiting no sharp features.
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However, in contrast to free base porphine on a metal substrate [211], the molecules exhibit

a two fold symmetry [220]. The bright axis of the Co-Ps is aligned perpendicular to the high

symmetry axis of the Cu(111) substrate, occupying bridge sites [220]. Furthermore, we obtain

groups of molecules arranged in a threefold geometry as depicted in Figure 7.5 (b).

Figure 7.5 (c) depicts a STS of a Co-P on Cu(111). We do not observe sharp features in the STS,

however we find a smooth increase of the LDOS for voltages exceeding VS ∼ 1 V. The electronic

coupling of the molecule to the metal substrate causes the intrinsic molecular electronic states

to be broadened, which leads to the measured STS signal [210, 221].

Co-Ps on h-BN/Cu(111) Figure 7.6 (a) depicts Co-Ps deposited on h-BN/Cu(111) held

at room temperature. The image reveals a Moiré periodicity of 6.6 nm. The work function

differences between pore and wire of h-BN/Cu(111) are quantified to ∆E ∼ 250 meV [123],

Figure 7.6: Co-Ps on h-BN/Cu(111). (a) STM topograph of Co-Ps (bright dots) and 2H-Ps (molecular species
with apparent depression in the center) are distributed on h-BN/Cu(111) (VS = 1.25 V, I = 40 pA). Molecules
arrange with the Moiré lattice exhibiting a periodicity of 6.6 nm. (b) Typical STS taken at the center of a Co-P on
h-BN/Cu(111). The Co associated resonances are strongly pronounced and a NDR for higher biases is observed.
The STS points towards an efficient decoupling of the Co-Ps from the metal support. (c) Co-P island trapped in
a Moiré pore (VS = 1.25 V, I = 300 pA). The colored points visualize the position of the STS and the color code
corresponds to the peak position of the Co resonances. The peak energy is reduced in the center of the molecular
island.
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which is much larger than for the graphene/Cu(111) with ∆E ∼ 50 meV. Furthermore,

for h-BN/Cu(111) the pores reveal a lower work function as the wire region, opposite to the

graphene/Cu(111) system [27, 116, 123, 235].

In contrast to the porphines on graphene/Cu(111), the molecular adsorption on h-BN/Cu(111)

is influenced by the Moiré lattice. The molecules adsorb on the h-BN even at room temperature

and are trapped at the Moiré pores [27, 49, 430–432]. On h-BN/Cu(111), the porphines desorb

at temperatures exceeding 450 K.

In Figure 7.6 (b) a typical STS of Co-P on h-BN/Cu(111) is depicted, which indicates effective

decoupling of the molecules from the metal substrate. We obtain a sharp Co resonance at

∼ 0.8 V, which is followed by a NDR region at larger bias. A subsequent increased DOS for

higher biases is observed as additional unoccupied molecular orbitals contribute to the STS

signal.

The measured STS reveal a very similar signature as the spectra taken on graphene/Cu(111)

(see Figure 7.1 (c)). In Figure 7.6 (c) the Co-peak positions are marked by colored dots. Here,

the energy of the Co-peaks is reduced for the molecules situated in the center of the molecular

island. The observed shift in energy goes up to 0.5 eV within a lateral distance of ∼ 1 nm. This

large shift can be partly explained with the molecule’s position on the Moiré lattice [27], but is

mainly influenced by the neighboring molecules [408, 433].
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7.2 2H-Ps on graphene/Ag(111)

Complementary to the different Cu(111)-based systems, we investigated the molecular ad-

sorption of porphines on graphene/Ag(111). The graphene was grown from the e-beam heated

carbon rod at Tsample = 900 K. Here we additionally focused on the covalent functionalization

of graphene by the molecules.

Assembly Figure 7.7 (a) shows a graphene/Ag(111) sample covered by 2H-Ps. The molecules

were deposited while the sample was kept at room temperature.

We observe three distinct regions in Figure 7.7 (a): (i) monolayer 2H-Ps and (ii) bilayer 2H-Ps

on Ag(111). The assembly of porphines on Ag(111) is mainly determined by their repulsive

interaction and the formation of first and second layer porphine assemblies is described in [211].

The third region (iii) correspond to 2H-Ps on graphene/Ag(111). In the center of the graphene

islands the molecules are highly ordered. We found a basis cell with basis vectors a1 = 1.3 nm

and a2 = 1.2 nm and an opening angle Φa1a2 = 52◦ as depicted in Figure 7.7 (b). The porphines

on graphene/Ag(111) and in the first layer on Ag(111) exhibit a square like appearance.

Figure 7.7: High coverage 2H-Ps on graphene/Ag(111). (a) Three regions are identified: (i) 2H-Ps on Ag(111)
and (ii) bilayer 2H-Ps on Ag(111). (iii) 2H-Ps on graphene/Ag(111), which exhibit a highly ordered structure
in the center of the graphene layer (VS = 1 V, I = 50 pA). (b) Zoom-in of ordered 2H-Ps on graphene/Ag(111)
with basis vectors a1 = 1.3 nm and a2 = 1.2 nm and an opening angle Φa1a2 = 52◦ (VS = 0.8 V, I = 60 pA).

Figure 7.8 (a) shows a graphene/Ag(111) sample at lower porphines coverage, where the

sample was kept at room temperature during porphine deposition. The 2H-Ps were only ob-

served on the graphene, when the Ag(111) surface was completely covered by molecules.

The molecules on the graphene/Ag(111) accumulate at graphene edges, grain boundaries, im-

purities on the graphene, and defects in the graphene layer. We observe small molecular clusters

but also individual molecules, which we can image in a stable way upon applying typical scan-

ning parameters.

While porphines typically exhibit a four-fold symmetry on graphene/Ag(111) the individual im-
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aged porphines reveal a depression at one corner as shown in Figure 7.8 (b) for three molecules.

However, by laterally manipulating such molecules we can restore the four-fold symmetry as

depicted in Figure 7.8 (c) and Figure 7.8 (d). The encircled molecule in Figure 7.8 (c) has an

apparent depression at one corner and is manipulated by a bias pulse. Figure 7.8 (d) shows

the subsequent STM image, where the square like shape of the porphine encircled in white is

restored.

Therefore we assume that the molecule is intact and we assign the previously observed depres-

sion to a defect in the underlying graphene layer, which interacts with the porphine.

Indeed, the inset in Figure 7.8 (d) shows an image of the atomically resolved defect.

Figure 7.8: 2H-Ps on graphene/Ag(111) at low coverage. (a) STM image shows low molecule density on
graphene, while the Ag(111) is completely covered. The 2H-Ps accumulate at graphene edges, grain boundaries,
impurities on the graphene, and defects in the graphene layer. Small molecular clusters, but also individual 2H-Ps
can be imaged on the graphene (VS = 1.3 V, I = 10 pA). (b) Three individual molecules trapped at a defect in
the graphene layer, revealing a depression at one corner of the molecule (VS = 1.3 V, I = 10 pA). (c) Molecule
with characteristic depression on the top left of the image encircled in white (VS = 1.3 V, I = 10 pA). This
molecule is manipulated by a bias pulse and imaged in (d). In (d) the moved molecule exhibits a square like
shape pointing to an intact molecule (VS = 1.3 V, I = 10 pA). The inset in (d) shows an atomically resolved
image of the defect, which caused the depression of the 2H-P in (c) (VS = 17 mV, I = 500 pA).
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STS We conducted STS of 2H-Ps on graphene/Ag(111) to obtain information about their elec-

tronic properties. Figure 7.9 (a) - (c) depict the same molecule for three different applied biases:

Figure 7.9 (a) at VS = 1.0 V, Figure 7.9 (b) at VS = 1.5 V, and Figure 7.9 (c) at VS = 2.0 V.

The molecule reveals a square like shape for small bias (VS ≤ 1.5 V), while the LUMO appears

clearly at VS = 2.0 V (compare LUMO in [211]).

Figure 7.9: Electronic properties of 2H-P on graphene/Ag(111). (a)-(c) Individual molecule imaged at different
biases, VS = 1.0 V (a), VS = 1.5 V (b) and VS = 2.0 V (c) (I = 5 pA). The 2H-Ps reveal a square like shape
for VS ≤ 1.5 V and for higher voltages the LUMO appears. The red graph in (d) shows the STS taken at the
positions marked by the red dot in (a). The red curve reveals a DOS resonance at VS = 1.9 V, which we assign
to the LUMO. A broader increase in the DOS due to the HOMO for VS < −1.5 V is observed. The red solid
lines on top of the STS graphs visualize the bias at which the images (a)-(c) were acquired. (e) and (f) depict
the same region imaged at VS = 1.0 V (e) and VS = 1.4 V (f) (I = 10 pA). The green graph in (d) corresponds
to a STS taken at the position marked in (e). The green curve exhibits similar signature as the red graph but
is shifted to lower voltages. The LUMO shifts roughly by ∆ELUMO = 0.7 eV, whereas the HOMO is shifted
by ∆EHOMO ∼ 0.3 eV. In (e) the molecules reveal square like shape, while the encircled molecules show some
additional intramolecular features. In (f) all molecules on the graphene exhibit the intramolecular features, which
we assign to the LUMO.
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The red dot in Figure 7.9 (a) defines the position where the red spectrum presented in Fig-

ure 7.9 (d) was taken. The STS shows a clear resonance at VS = 1.9 V, which we assign to the

LUMO and a broader resonance for VS < −1.5 V, which we assign to the onset of the HOMO

of the 2H-P.

The relatively sharp resonances reveal an effective decoupling of the molecules from the metal

support [27].

The red lines on top of the STS graphs visualize the voltage at which the images in Figure 7.9 (a)

- (c) were acquired. Figure 7.9 (a) and (b) were measured at VS < VLUMO and the applied bias

for Figure 7.9 (c) lies at the LUMO resonance.

Figure 7.9 (e) and (f) show a sample at higher molecular coverage. The left side depicts

molecules on graphene/Ag(111), while the molecules on the right are adsorbed on Ag(111).

In Figure 7.9 (e) (VS = 1.0 V) the porphines on the graphene/Ag(111) reveal a square like

shape, similar to the appearance on the metal support. The green dot shows the STS location

of the green spectrum presented in Figure 7.9 (d). The green circle in Figure 7.9 (e) highlights

molecules, which exhibit additional intramolecular features. In Figure 7.9 (f) (VS = 1.4 V)

such intramolecular features, which we assign to the LUMO, are identified for all molecules on

graphene. In contrast, the 2H-Ps on Ag(111) do not change their appearance for higher biases.

The green trace in Figure 7.9 (d) of the high molecular coverage system reveals a very similar

signature than in the low coverage case, but is shifted to lower energies. The LUMO shifts by

about ∆ELUMO = 0.7 eV, while the HOMO is only shifted by ∆EHOMO = 0.3 eV. This shift

of the orbital energies is assigned to a screening of the neighboring molecules and additionally

the Moiré pattern might have an influence.
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7.2.1 Chemical functionalization of graphene/Ag(111) by porphines

Functionalization of graphene/Ag(111) To modify the electronic properties of graphene,

chemical functionalization is an actively researched topic [434–439]. E.g., Lattelais et al. [440]

propose that metal porphines can covalently bind to metal supported graphene.

By pulsing the individual molecules as described in [441], we did not observe a covalent cou-

pling to the graphene layer, which was also proposed in [440]. However we laterally moved the

molecules on the surface.

While we did not succeed to chemically bind porphines on the graphene layer, we functionalized

the edges of the graphene with free base porphines, as briefly discussed in the following.

Edge functionalization

Figure 7.10: Porphines covalently bound to graphene edges. Red circles highlight covalently coupled and yellow
circles silver metalated porphines in (a) (VS = 1.0 V, I = 30 pA) and (b) (VS = −1.0 V, I = 300 pA). The green
circles present porphines, which are chemically connected to the edge of the graphene islands.

We coupled porphines covalently to the edges of graphene/Ag(111) by thermal activation. In

Figure 7.10 (a), the very same sample presented in Figure 7.7 after an additional annealing step

to Tsample = 570 K for ten minutes, is shown. After annealing, the graphene surface is almost

completely empty. Interestingly, the molecular coverage on the metal is strongly reduced, even

though 2H-P desorption from the metal does typically not occur at the applied temperatures

[227]. The observed desorption might be enhanced by a two step process involving the graphene

layer.

The red circles in Figure 7.10 (a) and (b) highlight dehydrogenative homocoupled porphines

(compare [101, 227]), while the yellow circles highlight metalated silver porphines [227]. The

green circles highlight porphines (free base and metalated), which are covalently connected to the

graphene sheet. A more comprehensive study of the graphene edge functionalization triggered

by these preliminary experiments is published in [273].
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7.2.2 Discussion and outlook - porphines on graphene on Cu(111) and Ag(111)

Our experiments point towards a high mobility and low adsorption energy of porphines on

graphene/Cu(111). Individual molecules desorb from the graphene surface already at room tem-

perature. We showed that even at sample temperatures of Tsample = 50 K the porphines are

mobile enough to form ordered arrays. Furthermore, at T = 5 K the individual molecules are

still too mobile to be stably imaged with STM. Both observations points towards small vdW

interaction between porphines and graphene/Cu(111).

On Ag(111), we observe a slightly stronger interaction between molecules and graphene, as we

can image individual porphines with our STM tip.

For both systems, the molecules do not preferentially adsorb on specific Moiré positions. How-

ever, they rather accumulate at defects in the graphene layer or impurities on the graphene. We

identify the following possible explanations for the negligible influence of the Moiré pattern in

the self-assembly of the porphines.

(i) The work function differences of different positions on the graphene/metal system can

cause differences in the adsorption energy of the molecules [27]. For similar two-dimensional

layer/metal systems the energetically preferred adsorption positions on the Moiré correlate with

the positions revealing the lowest work functions [27, 416–419]. As the work function differences

between pore and wire for the graphene/Cu(111) are significantly smaller than for example for

h-BN/Cu(111) (compare Section 6), this might be the reason for the small influence of the Moiré

pattern on the molecular self-assembly.

(ii) Furthermore lateral electric fields can play an important role in the ordering mechanism

of molecules [27, 430, 442]. Again the smaller electrical corrugation of graphene/Cu(111) and

graphene/Ag(111) compared to h-BN/Cu(111) leads to smaller electric fields and therefore to a

weaker site-specific bonding.

(iii) In additional to the electronic consideration of the adsorption energetics, the geometric

corrugation might be important for the self-assembly of the porphines. From our geometric de-

termination of the Moiré corrugation of h-BN/Cu(111) [123] and graphene/Cu(111) (compare

Section 6), we conclude that the Moiré positions with the lowest work function coincide with

the smallest adsorption height. As a consequence the position dependent adsorption energy of

molecules on the Moiré might be influenced by the molecule metal interaction, which is strongly

distance dependence.

With regards to the electronic structure of the molecules we observed varying behaviors for

the high and low molecular coverage experiments.

For the low molecular coverage on graphene/Cu(111), we observed an efficient electronic de-

coupling of the molecules from the underlying metal support. The efficient decoupling was

evidenced by pronounced resonances and NDR regions in the STS of the Co-Ps. The signature

of the Co-P spectra on graphene/Cu(111) reveals very similar appearance as the Co-P spectra

on h-BN/Cu(111). The shape, the resonance energies, the NDR as well as the apparent band
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gap show high similarities between molecules on h-BN/Cu(111) and graphene/Cu(111). Thus,

we assume that graphene decouples molecules with similar efficiency from the metal support as

h-BN.

Furthermore, in the high coverage case, we identified two different STS signatures.

In the first experiment we obtained strongly broadened features in the STS and we could not

identify the Co attributed resonances. This broadening might be caused by contributions to the

STS signal of molecular orbitals from neighboring molecules. These orbitals can exhibit different

energies due to the Moiré induced level alignment [27]. Furthermore, the geometry of the tip can

cause a broadening of the STS features. However, from the energy of the molecular orbitals we

could identify the Moiré periodicity and we found an electronic corrugation of ∼ 50 meV, which

is in good agreement with the work function shifts found for graphene/Cu(111) (see Section 6).

We found different electronic properties for a high coverage molecular island on graphene/Cu(111)

without apparent Moiré corrugation. Here, we assign the sharp resonance to the Co orbitals

as they are not observable for free base species. The Co orbital energy is shifted down to

ECo = 0.8 eV compared to the low coverage case, which we attribute to a screening by sur-

rounding molecules.

It is not obvious why for one system the DOS features are severely broadened, while we observed

sharp peaks in the other case. Interestingly, we could clearly determine the Moiré periodicity

from the strongly broadened STS data, while the energy of the sharply resolved Co resonance

did not follow an obvious Moiré lattice.

A blunt tip might explain the strong broadening, but since we observed the broad resonances

for many different tips, the STS modifications might also come from different adsorption con-

figuration of the graphene layer on the underlying support.

We observed graphene with pronounced Moiré pattern in one case, while the other graphene

island appears flat. The flat graphene island might exhibit different coupling to the Cu(111),

which has already been reported for h-BN on Ni(111) [205].

To summarize, even though the graphene sheet is a conducting material, it efficiently decouples

molecules from an underlying metal substrate. Furthermore, the adsorption sites of porphines

on graphene/Cu(111) and graphene/Ag(111) is not dictated by the Moiré pattern.
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8 Neural networks

The work presented in this Chapter was done during a research stay at the National Insti-

tute for Materials Science in Tuskuba (Japan), in collaboration with the Nano Functionality

Integration Group of Tomonobu Nakayama.

Artificial Intelligence (AI) is outplaying human minds in more and more fields. Giving first

significant attention to a broader audience in 1997, when a computer beat Garri Kasparow (at

that time chess world champion) in chess [443], computer based AI [444] is now omnipresent.

While the self-learning program AlphaGo defeats the worlds best Go player, which was said to

be the holy grail of AI [445], AI starts to get access to daily life. Autonomous cars [446] and

image recognition [447–449] are just two examples, where AI is already giving huge impact to

society. Face recognition algorithms are in a stage where AI is used to survey and track down

individual persons [450] and can even provide information about the sexual orientation just from

the shape of someone’s face [451].

However, to manage these tasks software based AI consumes huge amounts of energy whereas

the human brain completes all it’s challenges with tens of Watts [452]. The hardware approach

to neural networks tries to overcome the energy issue of the software based AI.

In the following we present metal-insulator-metal (MIM) [453] nanowire systems, which are used

for an artificial neural network in this work. We executed multi-probe SPM experiments on MIM

junctions. From the two-probe experiment we conclude that the Power Spectral Density (PSD)

of the measured current through the MIM junction, gives clear information about the activation

and deactivation of the junction. Furthermore, we assembled a macroscopic neural network

device, which manages to memorize five different input patterns successfully.

8.1 Preparation of silver nanowires (Ag NWs) and switching principle

8.1.1 Ag NW synthesis

The Ag NWs are synthesized following the procedure presented by Bi et. al. [454] performing

a pyrrolidone (PVP) mediated polyol process [455–457]. We used the following recipe:

• Heat oil bath to 400 K

• Dissolve Polyvinylpyrrolidone K90 (PVP) (0.085 g) with an average molecular weight of

630 kg/ mol in 5 ml 1,2-propylene glycol to obtain a concentration of 0.027 mmol/L by

stirring it for 1 hour with a magnetic stirrer.

• Heat PVP to 400 K in oil bath for 30 minutes.
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Figure 8.1: MIM junctions and principle of activation. (a) Optical microscope image of synthesized Ag NWs,
which act as MIMs. The Ag NWs are covered by an insulating PVP layer and reveal a length up to 100 µm.
(b) Sketch of a MIM junction consisting of two Ag NWs separated by an insulating PVP layer. Silver atoms
are depicted in gray the PVP in orange. When a bias is applied Ag+ ions migrate to the cathode and open a
conducting channel within the insulating layer.

• Dissolve AgNO3 (0.085 g) in 5 ml 1,2-propylene glycol to obtain a concentration of 0.15 mmol/ L

• Add 100 ml of NaCl solution (5 mmol/ L) to the PVP.

• Keep solution at 400 K for 4 minutes

• Add all of the AgNO3 solution to the PVP and keep it at 400 K for 1 hour, with the bottle

being closed.

After the synthesis the Ag NW solution has to be purified. Therefore the solution is diluted with

isopropanol and centrifuged at 4000 rpm for 1 minute. The solvent is removed and the residual

Ag NWs are dissolved in isopropanol again. This purification step is repeated three times. In

Figure 8.1 (a) the obtained Ag NWs are imaged with an optical microscope. With this image

the purity is checked and if too many residuals from the syntheses are distributed on the sample

surface, the purification procedure has to be repeated. The imaged Ag NWs are clean and have

diameters ranging from a few tens to a few hundreds of nanometers and a length up to hundreds

of microns. The obtained Ag NWs are covered by an insulating layer of PVP.
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8.1.2 Switching principle of Ag NW junctions

Figure 8.1 (b) sketches the switching of a metal-insulator-metal (MIM) junction from the

non conducting off state to a conducting on state. The Ag atoms of two Ag NWs are drawn in

gray, which are separated by the insulating PVP layer. When a voltage is applied between the

Ag NWs, Ag+ ions migrate to the cathode and thereby open a conducting Ag channel within

the insulating layer [453, 458–461]. This channel is illustrated on the right side in Figure 8.1 (b).

8.2 Multiprobe measurements on individual Ag NW and Ag NW junctions

Multi-probe AFM/STM gives access to the electrical properties of nanomaterials in the

nanometer regime [462, 463]. Whereas two-probe experiments struggle with the influence of

the probe-sample contacts, four probes are needed to overcome this issue [462, 463]. Multi-

probe measurements have been reported on various nanoscale materials [462, 464–467]. Here we

present a study of multi-probe measurements on metal-insulator-metal junctions.

In the following we measure conductance (G) and resistance (R) of single Ag-NWs and of Ag-

NWs junctions. Therefore we record the conductance at constant voltage for several different

voltages. For a more comprehensive analysis we additionally analyze the power spectral density

(PSD) of the measured currents. Demis et al. [468] have shown that they can state if a

macroscopic nanowire network is activated or deactivated from the shape of the PSD. We

obtain the PSD by fast fourier transform (FFT) of the measured current signal. To describe

the shape of the PSD we fit the data to a power law behavior of ∝ 1/fβ and use the β

value to compare the different measurements. The shape of the PSD is determined by three

superimposed processes [469]:

• 1/f noise with PSD ∝ 1/fβ

• Johnson-Nyquist noise with PSD ∝ R [470, 471]

• Shot noise with PSD ∝ I [472, 473]

In the following we show measurements at Ag-NWs and Ag-NWs junctions at different applied

biases, different currents, and different conductances and compare them to the corresponding β

values of the PSD.

8.2.1 Four-probe AFM

The used four-probe AFM was developed and built by Yoshitaka Shingaya. In Figure 8.2 (a)

the vacuum chamber providing a pressure in the order of 10−5 mbar is shown. All measurements

presented in this work are performed at this particular pressure and at room temperature. Above

the vacuum chamber an optical microscope is placed, which can be moved with micrometer
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Figure 8.2: Experimental approach of four-probe microscope. (a) Four-probe microscope chamber holding a
vacuum of ∼ 10−5 mbar. Optical camera above the chamber to locate the four individual probes on the sample.
(b) Opened chamber revealing the four tip holders. (c) Investigated sample, which is mechanically fixed on the
sample holder with two clamps. The top left part of the sample is covered by a metallic layer (metallic color).
The bottom right part is the support for the investigated materials (dark blue color). (d) qPlus tuning fork with
tilted glued tip.

.

screws and is used to locate the four tips and to find the area one wants to measure via AFM.

In Figure 8.2 (b) the inside of the vacuum chamber is pictured, showing four independently

movable tip holders. Each of these tip holders can be positioned via coarse piezos in x-y-z

directions with a movement range up to 6 mm. For scanning and for precise positioning, each

probe can be moved with a tube piezo with a maximum range of 9 µm. An additional tube piezo

is used to translate the sample. All four tungsten tips are glued to a qPlus sensor each with a

resonance frequency of about fres = 25 kHz. The excitation amplitude of the qPlus sensor was

set to a = 2 nm for the measurements.

In contrast to tips used in one-probe AFMs, the tip is not pointing straight down to the sample,

but is tilted as sketched in Figure 8.2 (d) [474]. The tip length is around 2 mm and the resolution

of each probe is ∼ 2 nm. The smallest distance between the tips is limited by their thickness,

causing a minimum separation between opposite tips of ∼ 100 nm and for neighboring tips of

∼ 1 µm. All measurements are done in constant ∆f -mode.

Figure 8.2 (c) shows a sample holder with a sample sitting in the center of it, which is fixed

mechanically with two clamps. One part of the sample is covered with a metallic layer, where the

conductivity of the four tips can be tested. The investigated material is put on the other side of

the sample. For the AFM measurements the tips are approached till a threshold ∆fthreshold =
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Figure 8.3: Imaging MIM junction via a four-probe AFM. Optical microscope picture in the center, showing
four tips and two crossing Ag NW contacted by the four tips (Scale bar = 50 µm). Four AFM images measured
simultaneously with the four individual probes (Scale bar = 1 µm).

−2 Hz is reached. Then all actual ∆f values are set to zero as an offset-correction and the

∆fmeasure are set to measure AFM in ∆f -mode. These ∆fmeasure values are usually between

−2 to −4 Hz.

The electrical measurements can be done after some hours of AFM scanning, when the drift is

reduced. For the electrical measurements the tips are placed at the position where the sample

should be measured, the AFM feedback is switched off and the tips are moved towards the

surface by ∆z = 20 nm. The maximum useable ∆z range is 40 nm.

8.2.2 Electrical measurements with multi-probe AFM

Imaging Ag NW junctions via AFM In the center of Figure 8.3 an optical microscope

image of the measured sample is shown. The sample is a SiO2 crystal, where one part is covered

by an Pt/Au layer and on the SiO2 part a strongly diluted Ag NW solution has been drop

casted. We observe a density of a few Ag NWs per 100 µm2. The whole sample mounted on the

holder is presented in Figure 8.2 (c). The four tips in Figure 8.3 are positioned via the coarse

piezos above two crossing Ag NWs with a length of ∼ 30 µm each.

The four AFM images (labeled Probe 1 - 4) are measured simultaneously. Probe 2 and 3 image
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the two different Ag NWs with a height of h ∼ 250 nm and a width of w ∼ 500 nm. We neglect

the observations for h and w of Probe 1 and 4 as they give too high values due to blunt tips.

For the following electrical measurements on this Ag NW system the four tips are positioned

above the Ag NWs, the AFM feedback is switched off and the tips are approached towards the

surface by 20 to 40 nm.

Activation of junctions Figure 8.4 depicts an exemplary activation of a metal-insulator-

metal junction between Probe 1 and Probe 3. In such a two-probe experiment the voltage is

applied between Probe 1 and Probe 3. Therefore the measured resistance is a combination of

the single Ag NW resistance and the contact resistances of the tip-Ag NW contacts. We do not

expect an activation inside one single Ag NW but the tip-Ag NW contacts can be activated.

The blue (orange) lines corresponds to the current measured at Probe 1 (Probe 3) and are plotted

against the applied voltage. For the first voltage sweep no current is detected as the junctions

are not activated (Figure 8.4 (a)). After several voltage sweeps with applied voltages up to 10 V

relevant currents are measured as the MIM junctions are activated (Figure 8.4 (b)). For V & 2 V

the current reaches overload, which is set to 1 µA. The curves exhibit hystereses when the voltage

is swept in opposite directions. These hystereses are caused by activation/deactivation of the

tip-Ag NW contacts.

Figure 8.4: Activation of junctions between Probe 1 and Probe 3 where the blue (orange) lines corresponds to
the current measured at Probe 1 (Probe 3): (a) I vs V curve shows no conductivity for inactive channel. (b) After
several voltage sweeps the channel becomes activated. In this intermediate state we observe a hystereses in the
I vs V curve. (c) An almost ohmic behavior for a small voltage range is found after more sweeps. Depending on
the contact between tips and Ag NWs this ohmic region can be much further extended. At a current of I = 1 µA
the measured current reaches its limitation. The system is deactivated after some time and goes back to the
situation demonstrated in (a).
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After additional voltage sweeps the measured channel becomes more conductive, the hys-

tereses diminish and ohmic behavior is achieved for a small voltage range as can be seen in

Figure 8.4 (c). Depending on the contacts the ohmic behavior can be much further extended.

In Figure 8.5 we consider the time scales of the activation process of the junctions. Figure 8.5 (a)

depicts the measured current between Probe 1 and Probe 4 at an applied voltage of V = 100 mV.

The channel is slightly activated and deactivated for the first ∼ 0.2 s. The conductance does

not show a clear tendency over time, but increases and decreases on the millisecond and also

on longer time scales. The black arrow highlights a distinct jump in the current. This strong

increase in conductance, by at least one order of magnitude occurs within 1 ms, which is the

time resolution of the measurement.

Additionally to the constant voltage experiment we performed constant current measurements.

In the constant current experiment shown in Figure 8.5 (b), the current was set to I = 1 nA and

the resulting voltage was measured between Probe 1 and Probe 4. We identify a slow increase

of the voltage from close to zero Volts to values exceeding 2 V within a few seconds. We assign

this process to the deactivation of the junctions. The subsequent activation reveals a sharp

reduction in voltage, which occurs again faster then the time resolution of the experiment (in

this case 42 ms).

The PID control of the feedback can be ruled out to be responsible for the differences of the slow

deactivation and the fast activation process as a PID control reacts symmetric on deviations

from the given set point. From these activation experiments we conclude that the activation of

the metal-insulator-metal junctions can occur within 1 ms.

Figure 8.5: Timescales for activations/deactivations of MIM junctions. (a) Current measured at a constant
applied voltage of 100 mV between Probe 1 and Probe 4. The distinct jump in the current from only few
nA to over 100 nA (highlighted with a black arrow) occurs within 1 ms, which was the time resolution of the

measurement. (b) Voltage measured when the constant current was set to 1 nA between Probe 1 and Probe 4.
The deactivation of the channel (increasing voltage) occurs within a few seconds, whereas the activation (voltage
drops to almost 0 V) occurs within one measuring interval of 42 ms.

.
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Two-probe constant voltage We measured the conductance between Probe 1 and Probe 3

in constant voltage mode for a range of different applied voltages. Probe 1 to Probe 3 means

that we have two tip-Ag NW contacts, which can be activated but no MIM junction between

different Ag NWs. Figure 8.6 (a) depicts the evolution of the conductance of the channel for 33

subsequent measurements. All measurements where the currents exceeded the current limitation

were removed from the data. The different applied voltages are shown in Figure 8.6 (c) for each

measurement. The orange colored data points correspond to measurements with specific β values

as explained below. For the first data points (0− 8 in Figure 8.6 (a)) the conductance is small

and almost constant.

Figure 8.6: Conductance and power spectral density (PSD) analysis of two-probe measurements between Probe
1 and Probe 3 in constant voltage mode. (a) Measured conductance for 33 measurements. Low conductance
at the first measurements (0 − 8) are followed by higher conducting (9 − 18), then by low conducting (19 − 25)
and subsequent higher conducting measurements (26 − 32). All data points are highlighted in orange if the
corresponding β value in (b) lies above β ∼ 0.47. (b) Shows fitting β parameter of the PSD of the measured
currents for each measurement. The PSD spectra are fitted to a power law behavior of ∝ 1/fβ . The corresponding
fits to the red squares highlighted in (b) are presented in (d) and (e). The β values are distributed from β ∼ 0.1
to β ∼ 1. However no β values are found for the region β ∼ 0.25 to ∼ 0.47, which is highlighted in orange. The
β values does not scale with the measured conductance. (c) presents the applied voltage for each measurement.
(d) and (e) show PSD measurements with corresponding power law fit with low β (d) and with large β (e).
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Data points 9−18 show increased conductance, which drops to the initial conductance again

for data points 19− 25 and reveals higher values for data points 26− 32. Figure 8.6 (b) shows

the corresponding fitting parameters β for each measurement. To obtain β the PSD of the

measured current is fitted to the power law behavior of ∝ 1/fβ.

Two examples of the PSD and the corresponding fits are shown in Figure 8.6 (d) and (e).

Figure 8.6 (d) (measurement 9) and (e) (measurement 31) correspond to the data points high-

lighted by the red squares in Figure 8.6 (b). The fit range is set from 1 to 400 Hz. The β

values in Figure 8.6 (b) are distributed between 0.1 and ∼ 1. Noticeably, we do not find any

values for β in between 0.25 and 0.47. This region is marked with the orange striped rectangle

in Figure 8.6 (b). For all βs lying above the orange rectangle the corresponding conductance

points in Figure 8.6 (a) are colored in orange.

Figure 8.7: Conductance and power spectral density (PSD) analysis of two-probe measurements between Probe 1
and Probe 4 including a Ag NW-Ag NW junction, in constant voltage mode. (a) Conductance for 9 measurements.
Initial conductance decreases with each conducted measurement. Data points with corresponding β > 0.28 in
(b) are colored in orange. (b) Corresponding β values from the PSD fitting. All β values stay in the corridor
of 0.28 & β & 0.42 except the last measured data point with β ∼ 0.2. A region between this data point and the
β values in the corridor is marked in oranges (also in (d)). (c) Additional conductance measurements between
Probe 1 and Probe 4 where data points with β > 0.27 are colored orange. (d) Corresponding β values. The
first two data points exhibit low β. Data points 3 - 7 accumulate in the corridor 0.27 & β & 0.35, whereas the
corresponding conductance values first strongly increase and then continuously decrease. The last three data
points are close to β = 0.2.
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In the following we performed two-probe experiments between Probe 1 and Probe 4 includ-

ing also a Ag NW-Ag NW junction. Such Ag NW-Ag NW junctions are the essential elements

for trainable neural networks. Figure 8.7 (a) shows the conductance of the system, which starts

at G ∼ 1.1 µS and is continuously reduced below G = 0.01 µS. The applied voltage was set

to V = 0.1 V. The corresponding β values, which are fitted the same way as explained above,

are presented in Figure 8.7 (b). All β values lie in a corridor of 0.28 & β & 0.42 except the

last data point with β ∼ 0.2. Similar to the orange striped rectangle in Figure 8.6 (b) we

mark the region without measured β values. Noticeably, we do not have any β values below

β = 0.2 in Figure 8.7 (b). The reduction of the conductance in Figure 8.7 (a) is likely due to

the drifting of the probes away from the surface. Also here we do not observe a scaling of the

β values with the conductance. A second set of measurements between Probe 1 and Probe 4 is

shown in Figure 8.7 (c) and (d). Two data points (between points 2 and 3) were removed as

the current exceeded the current limitations of the measurement. The applied voltage was set

to V = 0.01 V except for data point 0 (0.1 V), 1 (−0.1 V) and 2 (1 V). After the first three

low conducting measurements the conductance increased above G ∼ 11 µS and subsequently

reduced below G = 0.01 µS within six subsequent measurement. The corresponding β values

are shown in Figure 8.7 (d). For the first two data points β is close to 0.1. For data points 3 to

6 the β values lie at 0.27 & β & 0.35 and the last three data points are close to β ∼ 0.2. Again

we find a corridor without β values, in this case the corridor lies between 0.22 & β & 0.27.

Two-probe constant current To get a more comprehensive picture of the system we per-

formed additional experiments in constant current mode, which are shown in Figure 8.8. Fig-

ure 8.8 (a) - (c) show the results for the measurements between Probe 1 and Probe 4 consisting

of a Ag NW-Ag NW and two Probe-Ag NW junctions. Figure 8.8 (a) presents the obtained

conductance values for each measurement. The conductance stays relatively small and has a

peak around measurement 12. Figure 8.8 (b) depicts the corresponding β values, which are

scattered between 0.35 and 1.2. The β values are not directly compareable to the βs in the

constant current experiments above as they are fitted to a data range of 1 to 119 Hz due to the

available data set. Figure 8.8 (c) shows the applied current set points. The current set points

are adjusted by a PID feedback. Similarly, Figure 8.8 (d) - (f) show the conductance (d), the β

values (e) and the current set points (f) for measurements between Probe 2 and Probe 4 consist-

ing only of two Probe-Ag NW junctions. The conductance stays small and has a peak at data

point 3 whereas the β values stick close to 1.02 with only small deviations up to 0.2. For both

constant current experiments the evaluated β values do not correlate with the conductance nor

with the current set point of the system. Furthermore, in comparison to the constant voltage

experiments we do not find two levels for the β values, which we could assign to activated or

deactivated paths.
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Figure 8.8: Conductance and power spectral density (PSD) analysis of two probe measurements in constant
current mode. (a) - (c) Experiment with Probe 1 and Probe 4 including a Ag NW-Ag NW junction in the
investigated system. (a) Conductance between Probe 1 and Probe 4 stays realtively low and has a peak for
measurements 10 to 12. (b) Corresponding β values, which are distributed between 0.4 and 1.2. (c) Current set
points for each measurement reaching from 1 to 1000 nA. β values do not show a clear correlation with current
or conductance. (d) - (f) Experiment with Probe 2 and Probe 4 including only two Probe-Ag NW junctions in
the investigated system. (d) Conductance with peak at measurement 3. (e) Corresponding β values, which are
distributed between ∼ 0.8 and ∼ 1.2. (f) Current set points for each measurement reaching from 1 to 1000 nA.
Again, β values do not show a clear correlation with current or conductance.

Four-probe constant current We performed four-probe experiments to circumvent the in-

fluence of the probe contacts. Figure 8.9 (a) displays the positions of Probe 1 - 4. The I vs V

graphs are presented in Figure 8.9 (b) - (d). Probe 1 - Probe 2 is shown in Figure 8.9 (b), Probe

1 - Probe 4 in Figure 8.9 (c), and Probe 1 - Probe 3 in Figure 8.9 (d). The electrical paths

between Probe 1 - Probe 2 and Probe 1 - Probe 4 exhibit high conductance and ohmic behavior,

whereas Probe 1 - Probe 3 has lower conductance and a non-ohmic signature. Consequently,

the Ag NW is decently contacted to Probe 1, 2, and 4, whereas the contact to Probe 3 reveals

also non ohmic contributions. For the four-probe conductance measurement of the Ag NW we

set a constant current between Probe 1 and Probe 3, which is adjusted by a PID feedback on

the applied voltage. As the current is flowing, we measure the potential at Probe 2 and Probe

4. By calculating the difference between the potentials at Probe 2 and Probe 4 ∆Φ2−4, we

obtain the conductance of the Ag NW between the positions of Probe 2 and Probe 4 without

the influence of the contact resistances. Assuming the current as constant we can fast fourier

transform ∆Φ2−4 to obtain the PSD of the measured signal.

Figure 8.10 shows two PSD of subsequent measurements of ∆Φ2−4. The constant current was

set to I = 1 µA and the conductance was very similar for both experiments with G1 = 5.1 mS

and G2 = 4.9 mS. For experiments with low currents of I = 0.1 µA the obtained conductance
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Figure 8.9: Four probe experiment. (a) Positions of probes on measured Ag NW are marked by the red dots. (b)
IvsV -curve between Probe 1 and Probe 2 exhibiting high ohmic conductance. (c) I vs V -curve between Probe
1 and Probe 4 exhibiting high ohmic conductance. (d) I vs V -curve between Probe 1 and Probe 3 exhibiting
relatively low and not ohmic conductance.

was negative, most likely due to a relevant noise level. For both PSD we find β1/2 clearly

deviating from 0 with β1 = 0.81 (a) and β2 = 0.36 (b).

Also in the case of our four probe measurements we obtain a power law behavior of the PSD of

our measured ∆Φ2−4. We observe a strong deviation between β1 and β2 by more then a factor

of two for the same current and the same conductance.

Figure 8.10: PSD analysis of four probe experiment. A constant current of I = 1 µA is applied between Probe 1
and Probe 3. The voltage differences ∆ V between Probe 2 and Probe 3 are fast fourier transformed and plotted
in (a) and (b) for two subsequent measurements. Both PSD graphs show a power law behavior (see section
above) with β1 = 0.81 (a) and β2 = 0.36 (b).
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Discussion of multi-probe measurements From the presented multi-probe experiments

we identified several conclusions. The analyzed β value in our constant voltage experiments

can be used to define whether a metal-insulator-metal junction is activated or deactivated. The

measured current I reveals the following issues that make it difficult to use I for the distinction of

activated and deactivated junctions. The current and the corresponding conductance of a system

result always from a combination of different conducting paths. In our system small currents

can flow through the impurity incorporated PVP layer or the SiO2 surface. These currents

are additionally strongly voltage dependent. Therefore, depending on the particular system it

is almost impossible to define a threshold current Ithreshold or threshold conductance Gthreshold

from which we can determine that our junction is activated (in case Ithreshold or Gthreshold are

exceeded). In contrast the β value has at least two different levels, which are separated by a

region with no β values. We assign these two, separated β levels to activated and deactivated

junctions:

Activated junction (β > 0.27 → βactivated1 in Figure 8.7 (d), β > 0.28 → βactivated2 in

Figure 8.7 (b), β > 0.47 → βactivated3 in Figure 8.6 (b)) We assign the measurements with

β > βactivated to systems with activated junctions. In the three experiments shown in Figure 8.6

and Figure 8.7 the conductance data points, which correspond to β > βactivated are colored in

orange. The conductance of the activated junctions can vary by orders of magnitude and can

also approach the deactivated values. In contrast, the β values reveal digital behavior between

β > βactivated → junction activated and β < βactivated → junction deactivated. In Figure 8.6 (b)

the β values of the activated junctions are further distributed than for Figure 8.7 (b) and

Figure 8.7 (d). Furthermore, the β region without measured values is extended more than for

Figure 8.7 (b) and Figure 8.7 (d). For Figure 8.7 (b) and Figure 8.7 (d) the βs of the activated

junctions are scattered within a compact region of ±0.08. The differences in extension and

position of the orange rectangles in Figure 8.6 (b), Figure 8.7 (b), and Figure 8.7 (d) might be

affected by the magnitude of the measured current, the applied voltage, the number of junctions,

and/or differences in the metal-Ag NW contacts. From our measurements we find that the

current and the applied voltage play no critical role for the β value. We would expect a decreasing

β value for higher currents (shot noise ∝ I) and increased resistance (Johnson-Nyquist noise

∝ R) as shot and Johnson-Nyquist noise are overlaid with the 1/fβ signature. However, from our

measurements we do not observe a clear tendency for increasing current, increasing resistance

or increasing voltage on our obtained β. Furthermore, the number of junctions, changing from

two to three seems to have no strong influence on the measurements. The number of junctions

in Figure 8.6 is two (two Probe-Ag NW junctions) and for Figure 8.7 we investigated a three

junction (two Probe-Ag NW junctions and one Ag NW-Ag NW junction) system. Therefore we

would expect a larger scattering of the β value for the three junction system than for the two

junction system, which stands in contrast to our results. The experiments showed very similar

behavior between the two and the three junction system. Especially both systems (two and three

junctions) could be activated and deactivated. Thus we expect the Probe-Ag NW contacts to
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influence the position of the orange rectangles in Figure 8.6 and Figure 8.7. This assumption

is supported as Figure 8.7 (b) shows similar signatures as Figure 8.7 (d) even though different

voltages are applied and a range of currents and conductances were measured.

Deactivated junction (β < 0.24 → βdeactivated1 in Figure 8.6 (b), β < 0.23 → βdeactivated2

in Figure 8.7 (b), β < 0.22 → βdeactivated3 in Figure 8.7 (d)). In Figure 8.6 (b) the β values

occupy the whole range from β = 0.1 to β = 0.24, in contrast to Figure 8.7 (d), where the first

two data points are close to β ∼ 0.1 and the last three points exhibit values close to β ∼ 0.2.

These differences in β could be due to combinations of activated and deactivated junctions. For

example, β ∼ 0.1 → no junction activated and β ∼ 0.2 → one/two junction activated. For all

junctions activated we then would observe βs exceeding βactivated again. For the constant current

experiments we did not observe such an obvious correlation between β values and activation state

of the junctions.

8.3 Neural network device consisting of Ag NWs

In Figure 8.11 (a) a nine channel Ag NW network device is shown. The device consists of nine

metal contacts on both sides, which are separated by ∼ 1 mm from the neighboring contacts.

We assign the 9 contacts on the left side of Figure 8.11 (a) to input 1 to input 9 (counting

from bottom to top). Similarly, the contacts on the right are named output 1 to output 9 from

bottom to top.

The gold/palladium contacts are sputtered on a glass plate and have a thickness of ∼ 80 nm.

Subsequently, the region in the center between the contacts is sputtered with air, leading to a

more hydrophilic surface and hereby to a better distribution of the Ag NW isopropanol solution

when the solution is drop casted on the glass plate.

Figure 8.11: Neural network device consisting of Ag NWs. (a) Glass plate hosting a Ag NW network in the
center of the nine channel device. The nine input and nine output metallic contacts are numerated. The white
squares at one end of the contacts consists of conductive silver paste, added for better contacting. The white
round disc in the center are the Ag NW. (b) Training box where the network is trained and tested.
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The contact ends pointing away from the center (outside contacts) are larger and further

separated than the contact ends pointing to the center (center contacts). The outside contacts

are additionally painted with conducting silver paste to make them easier to contact. The Ag

NWs are drop-casted (2 µL) onto the center of the device and the density is probed by an optical

microscope (see Figure 8.1 (a)). Then additional drops are added until the targeted density is

reached. The droplet size determines the extension of the network, consequently several smaller

droplets help to position the network in the center of the device. As a next step the region in

between the neighboring contacts is scratched free with a toothpick to avoid shortcuts between

them. The glass plate hosting the Ag NW network is then placed in the training box shown in

Figure 8.11 (b) and the 18 contacts (9 on each side) are mechanically contacted by tightening

the four skrews in Figure 8.11 (b).

8.3.1 Experimental approach of the network training

The Ag NW network uses the activation of MIM junctions to change the conductance macro-

scopically between different metals contacts. By applying a potential difference between two

contacts, many Ag NW-Ag NW junctions are activated and the conductance between the two

contacts is increased.

Hardware A photograph of the training box, which is used for training and testing the Ag

NW network is shown in Figure 8.11 (b). Figure 8.12 illustrates the experimental set up of the

training box. Each of the 18 metal contacts is connected to an electrical amplifier, which is used

to apply a defined voltage in the range of −10 V to +10 V. The current flowing through the

output contact is additionally amplified by a factor of 107, then converted from analog to digital

and fed into the computer.

Figure 8.12: Schematics of experimental setup. Amplifiers are used to apply a voltage in the range of −10 V and
+10 V to the input and output contacts. The current flowing through the output contact is then again amplified
and fed to a computer after being converted from an analog to a digital signal.
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Training and testing

Connectivity check Before starting the neural network training we check if all contacts

are connected to the macroscopic Ag NW network. Therefore, we apply a voltage pulse to all 9

inputs one after another and measure the current at all 9 output contacts. Each input voltage

pulse should cause a measurable current at each output. In case all contacts are connected to

the neural network we continue with the training and testing processes.

Training and test The principle of the training process is explained in Figure 8.13 with

a single example pattern shown in Figure 8.13 (a). In the following the understanding of a

trained pattern is exemplarily presented. In the two channel pattern (Figure 8.13 (a)) channel 1

and channel 5 should be trained as one connected pattern. The numeration of the channels is

shown in Figure 8.13 (b). In the subsequent Figures, we use the same color code as used in the

presented patterns. Gray squares correspond to trained channels, blue squares to applied biases

to input and output contacts, and green squares to measured currents at the output contacts.

Figure 8.13 (c) shows the target behavior of a network, which memorizes the trained pattern

from Figure 8.13 (a). When a bias is applied to input 1, or to input 5, or to input 1 + 5 the

highest currents are measured at output contacts 1 and 5. The highest currents at output 1 and

Figure 8.13: Principle of the pattern recognition and the training process of the neural network. Blue squares
always correspond to applied voltages, green to measured currents at the output and gray for trained patterns. (a)
Pattern which is trained to the neural network. In this pattern we want to connect channel 1 and channel 5. The
numeration of the nine channels is displayed in the nine part square in (b). We use the same numeration for input
and output contacts. (c) Target for a neural network, which memorizes the pattern shown in (a) successfully. The
blue colored squares define to which input contacts a voltage is applied, whereas the green squares correspond
to the measured currents at the output contacts. If the network remembers the pattern shown in (a), a voltage
input at contact 1, 5, and 1 + 5 result in the same measured output pattern of output 1 + 5. (d) Sketches the
three training steps to teach the neural network. By applying a potential difference between input 1 and output
1 + 5 (training 1), input 5 and output 1 + 5 (training 2), and input 1 + 5 and output 1 + 5 (training 3) we activate
the conducting paths between input 1 + 5 and output 1 + 5 .
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5 show that the electrical path between input 1 and output 1 and 5 and between input 5 and

output 1 and 5 are activated and therefore channels 1 and 5 are connected with each other. The

training process to achieve a memorized network is sketched in Figure 8.13 (d). One training

cycle consists of three subsequent training steps. In training step 1 a constant voltage is applied

to input 1 with Vinput1 = constant, and a variable voltage to output 1 and 5 Voutput1,5 = variable.

Both voltages are set against ground and have opposite signs to induce currents between input

1 and output 1 + 5. All the other inputs and outputs are set to floating. During the training

the output voltage Voutput1 and Voutput5 are ramped up starting at zero until a threshold current

Ithreshold is reached at output 1 and output 5, respective. The threshold current has to be set

and determines the strength of the training. When the current has reached Ithreshold, the applied

voltage is reduced to zero and the training step is completed. The measured current increases

upon increasing applied biases at the outputs due to two adding up effects. The increased

applied voltage causes directly an increase in current according to Ohm’s Law. Additionally a

decrease in the resistance of the electronic paths increases the current, which is caused by the

activation of many Ag NW-Ag NW junctions. The MIM junctions are activated due to the

additionally applied voltage. The speed of the ramping up of the voltages is steered by a PID

feedback loop and is independent for both output channels. In the first training cycle Vinput1

has to be set. In the subsequent cycles Vinput1 is adjusted using following approach to obtain

similar values for Vinput and Voutput. By applying similar Vinput and Voutput the wanted channels

are trained in a more efficient way than the remaining channels. In the limiting case where

a voltage is only applied to one output, all channels between each input and this particular

output would be trained with a similar strength. Vinput1 is therefore changed after each cycle

to Vinput1 = (V ′input1 + V ′output)/2 where V ′input1 is the applied input voltage in the previous cycle

and V ′output is the lower value of the two maximum applied voltages V ′max,output1 and V ′max,output5
in the previous cycle. Consequently in the subsequent cycle, Vinput1 has a similar value as

Vmax,output when Ithreshold is reached as Ithreshold is obtained when Vinput1 and the ramped up

Voutput add up to V ′threshold ∼ V ′input1 + V ′output of the previous cycle. The second and third

training step shown in Figure 8.13 (d) are executed subsequently to training step 1 following

the same procedure. After completing one training cycle (training 1-3), the network is tested to

determine if the wanted pattern is memorized.

Therefore, we prove that the target behavior shown in Figure 8.13 (c) is obtained. The three

voltage patterns on the left side in Figure 8.13 (c) are tested at the network and the output

currents are compared to the wanted output pattern shown on the right side in Figure 8.13 (c).

The input voltage is typically set to Vtest ∼ 0.1 V and the pulse duration is in the order of

seconds. Evidently larger integration times tint would reduce the noise but are not accessible

as the network tends to forget the trained pattern in the timescale of a few seconds up to a

few minutes. The current is measured at all nine outputs after a delay time of tdelay = 0.1 s

to reduce the influence of capacitive effects. If the output pattern are correct (highest currents

at output 1 + 5), the network was trained successfully and remembers the wanted pattern in
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Figure 8.14: Principle of the combination of overlapping patterns: (a) Two trained patterns which overlap in
the activation of channel 6. (b) Three test pattern where single inputs are tested. (c) Wanted output patterns:
For an applied voltage at input 5 (input 8) pattern 1 (pattern 2) are activated and the resulting wanted outputs
are shown here. For an applied voltage at input 6, pattern 1 and 2 are activated and the resulting wanted output
now consists of three high current outputs, namely output 5, 6, and 8.

Figure 8.13 (a). As long as the tests are not successful the training cycle is repeated and the

network is tested again. When more than one different pattern is trained to the network, the

individual patterns are trained one after another and independently of each other. After all

patterns are trained, all tests are executed subsequently and the next training/test cycle starts

until all patterns are tested successfully.

If multiple patterns are trained to the network, the wanted output is modified in case the different

trained patterns overlap. An example of a trained network with overlapping patterns is shown

in Figure 8.14. The two trained patterns (see Figure 8.14 (a)) are overlapping at channel 6. In

Figure 8.14 (b) the three different single input test pattern are shown. When test pattern 1

(Figure 8.14 (b)) is tested a voltage is applied to input 5 and therefore output 5 and 6 should be

activated. Similar behavior is obtained by applying a voltage to input 8 (test pattern 3), which

gives highest currents at output 6 and 8. When a voltage is applied to input 6 both pattern 1

and 2 are activated and the resulting wanted output consists of three highest current outputs,

namely output 5, 6, and 8. Depending on the number of trained patterns and the number of

overlapping channels the wanted output can vary in the number of different output patterns and

in the number of highest current outputs. In the following one measured example is shown with

five trained patterns, leading to three different output patterns.
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8.3.2 Neural network memorizes five patterns

In Figure 8.15 the training of a nine channel neural network device is illustrated with overlap-

ping patterns. Figure 8.15 (a) shows five different patterns, which were trained to the network

with the above described method. All five patterns are trained subsequently in the training cy-

cle and after finishing the training all five patterns are tested. As the patterns are overlapping,

we obtain three different successful output patterns (Figure 8.15 (b) 1-3). All tested pattern

(1-3) during the testing cycles are shown in Figure 8.15 (c) and assigned to the successful output

patterns in Figure 8.15 (b). A bias applied to input 6 and to input 7 gives unique wanted output

patterns with three highest current outputs. For example input 6 is connected to trained pat-

terns 1 and 2 and therefore the wanted output is given by highest currents at outputs 5, 6, and

8. All other tested inputs result in the same four highest current output pattern. For example

input 5 activates the trained patterns 1, 3, and 5 and consequently the highest currents should

be measured at outputs 5, 6, 7, and 8. Figure 8.16 shows the evolution of the executed training

on the neural network device. In the left column Figure 8.16 (a) the input test patterns are

shown and in (b) the corresponding highest current output patterns. Figure 8.16 (c) presents

the obtained currents at the outputs, which were measured before the network was trained. The

applied test voltage was set to 0.15 V and the measured current is color coded with a scale

shown at the bottom of Figure 8.16 ranging from 0 A to 10−8 A.

Figure 8.15: Neural network device, which memorizes five different patterns. (a) Five different patterns, which
are trained to the neural network device. (b) Three different correct output patterns for the trained patterns in
(a). (c) All different tested input patterns dedicated to the corresponding output patterns in (b).
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Figure 8.16: Evolution of training of the neural network device, which memorizes five different patterns. (a)
15 tested patterns where a voltage of 0.15 V is applied to the blue colored squares. (b) The wanted output
patterns for each test pattern in (a), where the green squares correspond to the outputs with the highest currents.
(c) Color coded measured output currents before training was started and evaluation if the output patterns are
correct (green check) or incorrect (red cross). Already five input patterns out of 15 lead to correct output patterns,
whereas ten inputs result in wrong output patterns. (d) Color coded measured output currents after more than
20 cycles of training and evaluation if the output patterns are correct (green check) or incorrect (red cross). Now
after several training cycles, all 15 tests result in correct output patterns.
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In the right part of column (c) the output pattern is evaluated and if the output is correct

or (incorrect) it is marked by a green check (red cross). In Figure 8.16 (d) the measured output

patterns after more than 20 trainings cycles with Ithreshold = 10−7 A and the corresponding

evaluations whether the tests are correct or incorrect are shown.

Before the training was started the network gave correct outputs for 5 of 15 tested patterns. The

five correct outputs gave the right result just by chance. However 10 measured output patterns

showed incorrect current distributions. As the trained patterns are overlapping some of the

single channel input patterns are tested and trained several times per cycle. It is noteworthy

that the same input pattern can give different results because of a relevant noise level reaching

up to several 10−10 A. For example the second test pattern with an applied voltage at input 5

results in the correct output pattern whereas test patterns 8 and 14 (input 5) exhibit incorrect

output patterns in the first test cycle. After the network was trained for more than 20 cycles the

success rate has reached its maximum of 15 correct patterns out of 15 tests. All 15 tested input

pattern led to the wanted output, giving evidence that the network has memorized 5 different

input and 3 different outputs due to the specific training described above.

8.3.3 Visualizing the evolution of the training

For a better understanding of the training effect we applied a modified training and testing

method. For the following measurements, channels 1-9 (e.g. channel 1 = input 1 to output 1)

are trained during the training cycle. In Figure 8.17 the conductance, obtained from the current

measurements at the output, between input 1 and the nine output channels is plotted against

the test cycle number. The graph Channel 1-1 belongs to the conductance between input 1 and

output 1, whereas Channel 1-2 belongs to the conductance between input 1 and output 2, etc.

The conductance was calculated by I/V and still carries the information of the direction of the

current. In Figure 8.17 input 1 is exemplarily shown and the same analysis is done for input 2-9.

Several properties of the neural network device are noticeable:

• From input 1 only the electrical path to output 1 was intended to be trained. However,

also channel 2-9 show relevant modifications when a voltage is applied to input 1.

• The graph of channel 1-1 shows only slight increase of conductance over time.

• The graph of channel 1-4 shows current in opposite directions than the graphs of channel 1-

3 and 1-5.

• The graphs of channel 1-4 and 1-5 show that the electric paths can switch from low

conducting to high conducting and the other way around within one training cycle.

• The graph of channel 1-9 reveals that the path can be activated/deactivated continuously

but also stepwise.
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Figure 8.17: Evolution of conductance between the nine different outputs and input 1. Channel 1-1 shows the
conductance between input 1 and output 1, whereas Channel 1-2 shows the conductance between input 1 and
output 2, etc. Each point in a graph represents one conductance measurement.

• For most test cycles the conductance of channel 1-1 does not show the highest conductance

of all nine channels. This means that in this case it was not possible to teach the network

to memorize the pattern with input 1 and output 1.

Figure 8.18 shows the same data set as used for Figure 8.17 but presented as explained in

the following.

The graphs show the measured conductances at output 1 for applied voltages at different inputs.

Channel 1-1 shows the conductance between input 1 and output 1, whereas Channel 2-1 shows

the conductance between input 2 and output 1, etc.. In Figure 8.18, we obtain a slight increase

of the conductance for channel 1-1, whereas the conductance of the remaining 8 channels stays

almost constant with increasing number of training/test cycles. In the presentation of Figure 8.18

we see that the current at output 1 could be increased upon training of channel 1, whereas

channel 2-1, 3-1, etc. weren’t trained.
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Figure 8.18: Evolution of conductance between the nine different inputs and output 1. Channel 1-1 shows the
conductance between input 1 and output 1, whereas Channel 2-1 shows the conductance between input 2 and
output 1, etc.. Each point in a graph represents one conductance measurement.

8.4 Power spectrum density

For the nine channel neural network device shown above, which memorized five different

patterns we used the measured current at the outputs to define which channels are activated.

In this approach instantly one major problem appears: to state if the measured output patterns

are correct one has to know initially how many activated channels the wanted output patterns

has. This substantially limits the use of an unknown but already trained neural network device.

A different or expanded approach to distinguish between activated and deactivated channels is

the examination of the characteristic power spectral density (PSD) of the measured current.

Demis et. al. [468] showed in a similar system that the slope of the PSD against the frequency

f is different for activated and deactivated conducting paths. Figure 8.19 shows several PSDs

of the current measured at the outputs 1-9 during an applied voltage at input 1. A fast fourier

transformation (FFT) and a subsequent Gaussian filter is applied to convert the current signal

into the PSD graphs pictured in Figure 8.19. The blue lines correspond to the PSDs before the

training of the network was started. All outputs except output 3 show a almost constant PSD
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Figure 8.19: Power spectral density (PSD) analysis. PSD of output currents 1-9 when voltage applied to
input 1. The blue graphs show the PSD spectra before the network was trained. The orange lines present the
PSD spectra after the network was trained for 100 cycles. Before training only channel 3 shows a signature of
high PSD for small frequencies, which we assign to be characteristic for activated channels. After 100 cycles of
training channel 3,4,8, and 9 reveal this specific activated PSD behavior.

for the whole frequency range. Output 3 exhibits a strong increase in its PSD for frequencies

f −→ 0 Hz. The orange lines correspond to the PSD after the network was trained for 100

cycles. Now, outputs 3, 4, 8, and 9 show the characteristic increase in PSD for small frequencies.

After 120 cycles outputs 8 and 9 and after 180 cycles outputs 4,5,8, and 9 reveal similar PSD

behavior. We assign these channels with high PSD for low frequencies to our activated channels.

By comparing the results from Figure 8.19 with the conductance evolution graphs in Figure 8.17

a correlation between conductance and PSD signature is observable. At the first test cycle only

output 3 shows the activated channel signature in its PSD and a slightly enhanced conductance

at channel 3 is also found in Figure 8.17. After 100 cycles we find an increased conductance

for channels 3,4,8, and 9, which matches again the observations in the PSD graphs. The same

observations are made for the measurements after 120 and 180 cycles. Interestingly, the PSD

of the activated channels appear to have similar signature, even though the conductance differs

by more than one order of magnitude. To quantify our PSD spectra we fitted the graphs to a

power law behavior of ∝ 1/fβ with a fitting range from 1 to 6 Hz. For the orange PSD spectra

in Figure 8.19 after 100 cycles we obtain β-values for the not activated channels of β ∼ 0.1 and

β = 0.83± 0.05 for the activated channels.
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8.5 Summary and outlook

We have shown in our multi-probe measurements that the PSD characteristics of the MIM

junctions can be used to state if the junction is activated or deactivated. In contrast to a

continuous transition from not conducting to conducting in the current or conductance values,

the β value obtained from fitting a power law behavior ∝ 1/fβ to the PSD shows digital

behavior. Furthermore we showed that the activation process takes place within the time period

of 1 ms. By scaling up from a single MIM junction to a network of thousands of Ag NWs we

created a macroscopic nine channel neural network device. Starting from memorizing 5 out of

15 tested patterns we achieved a complete set of all 15 tested patterns memorized by the neural

network device after > 20 training cycles. To introduce the new findings from our multi-probe

measurements we analyzed the PSD from our macroscopic network. These promising results

show that the PSD signature is suitable to state which channels are activated in a significantly

better way than the measured current, especially with regards to trained but unknown neural

networks.
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9 Summary and outlook

The bottom-up approach for the production of nano electronic devices is picking up mo-

mentum within the last years. Massive research efforts focus on the self-assembly of molecules

and the on-surface synthesis of atomically precise nanostructures, leading to a huge number of

accessible bottom-up fabrication protocols.

In this work, we succeeded in expanding the tool box for bottom-up assembly.

1. We introduced the intercalation of functional molecules in a sp2-hybridized boron ni-

tride/metal system, opening up the possibility to protect molecules below an h-BN layer.

The presented intercalation process can be triggered by moderate temperatures, and is

consequently suitable for organic materials. While the molecules self-assemble in a highly

ordered arrangement, the intrinsic functionality of the electronically triggered switching

of the molecules is preserved.

The largest potential of the intercalation lies in the creation of nano electronic devices based

on vdW heterostructures comprising different two-dimensional materials and molecules.

With a deeper understanding of the intercalation process it should be possible to develop

protocols to selectively intercalate specific molecules in such stacked heterostructures.

However, so far devices based on organic materials such as photovoltaics often struggle with

their long term stability on air. Therefore, we characterized the h-BN/molecule/Cu(111)

system after exposure to ambient conditions and showed that the interfaces are modified.

Accordingly, the quality of the h-BN monolayer was not high enough to provide perfect

protection from the ambient environment. Most likely, oxygen percolates the h-BN layer

at the very same defects that act as entrance channels for the (metal-)organic molecules.

Consequently, a method to subsequently close such defects has to be found. By positioning

the read-out electrodes of the device at such defect locations the intercalation of oxygen

might be inhibited.

2. On-surface synthesis opens up ways to structure covalently bound nano architectures with

atomic precision. However, so far such reactions have been mostly reported on a catalytic

active metal support. Here a molecule was introduced with a highly reactive azomethine

group, which exhibits a low reaction barrier in a way that we successfully achieved the

on-surface synthesis of long polyaromatic chains on h-BN/Cu(111).

We showed that the coupling of azomethine with a cyano group is a promising reaction to

create carbon based nano architectures on non-metallic supports. The implementation of

on-surface reactions on insulating materials will be crucial for the realization of bottom-up

produced nano devices with molecular functionalities.
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3. Graphene is one of the most promising materials for high performance nano technology.

Geometric distortions in the two-dimensional graphene alter its electronic properties. We

revealed a correlation between adsorption height of graphene and the local work function

of the graphene/Cu(111) system. For the challenging determination of the geometric cor-

rugation we introduced a method providing outstanding vertical precision.

Furthermore, functional porphine molecules on graphene reveal an efficient decoupling

from an underlying metal surface. We showed that the porphines’ self-assembly on

graphene/Cu(111) and graphene/Ag(111) is undisturbed by the Moiré induced electronic

corrugation. Furthermore, on graphene the intrinsic electronic properties of porphines

are only slightly influenced, in contrast to the adsorption on metal surfaces. Therefore,

graphene, which exhibits outstanding electronic conductance, can be used as a read-out

electrode for functional molecules outperforming bulk metals as the molecular electronic

structure is essentially less disturbed.

4. An artificial neural network device was investigated in the macroscopic and the microscopic

regime. We conducted electronic measurements on the microscopic level with a four-

probe AFM. We showed that the findings on single nano wires can be transferred to the

electronic analysis of the macroscopic nano wire arrangement of the neural network device.

Such microscopic electrical measurements will be necessary to prove the functionality of

bottom-up developed electronic devices. In nano electronic devices the read-out of the

molecular states will be challenging and the understanding of the electronic transport on

the microscopic scale is crucial. Therefore, multi-probe experiments, enabling conductance

measurements in the nano scale, will become increasingly relevant. Furthermore, electrical

measurement of molecular architectures on insulating materials can profit from multi-probe

experiments.
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Ducke, J.; Riss, A.; Pérez Paz, A.; Feng, X.; Auwärter, W.; Palma, C.A..; Müllen, K.; N-doped
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A Appendix

STS of Co-Ps/graphene/Cu(111) - Linescan In Figure A.1 (a) a Co-P island on graphene/Cu(111)

is depicted, where the dark disks correspond to the centers of the molecules. We can visualize

the Moiré periodicity of 7 nm by applying a Gaussian filter (Figure A.1 (a)). The corresponding

Moiré pores are encircled in white, whereas the red dots mark positions where dI/dV spectra

were taken.

Figure A.1: STS linescan of Co-P on graphene/Cu(111) at high coverage. (a) Hexagonally ordered Co-Ps with
NN-distance of a = 12 Å. White circles mark the pores of the Moiré lattice and red dots are the locations where
STS were taken. (b) Typical STS spectrum taken at the center of a Co-P as marked in (a). Red points present
the measured data and in green the corresponding fit is depicted. The inset shows an enlarged graph of the STS
and the corresponding fit. The measured STS shows distinct resonances at VS ∼ 1.25 V and VS ∼ 1.8 V and
an increase of the DOS for higher voltages. The inset, a zoom-in to the fitted data, exhibits good consistency
between data and fit. (c) The position of the peaks in the fits are used to visualize the energy variations of the
DOS peak in (b). The peak positions are plotted against the distance along the line of the marked Co-Ps in (a).
We quantify the energy shift between pore and wire region to ∆E ∼ 30 meV.

A typical STS spectrum is plotted in Figure A.1 (b), where the red dots represent the

measured data points and the green solid line is a fit to the data set, using two Gaussian

peaks and a constant offset. For the high coverage Co-P system the STS spectra are strongly
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modified compared to the low coverage system described above. We observe distinct resonances,

at VS ∼ 1.25 V and VS ∼ 1.8 V, which are less pronounced than for small agglomerates and

superimposed by a strong featureless increase in the DOS for higher voltages.

The measured data are fitted to two Gaussian peaks and a constant offset. The fit region is

enlarged in the inset of Figure A.1 (b) and reveals very good agreement with the measured

dI/dV curves.

In Figure A.1 (c) the fitted peak positions are used to visualize the shifts of the peak energy

across the Moiré. We clearly see a correlation of the peak energy with the corresponding lateral

position on the Moiré lattice. We quantify the energy shift between pore and wire region to

∆E ∼ 30 meV as shown in Figure A.1 (c).
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Philipp Maass, and Angelika Kühnle. “Tuning Molecular Self-Assembly on Bulk Insulator

Surfaces by Anchoring of the Organic Building Blocks”. In: Advanced materials (Deerfield

Beach, Fla.) 25.29 (2013), pp. 3948–3956. doi: 10.1002/adma.201300604.

[301] Markus Kittelmann, Philipp Rahe, Markus Nimmrich, Christopher M. Hauke, André
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Angelika Kühnle. “Substrate Templating Guides the Photoinduced Reaction of C60 on

Calcite”. In: Angewandte Chemie (International ed. in English) 53.30 (2014), pp. 7952–

7955. doi: 10.1002/anie.201309128.

[304] A. Richter, V. Haapasilta, C. Venturini, R. Bechstein, A. Gourdon, A. S. Foster, and A.
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trical Properties Across Wrinkles in Chemical Vapour Deposition Graphene”. In: Carbon

102 (2016), pp. 304–310. doi: 10.1016/j.carbon.2016.02.066.

[387] E. N. Voloshina, Yu. S. Dedkov, S. Torbrügge, A. Thissen, and M. Fonin. “Graphene on
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and Daniël Vanmaekelbergh. “Quantitative atomic resolution force imaging on epitax-

ial graphene with reactive and nonreactive AFM probes”. In: ACS Nano 6.11 (2012),

pp. 10216–10221. doi: 10.1021/nn3040155.

[389] E. N. Voloshina, E. Fertitta, A. Garhofer, F. Mittendorfer, M. Fonin, A. Thissen, and Yu

S. Dedkov. “Electronic Structure and Imaging Contrast of Graphene Moiré on Metals”.
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on Ir(111) Probed by Scanning Tunneling Microscopy and Noncontact Atomic Force Mi-

croscopy”. In: Physical Review B 83.8 (2011). doi: 10.1103/PhysRevB.83.081415.



170 REFERENCES
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Pérez. “Forces and Currents in Carbon Nanostructures: Are We Imaging Atoms?” In:

Physical review letters 106.17 (2011), p. 176101. doi: 10 . 1103 / PhysRevLett . 106 .

176101.

[407] Joost van der Lit, Mark P. Boneschanscher, Daniël Vanmaekelbergh, Mari Ijäs, Andreas
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