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Abstract

Combustion noise is an undesirable but unavoidable by-product of every applied turbulent combustion
device. Besides being harmful for those exposed to elevated noise levels, combustion noise may trigger
thermoacoustic instabilities. The imperative of avoiding thermoacoustic instabilities, in turn, limits the
operational conditions of a combustion device. In turbulent confined combustion systems, as they are
found in most applied devices, the thermoacoustic stability and the noise levels reached are determined
by an interplay of three main components: the combustion noise source, the flame dynamic response to
acoustic perturbations and the cavity acoustics.

The present thesis deals with the thermoacoustic modeling of confined combustion systems. Large eddy
simulation is combined with advanced system identification techniques to infer reduced order models
for the flame dynamic response and the combustion noise source. By incorporating the identified models
into a linear acoustic network model description of the combustor acoustics, predictions are achieved of
linear stability margins, combustor dynamics and sound pressure distributions. An extensive compari-
son is conducted between the results obtained and experimental data provided from Laboratoire EM2C,
Université Paris-Saclay.

Via a reactive compressible large eddy simulation the experimentally measured sound pressure spectra
of a confined lab-scale combustor, which is located at Laboratoire EM2C, are precisely reproduced.
Thereby, qualitative and quantitative agreement is found not only for thermoacoustically stable, but also
for intermittent and fully unstable working conditions. The triggering of the instability is controlled
solely by varying the length of the combustor exhaust tube, which is modeled in the compressible large
eddy simulation through characteristic based state-space boundary conditions.

Advanced system identification techniques are investigated and evaluated, which allow to extend the es-
tablished large eddy simulation / system identification approach: not only a model for the flame dynamic
response is identified, but also an estimation of the combustion noise source is obtained from the same
time series data. Surrogate data studies prove that compared with the established finite impulse response
identification, a Box-Jenkins model yields unbiased estimates for the flame dynamic response in case of
a closed-loop identification. Moreover, it is demonstrated that the additionally estimated noise model of
the Box-Jenkins identification converges towards a reference solution, even if the reference noise model
is of simpler structure.

Combining broadband time series data from the validated large eddy simulation and the investigated
Box-Jenkins identification, models are identified for the flame dynamic response and the combustion
noise source. Incorporation of these models into a linear acoustic network model of a confined com-
bustor allows predictions of the combustor dynamics and its sound pressure distribution with reasonable
computational effort. Satisfying agreement for the combustor scattering matrix is achieved between re-
duced order model predictions and measured data. The employment of the reduced order model yields
additionally excellent agreement to experimental values of the sound spectra and allows an intuitive inter-
pretation in terms of cavity resonances and acoustic-flame coupling. It is proven that the incorporation of
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the flame dynamic response into the network model is mandatory for a correct sound pressure prediction.

In summary, a coherent framework is presented for the investigation of combustor dynamics and combus-
tor noise: broadband data are generated by a compressible large eddy simulation, which is post-processed
via advanced system identification techniques to infer simultaneously models for the flame dynamic re-
sponse and the generation of combustion noise. In the present thesis these models are combined with
a linear acoustic network model to obtain a reduced order model that allows predictions of combustor
dynamics and combustor noise across a large parameter space with reasonable computational costs.
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Kurzfassung

Verbrennungslärm ist ein unerwünschtes, dabei jedoch unvermeidbares Nebenprodukt eines jeden tur-
bulenten Verbrennungssystems. Neben dem schädlichen Einfluss auf jene, die erhöhten Schalldruck-
pegeln ausgesetzt sind, kann Verbrennungslärm thermoakustische Instabilitäten auslösen. Das unabding-
bare Vermeiden von thermoakustischen Instabilitäten wiederum begrenzt den Betriebsbereich des Ver-
brennungssystems. Für geschlossene Verbrennungssysteme, wie sie praktisch in den allermeisten An-
wendungen zu finden sind, bestimmt sich der erreichte Schalldruckpegel sowie die thermoakustische
Stabilität des Systems durch das Zusammenspiel von Verbrennungslärmquelle, dynamischer Flammen-
antwort auf akustische Störungen sowie akustischer Eigenmoden der Brennergeometrie.

Die vorliegende Arbeit beschäftigt sich mit der thermoakustischen Modellierung von geschlossenen Ver-
brennungssystemen. Dazu werden Modelle reduzierter Ordnung abgeschätzt über einen kombinierten
Ansatz aus Grobstruktursimulation und fortgeschrittener Systemidentifikation. Durch Kopplung der
identifizierten Modelle mit einem linear akustischen Netzwerkmodell der Brennergeometrie werden
Vorhersagen getroffen über lineare Stabilitätsgrenzen, Verbrennungsdynamik und Schalldruckverteilung.
Die erzielten Ergebnisse werden anschließend umfangreich validiert anhand experimenteller Daten,
welche vom Laboratoire EM2C, Université Paris-Saclay, bereitgestellt werden.

Mittels einer kompressiblen Grobstruktursimulation werden zunächst experimentell gemessene Lärm-
spektren eines geschlossene Verbrennungsprüfstands präzise wiedergegeben. Dabei wird qualitative und
quantitative Übereinstimmung nicht nur für thermoakustisch stabile Betriebsbedingungen erreicht, son-
dern auch für intermittierende und instabile Bedingungen. Das Auftreten thermoakustischer Instabili-
täten wird dabei ausschließlich durch die Länge des Abgasrohrs bestimmt, welches in der kompressiblen
Grobstruktursimulation durch charakteristische Zustandsraum-Randbedingungen modelliert wird.

Zudem werden fortgeschrittene Methoden der Systemidentifikation auf Basis von Ersatzdaten untersucht
und ausgewertet. Die untersuchten Methoden stellen dabei eine Erweiterung der bisher etablierten Meth-
oden dar: neben einer dynamischen Flammenantwort wird zusätzlich von der selben Zeitreihe ein Mo-
dell für die Verbrennungslärmquelle abgeschätzt. Untersuchungen zeigen, dass im Falle einer ‘closed-
loop’ Identifikation ein sogenanntes Box-Jenkins Modell keinen systematischen Fehler aufweist - im
Gegensatz zu den bisher etablierten Modellen. Darüber hinaus wird demonstriert, dass das abgeschätzte
Lärmquellenmodell der Box-Jenkins Identifikation gegen ein vorgegebenes Referenzmodell konvergiert,
selbst wenn das Referenzmodell eine einfachere Struktur aufweist.

Durch Verknüpfung von breitbandig angeregten Zeitreihendaten, welche mittels der validierten Grob-
struktursimulation erzeugt wurden, und der untersuchten Box-Jenkins Identifikation werden letztlich
Modelle für die dynamische Flammenantwort und für die Verbrennungslärmquelle bestimmt. In Kom-
bination mit einem linear akustischen Netzwerkmodell ergibt sich ein Modell reduzierter Ordnung,
das sich durch geringen rechnerischen Aufwand auszeichnet und Vorhersagen über Verbrennungsdy-
namik und zu erwartende Lärmspektren erlaubt. Vorhergesagte und experimentell gemessene akustische
Streumatrizen sind in guter Übereinstimmung. Desweiteren liefert das Modell reduzierter Ordnung her-
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vorragende Übereinstimmung zu experimentell gemessenen Lärmspektren und ermöglicht darüber hin-
aus eine verständliche Interpretation der resultierenden Spektren bezüglich akustischer Resonanzen und
Flammen-Akustik Interaktion. Die Berücksichtigung der dynamischen Flammenantwort im akustischen
Netzwerkmodell ist dabei Grundvoraussetzung für eine korrekte Vorhersage des erreichten Schalldruck-
pegels.

Zusammengefasst wird in der vorliegenden Arbeit eine umfassende und in sich geschlossene Methode
präsentiert, mit der sowohl die Verbrennungsdynamik als auch der Verbrennungslärm in geschlossen
Verbrennungssystemen bestimmt werden kann: breitbandige Daten werden mittels einer kompressiblen
Grobstruktursimulation generiert und anschließend anhand fortgeschrittener Systemidentifikationsmeth-
oden ausgewertet. Dadurch lassen sich gleichermaßen Modelle für die dynamische Flammenantwort und
die Verbrennungslärmquelle identifizieren. Durch Kombination mit einem akustische Netzwerkmodell
wird ein Modell reduzierter Ordnung erlangt, welches Vorhersagen über einen weiten Parameterbereich
erlaubt bei gleichzeitig vertretbarem Rechenaufwand.
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1 Introduction

This introductory chapter addresses the relevance and the motivation of the present thesis before dis-
cussing the scope of the work and its general structure.

1.1 Motivation

Modern combustion technologies are indispensable in the ubiquitous fields of power generation and
transportation. The development towards renewable but unsteady power generation requires readily avail-
able back-up solutions, which should offer at the same time a distinct operational flexibility. Modern gas
turbines engines meet both requirements. Likewise, the increasing number of flights per year [1] cor-
roborates the need for advanced combustion technologies that allow the design of efficient aero-engines
with low-emission of green-house gases, pollutants and noise.

The recent development of gas turbine and aero-engine manufacturers aims for lean combustion systems
[2], which come with low emissions of unburnt hydrocarbons or oxides of nitrogen. Unfortunately, lean
combustion systems are prone to thermoacoustic instabilities in which a self-amplifying feedback estab-
lishes between the unsteady heat release generated by the flame and the acoustic pressure fluctuations.
This coupling between flame and acoustics may yield considerable oscillations of the flow variables.
Pressure amplitudes reached during a thermoacoustic instability may cause severe damage to the engine
such that the unconditional avoidance of thermoacoustic instabilities limits the operational flexibility of
engines [3, 4].

The generation and emission of combustion noise is another challenge for the development of gas tur-
bines and aero-engines [5, 6]. Combustion noise, which is also closely linked to the unsteady heat release
rate generated by the flame, is an undesirable, but unavoidable by-product of every turbulent combustion
process. Whereas the contribution of jet noise emitted by an aero-engine was reduced up to 10 dB over
the last decades, the contribution of combustor noise has received less attention. Yet, combustion noise
constitutes a significant contribution to the overall sound emission of an aircraft at approach and cutback
conditions [7]. Besides harmful effects and annoyance to those being exposed to noise emissions, high
levels of combustion noise may lead to structural excitations or even trigger thermoacoustic instabilities
[8].

For confined turbulent flames, as they are found in most applied combustion systems, two contributions
to the combustion generated sound can be distinguished: On the one hand, turbulent velocity fluctuations
impinge upon the flame and generate broadband heat release rate fluctuations, which, in turn, act as a
source of acoustic noise. On the other hand, acoustic waves perturb the flame. In response to the acoustic
perturbations the flame generates additional heat release rate fluctuations. Thereby, the acoustic waves
perturbing the flame depend strongly on the reflecting combustor confinement.

To optimize stability margins and noise emission of modern combustion devices, there is an increased
interest in developing efficient and flexible prediction tools. In this context ‘flexible’ means that changes
in the combustor confinement as well as changes in the noise source or the flame dynamics are quickly
realizable. If this is given, estimates of the stability margins and the sound pressure level are possible
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across a large range of parameters.

The main objective of the present thesis is to build and evaluate efficient and flexible prediction tools
for combustor dynamics and noise levels. Key elements of such prediction tools are accurate models
for the noise source and the flame dynamic response to acoustic perturbations. In the current thesis
the simultaneous estimation of these models is achieved by combing Large Eddy Simulation (LES)
with advanced System Identification (SI) techniques. The identified models for noise source and flame
response are consequently incorporated into an acoustic low-order description of a confined combustor.
The resulting reduced order model allows not only computationally affordable predictions of combustor
dynamics and noise across a large range of parameters, but also helps to gain a deeper understanding of
the thermoacoustic processes involved in a turbulent confined combustion system. Moreover, the reduced
order model provides quantitative information on the uncertainty of the predictions in order to judge
reliability and robustness of the obtained results.

1.2 Scope of the work

Large parts of the present thesis emerge from the joint ‘NoiseDyn’ project between the Laboratoire
EM2C, Université Paris-Saclay, and the Thermo-Fluid Dynamics Group at Technische Universität
München. The NoiseDyn project is funded by the German Research Foundation (DFG PO 710/16-1)
as well as by the Agence Nationale de la Recherche (ANR-14-CE35-0025-01) and deals with the flame
dynamics and the combustion noise characteristics of a confined turbulent swirl combustor. The current
thesis lays focus on the numerical modeling approach. Laboratoire EM2C commissioned the lab-scaled
swirl combustor and provided experimental data to validate the results obtained from the numerical tools.

This thesis pursues the modeling strategy illustrated in Fig. 1.1. As mentioned in the preceding section,
an LES/SI approach [9] is chosen to estimate models for the flame dynamic response and the combustion
noise source. The main concept of the LES/SI approach is to post-process broadband input-output time
series data extracted from LES via SI techniques. This ‘black-box’ approach permits to infer models for
the flame response and the noise source from broadband time series data. Starting point of the LES/SI
approach is the generation of broadband LES time series data, see first step in Fig. 1.1. Next, data-driven
models are identified for the flame response and the combustion noise source. This is associated with the
second step in Fig. 1.1. By combining the identified models with an acoustic description of a confined
combustor, predictions of the combustor dynamics and the combustion noise level are achieved. This
constitutes the final step in Fig. 1.1.

The main findings of the current thesis were presented at conferences and in journals. Major publica-
tions that summarize results of this dissertation are reproduced in the appendix. For a better readability
throughout the manuscript the major publications are labeled. As shown in Fig. 1.1, each of these pub-
lications is related to one step of the modeling strategy. PAPER-LES focuses on the LES of the Noise-
Dyn combustor to obtain a validated LES setup for the time series data generation. PAPER-SI FTF and
PAPER-SI NOISE propose an extension of the established LES/SI approach, which allows the simulta-
neous identification of flame response and noise source. Consequently, PAPER-SM, PAPER-2WAY, and
PAPER-ROM combine the identified models with a linear network model of a confined combustor and
compare the predicted combustor dynamics and noise distributions with experimental data.

The concept of this cumulative thesis is to guide through the major publications by summarizing only
the most important results, highlighting the interconnection between the publications. Therefore, the fol-
lowing structure is chosen: to clarify what is required to describe correctly combustion dynamics and
combustion noise, chapter 2 provides the essential physical background. As three of the major publica-
tions study the NoiseDyn test-rig, this test-rig is introduced in chapter 3 together with its operating con-
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generation of input-output
time series data

reduced order model predictions of
combustor dynamics and

combustion noise

identification of data-driven models for
flame response and noise source

PAPER-LES

PAPER-SI FTF

PAPER-SI NOISE

PAPER-SM
PAPER-2WAY

PAPER-ROM

Figure 1.1: Modeling strategy chosen in the current thesis.

ditions (Sec. 3.2) and the diagnostic tools available (Sec. 3.3). The subsequent chapters follow roughly
the structure of the modeling strategy shown in Fig. 1.1. Chapter 4 deals with the compressible LES
performed. Therein, the main outcome of PAPER-LES is summarized in Sec. 4.3, the generation of
broadband input-output data is covered in Sec. 4.4. The SI procedure is addressed in chapter 5, wherein
the major findings from PAPER-SI FTF and PAPER-SI NOISE are described in Sec. 5.4. Chapter 6 elu-
cidates the linear network model approach used. Section 6.3 and 6.4 discuss briefly the main results of
PAPER-SM, PAPER-2WAY and PAPER-ROM. Chapter 7 gives a summary on the outcome of each pub-
lication and presents an extended version of Fig. 1.1 to pay attention in particular to the interconnection
between the individual publications. Finally, chapter 8 concludes the thesis and provides an outlook on a
potential continuation research project.
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2 Physical Background

This chapter introduces the theoretical background and the essential concepts required for the overall
understanding of the current thesis. Section 2.1 covers the basics of linear acoustics. Section 2.2 ad-
dresses the origin and generation of combustion noise whereas Sec. 2.3 deals with the response of a
flame to acoustic perturbations, i.e. the flame dynamic response. In this context also the mechanism be-
hind thermoacoustic instabilities is elucidated, since their origin is closely related to the flame dynamic
response. As will become evident, combustion noise and flame dynamics are strongly linked and can
hardly be examined separately. Hence, Sec. 2.4 considers the interplay between combustion noise and
flame dynamics in a confined combustor configuration.

2.1 Linear acoustics

Acoustic waves are small perturbations in pressure and velocity, propagating in a gaseous medium. The
pressure p and the velocity u may be may be formulated as functions of mean and fluctuating quantities

p = p̄ +p ′ and u = ū +u′ (2.1)

herein, [̄·] denotes a reference quantity, [·]′ describes a fluctuation around the reference value. The concept
of linear acoustics is to limit the fluctuating parts to small amplitudes compared with the reference value.
This allows to neglect higher-order products of acoustic perturbations p ′ and u′ without a significant
loss of generality. From the conservation equations of fluid dynamics a formulation can be derived that
describes the propagation of acoustic perturbations in gaseous medium, i.e. the wave equation. Assuming
1-D acoustics, as it would be the case for a plane wave propagating in a duct with constant cross-section,
the wave equation reads as

∂2p ′

∂t 2 − c2 ∂
2p ′

∂x2 = 0 (2.2)

with c specifying the propagation speed of the acoustic perturbations, i.e. the speed of sound. For an
ideal gas the speed of sound depends on the thermophysical properties of the gas and its temperature

c =
√
γRT (2.3)

where γ and R describe the isentropic expansion factor and the specific gas constant, respectively. A
solution of the hyperbolic partial differential equation shown in Eq. 2.2 is given by the characteristic
waves, also known as Riemann Invariants f and g , which are defined as

f = 1

2

(
p ′

ρ̄c̄
+u′

)
and g = 1

2

(
p ′

ρ̄c̄
−u′

)
(2.4)

herein, f and g represent acoustic waves traveling in opposite direction. Both characteristic waves prop-
agate with the speed of sound c. From Eq. 2.4 the acoustic pressure and velocity fluctuations can be
retrieved

u′ = f − g and
p ′

ρ̄c̄
= f + g . (2.5)
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Physical Background

Because the present thesis deals with acoustics in confined configurations, an acoustic characterization
of the boundaries is essential. One possibility is to formulate a complex reflection coefficient R that
describes modulus and phase between incident and reflected acoustic wave. Corresponding to the prop-
agation direction of f and g , the upstream and downstream reflection coefficients are defined as

Ru = f

g
and Rd = g

f
(2.6)

2.2 Combustion noise

For a turbulent flame one distinguishes between direct and indirect combustion noise. Direct combustion
noise, on the one hand, originates from unsteady fluctuations of the heat release rate due to the incoming
turbulent flow field. These heat release rate fluctuations, in turn, cause unsteady volumetric expansions
of the gas across the reaction zone that finally result in acoustic pressure fluctuations. Thus, the gen-
eration of direct combustion noise is an inherent mechanism of turbulent flames and is unavoidable.
Consequently, several studies suggest to consider a turbulent flame as a distributed acoustic monopole
source [10–12]. Indirect combustion noise, on the other hand, is typical for technically premixed flames.
Equivalence ratio fluctuations in the mixture upstream of the flame may generate entropy fluctuations in
the burnt gas region. If these entropy fluctuations are accelerated, for example across a chocked nozzle
at the combustor outlet, acoustic pressure fluctuations arise, which are referred to as indirect combustion
noise [13]. In the present thesis, however, only perfectly premixed flames are studied, no mixture ratio
fluctuations are present upstream of the flame. Therefore, the generation of direct combustion noise is
the only noise source considered in the remainder of this thesis.

To characterize the spectral source distribution resulting from direct combustion noise, a multitude of
studies were conducted. It is generally recognized that the source distribution is of broadband type, with
a colored spectral distribution [14, 15]: the magnitude of the combustion noise source increases in the
low-frequency region towards a peak frequency, before it rolls-off again in the high-frequency region
[16]. This behavior is confirmed experimentally in [17, 18] by systematic measurements of unconfined
jet-flames.

Yet, when considering the combustion generated sound of turbulent flames for confined systems, a dis-
tinct differentiation has to made compared with open systems. In open or unconfined configurations
the acoustic pressure spectrum is strongly correlated with the source spectrum [7, 19–21]. In most en-
gineering relevant applications, however, the flame is enclosed by a combustor cavity, which exhibits
strong acoustic reflections at the boundaries. This adds an additional degree of complexity. The broad-
band acoustic pressure fluctuations emitted by the flame may excite an eigenmode of the surrounding
cavity. This yields a resonant amplification at a given eigenfrequency, which is perceivable as a moderate
peak in the resulting sound pressure distribution [22]. Consequently, the sound pressure distribution is
no longer directly related to the source spectrum, but instead is modulated by the cavity acoustics.

Fig. 2.1(a) illustrates schematically a resonating system. The turbulent flame is represented as a noise
source in terms of heat release rate fluctuations Q̇ ′. It is placed in a closed acoustic cavity that has a
certain acoustic characterization depending on its reflection coefficients upstream and downstream. Fig-
ure 2.1(b) represents a typical spectral distribution of the noise source and the resulting sound pressure.
The broadband noise source Q̇ ′ generates a broadband distribution of acoustic waves (dotted line). This
broadband forcing may excite, in turn, some of the cavity modes (vertical lines). The resulting sound
pressure spectrum (red line) consequently exhibits moderate resonant peaks at the frequencies of the
cavity modes. Thus, the cavity acoustics modulate the initial pressure distribution of the noise source
such that the resulting sound pressure distribution differs from the noise source distribution. This would
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2.3 Flame dynamic response and thermoacoustic instabilities

not be the case for an unconfined system.

The situation explained in regard to Fig. 2.1 is referred to as one-way coupling: the source excites the
acoustics of the system, but the acoustic field does not have any impact on the excitation or the source
itself. In the present thesis this is understood as resonance.

Rd

f

g

Ru Q̇ ′

(a) system sketch

freq.

SP
L

(b) sound pressure spectrum

Figure 2.1: Left: schematic of a resonating system. Right: spectral sound pressure distribution (red) re-
sulting from an acoustic broadband source (dotted line) that goes in resonance with acoustic
eigenmodes of the system (vertical lines).

2.3 Flame dynamic response and thermoacoustic instabilities

The flame dynamic response, also referred to as combustion dynamics, describe the response of the flame
to upstream acoustic perturbations, i.e. the effect of the acoustic field on the generation of heat release
rate fluctuations.

If the fuel/air mixture is perfectly premixed or the fuel injection is stiff and its distance to the flame is
acoustically compact, the Flame Transfer Function (FTF) is sufficient to fully describe the flame response
[23]. The FTF relates upstream velocity fluctuations at a given reference position to global heat release
rate fluctuations by

G(ω) = u′
ref/ū

Q̇ ′/ ¯̇Q
(2.7)

The FTF is a linear description that is valid only in the limit of small acoustic perturbations. If large
amplitudes of acoustic perturbation are considered, the flame response becomes non-linear, requiring
consequently a non-linear flame description such as the Flame Describing Function (FDF) [24, 25].

To describe the FTF, a wide range of models with varying complexity can be found in literature. A first
simplistic modeling approach was proposed by Crocco [26], where the relation between u′

ref and Q̇ ′ is
characterized by a constant interaction index n and a constant time delay τ. Polifke [9] suggested the use
of a Finite Impulse Response (FIR) model for a more detailed description of the flame response.

The coupling between flame and acoustics, which is described by the FTF, may lead to a thermoacous-
tic instability [1, 27]. If acoustic pressure fluctuations and heat release rate fluctuations are in phase, a
self-amplifying feedback may establish between both contributions. This results usually in large oscilla-
tions of the flow variables, including strong pressure oscillations within the system. The flame dynamic
response, i.e. the FTF, is essential in this context as it characterizes the link between acoustic fluctuations
and heat release rate fluctuations.
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Figure 2.2(a) illustrates the modeling conception for a coupled system. In opposite to the resonant system
depicted in Fig. 2.1, the acoustic source Q̇ ′ is now coupled to the acoustic field within the closed system.
Note that this coupling is mandatory for a thermoacoustic instability to occur, but does not necessarily
imply one. Fig. 2.2(b) shows a typical sound pressure distribution in case of an occurring thermoacoustic
instability. Again, the broadband distribution of the acoustic noise source is indicated by the dotted line.
Nevertheless, in case of thermoacoustic instability the resulting spectral sound pressure distribution is
rather independent from the broadband source distribution. A sharp peak has to be expected at the fun-
damental oscillation frequency of the thermoacoustic instability. The resulting sound pressure spectrum
is no longer ‘noise dominated’ compared with the case shown in Fig. 2.1. Instead, its peak frequency
depends mainly on the flame dynamic response and the cavity acoustics. The amplitude of the sound
pressure peak, in turn, is governed by effects of non-linear flame saturation. The successional peaks ob-
servable in the schematic sketch appear as higher harmonics, i.e. at integer multiples of the fundamental
frequency, which is typical for non-linear systems. For completeness, however, it is remarked that the
peaks occurring at the higher harmonics do not necessarily have be lower in amplitude as the peak at the
fundamental frequency [28, 29].

Rd

f

g

Ru Q̇ ′u′

(a) system sketch

freq.

SP
L

(b) sound pressure spectrum

Figure 2.2: Left: schematic of a coupled system. Right: resulting spectral sound pressure distribution
(red). The broadband source (dashed line) only has a minor influence on the resulting sound
pressure distribution.

The situation explained in regard to Fig. 2.2 is referred to as two-way coupling. Compared with the one-
way coupling illustrated in Fig. 2.1, the acoustic source is now coupled to the acoustic field within the
system. A mutual interaction between flame and acoustics is established.

2.4 Interplay of combustion noise, flame dynamics and cavity acoustics

As alluded in the introduction and in the preceding two sections, the combustion generated sound within a
confined turbulent combustion system depends not exclusively on the combustion noise source itself, but
instead also on the flame dynamic response. Thereby, the two contributions cannot always be separated
clearly such that the two spectra shown in Fig. 2.1(b) and Fig. 2.2(b) must be considered as idealized
showcases for the respective contributions. In applied combustion systems the actual sound pressure
distribution may show features of both contributions. Therefore, the current section further elucidates the
interplay between combustion noise source, flame response and cavity acoustics in a confined system.

Figure 2.3 illustrates schematically the interplay between combustion noise, flame response and combus-
tor confinement. It can be considered as an extension of the previously shown figures 2.1(a) and 2.2(a).
The gray box in Fig. 2.3 represents the flame. The total heat release rate fluctuations generated by the
flame Q̇ ′

sum are described as the sum of two contributions: 1) a deterministic contribution Q̇ ′
c that origi-
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2.4 Interplay of combustion noise, flame dynamics and cavity acoustics

nates from the flame response to upstream acoustic velocity fluctuations u′
ref. 2) a stochastic contribution

Q̇ ′
s that depends mainly on the stochastic activity of the turbulent flow field. Whereas the flame response

Q̇ ′
c is associated with the FTF, the second contribution Q̇ ′

s describes a broadband noise source (similar to
the dotted line in Fig. 2.1 and Fig. 2.2). It is anticipated at this point that conceptually the modeling of
Q̇ ′

sum as the sum of Q̇ ′
c and Q̇ ′

s is essential for the identification of low-order models of the flame response
and the noise source. The according identification procedure is described in detail in chapter 5.

Q̇ ′
s

Q̇ ′
c

Rd
Q̇ ′

sumu′
ref

fu

gu

Ru

T

T

T T

TT

R R

fd

gd

ITA

noise
source

flame
response

acoustic
conv.

f

g

Figure 2.3: Schematic of interplay between combustion noise source, flame response and cavity acous-
tics.

The unsteady total heat release rate fluctuations Q̇ ′
sum generate acoustic waves through an unsteady volu-

metric gas expansion across the flame such that the flame can be seen as a source of sound. The conver-
sion from heat release rate fluctuations to acoustic waves is marked as ‘acoustic conv.’ in Fig. 2.3.

In many applications the frequencies considered are low and acoustic waves may be described in good
approximation as plane acoustic waves. Accordingly, the acoustic waves generated by the turbulent flame
propagate upstream (g ) and downstream ( f ) within the combustion system. Depending on the combustor
geometry, transmission and reflection of acoustic waves occur at the individual combustor elements (noz-
zles, area contractions, swirler element, ...). Figure 2.3 indicates transmission and reflection of acoustic
waves by the boxes ‘T’ and ‘R’, respectively. When the acoustic waves f and g reach the boundaries of
the confined setup, the acoustic waves do not leave the combustor. Instead, they are reflected back into
the combustor depending on the reflection coefficients Ru and Rd . This closes the outer acoustic loop of
the system.

In addition to the outer acoustic loop an internal feedback loop, the Intrinsic ThermoAcoustic (ITA)
feedback loop [30–32], may be identified in Fig. 2.3, highlighted by the purple arrows. The chain of
mechanisms within the ITA loop may be explained as follows: the unsteady heat release rate fluctua-
tions Q̇ ′

sum generate upstream and downstream traveling acoustic waves. The upstream traveling wave
g is transmitted up to the reference position, where it causes acoustic velocity fluctuations u′

ref. The
flame response relates the generated acoustic perturbations u′

ref again to heat release rate fluctuations
Q̇ ′

c , which contribute to Q̇ ′
sum and close consequently the ITA loop. Figure 2.3 clarifies that the ITA loop

is independent of the acoustic boundary conditions Ru and Rd . Instead, the ITA loop is characterized
by the flame response and the transmission behavior of the combustor configuration between flame and
reference position.

Note that ITA feedback is a flame inherent attribute and is thus always present. Yet, the strength of the
ITA feedback may vary from case to case. In certain configurations this feedback causes a self-sustained
thermoacoustic instability [28, 33, 34]. In other cases it does not necessarily cause an instability, but
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instead manifests itself as a resonance peak in the spectral sound pressure distribution [35]. In [36] only
a minor impact is found from ITA feedback.

The identified ITA feedback loop has also its implication for the publications of the current thesis. Due to
the unavoidable internal feedback, the alluded identification of reduced order models for noise source and
flame response results always in a closed-loop identification problem. The ramifications of a closed-loop
identification are investigated in PAPER-SI FTF and PAPER-SI NOISE. In addition to the outer acoustic
loop, which is characterized by the combustor confinement, the ITA loop has to be be considered as
a contribution to the two-way coupling between flame and acoustics, see discussion in Sec. 2.3. This
means, in turn, that two-way coupling needs always to be taken into account, even for non-reflecting
boundary conditions. The effect of two-way coupling and in particular of ITA feedback on the sound
pressure spectrum of a confined turbulent combustor is studied in PAPER-2WAY.

As mentioned in Sec. 1.1, the main objective of the current thesis is the formulation of a reduced or-
der model that allows to determine the combustor dynamics and the sound pressure distribution within
a confined turbulent combustor. Thereby, the current thesis aims for a linear model, which allows the
investigation of linear stability margins and the prediction of the sound pressure distributions for ther-
moacoustically stable configurations. From the explanations given in this section it becomes evident that
for this purpose accurate descriptions for three components are required: the flame response, the noise
source and the cavity acoustics. All three components mutually interact such that none of them can be
neglected.

10



3 Confined Swirl Combustion Test-Rig

In the framework of the NoiseDyn project an experimental test-rig of a confined premixed swirl com-
bustor was constructed and commissioned at EM2C laboratoire, Université Paris-Saclay. Three of the
publications reproduced in the appendix (PAPER-LES, PAPER-SM and PAPER-ROM) deal with this
test-rig. In each of these publications, however, different test-rig configurations and measurement di-
agnostics are used and discussed. Therefore, this chapter provides an overview of the various test-rig
configurations and the available diagnostic tools.

Section 3.1 introduces the test-rig setup before the operating conditions are further specified in Sec. 3.2.
Section 3.3 summarizes the diagnostic tools available and their measurement purpose.

For a description of the experimental setup investigated in PAPER-2WAY the reader is referred to [37].

3.1 NoiseDyn test-rig

265 94 146 108 220 220

plenum swirler+inj. tube comb. chamber exhaust

MC

ME’ ME”

ME

MP

HW & MHW

LDV
CH4/Air

� 82∅ 20∅ 65 ∅ 22

photomultiplier

Figure 3.1: Sketch of NoiseDyn test-rig. The shaded area represents the part resolved within the LES
domain. Dimensions are given in mm.

Figure 3.1 depicts a sketch of the NoiseDyn test-rig. A methane/air mixture is injected via a tranquilliza-
tion box (not shown in Fig. 3.1) at the upstream end of the plenum. By passing a honeycomb structure
within the plenum, the flow is laminarized before passing through a first convergent part (contraction
ratio: 8.73). Next, the mixture passes a radial swirler and the adjacent injection tube before entering
the combustion chamber. Figure 3.1 represents only insufficiently the complex radial swirler geometry
with its six off-centered swirler vanes. Hence, Fig. 3.2 depicts separately a detailed sketch of the radial
swirler. In the combustion chamber the turbulent V-shaped flame anchors at the central conical shaped
bluff body tip and is stabilized by swirl. The combustion chamber confinement walls are made out of
quartz glass, granting optical access to the flame. Burnt gases leave the combustion chamber through
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fd

gd

fu
gu

Figure 3.2: Detailed sketch of the radial swirler used in the NoiseDyn test-rig (reproduced from PAPER-
SM).

a square-to-round convergent part with a relatively small contraction ratio of 2.03. After the square-to-
round convergent part an exhaust tube of variable length may be added optionally.

The test-rig can be equipped with a loudspeaker at the bottom of the tranquillization box (not shown in
Fig. 3.1). This allows to impose a monofrequent acoustic excitation of the flow from upstream.

3.2 Operating conditions

For the publications PAPER-LES, PAPER-SM and PAPER-ROM identical flow operating conditions
were used. The perfectly premixed methane/air mixture has an equivalence ratio of φ = 0.82. The mix-
ture has a bulk flow velocity of ūb = 5.4 m/s after the first convergent (HW in Fig. 3.1) and reaches
consequently a bulk flow velocity of ūinj = 7.1 m/s in the injection tube. With a diameter of D = 22 mm
after the first convergent this yields a Reynolds number of approximately Re = ubD/ν ≈ 7000. Never-
theless, measurements show that the flow remains laminar after the first convergent at the measurement
position HW: a top-hat velocity profile forms with less than 2% relative velocity fluctuations in the
boundary layer and much lower fluctuations within the core flow. The inlet temperature is equal to 300
K, whereas the thermal power for the given operating conditions amounts to Pth = 5.5 kW.

Regarding the acoustic boundary conditions, the combustor exit must not be considered as choked. The
contraction ratio of the square-to-round convergent at the downstream end of the combustor is only small
(2.03), yielding a mean combustor exit velocity of ūe = 2.8 m/s and a corresponding Mach number
of Ma= 0.0043. For the termination of the combustor two different configurations can be realized: the
combustor is either open-ended or a perforated plate may be installed. The perforated plate has the same
outer diameter as the square-to-round convergent and a square pattern of 12 holes of radius r = 2.5 mm
with an inter-hole spacing d = 20 mm. At the upstream end the combustor is terminated by a rigid wall.

The length of the optional open-ended exhaust tube controls the thermoacoustic stability of the config-
uration. Without an exhaust tube the system is thermoacoustically stable and no distinct self-sustained
coherent flame motion is detectable. The sound pressure level remains at moderate levels with a max-
imum value of 117 dB. If an exhaust tube of length L = 220 mm is appended, the system becomes
intermittently unstable, having an oscillation frequency of f = 205 Hz that reaches a peak amplitude of
138 dB. Further extending the exhaust tube to a length of L = 440 mm provokes a pronounced thermoa-
coustic instability that reaches a stable limit cycle oscillation with an oscillation frequency of f = 185
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3.3 Available diagnostics

Hz corresponding to a 3/4 λ wave of the combustor, which is predominantly active in the combustion
chamber. The peak amplitude of the fully unstable case is equal to 148 dB.

Figure 3.3 shows the resulting sound pressure spectra within the combustion chamber. For the sound
pressure spectrum of the stable configuration no distinct tone emerges and the spectrum is broadband
with a moderate peak that stems from a resonant cavity mode. This observation is in agreement with the
modeling conception shown in Fig. 2.1. For the fully unstable configuration, which is equipped with an
exhaust tube of length L = 440 mm, the sound pressure spectrum is no longer broadband, but instead
exhibits a distinct peak with smaller peaks at odd-numbered harmonics. Again, this is in accordance with
the modeling conception introduced with Fig. 2.2. Note that if the exhaust is equipped with the perforated
plate, all three configurations become stable.
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Figure 3.3: Experimentally measured sound pressure spectra for different open-ended exhaust tubes: no
exhaust tube ( ), exhaust tube of length L = 220 mm ( ) and exhaust tube of length
L = 440 mm ( ).

3.3 Available diagnostics

The test-rig is equipped with various diagnostic tools. In the publications PAPER-LES, PAPER-SM and
PAPER-ROM, however, different diagnostic tools are used and accordingly different measurement data
are shown. For giving an overview, this section summarizes the diagnostic tools available and clarifies
in which publication the respective experimental data are presented. For more detailed information on
every diagnostic tool, the reader is referred to the individual publication reproduced in the appendix.

A Laser Doppler Velocimetry (LDV in Fig. 3.1) is available to measure the flow velocity at the com-
bustion chamber entrance, 3 mm above the combustion chamber backplate. This provides an accurate
local determination of the incoming flow field directly upstream of the turbulent swirl flame. The LDV
measures mean as well as root-mean-squared velocity profiles of axial, radial and circumferential veloc-
ity. PAPER-LES contains the corresponding velocity profiles. From these velocity measurements a swirl
number of S ≈ 0.8 is determined.

A photomultiplier mounted with an interferometric filter measures OH* chemiluminescence, which is
assumed to be proportional to the heat release rate for perfectly premixed flames. This allows to record
OH* images of the averaged turbulent flame shape as well as phase-conditioned pictures of the flame
when submitted to an external acoustic forcing via the upstream loudspeaker. PAPER-LES presents Abel
deconvoluted images of both averaged and phase conditioned flame images.
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Confined Swirl Combustion Test-Rig

A hot-wire probe for velocity measurements (HW in Fig. 3.1) is installed in between the first convergent
and the radial swirler. The FTF can be determined by acoustically forcing the flow via the upstream
loudspeaker and simultaneously recording the signals of velocity fluctuations at the hot-wire location
and resulting OH* chemiluminescence fluctuations. FTF measurements are reproduced in PAPER-SM
and PAPER-ROM.

Multiple microphones are installed across the test-rig (see Fig. 3.1: MP, MHW, MC, ME, ME’, ME”).
They are used to measure time traces of sound pressure fluctuations - and accordingly spectral sound
pressure distributions - as shown in PAPER-LES and PAPER-ROM. The microphones ME, ME’ and
ME” at the downstream end of the combustor may additionally be used to reconstruct acoustic velocity
fluctuations via the three-microphone method [38]. Together with the hot-wire probe HW and the mi-
crophone MHW (both installed upstream) this allows the assessment of the acoustic variables p ′ and u′

during upstream acoustic forcing. Consequently, the acoustic transfer matrix of the combustor can be
determined by employing the two-load method [39]. Since only upstream acoustic excitation is used in
the test-rig, the two-load method is retained for determining the acoustic transfer matrix instead of the
more frequently used two-source method [40–42]. PAPER-SM presents the experimental results for the
non-reactive and the reactive combustor scattering matrix, which are directly deduced from the transfer
matrix measurements through simple algebraic transformation.

The capability of the microphones ME, ME’ and ME” to reconstruct acoustic velocity fluctuations is
further exploited to measure gain and phase of the downstream reflection coefficient. PAPER-LES and
PAPER-ROM contain measurements for both the open end and the perforated plate. The upstream re-
flection coefficient has not been determined experimentally. Yet, the upstream plenum is terminated by
a rigid wall such that the upstream reflection coefficient may assumed to be equal to unity without any
phase shift. Note that the studies [43–45], which investigated self-sustained combustion instabilities, used
the same plenum configuration as shown in Fig. 3.1. In these studies the upstream reflection coefficient
is also assumed to be fully reflective. Since the resulting model predictions in these works are in good
agreement with measured data, it is concluded that the assumption of a fully reflective upstream end is
valid.

With the sum of these diagnostics a comprehensive set of experimental data is obtained, where the flame
response (i.e. the FTF), the spectral distribution of sound pressure within the combustor and the acous-
tic boundary conditions are accurately quantified. An acoustic characterization of a turbulent combustor
in this entirety is rare in literature. As elaborated in Sec. 2.4, however, such a complete characteriza-
tion is crucially necessary for a proper comparison between measurements and the numerical modeling
approaches developed.
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4 Large Eddy Simulation of a Premixed
Combustor

Before models for the flame response and the noise source may be determined via SI techniques, input-
output data need to be generated. This corresponds to the first step of the modeling strategy introduced
in Fig. 1.1. In the current thesis a compressible reactive LES is chosen for the data generation step.

The general concept of LES is to resolve directly the large turbulent structures within the flow, which are
often dependent on the specific geometry investigated. The small turbulent structures are more universal
and hence not resolved directly, but instead modeled by a subgrid scale model. A compressible LES
is particularly suited in the current study as it describes not only the turbulent reactive flow but also
takes into account all relevant acoustic mechanisms involved: the two-way acoustic-flame interaction,
the generation of combustion noise by resolved turbulent structures and the acoustic wave propagation
in a complex geometry.

Section 4.1 describes the LES setup of the NoiseDyn test-rig that is used in the publications PAPER-
LES, PAPER-SM and PAPER-ROM. Whereas in PAPER-LES the LES is used to reproduce directly
experimental measurements, it serves in PAPER-SM and PAPER-ROM for the generation of broadband
time series data that are consequently used for the SI procedure. Section 4.2 addresses briefly the benefit
of coupling Characteristic Based State-space Boundary Conditions (CBSBC) with the LES since this is
not only essential for the publications [46] and PAPER-LES, but is used also in PAPER-SM and PAPER-
ROM. Section 4.3 addresses the direct assessment of sound pressure spectra via compressible LES. By
comparing the resulting LES spectra against measured spectra, the descriptions of flame dynamics and
generation of combustion noise are validated within the LES. The concluding section 4.4 illustrates the
procedure for the generation of broadband input-output time series data via the compressible LES.

Note that for the publications PAPER-2WAY, PAPER-SI FTF and PAPER-SI NOISE the LES data used
for the reference model identification were provided from [47].

4.1 NoiseDyn LES setup

The compressible reactive flow solver AVBP [48], developed by CERFACS, Toulouse, is used for the
LES computations of the NoiseDyn test-rig. The fully compressible Navier-Stokes equations are solved
on an unstructured grid [49, 50] by using the Lax-Wendroff scheme, which has a spatial and temporal ac-
curacy of second order. Subgrid stresses are taken into account by the wall adapting linear eddy (WALE)
model [51] without application of any wall-functions. The turbulence-flame interaction is modeled by
the dynamically thickened flame model [52], ensuring that the laminar flame thickness is resolved by
seven cells. The chemistry of the premixed methane/air flame is describe by the reduced two-step BFER
[53] scheme.

Figure 3.1 indicates the extent of the LES domain. The LES resolves only the ‘core’ part of the com-
bustion test-rig extending from upstream of the radial swirler to downstream of the combustion chamber.
This delimitation of the computational LES domain saves computational costs and is applicable because
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complex flow phenomena, which would need to be resolved via LES, are not expected in the upstream
plenum or downstream of the combustion chamber. The acoustic impedances of the neglected combustor
parts, however, need to be taken into account to guarantee a complete acoustic description of the test-rig.
This is achieved by coupling the LES to CBSBC, as described in the subsequent section 4.2. The LES in-
let coincides with the hot-wire probe location in experiments (denoted as HW in Fig. 3.1). As mentioned
in Sec. 3.2, the flow at this position is laminar with a top-hat velocity profile. Thus, a laminar velocity
block profile is imposed at the LES inlet with a bulk velocity of ūin = 5.4 m/s. Atmospheric pressure of
p̄out = 1 atm is set at the LES outlet.

The unstructured LES grid used consists of approximately 19 million tetrahedral cells. The mesh is
refined in the reaction zone region with a maximum cell size of 0.6 mm. A maximum cell size of 0.8
mm is used within the complex burner geometry upstream of the flame, which contains the radial swirler
and the injection tube. The radial swirler is fully described by the computational mesh, meaning that no
geometrical simplification are applied. Each of the six radial swirler vanes has a diameter of 6 mm and is
resolved by approximately 18 cells, which are refined towards the walls. To keep the computational effort
on a reasonable level, the mesh resolution in the burnt gas region downstream of the flame is coarsened
by allowing a maximum cell size of 1.4 mm. This coarsening is permissible since less complex flow
dynamics are expected in the burn gas region due to the elevated viscosity and the relatively simple
geometry.

As one objective of the compressible LES is to reproduce correctly the flame response and the generation
of combustion noise, an obligatory test is the comparison between measured and computed velocity pro-
files directly upstream of the flame. The mean velocity field is essential for the mean flame shape, which
has a direct impact on the flame response. The incoming turbulent velocity fluctuations that impinge on
the flame front are strongly linked to the generation of combustion noise. A comparison between the
LDV measurements described in Sec. 3.3 and the computed velocity profiles from LES for mean and
fluctuating values exhibits an overall good agreement (see PAPER-LES). This comparison proves that
the LES setup chosen is able to precisely describe the flow field directly upstream of the flame - a pre-
requisite for further investigations. In particular the generation of turbulence and swirl across the radial
swirler, located in between LES inlet and combustion chamber entrance, are reproduced correctly by the
LES.

Regarding subgrid scale modeling and wall treatment, it is worth mentioning that different combinations
were tested. Thereby, it is found that the WALE model applied without any wall-functions provides
overall the best agreement with experimental data. This observation is in accordance with [54]. When
using wall-functions in combination with the WALE model, the fluctuating velocity components are
overestimated.

After the validation of velocity profiles upstream of the flame, mesh independence in regard to the gen-
eration of combustion noise is affirmed. Compared to the reference mesh with its 19 million cells one
coarser and one finer mesh are tested, which have approximately 11 million and 34 million cells, respec-
tively. The mesh resolution in the burnt gas region is kept constant and the coarsening / refining is applied
only on the reaction zone and the upstream region as they are assumed to be essential for the generation
of combustion noise. It is found that for all three mesh resolutions the resulting sound pressure spectrum
is comparable, see Fig. 4.1. Hence, the LES results for the sound pressure spectra are assumed to be
mesh-independent. For a more detailed description of the mesh study performed the reader is referred to
PAPER-LES.

One uncertainty in the LES setup arises from the wall temperatures, since experimental values are not
available due their cumbersome accessibility. For the publications PAPER-LES, PAPER-SM and PAPER-
ROM, which all deal with the NoiseDyn setup, a set of wall temperatures is used that yields the same
global heat loss as the experimental configuration. This is validated by comparing the mean combustor
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Figure 4.1: Sound pressure spectra from LES computed with different mesh resolutions: reference mesh
with 19 million cells ( ), coarse mesh with 11 million cells ( ) and fine mesh with 34
million cells ( ).

exit temperatures in experiment and LES. A detailed discussion of the effects of the respective wall
temperatures, however, is not provided in any of the publications and is therefore given in the following.

For the injection tube and the swirler adiabatic walls are assumed because the inlet gas temperature
is approximately equal to the ambient temperature. The lateral confinement walls of the combustion
chamber and the square-to-round convergent part represent the biggest area portion in the burnt gas
region. The heat loss across these boundaries has a major impact on the mean bulk flow temperature
and hence the mean speed of sound in the burnt gas region. This, in turn, affects the eigenmodes of
the combustor cavity. For the subsequent LES based prediction of sound pressure spectra within the
combustion chamber this results in a shift of the peak frequency. In particular for an unstable working
condition this may also have a significant impact on the limit cycle oscillation amplitude. In the present
setup heat loss boundary conditions are used for the lateral combustion chamber walls. Together with a
thermal resistance of the quartz walls, experimentally determined values of the outside wall temperature
are imposed as reference temperature. This yields a spatially non-uniform wall temperature distribution
that adapts to the internal temperature field.

Moreover, it is observed that the lateral wall temperatures have only a minor impact on the flame shape
and hence on the flame dynamic response, i.e. the FTF. The wall temperatures of the combustor back
plate and of the bluff body tip, however, are found to have a strong impact on the FTF. With increasing
combustor back plate temperature the flame shape gradually changes from a V-shaped to a M-shaped
flame. The M-shaped flame anchors additionally at the outer rim of the injection tube. As a result of this
gradual change, the flame length is decreasing, which impacts primarily the phase of the resulting FTF:
the shorter the flame length, the steeper the phase decay.

The bluff body tip temperature controls the stand-off distance between flame and bluff body and is
important for the flame anchoring and the flame root behavior. It is found that a large bluff body tip
temperature results in a short stand-off distance between bluff body tip and flame root. In this case
the flame is well anchored. From these observations it is deemed that variations of the bluff body tip
temperature have an impact on gain and phase of the FTF.

For numeric values of the respective wall temperatures in the LES setup the reader is referred to PAPER-
LES.
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4.2 Coupling of LES with characteristic based state-space boundary con-
ditions

As argued in Sec. 2.4, the sound pressure spectrum in a confined combustor setup depends crucially on
the acoustic characteristics of the surrounding cavity. A proper validation of computed sound pressure
spectra is thus possible only if the cavity acoustics are fully taken into account in the LES. The most
natural approach would be to resolve directly the complete combustor configuration within the LES
domain, meaning from upstream plenum to downstream exhaust. Yet, Fig. 3.1 shows that the LES domain
chosen resolves only the part from upstream swirler to downstream combustion chamber in order cut
down computational costs. To ensure nonetheless a complete description of the acoustic cavity as it is
found in experiments, the LES is coupled to CBSBC [55]. These boundary conditions allow to impose
complex reflection coefficients at the boundaries to model acoustic systems adjacent to the LES domain.
Figure 3.1 clarifies that the upstream plenum and the downstream exhaust tube are not resolved within
the LES domain, hence they are modeled acoustically via CBSBC instead. For an extensive and complete
description of the CBSBC the reader is referred to [55] or PAPER-LES.

Besides providing boundary impedances for an accurate description of the acoustics within the LES
domain, CBSBC also make possible to reconstruct the sound pressure spectra at locations outside of the
LES domain. The state-space model of the CBSBC retains spatial information. Accordingly, PAPER-
LES assesses the sound pressure at the microphone locations MP or ME (see Fig. 3.1), although these
locations do not lie within the LES domain. This is achieved by an additional post-processing step: the
boundary state-space model is simulated forward in time with the characteristic wave leaving the LES
domain as input signal. Note that the assessment of pressure fluctuation outside the LES domain would
not be possible with other time domain impedance boundary conditions as used e.g. in [56, 57].

Compared with the formulation of the well established Navier-Stokes Characteristic Boundary Condition
(NSCBC) [58], which exhibits acoustic reflections in the low frequency range [59, 60], the CBSBC
are fully non-reflective, even in the low frequency limit. This is achieved by making use of a wave
masking technique [60]. PAPER-SM and PAPER-ROM exploit this property to ensure fully non-reflective
boundary conditions.

Note that in a prior study the CBSBC are applied to a laminar case [46]. Therein, the CBSBC are used
to model an upstream plenum of variable length whereas the flame and its vicinity are resolved by
a compressible CFD. The length of the plenum modeled controls the thermoacoustic stability of the
laminar slit burner: the longer the plenum, the larger the occurring oscillation amplitudes. This study
proves two essential aspects that are of importance for the sound pressure prediction of the NoiseDyn
test-rig. First, a change of the impedance modeled by CBSBC may be enough to trigger thermoacoustic
instabilities. Second, it is demonstrated that the acoustics can be treated linearly also in case of a strong
non-linear thermoacoustic oscillation. Consequently, the non-linearity can be attributed to hydrodynamic
effects and flame dynamics, which are both resolved via the compressible CFD.

4.3 Sound pressure prediction in the NoiseDyn test-rig

Section 4.1 illustrated that the LES reproduces correctly the velocity field upstream of the flame and that
the resulting sound pressure spectra are mesh independent. Section 4.2 described how to model efficiently
the unresolved acoustic parts upstream and downstream of the LES domain. Yet, it is still unclear if the
computed sound pressure spectra are physically correct, i.e. if they are in agreement with experiments.

The successful validation of the LES against experimental data is essential for further investigations,
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which are based on the compressible LES data. Therefore, PAPER-LES assesses the spectral sound
pressure distribution in the NoiseDyn setup for stable and unstable working conditions and compares
results with measurement data. This section presents only one of the main results from PAPER-LES. The
focus is thereby laid on the implications of this result for the following investigations and publications.
The fully reproduced publication can be found in the appendix of this thesis.

As explained in the preceding section 4.2, the CBSBC are used in PAPER-LES to model the acoustic
impedance of the upstream plenum and of the part downstream from the square-to-round convergent.
Whereas the upstream impedance model remain unchanged - a fully reflective end with a constant phase
lag that is defined by the plenum length - different downstream impedances are studied. The exhaust
tubes used are always open-ended but differ in their length. This means that the absolute value of the
downstream reflection coefficient is in good approximation always equivalent to the analytically pre-
dicted values for an open unflanged tube [61]. The phase values, however, depend on the exhaust tube
length and the speed of sound within the exhaust tube.

Recalling the explanations given in Sec. 3.2, without exhaust tube the configuration is stable, with an
exhaust tube of L = 440 mm a fully developed limit cycle oscillation is obtained. When modeling the
particular impedances via CBSBC, excellent agreement is found between LES and measurements, see
figure 4.2.
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Figure 4.2: Sound pressure measurements ( ) and LES results for the stable ( ) and the fully un-
stable ( ) configuration (reproduced from PAPER-LES).

As argued previously in Sec. 2.2, the spectrum of the stable configuration has a rather broadband dis-
tribution. It is dominated by the combustion source characteristics, subsequently modulated by cavity
resonances. A linear network model analysis conducted later in PAPER-ROM reveals that the moderate
peak observable in this configuration stems from a resonant combustion chamber mode. The spectral
sound pressure distribution for the unstable configuration, however, exhibits distinct peaks. This spec-
trum is influenced not only by the noise source, but instead depends strongly on the flame dynamics,
which are the governing mechanism during a thermoacoustic instability. The peak in the sound pres-
sure spectrum occurs at the oscillation frequency of the thermoacoustic instability. Non-linear saturation
effects, which are accounted for in the LES, control the amplitude of the pressure peak.

The LES reproduces accurately both stable and unstable configurations. In turn, this suggests strongly
that both aspects, i.e. the combustion noise source as well as the flame dynamics, are described precisely
by the compressible LES. In the framework of the current thesis this is an important aspect. Because the
LES/SI procedure yields data-driven models for the flame dynamic response and the combustion noise
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source, physically correct models can only be estimated if the responsible mechanisms are correctly
reproduced by the LES. If the SI procedure is fed with erroneous data from the LES, erroneous model
estimations result. The successful validation of the LES against measurements of the sound pressure
distribution ensures that the LES setup can be used for the generation of broadband input-output time
series data. Subsequently, the broadband time series data from LES are post-processed via SI techniques
to estimate reduced order models for the flame dynamic response and the combustion noise source.

4.4 Generation of broadband time series

The following section explains the procedure of generating input-output time series data via acoustic
forcing of the LES. This corresponds to the first step of the modeling strategy introduced in Fig. 1.1.
Focus is laid in this section on the LES relevant aspects in regard to acoustic forcing. For the implications
of different forcing parameters on the SI procedure itself the reader is referred to Sec. 5.1.

The general concept is to impose an acoustic excitation signal at the LES domain boundaries. At the
inlet a characteristic wave fin is imposed, whereas at the outlet a characteristic wave gout is applied.
Thereby, for example an ingoing wave fin should be regarded as an input signal that causes a certain
system response, e.g. heat release rate fluctuations across the flame Q̇ ′ or an outgoing characteristic wave
fout.

The system under study may be characterized from its response to the input signal. By using a mono-
frequent excitation signal, as it is usually done in an experimental approach, the transfer behavior of a
system at a given excitation frequency can be directly determined from its response at that same fre-
quency. Instead of forcing the system mono-frequently, one may excite the system with a broadband
forcing signal, which contains spectral energy not only at one discrete frequency, but instead across a
specified frequency range. From the resulting broadband input-output time series data the transfer be-
havior of the system can be directly estimated across a complete frequency range via the use of SI
techniques (see chapter 5). Compared to repeated mono-frequent excitation across a certain frequency
range, the broadband forcing technique reduces the computationally effort significantly in LES and yields
a transfer function that is valid in the complete complex plane (ω ∈ C). The determination of the trans-
fer behavior of a system across a given frequency range via mono-frequent excitation would be rather
expensive in LES, as for every excitation frequency multiple forcing cycles need to be computed.

Different signal types are possible for broadband excitation. The present thesis, in particular PAPER-
SM and PAPER-ROM, use a broadband signal that is based on Daubechies wavelets [62]. This signal
type offers certain advantages for the use in LES. First, the amplitude of the signal is bounded. Other
than a random Gaussian White Noise signal, no amplitude values above a certain threshold value are
present in the Daubechies wavelet signal. This ascertains that no non-linear flame response is triggered
unintentionally by the input forcing. Second, its spectral energy content is constant up to a certain cut-off
frequency above which the spectral energy content monotonically decreases. Third, the broadband signal
used is continuous. Even though a Pseudo Random Binary Signal would also be bounded in amplitude,
its discrete amplitude distribution causes numerical difficulties if applied in LES. Overshoots result in
the actual input signal, which impede the subsequent identification.

Figure 4.3 depicts a typical time series generated by LES with applied broadband forcing. The input
quantity u′ causes in the LES a certain flame response in terms of Q̇ ′, which is considered as output.
By post-processing this input-output time series data set via advanced SI techniques, a causal relation
between u′ and Q̇ ′ may be formulated, i.e. the FTF, as well as a model for the generation of combustion
noise. This will be further explained in Sec. 5.5.
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Figure 4.3: LES generated broadband input-output time series data. The normalized velocity fluctuations
serve as input whereas the normalized global heat release rate fluctuations are considered as
output.
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5 System Identification in Thermoacoustics

The first step of the modeling strategy shown in Fig. 1.1 is carried out by generating broadband input-
output time series data via a compressible LES. The subsequent step deals with the identification of
data-driven models for flame response and noise source. Therefore, advanced SI techniques are applied
in this thesis.

This chapter introduces the required background information on SI in general and explains the SI tech-
niques used. After a short overview on SI, the three essential steps of the identification procedure are
discussed: generation of broadband data (Sec. 5.1), choice of model structure (Sec. 5.2) and model co-
efficient estimation (Sec. 5.3). Therein, attention is paid on the comparison between the established FIR
identification and the more advanced Box-Jenkins (BJ) identification. It is shown that the BJ identifica-
tion is suited in particular in the framework of the current thesis as it allows the simultaneous identifi-
cation of reduced order models for the flame response, i.e. the FTF, and the combustion noise source.
Section 5.4 summarizes the main outcome of the two surrogate data studies performed in PAPER-SI FTF
and PAPER-SI NOISE before in Sec. 5.5 the investigated SI techniques are applied on actual LES data of
the NoiseDyn configuration.

Methods for SI originate from the field of control theory [63–65] and may be considered as a combination
of different theories, such as estimation theory, signal processing and system theory. The overall objective
of SI is described by Keesman as ‘the construction of mathematical models of the system under study
based on noisy time series’ [64]. The ‘mathematical models’ in this context are often referred to as
transfer functions, which should precisely describe the input-output behavior of a given system.

From a system theory perspective the FTF may be seen as a linear transfer function that relates upstream
velocity perturbations at a given reference position u′

ref to resulting heat release rate fluctuations Q̇ ′
c . By

recalling Fig. 2.3 and the underlying modeling principle of summing a deterministic contribution Q̇ ′
c and

a stochastic contribution Q̇ ′
s , the most general description of a linear time invariant system that describes

the total heat release rate Q̇ ′(t ) as an output is given by

Q̇ ′(t ) =G ·u′
ref(t )︸ ︷︷ ︸

Q̇ ′
c

+ H ·e(t )︸ ︷︷ ︸
Q̇ ′

s

(5.1)

herein, the so-called plant model G may be associated with the FTF since it establishes a causal relation
between the input signal u′

ref(t ) and the heat release rate fluctuations Q̇ ′(t ). It describes thus the deter-
ministic contribution Q̇ ′

c , which stems from upstream acoustic perturbations. The noise model H, with
its generic Gaussian White Noise input term e(t ), describes the stochastic contribution Q̇ ′

s to the global
heat release rate Q̇ ′(t ). This contribution may be associated with the combustion noise contribution and
is understood to be uncorrelated to any incoming acoustic perturbations.

Figure 5.1 represents graphically Eq. (5.1). Note that this representation corresponds clearly to the mod-
eling principle of the flame contributions shown in Fig. 2.3. In an actual combustor colored turbulent
velocity fluctuations cause a certain spectral distribution of Q̇ ′

s . In the modeling approach of Fig. 5.1 this
effect is mimicked by filtering a generic Gaussian White Noise input term e(t ) through the noise model
H in order to obtain directly the same spectral distribution of Q̇ ′

s , as it would have been caused by turbu-
lent velocity fluctuations in an actual combustor. The noise model H contains thus physical information
of the system.
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Figure 5.1: Modeling approach of total heat release rate fluctuations Q̇ ′
sum.

Objective of the SI procedure is then to estimate descriptions of the plant model G and the noise model
H . The necessary procedure may be divided into three main steps: 1) generation of broadband data 2)
choice of model structure and 3) solution of an optimization problem to find the model coefficients,
which describe best the input-output time series data. In the following three sections these steps are
briefly covered.

5.1 Properties of broadband data

As described in Sec. 4.4, a compressible LES is used in the current thesis for the generation of broadband
time series data. Whereas the aspects relevant for the LES were already described in Sec. 4.4, this section
discusses the implications of different time series properties on the subsequent SI procedure.

The main properties of the broadband time series data are the cut-off frequency, the signal-to-noise ratio
(SNR) and the time series length. The influence of the latter two is studied among other aspects in
PAPER-SI FTF and PAPER-SI NOISE.

The cut-off frequency of the excitation signal determines up to which frequency the transfer behavior
of the system may be inferred. Estimations for the frequency response of a system are only possible for
frequencies that are contained in the excitation signal. Consequently, a large cut-off frequency yields a
large validity range of the identified models. A large cut-off frequency of the broadband excitation signal,
however, results also in a wide spread of spectral energy, which decreases the identification accuracy.
Thus, as a best practice the cut-off frequency should be chosen as high as necessary, but not higher.
Fortunately, flames usually exhibit a low-pass behavior [1] and combustion noise is known to be active
predominantly in the low frequency region [14]. Consequently, the works PAPER-SM and PAPER-ROM
use a maximal cut-off frequency of 1000 Hz.

The excitation signal amplitude determines the SNR of the time series data, since the noise source
strength usually cannot be controlled. Generally, a high SNR results in accurate model estimations. Yet,
a trade-off has to be made regarding the SNR. If the excitation amplitude is chosen too large, it may trig-
ger a non-linear flame response, which cannot be handled by the linear identification techniques used.
Therefore, in the publications PAPER-SM and PAPER-ROM a forcing amplitude equivalent to 10 % of
the mean inflow velocity is chosen to achieve a favorable SNR by ensuring at the same time a linear
flame response [66].

Regarding the identification error and the identification uncertainties, a strong dependence is recog-
nized on the time series length available. Based on surrogate data PAPER-SI FTF and PAPER-SI NOISE

demonstrate that the identification error and the identification uncertainty decrease with increasing time
series length. Yet, LES computations for the time series generation are computationally demanding such
that the time series length is usually limited. In PAPER-SM and PAPER-ROM an LES time series length

24



5.2 Choice of model structure

of 350 ms is used for the subsequent identification, which yields for the gain of the FTF a 95 % con-
fidence interval that ranges approximately in between ±0.2. Phase values of the identified FTF exhibit
usually significantly smaller confidence intervals. The impact of the identification uncertainty in the FTF
on stability margins and growth rates of a thermoacoustic system is studied in [67].

5.2 Choice of model structure

After the input-output data are generated, a certain model structure needs to be chosen. By expanding
in Eq. (5.1) the plant model G and the noise model H in terms of polynomial filters, the most general
polynomial model structure reads as

A(q,θ)Q̇ ′(t ,θ) = B(q,θ)

F (q,θ)
u′

ref(t )+ C (q,θ)

D(q,θ)
e(t ) (5.2)

herein A,B ,C ,D and F are polynomials in time shift operator q−i defined as

q−i u′(t ) = u′(t − i∆t ) (5.3)

Thus, the respective polynomial filters result in

A(q) = 1 +a1q−1 +a2q−2 ... ana q−na

B(q) = b0 +b1q−1 +b2q−2 ... bnb q−nb

C (q) = 1 +c1q−1 + c2q−2 ... cnc q−nc

D(q) = 1 +d1q−1 +d2q−2 ... dnd q−nd

F (q) = 1 + f1q−1 + f2q−2 ... fn f q−n f

The difference between
[
B(q,θ), C (q,θ)

]
and

[
D(q,θ), F (q,θ)

]
is that

[
B(q,θ), C (q,θ)

]
relate prior

inputs to the current output whereas
[
D(q,θ), F (q,θ)

]
take prior outputs into account and can describe

consequently possible auto-regressive behavior. The individual model coefficients in the parameter vector
θ

θ= {a1...ana ,b0...bnb ,c1...cnc ,d1...dnd , f1... fn f }

weight the relation between current as well as prior inputs and output samples. Therein, the respective
model orders na ,nb ,nc ,nd and n f specify the number of prior samples that are taken into consideration.
Concluding, this means that the current output on the left-hand side of Eq. (5.2) is computed from a
convolution of the polynomial model coefficients with prior inputs and outputs. The amount of prior
time series samples that are taken into account is determined by the model order.

When comparing Eq. (5.1) and Eq. (5.2), it becomes evident that the polynomial filters B(q,θ)/F (q,θ)
describe the plant model G whereas C (q,θ)/D(q,θ) specify the noise model H . By including or ex-
cluding some of the polynomial filters A,B,C,D and F, different model structures of varying complexity
may be deduced from the general model structure shown in Eq. (5.2). The remainder of this section
discusses in detail two specific model structures with respect to their capability of describing the plant
model G and the noise model H . On the one hand, the well established FIR model structure is examined,
which is applied on LES data in PAPER-SM and PAPER-2WAY. On the other hand, the more general
BJ model structure is introduced, as it allows the additional identification of a model for the combustion
noise source. PAPER-ROM applies a BJ model identification on broadband LES data from the NoiseDyn
configuration.
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The FIR model structure is retained from the general model structure shown in Eq. (5.2) by setting the
polynomial filters A,C ,D and F equal to unity

Q̇ ′(t ,θ) = B(q,θ)u′
ref(t )+e(t ) . (5.4)

In this case, the output Q̇ ′ is computed by a simple convolution of the model coefficients θ =
{b0, b2, ..., bnb } with prior inputs u′

ref(t ). The FIR is widely used to model the flame dynamic response
[47, 68–78]. By setting C (q,θ) = D(q,θ) = 1, however, no noise model H is estimated. Consequently,
the noise contribution is assumed to be Gaussian White Noise. For laminar flame configurations in which
no turbulent combustion noise is present, this might be a valid assumption. Yet, a turbulent flame, as it
is studied in the framework of the current thesis, exhibits turbulent combustion noise, which is known
to be colored [14, 15]. Deploying a FIR model structure for the identification of a turbulent flame does
not provide any estimates of the colored noise contribution. Moreover, assuming erroneously a colored
noise contribution to be white, introduces a bias into the plant model identification, see PAPER-SI FTF
and PAPER-SI NOISE.

The more general BJ model structure may be considered as an extension of the FIR model structure and
is retained from Eq. (5.2) by setting only A(q,θ) equal to unity

Q̇ ′(t ,θ) = B(q,θ)

F (q,θ)
u′

ref(t )+ C (q,θ)

D(q,θ)
e(t ) . (5.5)

Compared with the FIR model structure, the BJ model structure includes also the polynomial filters
C (q,θ) and D(q,θ) and provides thus a description for the noise model H . Consequently, it allows to
model a colored noise contribution Q̇ ′

s . The BJ model structure identification was already applied suc-
cessfully in the field of aeroacoustics [79]. Therein, the BJ model structure was deployed in an LES/SI
approach to identify the scattering matrix and a respective aeroacoustic noise model of an orifice configu-
ration with mean flow. Excellent agreement to experimental data was found. In the field of thermoacous-
tics, however, only an exploratory study on laminar flames was conducted yet [80]. Therein, stochastic
combustion noise was mimicked by imposing an ‘unknown’ equivalence ratio fluctuation.

For completeness it is mentioned that also other model structures such as an Autoregressive model with
eXogenous input (ARX) or an Output-Error (OE) model may be deduced from the general model struc-
ture shown in Eq. (5.2). Yet, only the FIR model and the BJ model are applied on LES data in the current
thesis (PAPER-SM, PAPER-2WAY and PAPER-ROM). The behavior of the ARX model is explored on
the basis of surrogate data in PAPER-SI FTF and PAPER-SI NOISE and is found to be inferior to the BJ
model for the present application.

5.3 Model coefficient estimation

After a certain model structure is chosen, the polynomial model coefficients contained in θ need to be
estimated. This is achieved by a solving a least-squares optimization problem of the form

min
θ

J (θ) ≡ min
θ

1

N

N−1∑
i=0

(
Q̇ ′(i∆t ,θ)−Q̇′(i∆t )

)2 (5.6)

herein, the cost function J (θ) is minimized by reducing the squared error between the modeled output
Q̇ ′(i∆t ,θ) and the actual output Q̇′(i∆t ) of the time series used. The set of model coefficients that
describes best the input-output behavior yields the lowest value of the cost function J (θ). Depending on
the chosen model structure, the optimization problem may become non-linear. Also a regularization of
the optimization problem may be applied, which reduces the variance of the estimated coefficients at
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the cost of model flexibility. Yet, for details on both of these aspects the reader is referred to PAPER-SI
NOISE.

It is emphasized at this point that the estimated models result from a mere ‘black-box’ approach: the
identified model is not determined by analytical derivation from the underlying governing equations of
the problem. Instead, its input-output transfer behavior is deduced solely from an error minimization
between modeled and actual output. Hence, for the identification of the purely data-driven models no
prior knowledge of the system itself is necessary. Even though data-driven models crucially require
accurate input-output time series data, this property may also be regarded as an advantage. Compared
to noise models that are based on a Strouhal number scaling [17, 18] or a temporal correlation analysis
[81], data-driven models are more general: they do not rely on any physical modeling assumptions such
as the definition of a characteristic flame length and are not limited to a certain flame shape or similar.

5.4 Surrogate data study

Before applying the SI techniques directly on actual LES data, a better understanding of their behavior
and their applicability would be helpful. In particular for the BJ model identification and the correspond-
ing combustion noise model estimation only limited experience is available. Therefore, two studies based
on surrogate data were conducted in PAPER-SI FTF and PAPER-SI NOISE to investigate the behavior
of different model structures in a thermoacoustic context. These two studies should be regarded as an
intermediate step before applying the SI techniques on actual LES data and may be associated with the
second step of the modeling strategy shown in Fig. 1.1.

The surrogate data in PAPER-SI FTF an PAPER-SI NOISE are generated by a model, which simulates a
linear acoustic network in the time domain. Using surrogate data instead of actual LES data, exhibits two
considerable advantages for the investigations conducted in PAPER-SI FTF and PAPER-SI NOISE. First,
the generation of time series data is computationally very efficient and affordable. This allows to cover a
wide range of varying time series properties (such as SNR or time series length) and to perform a Monte
Carlo simulation. Second, the true plant model and the true noise model are known and can be used
as reference models, since they are used to generate the surrogate data in the first place. Consequently,
the error made by the re-identified models may be quantified accurately by comparing the re-identified
models with the true solution. For a detailed discussion of the surrogate data approach and its limitations,
the reader is referred to PAPER-SI FTF and PAPER-SI NOISE.

PAPER-SI FTF focuses on the identifiability of the FTF under the aspect of a closed-loop identifica-
tion problem. Due to the flame inherent ITA feedback loop explained in Sec. 2.3, the thermoacoustic
system is always a closed-loop, yielding a closed-loop identification problem. Taking this into consid-
eration, PAPER-SI FTF compares the FTF models resulting from a BJ identification approach with the
ones from a regularized and a standard FIR identification procedure. The study demonstrates that a FIR
identification yields biased estimates for closed-loop systems even in the limit of infinitely long time
series. Conversely, the BJ model structure yields superior estimates in case of a closed-loop problem, see
Fig. 5.2. Yet, Fig. 5.2 also demonstrates that for short time series length no significant improvement is
observable for the BJ identification approach. In this case the identification error originating from using
a finite time series length dominates the bias introduced by the closed-loop identification.

Note that in PAPER-SI FTF advanced SI techniques are already used but no attention is paid to the iden-
tified noise model itself. Only the improvement of the FTF estimation is studied when taking into account
a colored noise contribution. Conversely, PAPER-SI NOISE focuses on the identification accuracy of the
noise model. Similarly to the outcome of PAPER-SI FTF it is demonstrated that the BJ identification
is superior to simpler model structures when it comes to the noise model identification. Due to its gen-
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Figure 5.2: Identification error for the FTF depending on the time series data length. Different model
structures are compared: FIR ( ), regularized FIR ( ) and BJ ( ). The BJ identifica-
tion yields superior estimates for longer time series (reproduced from PAPER-SI FTF).

eral model structure, the BJ model identification also yields accurate estimates if the noise source is of
simpler structure. This is an important finding. Whereas for the plant model part the choice of model
structure and order is physically motivated (no auto-regression and the model order depends on the con-
vective time delay [82]), the most suitable model structure and order of the noise model is not evident.
Therefore, the general BJ model structure is preferable as it introduces no restrictions on the noise model
structure.

In this context PAPER-SI NOISE demonstrates the combined use of Akaike Information Criterion [83]
and a model residual analysis to estimate the most suitable model order. A representative result of a model
residual analysis is shown in Fig. 5.3. If the identified model exhibits a significant auto-correlation within
its residuals, the so-called ‘Test of Whiteness’ is failed. This means that there are predictable dynamics
in the noise contribution, which are not yet resolved by the noise model. Accordingly, the noise model
order needs to be increased. Similarly, if a significant cross-correlation between input and output signal
is found, the deterministic part is under-resolved. The ‘Independence Test’ fails. In combination with
Akaike Information Criterion, which judges the trade-off between model accuracy and model uncertainty,
the residual analysis provides a purely data-driven indication of the most suitable model order.

−30 −20 −10 0 10 20 30

−0.2

0

0.2

Lag

γ
εε

−0.2

0

0.2

γ
εu

Figure 5.3: Residual analysis of an identified model that passes successfully the Test of Whiteness (bot-
tom) and the Independence Test (top) (reproduced from PAPER-SI NOISE).
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5.5 Application on NoiseDyn LES data

In summary, PAPER-SI FTF and PAPER-SI NOISE suggest that a BJ model structure is the most suitable
one to apply for the simultaneously identification of flame response and combustion noise model of a
turbulent flame.

5.5 Application on NoiseDyn LES data

After PAPER-SI FTF and PAPER-SI NOISE investigated the BJ model identification on the basis of
surrogate data, it is applied now on actual broadband LES data of the NoiseDyn case, which are shown
in Fig. 4.3. By choosing a BJ model order of nb = 30, nc = 6, nd = 6 and n f = 1, a plant model, i.e. an
FTF, and a noise model are identified from the same broadband time series data.

Figure 5.4 shows the identified plant model part G as well as the experimentally measured FTF, which
was determined via subsequent mono-frequent excitation at different frequencies. The gain of the iden-
tified FTF is in satisfactory agreement with the measured FTF. Phase values are in excellent agreement.
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Figure 5.4: Measured FTF ( ) with corresponding error bars (I) compared with the FTF ( ) obtained
from the LES/SI approach via BJ identification (Reproduced from PAPER-ROM).

Figure 5.5 depicts the identified noise model H . The amplitude of H has to be interpreted as normal-
ized heat release rate fluctuations Q̇ ′

s , meaning that at 200 Hz the noise source amplitude amounts to
approximately 13 % of the mean heat release rate. In accordance with Strouhal number based noise
models [17, 18, 81] the noise source amplitude increases towards a peak frequency and rolls off to higher
frequencies.

Generally, the BJ identification could be applied to any signal including experimentally generated broad-
band time series data. The excitation with a broadband signal, however, is not available in the test-rig
facility - a one-to-one validation of the identified model, as it is shown for the FTF, is not possible.
Nonetheless, to validate the identified noise model to some extent, it is compared with the spectral dis-
tribution of heat release rate fluctuation extracted from an unforced LES with non-reflective boundary
conditions. Although non-reflective boundary conditions are applied, it is emphasized that the spectrum
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Figure 5.5: Noise model from LES/SI approach via BJ identification ( ) compared with spectral dis-
tribution of heat release rate from an unforced LES with non-reflective boundary conditions
( ).

extracted from LES cannot be considered as a pure source term Q̇ ′
s . Instead, it comprises additionally

feedback effects from the two-way coupling between flame and acoustics, see explanations given in Sec.
2.3. Since the two-way coupling is inherently resolved within the compressible LES, a separation is not
readily possible between the source contribution and the contribution from coupling effects. Neverthe-
less, Fig. 5.5 shows that the spectrum of heat release rate fluctuations extracted from LES is in good
agreement with the identified noise model H . This does not necessarily imply that the identified model is
physically correct. If the LES data used for the identification would not describe the involved processes
physically correct, an erroneous noise model would result. The level of agreement shown by results in
Fig. 5.5, however, confirm at least that the identification procedure itself does not introduce significant
deviations.

The data-driven identification of models for the flame dynamic response and the combustion noise source
corresponds to the second step of the modeling strategy introduced in Fig. 1.1. The remaining step is
now to incorporate the identified models into an acoustic low-order model description of the combustor
in order to predict the combustor dynamics and the sound pressure level within the combustor.
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6 Reduced Order Model Based Predictions

One possibility to study the thermoacoustic behavior of a combustion system is to regard the combustor
as an assembly of acoustic elements, wherein each element relates the upstream and downstream acoustic
field through simple algebraic relations. By connecting the individual elements, a linear acoustic network
model can be composed, which provides an acoustic description of the combustor. If additionally a flame
model is incorporated into the network model, a reduced order model results, providing a thermoacoustic
description of the combustor.

Via a linear acoustic network model that contains an FTF model a thermoacoustic stability analysis may
be conducted [84–91]. This yields frequencies, growth rates and mode shapes of the combustor eigen-
modes. Taking additionally a model for the combustion noise source into account, the network model
allows also to predict the sound pressure distribution reached at a given location within the combustor
[35, 36, 92, 93], given that the model used is thermoacoustically stable. Quantitative sound pressure
estimations for cases that undergo a thermoacoustic instability require a model formulation that takes
non-linear flame behavior into account [29, 94]. Regarding the validity range of a network model and the
interpretation of its results, the reader finds a detailed discussion in PAPER-2WAY.

The capabilities, namely the simple formulation and the straightforward incorporation of the identified
models from LES/SI, make the acoustic network model approach the natural choice for the ‘reduced
order model predictions of combustor dynamics and noise’. This is the third and final step of the modeling
strategy shown in Fig. 1.1. Note that for the use of more complex acoustic descriptions, such as e.g. a
Helmholtz solver or a solver using linearized flow equations, the incorporation of the identified models
would not imply additional effort. The identical model formulation of plant model and noise model
could be used and their coupling into the acoustic solver would be realized similarly to the network
model approach. Yet, due to its flexibility and computational efficiency, a linear acoustic network model
has the potential to predict the combustor dynamics and the sound pressure spectra within a combustor
configuration across a large range of parameters. In addition, the model provides valuable insight into
the interplay between flame dynamics, noise source and cavity acoustics within a confined combustor.

In the present thesis a reduced order model approach is used in PAPER-SM to reproduce the non-
reactive and the reactive combustor scattering matrix of the NoiseDyn configuration. In PAPER-2WAY

and PAPER-ROM the spectral sound pressure distributions within two different turbulent combustor test-
rigs are predicted via a reduced order model.

The structure of this chapter is the following: Sec. 6.1 introduces the transfer and scattering matrix nota-
tions. These notations are essential for the formulation of the linear network model itself and are needed
for a correct interpretation of the results shown in PAPER-SM. After Sec. 6.2 explains the network model
used for the NoiseDyn test-rig, the sections 6.3 and 6.4 refer to the reduced model order predictions of
combustor dynamics and sound pressure spectra, respectively.
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6.1 Transfer and scattering matrix notation

Transfer matrix and scattering matrix are interchangeable notations for describing the acoustic relations
across a single or an assembly of acoustic elements. The transfer matrix relates the acoustic field upstream
and downstream of an element either in terms of the primitive acoustic variables u′ and p ′

[
p ′

d
ρ̄c̄

u′
d

]
=

[
T11 T12

T21 T22

][
p ′

u
ρ̄c̄

u′
u

]
(6.1)

or in terms of the characteristic waves f and g[
fd

gd

]
=

[
T f g

11 T f g
12

T f g
21 T f g

22

][
fu

gu

]
(6.2)

The scattering matrix, in turn, relates the outgoing characteristic waves fd and gu to their incoming
counterparts fu and gd [

fd

gu

]
=

[
S11 S12

S21 S22

][
fu

gd

]
=

[
Tud Rdd

Ruu Tdu

][
fu

gd

]
(6.3)

All three notations can be converted into one another by simple algebraic transformations. Each notation,
however, exhibits certain advantages. On the one hand, the transfer matrix notation often allows a fluid
dynamical interpretation of its individual coefficients. If a reactive combustor is described by a transfer
matrix, the thermoacoustic interaction is mainly characterized by its T22 coefficient [42]. On the other
hand, the scattering matrix notation makes possible a clear distinction between input and output signals.
The characteristic waves fu and gd are considered as inputs signals, whereas fd and gu can be seen as
the response of the system to the given input signals. Hence, the scattering matrix respects causality as
it represents a causal relation between ingoing and outgoing signals. Accordingly, the coefficients S11

and S22 may be interpreted as transmission coefficients, whereas the coefficients S12 and S21 describe the
reflection of ingoing characteristic waves, see Eq. (6.3).

From an LES/SI perspective the scattering matrix is suited better for identification. The respected causal-
ity of the scattering matrix notation implies that the current output signals depend only on prior inputs
and outputs. For the identification a causal FIR model may be used, which convolutes the model coef-
ficients with prior inputs only. This would not hold for a non-causal system such as the transfer matrix
notation. For the transfer matrix a clear separation between input and response is not possible and the
current output signal depends therefore on future inputs and outputs. Thus, non-causal SI techniques are
necessary for the direct identification of the transfer matrix coefficients [95].

6.2 Reduced order model of NoiseDyn combustor

In this section the reduced order model of the NoiseDyn combustor is explained as it is used in the
publications PAPER-SM and PAPER-ROM. Figure 6.1 shows a sketch of the model. In accordance with
the experimental test-rig shown in Fig. 3.1 it can be divided into four main components: plenum, swirler
+ injection tube, combustion chamber and exhaust.

The network model is implemented in the open-source acoustic network tool taX [96]. Therein, network
elements are characterized by transfer matrices that are formulated in terms of characteristic waves, see
Eq. (6.2). This notation has the advantage that an assembly of multiple elements can be realized by
simple concatenation of the individual elements, represented mathematically by a multiplication of the
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Figure 6.1: Reduced order model used for the NoiseDyn test-rig.

individual transfer matrices. Duct sections are modeled loss free and introduce only a time lag between
ingoing and outgoing acoustic wave [

fd

gd

]
=

[
e−iωl /c̄ 0

0 e iωl /c̄

][
fu

gu

]
(6.4)

withω, l and c̄ denoting the angular frequency, the duct length and the mean speed of sound, respectively.
To avoid uncertain modeling parameters, the formulation for an area jump does not include any loss
coefficients or end corrections. It reads simply as[

fd

gd

]
=

[
1+ Au/Ad 1− Au/Ad

1− Au/Ad 1+ Au/Ad

][
fu

gu

]
(6.5)

where Au/Ad describes the area ratio from upstream to downstream. The complex radial swirler ge-
ometry shown in Fig. 3.2 and indicated by the cross in Fig. 6.1 is described only insufficiently by duct
sections and area jumps. Therefore, its acoustic transfer behavior is determined separately via LES/SI.
The according procedure is as follows: The flow in an LES domain, which comprises only the radial
swirler geometry, is excited sequentially from upstream and downstream with an acoustic broadband
signal. From the upstream forced data set the characteristic waves fd and gu are used as output signals
for the identification of the coefficients S11 and S21. The remaining two coefficients of the scattering
matrix are estimated analogously from the downstream forced data set. As an additional cross-validation
of the obtained swirler scattering matrix, the scattering matrix was also determined via a multiple-input
multiple-output identification: a broadband excitation was applied simultaneously upstream and down-
stream and all 4 scattering matrix coefficients were identified from the resulting time series data set. The
scattering matrices for both approaches were in excellent agreement. For the swirler scattering matrix
identification a standard FIR model structure is applied since no feedback or colored noise contribution
is expected in this non-reactive LES computation.

Figure 6.2 shows the identified scattering matrix. The swirler is not completely transparent for acous-
tic waves, but instead exhibits increasing acoustic reflection with increasing frequencies. Experimental
data for the validation of the swirler scattering matrix are not available, however, the correctness of the
identified swirler scattering matrix is corroborated by two different studies. First, PAPER-SM shows that
the identified swirler scattering matrix improves the accuracy of the network model compared with a
simplified modeling of the swirler. Second, the identified swirler scattering matrix is cross-validated in
[97] against results obtained from linearized compressible flow equations. Therein, very good agreement
is found.
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Figure 6.2: Acoustic scattering matrix of the radial NoiseDyn swirler identified via LES/SI ( ).

At the downstream end of the network model shown in Fig. 6.1 the acoustic reflection is described by[
fd

gd

]
=

[
0 0

−Rd(ω) 1

][
fu

gu

]
(6.6)

Depending on the outlet condition studied, open-ended or equipped with a perforated plate, the reflection
coefficient Rd(ω) is adapted. At the upstream end the combustor is assumed to be fully reflecting, yielding
a constant reflection coefficient equal to unity.

By using the analytical formulations above, the passive acoustics are fully described within the com-
bustor. A validation of the passive acoustics is included in PAPER-SM and PAPER-ROM. PAPER-SM
compares successfully the measured and the predicted scattering matrix for the non-reactive combustor.
This validates the transmission and reflection of acoustic waves within the network model. PAPER-ROM
proves that the eigenfrequencies found in experiment for the non-reactive configuration are in accor-
dance with the predicted ones from the network model, which validates additionally the acoustic cavity
description of the network model.

For describing the reactive or active setup, the effect of the flame is taken into account in the linear
network model via the heat release rate fluctuations Q̇ ′, see Fig. 6.1. Thereby, the flame modeling strategy
of two separate contributions Q̇ ′

s and Q̇ ′
c corresponds exactly to the modeling strategy described in Fig.

2.3 and to the model structure chosen in the identification procedure, see Fig. 5.1. Hence, for the plant
model G(ω) and the noise model H(ω) the models identified in Sec. 5.5 are used directly.
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6.2 Reduced order model of NoiseDyn combustor

The remaining step is to establish a link between the total heat release rate fluctuations Q̇ ′
sum and the

thereof generated acoustic variables f and g . Fig. 2.3 denotes this step as ‘acoustic conversion’ of heat
release rate fluctuations into acoustic waves. The conversion is realized through the linearized Rankine-
Hugoniot equations [86, 98], which describe the jump conditions across a thin reaction zone in the limit
of low Mach numbers. Formulated in terms of primitive variables the Rankine-Hugoniot equations read
as: [

p ′
d

(ρ̄c̄) d
u′

d

]
=

[
ξ 0
0 1

][
p ′

u
(ρ̄c̄) u
u′

u

]
+

[
0
Θūu

]
Q̇ ′

sum (6.7)

herein, the indices ‘u’ and ‘d’ specify quantities upstream and downstream of the flame, respectively,
ξ = (ρ̄c̄)u)/(ρ̄c̄)d ) describes the specific acoustic impedance and Θ = Td /Tu−1 denotes the temperature
jump across the flame. Equation (6.7) states that the acoustic pressure fluctuations across the compact
reaction zone, i.e. the flame, remain constant and only the acoustic velocity fluctuations are modulated
across the flame. Using the definitions of f and g , see Eq. (2.4), one may reformulate Eq. (6.7) as

[
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Recalling Eq. (5.1) from the general SI model approach and assuming that Q̇ ′
sum = Q̇ ′

c +Q̇ ′
s , one finds[
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herein, u′
ref is already normalized with the mean reference velocity ūref, which can be related to ūu via

the area ratio between reference position and upstream flame position

ūref = ūu
Au

Aref
(6.10)

With Eq. (6.9) this yields [
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(6.11)

The three terms on the right-hand side of Eq. 6.11 should be interpreted as follows. The first term specifies
scattering of acoustic waves by the change in impedance across the passive flame (steady heat release),
i.e. the temperature discontinuity. The second term describes the active flame part (unsteady heat release)
as the flame response resulting from acoustic perturbations at the reference position. The third term
defines the contribution of the stochastic noise source.

Equation (6.11), however, is only valid and applicable if certain constraints are respected: 1) The reaction
zone has to be compact with respect to the smallest wavelength considered. 2) The influence of pressure
fluctuations on the flame must be negligible such that the flame reacts predominantly to upstream ve-
locity perturbations. 3) Heat loss across the boundaries has to be negligible in the reaction zone. In the
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NoiseDyn configuration all three constraints are respected. Acoustic compactness is usually assumed if
the Helmholtz number is small, i.e. He ¿ 1. For the working conditions explained in Sec. 3.2 the char-
acteristic flame length amounts to about l f ≈ 0.04 m. In PAPER-ROM the network model is evaluated up
to a maximum frequency of 1000 Hz. With the given flame length this corresponds to a Helmholtz num-
ber of He < 0.1. Next, the flame studied is perfectly premixed. For perfectly premixed flames velocity
sensitivity is a valid assumption [32]. Regarding the heat loss across the reaction zone, the combustion
chamber walls are made out of quartz glass walls without any active cooling applied. Accordingly, no
significant heat loss is expected across the boundaries in the compact reaction zone.

The finally resulting reduced order model is a linear model, which is capable of predicting the linear
stability limits and the sound pressure distribution for thermoacoustically stable configurations. Yet, the
validity range of the reduced order model is restricted to the linear regime. An FTF is used in the model
formulation that provides only a valid flame description in the limit of small perturbations and thus
for linear flame behavior. This allows indeed to predict frequency and instability margin of linearly
unstable eigenmodes (see PAPER-2WAY), but the estimation of the saturation amplitude for a limit cycle
oscillation is not possible. The flame response saturation for increasing perturbation amplitudes and
consequently the limit cycle amplitude is governed by non-linear effects, which are not accounted for in
the FTF. A non-linear flame description would be necessary in this case for predictions of the oscillation
amplitude [29, 94].

6.3 Prediction of combustor dynamics

The combustor scattering matrix is a valuable tool for characterizing the combustor dynamics as it allows
to set up an acoustic energy balance, which in turns determines the amplification or damping across the
scattering object [99]. In addition, possible feedback mechanisms may be revealed by an analysis of the
combustor scattering matrix [100].

In PAPER-SM the scattering matrix from upstream of the swirler to downstream of the combustion cham-
ber, indicated by the gray box in Fig. 6.1, is determined by three different approaches: 1) experimentally
by applying an upstream forcing for two different acoustic loads, 2) numerically by identifying the scat-
tering matrix directly via LES/SI from the corresponding input and output signals, 3) by using a reduced
order model that contains only the parts within the gray box shown in Fig. 6.1. This means that in the
third approach only the identified FTF, see Fig. 5.4, is taken into account, but not yet the noise source
model and the acoustic boundaries.

The attractiveness of the third approach is twofold. One the one hand, it offers large flexibility at reduced
computational cost. Modifications in the combustor geometry and their effects on the scattering matrix
may easily be studied by adapting and re-evaluating the reduced order model in the frequency domain.
In experiments or a standalone LES approach, this would imply considerable effort. On the other hand,
PAPER-SM shows that the network model provides intuitive physical insight into the chain of mecha-
nisms involved by including or excluding individual terms in the analysis. A possibility that is not readily
available in experiments or a mere LES approach.

One objective of PAPER-SM is to investigate up to which extend the reduced order model yields sat-
isfactory results for the combustor scattering matrix, compared to the other two approaches. The sim-
plifications made in the network model such as 1-D acoustics, loss-free area contractions, geometry
simplifications or constant mean temperature in the burnt gas region may introduce errors, however, their
significance is unknown. Note that a one-to-one comparison between the three approaches is still missing
in literature for a turbulent combustor scattering matrix. A successful comparison between these methods
would validate among other things the Rankine-Hugoniot coupling applied in the reduced order model.
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6.4 Prediction of sound pressure distribution

Figure 6.3 depicts exemplarily the results for the S11 coefficient of the combustor scattering matrix.
Overall, good agreement is found between the three methods. Consequently, it is reasoned that the com-
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Figure 6.3: Gain and phase of S11 coefficient of reactive combustor scattering matrix. Experimental val-
ues ( ) are in excellent agreement with results obtained from LES/SI ( ) and the reduced
order model approach ( ). A strong modulation of the passive flame case ( ) is found
in the S11 coefficient (reproduced from PAPER-SM).

bustor dynamics are described satisfyingly by the reduced order model, the errors introduced due to
simplifications made are only of minor significance. Only the S12 coefficient (not shown here) exhibits
a noticeable discrepancy. Although the two independent numerical approaches yield agreeing results, a
deviation from measured values is observed. For a detailed discussion on this aspect the reader is referred
to PAPER-SM. In addition to the active scattering matrix in PAPER-SM the combustor scattering matrix
is evaluated for a passive flame, see ( ) in Fig. 6.3. In the passive flame case the temperature jump
across the flame is taken into account but not the flame response. Thus, in Eq. 6.11 not only the source
term is set to zero, but also the second term on the right-hand side. Note that such a study is possible only
with the reduced order model at hand. The comparison between active and passive flame case highlights
the influence of the flame response. It is found that the impact of the active flame manifests itself mainly
in the S11 coefficient of the scattering matrix. In PAPER-SM an intuitive explanation of this behavior is
given based on the travel path of the acoustic waves.

To summarize PAPER-SM, the validation of the reduced order model puts the subsequent prediction of
sound pressure spectra on a solid basis. It justifies the use of the Rankine-Hugoniot equations for the
‘acoustic conversion’ from heat release rate fluctuations to acoustic fluctuations, see Fig. 2.3.

6.4 Prediction of sound pressure distribution

The last section in this chapter deals with the prediction of the sound pressure level within a confined
combustor. Together with the results of the preceding section this covers the last step of the modeling
strategy shown in Fig. 1.1. For the sound pressure prediction the full model shown in Fig. 6.1 is retained,
including the noise model part H and the acoustic boundaries. In case of thermoacoustically stable con-
figurations this allows quantitative estimates of the sound pressure distribution within the combustor.

For sound pressure predictions the reduced order model represents an immensely flexible approach.
The effect of changes in the boundary impedance or in the confinement geometry that do not have an
impact on the flame characteristic may be investigated by simply adapting the respective network model
element. Even if the flame characteristics are varied, i.e. the combustor operating point changes, only a
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single additional LES run is necessary to re-identify the FTF and the corresponding noise model.

By using a reduced order model, PAPER-2WAY investigates the implications of one-way coupling and
two-way coupling on the resulting sound pressure distribution. Compared to the subsequently discussed
investigations in PAPER-ROM, two important aspects need to be clarified. First, the test-rig studied in
PAPER-2WAY is not the NoiseDyn combustor, but instead a turbulent swirl combustor located at the
Technische Universität München [37]. Thus, a different network model as well as different models for
the FTF and the noise source are used. Second, in PAPER-2WAY a standard FIR identification is applied
for the estimation of the FTF. As the FIR model structure does not include any estimation of the noise
contribution during the identification step, see Eq. (5.4), a rough estimation of the noise contribution is
achieved by an additional post-processing step, which is preformed after the FTF identification. PAPER-
SI NOISE demonstrates, however, that this procedure yields inferior estimates of the noise contribution
since any bias in the FTF model propagates directly into the noise source estimation. Yet, PAPER-2WAY

focuses mainly on the implications of ITA feedback on the sound pressure distribution within the com-
bustor. Therefore, a simplified estimation of the noise source is enough to meet the requirements for that
study.

Incorporation of the FTF into the linear network model resolves inherently the two-way coupling be-
tween flame and acoustic field. Other than in experiments or a mere LES approach, the network model
allows also to retain a one-way coupling situation by neglecting the response of the flame to upstream
velocity perturbations, i.e. by neglecting the FTF. Consequently, the second term on the right-hand side
of Eq. (6.11) vanishes. A setup as shown schematically in Fig. 2.1 results. An isolated acoustic source
is placed in a resonant cavity. PAPER-2WAY demonstrates that the sound pressure distribution in a con-
fined combustor is only predicted correctly if the prediction method accounts for the two-way coupling
between flame and acoustic field within the combustor. Placing solely a noise source in a resonant cavity
yields reasonable results, but it may not be enough to capture the full characteristics of the resulting
spectral sound pressure distribution. Hence, for reduced order model based predictions of sound pressure
the consideration of the flame response is mandatory - an aspect not always recognized.

In PAPER-ROM it is the first time that the BJ identification is applied on actual LES time series data of
a turbulent swirl combustor. The FTF and the noise model shown in Fig. 5.4 and Fig. (5.5) are identified
simultaneously from the same broadband LES time series. By using the identified models consequently
in the reduced order model shown in Fig. 6.1, sound pressure spectra in the NoiseDyn combustor are
predicted for two different outlet boundary conditions. Results are compared with measurements at the
microphone location MC. Note that a proper and extensive comparison to experimental results is only
possible because the flame dynamics (i.e. the FTF), the spectral distribution of sound pressure and the
acoustic boundary conditions are quantified accurately in experiments.

Figure 6.4 exhibits an excellent quantitative agreement between measured and predicted values of the
sound pressure for the open-ended combustor configuration. An evaluation of the combustor eigenmodes
via the network model shows that the moderate peak observable in Fig. 6.4 results from a resonant 3/4 λ
mode, which is predominantly active in the combustion chamber. In PAPER-ROM pressure spectra for
the configuration equipped with the perforated plate are also compared successfully (not shown here).
The result for the configuration with perforated plate is therein achieved by a simple re-evaluation of the
linear network model with the same FTF and the same noise model. Only Rd is adapted according to the
measured values of the reflection coefficient of the perforated plate.

So having a validated network model at hand, the influence on the resulting sound pressure spectrum
of modifications in combustor geometry or reflection conditions may be studied across a large range of
parameters at reasonable computational costs. This would allow to optimize the combustor in terms of
sound pressure levels reached already in the design stage of a device.
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Figure 6.4: Measured sound pressure distribution ( ) and corresponding reduced order model predic-
tion ( ) for the open-ended NoiseDyn combustor (reproduced from PAPER-ROM).
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7 Summary and Discussion of Papers

This chapter serves as a summary to highlight compactly the interconnection between the major publica-
tions discussed in the current thesis. Figure 7.1 is an extension of the initially depicted modeling strategy
shown in Fig. 1.1. It illustrates how each individual publication contributes to the overall framework
developed.

In PAPER-LES the capability of the compressible LES setup is ascertained to reproduce qualitatively and
quantitatively measured sound pressure distributions for stable as well as unstable working conditions.
From today’s standpoint this has not yet been achieved with the same level of quantitative agreement and
may therefore be considered as a novelty. Conversely, the overall good agreement corroborates that the
flame dynamics as well as the generation of combustion noise are well described within the LES. This is
a prerequisite for the subsequent application of SI techniques. If the SI routines are fed with erroneous
input-output data from LES, incorrect data-driven models would result. Consequently, the validated LES
setup from PAPER-LES is used for the generation of input-output time series data, which constitutes the
first step in Fig. 7.1. This step builds the basis for the simultaneous identification of flame dynamics and
combustion noise source for the NoiseDyn combustor via the LES/SI approach.

Based on surrogate data PAPER-SI FTF and PAPER-SI NOISE evaluate and investigate in detail ad-
vanced SI techniques. These studies provide a theoretical framework and represent an exploratory study
before the application of advanced SI techniques on actual LES data. Therein, the BJ model investigated
may be seen as an extension of the established FIR identification, which does not provide any estima-
tion of a combustion noise model. The BJ model yields not only unbiased estimates of the FTF under
closed-loop conditions, but also allows from one set of time series data the simultaneous identification of
models for the flame dynamic response and the combustion noise source. This extends considerably the
scope of applications of the established LES/SI approach. The exploratory studies in PAPER-SI FTF and
PAPER-SI NOISE provide a detailed understanding of the advanced SI methods used and demonstrate
that the BJ model structure is superior compared with simpler model structures. It is thus deemed to be
the most suitable model structure to be applied on input-output time series, which are generated in the
preceding step via compressible LES. Data-driven models for the flame response and the noise source
result that are associated with the second step shown in Fig. 7.1.

The identified models of flame response and noise source are consequently incorporated into a linear
acoustic network model. A reduced order model is obtained that allows the prediction of combustor
dynamics and noise. In a first step, PAPER-SM couples only the flame response model into the linear
acoustic network model of the NoiseDyn combustor. Thereof, the scattering matrix of the combustor is
deduced for non-reactive and reactive conditions. The successful one-to-one comparison of the predicted
combustor dynamics against the results from LES/SI and experiment proves the applicability of the
Rankine-Hugoniot equations and validates the acoustic network model description. Accordingly, PAPER-
SM may be seen as an intermediate step before coupling additionally the combustion noise source into
the acoustic network model via the Rankine-Hugoniot equations, as it is done in PAPER-2WAY and
PAPER-ROM

Therein, reduced order predictions are made for the sound pressure distribution within confined combus-
tors. PAPER-2WAY investigates the effect of two-way coupling and in particular of ITA feedback on the

41



Summary and Discussion of Papers

resulting sound pressure spectrum. The comparison of the computed spectra against measurement data
demonstrates that the sound pressure spectrum is correctly reproduced only if the full two-way coupling
approach is retained, i.e. not only the noise model but also the FTF is coupled into the linear acoustic net-
work model. In PAPER-ROM the BJ identification is applied for the first time to actual LES data in order
to identify simultaneously the FTF and a noise model. Spectral sound pressure distributions are predicted
for two different combustor cavities and satisfactory agreement with experimental data is found for both
configurations. A validation with measurement data is merely possible since an accurate and complete
experimental characterization of the test-rig is available in terms of flame response, pressure spectra and
acoustic boundary reflections. PAPER-SM, PAPER-2WAY and PAPER-ROM synthesize the findings and
outcome of the preceding three publications to predict the combustor dynamics and noise via a reduced
order model. This covers the last step shown in Fig. 7.1.

By having a validated reduced order model at hand, an intuitive physical interpretation of the resulting
sound spectra is possible. Moreover, the sound pressure spectra for a variety of combustor configurations
would be possible to predict with reasonable computational effort. In turn, this allows the optimization
of the combustor geometry in terms of reducing the combustion noise level already in the design phase
of a device.

In summary, the present thesis covers the whole procedure explained in Fig. 7.1: from broadband data
generation via compressible LES over to the concurrent identification of models for flame response and
noise source to the point of combining the identified models with a linear network model. Thus, a closed
framework is developed, presented and validated in the current thesis that allows to determine combustion
noise and combustion dynamics of a confined turbulent combustor.

The main outcome of the present work was published in several papers. In the following sections only
the publications that contributed essentially to the present thesis are summarized with respect to their
main findings and their relevance for the thesis. Moreover, the contribution of the present author to the
individual publications is clearly addressed. The respective papers are fully reproduced in the appendix.

42



PAPER-LES

PAPER-SI FTF

PAPER-SM

PAPER-SI NOISE

PAPER-2WAY

PAPER-ROM

generation of input-output time series
data

t [s]

u
′/ū
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Figure 7.1: Summary on how the respective publications contributed to the current thesis.
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7.1 Measurement and Simulation of Combustion Noise and Dynamics of
a Confined Swirl Flame

Label: PAPER-LES

Outcome: The compressible LES of turbulent reactive flow is capable of reproducing qualitatively and
quantitatively the sound pressure distribution within a confined turbulent swirl combustor. The excellent
agreement of sound pressure spectra from LES and experiment, for both stable and unstable working
conditions, was not achieved previously and may be considered as a novelty. The agreeing results prove
that not only the generation of combustion noise, but also the flame response and the two-way interaction
between flame and acoustics are accurately described within the LES.

Relevance for the thesis: In this publication the basis is provided for the following publications. An
accurate LES description of flame response and noise generation is prerequisite for the generation of
broadband time series data via LES used for the subsequent identification of FTF and noise model.

Contribution: The research objective was formulated jointly by the Thermo-Fluid Dynamics group at
TUM and the laboratoire EM2C, Paris. The structure and scope of the work was defined by the present
author. The LES and the post-processing of the computational raw data were conducted by the present
author. Experimental measurements were carried out by R. Gaudron, M. Gatti and C. Mirat at EM2C,
Université Paris-Saclay. Except of the experimental description, the manuscript was composed and writ-
ten by the lead author. T. Schuller and W. Polifke contributed critical revision. The rebuttal to the com-
ments / remarks of the reviewers and their implementation into the manuscript were taken care of by the
present author.

Status: Published in AIAA Journal.

Review process: Peer-reviewed.

Reference: M. Merk, R. Gaudron, M. Gatti, C. Mirat, T. Schuller, and W. Polifke. Measurement and
Simulation of Combustion Noise and Dynamics of a Confined Swirl Flame. AIAA Journal, 56(5):1930–
1942, 2018. doi:10.2514/1.J056502, reproduced on p. 67ff.

Comment: A first version of this publication was published in the proceedings of the 53rd
AIAA/SAE/ASEE Joint Propulsion Conference, AIAA Propulsion and Energy Forum [102].
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7.2 Identification of flame transfer functions in the presence of intrinsic
thermoacoustic feedback and noise

Label: PAPER-SI FTF

Outcome: Due to ITA feedback, the identification of the FTF from a compressible LES is always a
closed-loop problem. The conducted surrogate data study shows that in this case the widely used FIR
model yields biased estimates for the FTF, even in the limit of infinitely long time series data. This
bias can be avoided by using advanced SI techniques such as the BJ model identification. Moreover,
it is demonstrated that non-reflective boundary conditions are not essentially necessary for an accurate
identification of the FTF, which extends the applicability of the LES/SI approach.

Relevance for the thesis: The BJ identification is introduced into the thermoacoustic framework and its
potential of identifying an unbiased FTF under closed-loop conditions is highlighted. This publication,
however, focuses only on the identification of the FTF. The added value of identifying additionally a
noise model from the same time series data is not yet discussed in detail.

Contribution: The research objective was identified by S. Jaensch. The present author contributed sig-
nificantly to the study execution as well as to the acquisition and post-processing of data. T. Emmert was
mainly responsible for the 1-D acoustic network tool that was used for the surrogate data model formu-
lation. Supplementary analysis of the data and critical revision was provided by W. Polifke. A first draft
of the manuscript was prepared by S. Jaensch, which was revised, improved and extended by the present
author before the first submission. The rebuttal (major revision) as well as the revision of the manuscript
were handled by the present author.

Status: Published in Combustion Theory and Modelling.

Review process: Peer-reviewed.

Reference: S. Jaensch, M. Merk, T. Emmert, and W. Polifke. Identification of flame transfer functions
in the presence of intrinsic thermoacoustic feedback and noise. Combustion Theory and Modelling, 22
(3):613–634, 2018. doi:10.1080/13647830.2018.1443517, reproduced on p. 81ff.
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7.3 Simultaneous Identification of Transfer Functions and Combustion
Noise of a Turbulent Flame

Label: PAPER-SI NOISE

Outcome: Advanced SI methods are used for the simultaneous identification of an FTF and a combus-
tion noise model. Based on surrogate data the performance of SI methods in regard to the noise model
identification is tested systematically for different time series properties. It is demonstrated that the BJ
model structure is superior to the widely used FIR model as it allows an accurate and unbiased identifica-
tion of the combustion noise source, even if the reference noise model is of simpler structure. Moreover,
it is shown how the combined use of Akaike Information Criterion and a model residual analysis allows
an estimation of the most suitable model order of FTF and noise model. The additional identification of
a noise source model extends considerably the scope of applications of the LES/SI approach in the field
of thermoacoustics.

Relevance for the thesis: This work exploits the capability of advanced SI methods to identify not only
the FTF but also a model for the combustion noise source from the same time series data. As limited
experience is available for the noise model identification, methods are investigated that provide data-
driven estimates of the most suitable model order. Together with PAPER-SI FTF this work builds a
solid theoretical basis for the application of advanced SI techniques on actual broadband LES data of a
turbulent combustor.

Contribution: The research objective was formulated by W. Polifke and C. Silva in the NoiseDyn project
proposal. The study concept and the scope of the paper were defined by the present author, who is also
responsible for the acquisition, analysis and interpretation of the data. S. Jaensch, C. Silva and W. Po-
lifke contributed critical revision and significant suggestions for study improvements. The present author
composed and wrote the manuscript, took care of the rebuttal and implemented the changes requested by
the reviewers.

Status: Published in Journal of Sound and Vibration.

Review process: Peer-reviewed.

Reference: M. Merk, S. Jaensch, C. Silva, and W. Polifke. Simultaneous identification of transfer func-
tions and combustion noise of a turbulent flame. Journal of Sound and Vibration, 422:432–452, 2018.
doi:10.1016/j.jsv.2018.02.040, reproduced on p. 103ff.
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7.4 Summary and Conclusion

7.4 Direct Assessment of the Acoustic Scattering Matrix of a Turbulent
Swirl Combustor by Combining System Identification, Large Eddy
Simulation and Analytical Approaches

Label: PAPER-SM

Outcome: It is shown for the first time that the scattering matrix of a turbulent combustor under reactive
conditions may be derived directly via an LES/SI approach. As long as the constraints of the Rankine-
Hugoniot jump equations are respected, the scattering matrix may also be derived from a flexible and
computationally more efficient reduced order model, which is composed from a coupling between FTF
and passive acoustic network model.

Relevance for the thesis: The satisfying agreement between the composed approach and the direct
LES/SI approach validates the acoustic network model and the use of the Rankine-Hugoniot jump equa-
tions in the current setup. In turn, this is of importance for the publications PAPER-2WAY and PAPER-
ROM. Therein, the combustion noise model used is formulated in terms of stochastic heat release rate
fluctuations, which are coupled into the linear network model via the Rankine-Hugoniot jump equations.

Contribution: The research objective was formulated jointly by the Thermo-Fluid Dynamics group at
TUM and the laboratoire EM2C, Paris. The study concept and the scope of the work were defined by
the author. The results for the direct LES/SI approach and the composed approach were generated by
the present author. The corresponding measurements and the post-processing of experimental data were
conducted by R. Gaudron, M. Gatti and C. Mirat at EM2C, Université Paris-Saclay. C. Silva contributed
to the analysis and interpretation of the data. Most of the manuscript and the rebuttal were written by the
lead author. W. Polifke and T. Schuller contributed by revising critically the results and the manuscript.

Status: Published in Journal of Engineering for Gas Turbines and Power.

Review process: Peer-reviewed.

Reference: M. Merk, R. Gaudron, C. Silva, M. Gatti, C. Mirat, T. Schuller, and W. Polifke. Direct
Assessment of the Acoustic Scattering Matrix of a Turbulent Swirl Combustor by Combining System
Identification, Large Eddy Simulation and Analytical Approaches. Journal of Engineering for Gas Tur-
bines and Power, 2018. doi:10.1115/1.4040731, reproduced on p. 125ff.

Comment: A first version of this publication was published in the proceedings of the ASME Turbo Expo
2018: Turbomachinery Technical Conference & Exposition [106].
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7.5 The contribution of intrinsic thermoacoustic feedback to combustion
noise and resonances of a confined turbulent premixed flame

Label: PAPER-2WAY

Outcome: The sound pressure distribution in a confined turbulent combustor is predicted via a linear
acoustic network model that includes a combustion noise model. Overall good agreement to experimen-
tal measurements is achieved. Peaks in the sound pressure spectrum are found that are not related to any
acoustic cavity modes. A thorough network model analysis shows that these peaks can only be repro-
duced if the full two-way coupling between flame and acoustics is taken into account in the network
model formulation. This is ensured by incorporating not only a noise source into the linear network
model but also the FTF. Consequently, this publication highlights the importance of retaining the full
two-way coupling for sound pressure predictions.

Relevance for the thesis: The need of retaining the full two-way coupling requires models for both the
combustion noise source as well as for the flame response, i.e. the FTF. With regard to the SI procedure
this outcome stresses the necessity of an identification procedure that provides both of these models.
As shown in PAPER-SI FTF and PAPER-SI NOISE, the BJ model identification is capable of providing
these models. Note that in PAPER-2WAY the FTF is estimated via an FIR and the noise model is only a
simplistic estimation that stems from an additional post-processing step.

Contribution: C. Silva and W. Polifke were responsible for the study concept and design. The present
author contributed significantly to the study execution by conducting the linear network model analysis,
generating the data and drafting the results shown in the publication. T. Komarek provided the experi-
mental data. C. Silva wrote most of the manuscript, whereas the present author only wrote a small part.
Interpretation of the results as well as critical revision was contributed by the present author and W.
Polifke.

Status: Published in Combustion and Flame.

Review process: Peer-reviewed.

Reference: C. F. Silva, M. Merk, T. Komarek, and W. Polifke. The Contribution of Intrinsic Ther-
moacoustic Feedback to Combustion Noise and Resonances of a Confined Turbulent Premixed Flame.
Combustion and Flame, 182:269–278, 2017. doi:10.1016/j.combustflame.2017.04.015, reproduced on
p. 135ff.

Comment: A first version of this publication was published in the proceedings of the International
Symposium: Thermoacoustic Instabilities in Gas Turbines and Rocket Engines [107].
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7.6 Summary and Conclusion

7.6 Prediction of Combustion Noise of an Enclosed Flame by Simultane-
ous Identification of Noise Source and Flame Dynamics

Label: PAPER-ROM

Outcome: In this publication a BJ model identification is applied for the first time on actual LES broad-
band data of a turbulent combustor. Thereby, not only the FTF but also a combustion noise source model
is identified from a single LES time series. By incorporating both models into a linear acoustic network
model via the Rankine-Hugoniot jump equations, the sound pressure spectrum of a confined turbulent
swirl combustor is predicted. Excellent agreement to experimental sound pressure spectra is found for
two different combustor configurations. Thereby, the use of the linear acoustic network model allows
an intuitive physical interpretation of the resulting sound pressure spectra in terms of resonating cavity
acoustics and flame-acoustic interaction.

Relevance for the thesis: In this work the outcome and findings of the preceding studies are synthesized.
The LES setup of PAPER-LES is used for generating a broadband time series. By using the BJ identifi-
cation technique, which is investigated on the basis of surrogate data in PAPER-SI FTF and PAPER-SI
NOISE, an FTF and a combustion noise model are identified from the same broadband time series. These
models are incorporated into a linear network model via the Rankine-Hugoniot jump equations, whose
validity for the setup used is demonstrated in PAPER-SM.

Contribution: The research objective and question was raised by W. Polifke and T. Schuller in the
NoiseDyn project proposal. The scope of the work and the study design were defined by the present
author. The generation of broadband LES data, the subsequent SI and the linear acoustic network analysis
were also conducted by the present author. Measurement data shown in this work were provided by R.
Gaudron, M. Gatti and C. Mirat from EM2C, Université Paris-Saclay. C. Silva assisted in the analysis
and interpretation of the data, whereas critical revision and further suggestions were contributed by T.
Schuller and W. Polifke. The manuscript was drafted by the present author as well as the revised version
of the manuscript.

Status: Published in Proceedings of the Combustion Institute, 37.

Review process: Peer-reviewed.

Reference: M. Merk, R. Gaudron, C. Silva, M. Gatti, C. Mirat, T. Schuller, and W. Polifke. Prediction of
Combustion Noise of an Enclosed Flame by Simultaneous Identification of Noise Source and Flame Dy-
namics. Proceedings of the Combustion Institute, 37, 2018. doi:10.1016/j.proci.2018.05.124, reproduced
on p.145ff.

49

http://dx.doi.org/10.1016/j.proci.2018.05.124


Summary and Discussion of Papers

50



8 Conclusion and Outlook

In this final chapter a few concluding remarks on the thesis are given followed by an outlook on a
potential continuative research project.

8.1 Conclusion

The overall motivation of the current work was to gain a better and deeper understanding of the thermoa-
coustic processes responsible for the combustion generated sound in a confined turbulent swirl combus-
tor. The thereof resulting objective was then to formulate a reduced order model that allows the prediction
of combustor dynamics and combustion noise in a confined setup. Key elements for this purpose are ac-
curate models for the generation of combustion noise and for the flame dynamics, i.e. the flame response
to acoustic perturbations. To deduce these models a compressible LES was combined with advanced
SI techniques, which can be seen as an extension of the established and widely used LES/SI approach
[9, 47, 68–78]. The identified models were consequently incorporated into a linear acoustic network
model yielding a closed reduced order formulation, which allowed predictions on the combustor dynam-
ics and the noise level within a confined combustor setup. Results of the reduced order model and its
individual parts were compared extensively with experimental measurement data.

By means of the obtained reduced order model it is demonstrated that the sound pressure spectrum
within a confined combustor configuration is shaped by the spectral distribution of the noise source
and resonances. Thereby, the resonance might arise either from acoustic eigenmodes of the confining
cavity or from an excitation of the intrinsic thermoacoustic feedback loop [30–32]. To capture the latter
resonance effect, it is proven that the consideration of the flame dynamic response in the reduced order
model is a prerequisite to recover the two-way coupling [35] between flame and acoustic field.

Indeed, one may find in literature more thorough analysis of the flame dynamics of swirling flames
[37, 66, 70, 71, 108, 109], but with a fairly rough treatment of the acoustics at the system boundaries and
more often without any analysis of the sound pressure spectrum within the confined system. Conversely,
one may also find a detailed analysis of the combustion noise source [14, 17, 18, 22, 81, 110, 111] and the
acoustic field within the system [56, 92, 112, 113], but with only limited comparisons of the associated
flow and flame dynamics. Therefore, it is believed that the current work is among the first, where all of
these aspects were taken into account with the same concern of analysis.

8.2 Outlook

The current thesis investigates only perfectly premixed flames. Consequently, two mechanisms of com-
bustion noise generation may be neglected. First, no contribution from upstream equivalence ratio fluc-
tuations to the generation of direct combustion noise has to be expected [114, 115]. Second, indirect
combustion noise does not play any role in the studied setups since perfectly premixed flames do not
generate any entropy fluctuations across flame [13]. This does not hold for technically premixed flames,
where equivalence ratio fluctuations upstream of the flame cause both a contribution to the direct noise
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generation as well as entropy fluctuations in the downstream burnt gas region [12, 116]. Even though it is
unclear how strong the contribution of equivalence ratio fluctuations is on the generation of direct com-
bustion noise, it is recognized that the generation of indirect combustion noise through the acceleration
of entropy inhomogeneities at the outlet may be significant [7]. A potential continuation research project
may aim for an extension of the herein developed methods for technically premixed flames to include
additionally the effect of upstream equivalence ratio fluctuations.

Whereas the additional contribution to the generation of direct combustion noise through upstream equiv-
alence ratio fluctuations would be inherently resolved within a compressible LES, the consideration of
indirect combustion requires further work. In the CBSBC formulation [55] used in PAPER-LES, the out-
going entropy waves (L2 in LODI formulation [58]) are already extracted from the LES. Hence, these
entropy waves may be considered as an additional input of the state-space boundary model. By adding
a relation in the state-space model that provides a link between ingoing entropy waves and generated
acoustic waves across a chocked outlet [6], the output of the boundary state-space model could be refor-
mulated as a superposition of the reflected acoustic wave and the acoustic wave originating from indirect
combustion noise. Similarly to the study in PAPER-LES, this would allow a direct assessment of the
resulting sound pressure spectrum of a technically premixed combustor. Compared for example to the
works [113, 117], the contribution of indirect noise could be taken into account without resolving in LES
the computationally demanding chocked outflow.

After having assured that the LES correctly describes the generation of direct combustion noise and
entropy waves, the LES setup could be used again for the generation of input-output time series data.
From the resulting broadband data set a Multiple-Input Multiple-Output (MIMO) transfer function could
be identified. Upstream velocity fluctuations u′

ref and upstream equivalence ratio fluctuations φ′ would
serve as inputs, whereas the outputs of the MIMO transfer function would be described by the global heat
release rate fluctuations Q̇ ′ and the entropy fluctuations s′. Challenges in this step would be probably
the accurate extraction of entropy fluctuations from the LES and the development of a SI procedure,
which is suitable for the MIMO identification. If the input signals are correlated this might impede the
model estimation [63, 65]. Yet, another project within the Thermo-Fluid Dynamics group of Technische
Universität München deals with the Multiple-Input Single-Output (MISO) transfer function identification
of technically premixed flames (u′

ref,φ
′ → Q̇ ′). The insight gained in this project could be used for the

additional identification of the missing ‘entropy transfer function’ (φ′ → s′). The assessment of a entropy
transfer function for a laminar flame via SI was already studied in [118] . Results for the identified entropy
transfer function could be compared additionally with the analytical formulation derived in [119].

In a last step the network model approach could be extended to take also the convective transport of
φ′ and s′ into account. Corresponding formulations are proposed for example in [119–121]. Together
with the previously identified MIMO transfer function system a reduced order model would be obtained,
which is valid for technically premixed flames. Based on this model a stability analysis and a sound
pressure prediction would be possible, which also take the additional feedback of indirect combustion
noise into account.
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A Reproduction of Papers

The major publications that summarize results of this dissertation are reproduced in the following ap-
pendix. Preliminary results of the reproduced publications were presented at the International Sympo-
sium: Thermoacoustic Instabilities in Gas Turbines and Rocket Engines 2016, Garching, Germany [107],
at the 24th ICTAM conference 2016, Montreal, Canada [122], at the Second Colloquium on Combustion
Dynamics and Combustion Noise 2016, Menaggio, Italy [123, 124], at the 53rd AIAA/SAE/ASEE Joint
Propulsion Conference, AIAA Propulsion and Energy Forum 2017, Atlanta, Georgia, USA [102] and at
the ASME Turbo Expo 2018: Turbomachinery Technical Conference & Exposition, Oslo, Norway [106].

Moreover, the present author contributed additionally as a second author to three peer-reviewed publica-
tions, which are briefly summarized in the following.

In [46] two hybrid non-linear time-domain models are proposed and compared for predicting self-excited
thermoacoustic oscillations of laminar premixed flames. The first model uses a low Mach number simu-
lation that is coupled to a linear acoustic network model via fluctuations of reference velocity and global
heat release rate. The second model is based on a fully compressible simulation, which is coupled to
CBSBC [55] in order to model the acoustics in the unresolved upstream plenum part. Both models yield
complex non-linear oscillations, which are in good agreement. Therefore, it is concluded that the non-
linearities that occur during thermoacoustic oscillations may be attributed only to hydrodynamic effects
and flame dynamics. The acoustics remain linear. The present author was responsible for the generation
of results for the compressible approach.

In [97] the swirler scattering matrix shown in Fig. 6.2 is reproduced by linearized flow equations. It is
shown that the linearized Navier-Stokes equations describe accurately the scattering of acoustic waves
across the swirler. The swirler scattering matrix deduced from LES serves as a benchmark in this study.
The present author provided the mean fields for the linearized flow equations and the benchmark result
for the scattering matrix.

In [29] the standard Flame Describing Function (FDF) is extended to include not only the fundamen-
tal frequency but also higher harmonics. With the extended FDF it is possible to predict precisely the
amplitudes and frequencies of the thermoacoustic oscillations computed in [46], even if the first higher
harmonic mode dominates the thermoacoustic oscillation. A case in which the standard FDF formulation
fails. This publication originated within the scope of the Master Thesis of M. Häringer, which the present
author supervised.

As these publications have only limited relevance for the topic of the present thesis, they are not repro-
duced in the following.
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The combustion noise produced by a confined, turbulent, premixed swirl burner is predicted with large-eddy

simulation of compressible, reacting flow. Characteristics-based state-space boundary conditions are coupled to the

large-eddy simulation to impose precisely and independently from each other magnitude and phase of the acoustic

reflection coefficients at the boundaries of the computational domain. The coupling approach proves to be accurate

and flexible in regard to the estimation of soundpressure spectra in a confined swirl combustor for different operating

conditions. The predicted sound pressure levels and its spectral distributions are compared to measurements.

Excellent qualitative and quantitative agreement is achieved not only for a stable configuration but also for

configurations that exhibit a thermoacoustic instability. This indicates that the flow and flame dynamics are

reasonably well reproduced by the simulations.

Nomenclature

A, B, C, D = system matrices
�c = mean speed of sound, m∕s
f, g = characteristic waves
p 0 = pressure fluctuation, Pa
SPL = sound pressure level, dB
St = Strouhal number
u 0 = velocity fluctuation, m∕s
x = state vector
�ρ = mean density, kg∕m3

Subscripts

ax = axial
d = downstream
in = inlet
out = outlet
u = upstream
r = radial
θ = circumferential

I. Introduction

C OMBUSTION noise is an undesirable but unavoidable byproduct
of turbulent combustion. In many industrial applications such as

aeronautical engines or stationary gas turbines, high levels of

combustion noise are reached (e.g., for aeronautical engines,
combustion noise constitutes a significant contribution to the overall
sound emission from a plane at approach and cutback conditions [1]).
Besides harmful effects and annoyance to those being exposed to noise
emissions, high levels of combustion noise may lead to structural
excitations or even trigger thermoacoustic instabilities [2]. As a
consequence, combustion noise is an ongoing research topic.
One distinguishes direct from indirect combustion noise. Direct

combustion noise is generated by fluctuations of heat release rate in
turbulent flow. These heat release rate fluctuations in turn cause
unsteady expansion of the gases across the flame brush that generates
acoustic pressure fluctuations. The generation of direct combustion
noise is hence an inherent mechanism of turbulent flames, which
should thus be regarded as a distributed monopole source [3–5].
Indirect combustion noise refers to the generation of acoustic pressure
fluctuations due to an acceleration of entropy inhomogeneities in the
flowfield (e.g., at a choked outlet of a gas turbine combustor [6]). The
present study only focuses on direct combustion noise and the sound
pressure spectra arising thereof.
When it comes to the estimation of the spectral sound pressure

distribution resulting from a turbulent flame, there are characteristic
differences between open and confined configurations. In open
configurations, which have been widely studied [1,3,5,7], the sound
pressure spectrum is strongly correlated with the spectrum of the
combustion noise source of the flame [8,9]. Analytical studies suggest
that, in the low-frequency region, themagnitudeof the combustion noise
source spectrum increases toward a peak frequency and then decays in
thehigh-frequency region.Accordingly, the soundpressuredistributions
of unconfined flames show similar behavior and do not exhibit
pronounced peaks. This is confirmed by systematic measurements for
unconfined jet flames [10,11] and slit flames [12]. The sound pressure
spectrameasured therein are of broadband naturewith a peak frequency
that scales linearly with the flame length and with the inverse of the
injection velocity. Rajaram and Lieuwen [10] formulate in their work a
Strouhal number scaling of the peak frequency based on the mean
upstream convective velocity and the characteristic flame length, which
is defined as “the distance between the axial locations where the
transversely integrated intensity of the variance image crosses 25% of
the maximum value” [10]. Winkler et al. [13] propose the distance
between the burner exit plane and the maximum heat release as
characteristic flame length.
The decrease of magnitude in the combustion noise source

spectrum at higher frequencies was derived analytically by Clavin
and Siggia [14]. Based on a Kolmogorov turbulence spectrum, a
decay rate proportional to f−2.5 is predicted.

Received 6 July 2017; revision received 4 December 2017; accepted for
publication 13 December 2017; published online 29 January 2018. Copyright
© 2018 by Malte Merk. Published by the American Institute of Aeronautics
and Astronautics, Inc., with permission. All requests for copying and
permission to reprint should be submitted to CCC at www.copyright.com;
employ the ISSN 0001-1452 (print) or 1533-385X (online) to initiate your
request. See also AIAA Rights and Permissions www.aiaa.org/randp.

*Ph.D. Student, Department of Mechanical Engineering, Boltzmannstraße
15; merk@tfd.mw.tum.de.

†Professor, Department of Mechanical Engineering, Boltzmannstraße 15,
85747 Garching.

‡Ph.D. Student, Laboratoire EM2C, CNRS, CentraleSupélec, 3, rue Joliot
Curie, 91192 Gif-sur-Yvette cedex, France.

§Research Engineer, Laboratoire EM2C, CNRS, CentraleSupélec, 3, rue
Joliot Curie, 91192 Gif-sur-Yvette cedex, France.

¶Professor, Laboratoire EM2C, CNRS, CentraleSupélec, 3, rue Joliot
Curie, 91192 Gif- sur-Yvette cedex, France; currently Professor at Institut de
Mécanique des Fluides de Toulouse, Université de Toulouse, CNRS, INPT,
UPS, Toulouse, France.

1930

AIAA JOURNAL
Vol. 56, No. 5, May 2018

D
ow

nl
oa

de
d 

by
 B

IB
L

IO
T

H
E

K
 D

E
R

 T
U

 M
U

E
N

C
H

E
N

 o
n 

Ju
ne

 1
9,

 2
01

8 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/1
.J

05
65

02
 

A.1 PAPER-LES, AIAA J.

67



In most engineering applications, however, combustion takes
place in a cavity with highly reflecting boundaries. In confined
setups, the broadband acoustic pressure fluctuations emitted by the
flame may excite the acoustic modes of the combustor. Resonant
amplification may lead to distinct tonal peaks in the spectral sound
pressure distribution [15–17]. Enhanced coupling between the
unsteady heat release of the flame and the acoustic field may even
lead to a self-amplifying feedback resulting in the occurrence of a
thermoacoustic instability [4]. Therefore, an increasing number of
studies was conducted on confined setups recently [15,18–25].
Because unsteadiness due to turbulence needs to be taken into

account, large-eddy simulation (LES) appears as the natural tool to
model combustion noise from first principles. LESmaybe used either in
an LES/computational aeroacoustics (CAA) approach or in a direct
approach. In the LES/CAA approach, the noise source is computed via
LES, but propagation and reflection of acoustic of waves within the
numerical domain are evaluated by an acoustic solver using an acoustic
analogy. Effectively, the noise source is decoupled from the acoustic
propagation. For unconfined setups, this methodology is successfully
demonstrated by, for example, Flemming et al. [26] and Bui et al. [27],
whereas Silva et al. [23] computed the sound pressure spectrumwithin a
confined swirl combustor by means of a LES/CAA approach. In the
compressible LES of the source region, the intrinsic thermoacoustic
feedback [28–30] is inherently taken into account, meaning that effects
of acoustic waves on the upstream flowfield and thus on the combustion
dynamics are captured. This is not the case in an incompressible LES.
However, any effects on the source region fromoutside the source region
(i.e., the part resolved from the acoustic solver) are notmodeled. Indeed,
Silva et al. [23] found that their LES/CAA approach fails as soon as the
interaction between flame and cavity acoustics is strong. The absence of
source coupling also prohibits the use of a LES/CAA approach for
describing thermoacoustic instabilities. The two-way coupling between
flame dynamics and cavity acoustics, which cannot be captured by an
LES/CAA approach, is necessary for the correct prediction of a self-
excited instability [31].
For situations in which a significant coupling between flame and

acoustics needs to be considered, the direct approachmay bepreferred.
It resolves the combustion noise generation as well as the acoustic
propagation within the LES, such that the respective acoustic pressure
fluctuations may be extracted directly from the LES. By means of this
approach, the mutual influence of flame and acoustics is resolved
inherently. Using a direct approach, Silva et al. [23] and Kings et al.
[24] achieved a qualitative agreement with experimental data for the
sound pressure spectra in confined swirling flames, wherein only
stable working conditions were considered. However, in both studies,
the amplitude level in the numerically computed sound pressure
spectra are overpredicted compared to acoustic pressuremeasurements
made on the combustion chamber walls. Lourier et al. [32] simulated
the sound pressure spectrum of a laboratory swirl combustor featuring
a thermoacoustic instability. The peak frequency of the sound pressure
spectrum is accurately reproduced, but the measured sound pressure
level amplitudes are also overpredicted in these simulations. Tran et al.
[33,34] showed that the sound pressure field of a confined swirling
flame is very sensitive to the reflection coefficient of the premixer, and
thismay in turn be used to control the fluctuating pressure distribution.
The main objective of the current study is to determine the sound

pressure spectra of a confined laboratory swirl combustor by means of
LES with a direct approach. Because of the newly introduced coupling
of the LES to characteristics-based state-space boundary conditions
(CBSBCs), the analysis can easily be conducted for stable and unstable
working conditions. The sound pressure spectra of one stable, one
intermittently unstable, and one fully unstable working condition are
investigated. The triggering of the thermoacoustic instability is
reproduced only by according changes in the boundary conditions.
Simulation results are compared to sound pressure spectra measured at
the three operating conditions.
The instrumented experimental setup, the operating conditions,

and the acoustic boundary conditions of the system are described in
the next section. The corresponding numerical model is then
presented in Sec. III. Focus is put on the modeling approach of the
acoustic boundary conditions. It is shown that the boundary

conditions have a significant influence on the predicted sound
pressure field in the configurations investigated. The validity of the
numerical model is then challenged in Sec. IV. Velocity profiles are
compared between simulations and measurements as well as mean
and phase-averaged images of the mean reaction zone submitted to a
harmonic flow modulation. Additionally, the generated sound
pressure spectrum for a nonreflective LES setup is tested against the
analytical prediction of Clavin and Siggia [14]. Last, the numerically
computed sound pressure spectra for the three configurations
investigated are compared to measured sound pressure spectra.

II. Experimental Setup

The investigated test rig is a confined premixed swirl combustor
sketched inFig. 1 and located atEM2C laboratory.The shadedpink area
indicates thedomain resolvedby theLES.Additionally, themicrophone
locations (MP,MC,ME,ME’, ME”), the position of the hot-wire probe
(HW), and the associated microphone (MHW) are shown.
A methane/air mixture is well premixed before it is injected in a

tranquilization box, upstream of the plenum. The flow is then
laminarized by a perforated plate followed by a honeycomb structure. It
then passes through a first convergent (contraction ratio: 8.73) that
generates a top-hat velocity profile at the inlet of the LES domain. Up to
this position, the upstream parts including the plenum and the
contraction have an acoustic equivalent length of 265 mm. A hot-wire
probe is used to measure the velocity at the outlet of the convergent,
where the diameter is 22 mm. The flow in this section is laminar with a
top-hat axial velocity profile. After being pushed through a radial
swirler, the fuel/air mixture enters the combustion chamber, which has a
square cross section of 82 mm. The resulting turbulent, swirled-
stabilized flame is V-shaped, anchored at a cylindrical bluff body that is
topped by a cone. The combustion products are exhausted through a
water-cooled convergent (contraction ratio: 2.03)with a square-to-round
cross section, and an exhaust tube of variable length can be added
optionally. The numericalLESdomain, highlighted in red inFig. 1, ends
at the outlet of the exhaust convergent.

Fig. 1 Sketchof theEM2Cturbulent swirl combustor for configurationB.
Dimensions are given in millimeters.
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A. Operating Conditions

Experiments are all presented for the same flowoperating condition.
A perfectly premixedmethane/air mixturewith an equivalence ratio of
ϕ � 0.82 and a thermal power of Pth � 5.5 kW is considered. In the
injection tube of diameter D � 22 mm, the resulting bulk flow
velocity is ub � 5.4 m∕s, yielding a Reynolds number of
approximately Re � ubD∕ν ≃ 7000. Note that the flow remains
laminar in this section.Relative fluctuations of thevelocity are less than
2% in the boundary layer and much lower within the core flow. The
flow temperature in this section is equal to 300K.Themean combustor
exit velocity andMachNumber areue � 2.8 m∕s andMa � 0.0043,
respectively. The thermoacoustic state of the combustor ismodified by
varying the exhaust tube length shown in Fig. 1. Three configurations
are investigated and are designated by A, B, and C in the remainder of
this study.
Without any exhaust tube (configuration A), the system is stable,

and no distinct tone emerges from the pressure spectrum. The flame
features in this case turbulent fluctuations without any detectable
low-frequency self-sustained coherent motion.
Adding an exhaust tube of L � 220 mm length on top of the

exhaust convergent provokes a mild thermoacoustic instability with
intermittent bursts and synchronized pressure oscillations at a
frequency f � 205 Hz (configuration B). The temperature of the
gases in the exhaust tube is on average approximatelyT � 1080 K. If
the exhaust tube length is further increased to L � 440 mm, the
instability grows in amplitude and reaches a stable limit cycle with a
fixed oscillation amplitude p 0 � 840 Pa in the combustion chamber
and an oscillation frequency equal to f � 185 Hz (configurationC).
In this case, the average temperature of the gases within the exhaust
tube drops to approximately T � 1000 K due to the larger heat
transfer to the surrounding. A summary of the three configurations
investigated is given in Table 1.
The instability at f � 185 Hz is coupled to the 3/4 wave mode of

the system. Figure 2 shows that the signal recorded by the
microphone located in the plenum (MP, blue) is almost out of phase
with respect to the signals measured by the microphones located in
the confinement chamber (MC, green) and in the exhaust tube (ME,
purple). Simulations carried out with a low-order thermoacoustic
model of the combustor yields the same frequency and structure of
the acoustic field.

B. Diagnostics

The thermoacoustic state of the combustor is characterized by the
hot-wire probe HWand the microphone MHW placed in front of the
hot wire, as sketched in the Fig. 1. The hot wire measures the velocity
signal in the tube of 22 mm diameter before the swirler, where the
flow is laminar with a top-hat velocity profile. A microphone MP is
flush-mounted, before the convergent. A second microphone MC is
mounted on a water-cooled wave guide that is itself connected to the
backplate of the combustion chamber. Three additionalmicrophones,
which are alsomounted onwater-cooledwave guides, can be inserted
on the exhaust tube to measure the combustor outlet reflection
coefficient Rout using the three-microphone method [35]. All the
microphones are connected to preamplifiers (Brüel & Kjaer Type
4938-A-011) and then connected to a conditioning amplifier (Brüel
& Kjaer Type 2690). All microphones are first calibrated with a
known sound source (94 dB, 1000 Hz).
All signals are sampled at a frequency fs � 8192 Hz and recorded

for a duration of 4 s.This corresponds to around1000natural instability
cycles for configuration C, of which a few are illustrated in Fig. 2.
Optical access in the confinement chamber is granted through the

use of quartz walls, which are transparent for both the visible and

close ultraviolet wavelengths. OH� images of the average turbulent
flame structure and phase-conditioned images of the flame submitted
to external acoustic forcing are recorded with an intensified charge-
coupled device (ICCD) cameramountedwith an interferometric filter
centered on 310 nm with a 10 nm bandwidth. Abel deconvolutions
are then performed on these images. Laser Doppler velocimetry is
also used to analyze the flow at the swirling injector outlet in the
absence of combustion. The three velocity components (axial, radial,
and circumferential) velocities aremeasured by seeding the flowwith
small oil droplets of 2 μm in diameter. Velocity measurements are
made 3 mm above the combustion chamber backplate.

C. Acoustic Boundary Conditions

Reflection of acoustic waves at the upstream and downstream
terminations of the combustor needs to be considered to determine
the sound pressure level (SPL) and the spectral content of the acoustic
pressure field. At the bottom of the plenum, the test rig is terminated
by a metallic thick rigid wall. This boundary is accordingly assumed
to be fully reflective without any phase shift and the reflection
coefficient is Rin � 1. The same plenum system with the same
components up to the injection tube before the hot-wire probe (HW)
was already used in previous analysis of self-sustained combustion
instabilities [36–38]. In these studies, it was also assumed that the
bottom of the burner was a perfectly reflecting rigid plate and that
the grid and honeycomb structure were transparent to sound waves.
The excellent match in these references between model predictions
and measurements for the different acoustic pressure and velocity
signals strongly suggests that these assumptions are correct.
On the downstream side, the combustor exhaust is open to the

atmosphere, and a fraction of the sound is radiated out of the
combustor. The reflection coefficient Rout at the downstream end is
determined with three microphones mounted on water-cooled wave
guides that are introduced on the exhaust tube shown in Fig. 1. The
three-microphone method along with coherence functions and the
switching method from Chung and Blaser [35] are used to determine
Rout between 20 and 500Hz. Thesemeasurements shown in Fig. 3 are
carried out for the combustor operating at the nominal condition
ϕ � 0.82 and ub � 5.4 m∕s. It is found that reflection is well
reproduced by the Levine and Schwinger [39] model for an open-
ended unflanged pipe.

III. Numerical Setup

The LES code AVBP [40] from CERFACS is used to assess the
spectral sound distribution of the given setup. The fully compressible
Navier–Stokes equations are solved on an unstructured grid [41,42]

Table 1 Summary of configurations studied

Configuration Exhaust tube length, mm Thermoacoustic state Frequency, Hz Amplitude Color

A 0 Stable — — — — Orange
B 220 Intermittent instability 205 u 0∕ �u � 0.2 Yellow
C 440 Instability at limit cycle 185 u 0∕ �u � 0.7 Green

Fig. 2 Pressure measurements at limit cycle of the instability at
f � 185 Hz in configuration C. Plenum microphone (MP, blue),

combustion chamber microphone (MC, green), and exhaust tube
microphone (ME, purple).
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by using the Lax–Wendroff scheme, which is of second-order
accuracy in space and time. To reduce the computational effort, the
LES domain is limited to the region downstream of the plenum
contraction and upstream of the exhaust tube; see Fig. 1.
The unstructured grid consists of approximately 19 million

tetrahedral cells with a maximum cell size of 0.6 mm in the flame
region and 0.8 mm in the burner flow region, which consists of the
swirler and the injection tube. The geometrical details of the swirler
are fullymodeled. The six radial swirler vanes, which have a diameter
of 6 mm, are resolved by approximately 18 cells in the diameter that
are refined toward the walls. In total, the swirler part is resolved by
about 4 million cells.
Mesh independence of the results has been affirmed by testing one

coarser and one finer mesh, compared to the reference mesh denoted
asMref . The different mesh resolutions result from a local refinement
in the flame region and the upstream flow region. The finer meshM3
has a maximum cell size of 0.4mm in the flame region and 0.6mm in
the upstream flow region, respectively, yielding a total cell number of
approximately 34million cells. For the coarser configurationM1, the
mesh resolution was decreased in the flame region and the upstream
flow region to 0.8 and 1.0 mm, respectively. This numerical
configuration has a total cell number of approximately 11 million
cells. The mesh resolution of the downstream flow region is kept
constant with a cell size of 1.4 mm for two reasons.
1) The upstream flow region is of more relevance for the incoming

flowfield of the flame and thus for the flame characteristics.
2) Less complex flow dynamics is expected in the downstream

region due to the simpler geometry and the elevated viscosity in the
burned gas region.
Table 2 summarizes the given values of the three meshes.
Results of the velocity profiles at the combustion chamber inlet

(nonreacting flow) as well as noise spectra (reacting flow) were
compared for the three different meshes. Whereas the mean velocity
profiles in axial, radial, and circumferential directions are almost
identical for all three meshes, the fluctuating components deviate
slightly for the coarsest mesh M1 compared toMref and M3. For the
reactive case, however, the resulting pressure spectra agree fairlywell
for all threemeshes, even for the coarsest one. It is thus concluded that
the results obtained for Mref are mesh independent.
Subgrid stresses are handled by the wall adapting linear eddy

(WALE) model [43], whereas interactions between the turbulent
flowfield and the flame are described via the dynamically thickened
flamemodel [44], resolving the laminar flame thickness within seven
cells. The reduced two-step BFER scheme [45] is used to reproduce
the chemistry of the premixed methane/air flame.
All parts upstream of the combustion chamber are assumed to be

adiabatic. For the bluff body tip, a temperature of 1000 K is applied,

which is in agreement to measured values. For the combustion
chamber walls, which are made out of quartz glass, a heat loss
boundary condition is used. For that, the experimentally measured
temperature at the outside of the quartz wall is imposed at the LES
boundaries as a reference temperature and an according thermal
resistance is defined. This allows thewall temperature in LES to have
a spatially nonuniform temperature distribution and to adapt to the
internal temperature field. The metallic combustor dump plate is
assumed to have an isothermal temperature of 823 K. With these
imposedwall temperatures and the respective heat losses, the exhaust
gas temperature at the LES domain outlet is in good accordance with
the measured mean exhaust gas temperature of configuration A of
approximately 1150 K. Reproducing the temperatures and thus the
speed of sound accurately in LES is of importance to correctly predict
the frequencies of the thermoacoustically unstable modes and the
resulting sound pressure spectra in general.
To correctly model the acoustic transmission and reflection of

the up- and downstream components of the test rig that are not
included in the numerical domain, the LES domain is coupled to
characteristics-based state-space boundary conditions (CBSBCs)
[46], which are described later in this section.

A. Extracting Acoustic Pressure Fluctuations

It has been proposed to combine incompressible LESwith a source
model based on the spatiotemporal variations of heat release
fluctuations to predict combustion noise [47–49]. Alternatively, a
fully compressible formulation of the Navier–Stokes equations
allows to assess combustion noise directly and without the need of a
source model. However, the pressure signal in a compressible LES is
a superposition of the acoustic and hydrodynamic pressure
fluctuations, whichmaymake the separation of the two contributions
challenging. Turbulent and acoustic fluctuations cover the same
range of amplitudes and frequencies or are at least in the same order of
magnitude. In the present study, the method of characteristics-based
filtering (CBF) [50] is used to extract the acoustic pressure
fluctuations from the LES pressure field. This method exploits the
difference in propagation speed between turbulent and acoustic
fluctuations and allows to identify acoustic waves in turbulent
compressible flows.

B. Modeling of Acoustic Boundaries

As already mentioned, correct acoustic modeling at boundaries of
the numerical domain is crucial for predicting the sound pressure
field inside the system as well as its thermoacoustic stability.
Acoustic reflections at the boundaries may cause, for example, peaks
in the sound pressure spectrum due to resonant amplification of
acoustic eigenmodes or may couple with the flame dynamics to
provoke a thermoacoustic instability. The acoustic characteristics of
all components upstream and downstream of the numerical domain
that are present in the test rig but are not resolved directly by LES and
need to be modeled in an appropriate manner (see Fig. 4). This is
achieved in the present study by using the characteristics-based state-
space boundary conditions (CBSBCs) proposed by Jaensch et al.
[46], which are a variant of time-domain impedance boundary
conditions (TDIBC) [32,51–53].

a) Modulus of Rout b) Phase of Rout

Fig. 3 Comparison between measured reflection coefficient (circles) and model of Levine and Schwinger [39] for an open-ended unflanged pipe

(dashed line).

Table 2 Summary of tested mesh resolutions

Mesh
Burner region cell size,

mm
Flame region cell size,

mm
Total number of

cells

M1 1 0.8 11.06 million
Mref 0.8 0.6 19.08 million
M3 0.6 0.4 34.15 million
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In the simplest case, CBSBCs may be regarded as a fully
nonreflective extension of the well known Navier–Stokes character-
istic boundary conditions (NSCBCs) [54]. Like the NSCBCs, the
CBSBCs avoid a drift of the mean flow variables. But whereas the
NSCBCs yield a reflection coefficient of a first-order low-pass filter
[55,56], the CBSBCs make use of plane wave masking [56] yielding
a fully nonreflective behavior also at low frequencies. This behavior
is achieved by an extension of the linear relaxation term of the
NSCBCs that explicitly eliminates outgoingwave contributions from
the linear relaxation term [56]. To identify accurately the outgoing
wave contributions from the turbulent compressible flowfield, the
CBF method is again applied.
In the present context, the main benefit of the CBSBCs is that they

allow also to impose an ingoing wave, which effectively emulates a
time-domain impedance with complete control over the phase and
magnitude of the reflection coefficient. This is not feasible with the
standard NSCBC formulation. This flexible and individual control of
magnitude and phase allows to set complex reflection coefficients
to the numerical domain. An exact description of the reflection
conditions at the LES domain boundaries is achieved by imposing the
measured impedances.
Because of the impact of the CBSBCs on the resulting sound

pressure spectra, the coupling of the LES to the state-space model
of the acoustic subsystem is explained in more detail. This is
exemplarily done for the inlet boundary condition that describes the
acoustic propagation within the plenum tube and the fully reflective
plenum bottom. First, the upstream traveling characteristic wave

gu � 1

2

�
p 0
a

�ρ �c
− u 0

a

�
u

(1)

which is leaving the LES domain, is extracted by the CBF method.
Herein, p 0

a and u 0
a represent the acoustic pressure and velocity

fluctuation, respectively, whereas �ρ and �c refer to the mean values of
density and speed of sound. The CBF filtering allows a proper
separation between acoustic and turbulent fluctuations by
exploiting their different propagation speeds. Whereas the acoustic
perturbations propagate with the speed of sound, turbulent
fluctuations are transported with the convective velocity.

In a next step, the extracted characteristic wave gu serves as an
input for the state-space model, which describes the acoustic
processes downstream of the LES domain:

_x � Ax� Bgu (2a)

fu � Cx�Dgu (2b)

Herein, x denotes the state-vector of the boundary model. The model
itself depends on the systemmatrices A,B,C, andD, which describe
the acoustic properties of the state-space model. As demonstrated by
Jaensch et al. [46], there are different approaches to determine the
system matrices A, B,C, andD (e.g., from a set of partial differential
equations, from a polynomial fit of measured reflection conditions at
discrete frequencies, or even from an acoustic network model).
To help the reader to develop a better physical understanding of the

state-space model in Eq. (2), the state-space model used for the inlet
boundary condition is constructed in the following from a set of
partial differential equations. The linearized Euler equations describe
the plane wave acoustics within the plenum and read as

∂f
∂t

� � �u� �c� ∂f
∂x

� 0 (3a)

∂g
∂t

� � �u − �c� ∂g
∂x

� 0 (3b)

with �u denoting the mean convective velocity within the plenum.
Following the notation introduced in Fig. 5, the partial differential
equation system is closed by the boundary conditions

g�x � 0; t� � g1 � gu (4a)

f�x � L; t� � fN � Rin ⋅ g�x � L; t� (4b)

The boundary condition at x � 0 provides the characteristic wave
gu, which is extracted from the LES, as input to the boundary state-
spacemodel. At x � L, the reflectedwave fN is described in terms of
the imposed reflection coefficient Rin. After applying a spatial
discretization of the plenum (e.g., a linear upwind finite difference
scheme), Eqs. (3a) and (3b) yield

∂fi
∂t

� −� �u� �c� fi�1 − fi
Δx

for i � 1; : : : ; N − 1 (5a)

∂gi
∂t

� −� �u − �c� gi − gi−1
Δx

for i � 2; : : : ; N (5b)

Combined with the boundary conditions of Eqs. (4a) and (4b), it
follows for g2 and fN−1

∂g2
∂t

� −� �u − �c� g2 − gd
Δx

(6a)

∂fN−1

∂t
� −� �u� �c�Rin ⋅ gN − fN−1

Δx
(6b)

Fig. 4 LES domain coupled to CBSBCs via the characteristic waves f
and g. Impedances of plenum and exhaust tube aremodeled by CBSBCs.

Fig. 5 Sketch of inlet plenum discretization.
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From Eqs. (4–6), the state-space model can now be constructed as

∂
∂t

2
66666666666664

g2

..

.

gN

f1

..

.

fN−1

3
77777777777775

|������{z������}
_x

�

2
66666666666664

−α− 0

. .
. . .

.

�α− −α−
�α� −α�

. .
. . .

.

−Rinα� 0 α�

3
77777777777775

|����������������������������������������������������{z����������������������������������������������������}
A

2
66666666666664

g2

..

.

gN

f1

..

.

fN−1

3
77777777777775

|����{z����}
x

�

2
666666664

α−

0

..

.

0

0

3
777777775

|�{z�}
B

� gu �|{z}
u

fu|{z}
y

� f1 � � 0 · · · 0 1 · · · 0 �|���������������������{z���������������������}
C

x� �0�|{z}
D

u (7)

where α� � � �u� �c�∕Δx, and α− � � �u − �c�∕Δx. The interpretation
of the constructed state-spacemodel is the following. The state vector
x contains the values of f and g at the discrete locations. The state
matrix A is mainly determined by the discretization scheme and
describes the wave propagation along the characteristics on its main
diagonals. However, the off-diagonal element relates the values fN−1
andgN in terms of the prescribed reflection coefficientRin. Thevector
B denotes the input vector and describes the influence of the input
quantity gu on the system. The output vector C defines which values
of the state vector x serve as outputs and are consequently fed back
into the LES. In the present case, only the value corresponding to
f1 � fu is nonzero, meaning that, at the LES inlet, an acoustic wave
is imposed with

fu � 1

2

�
p 0
a

�ρ �c
� u 0

a

�
u

(8)

Here, fu is the time-lagged reflection of the acoustic wave gu. The
time lag depends on the length of the plenum L and the speed of
sound c. Because no additional external excitation is imposed at the
LES inlet, the feedthrough vector D is a null vector.
The coupling between LES and CBSBC at the outlet of the

numerical domain is established in an analogous manner. However,
the respective state-space model is constructed from a polynomial
function, representing the Levine–Schwinger conditions for an open
unflanged pipe [39]. For the details of this alternative approach and
further information on the CBSBC formulation, the reader is referred
to the publication of Jaensch et al. [46]. Note that the coupling of a
compressible LES to CBSBC was already used successfully by
Jaensch et al. [57] and Tudisco et al. [58].

C. Acoustic Boundary Conditions of the Numerical Domain

The three configurations A, B, and C feature different reflection
coefficients at the boundaries of the numerical domain. All three
configurations share the same acoustic impedance at the numerical

domain inlet, which is characterized by the reflection coefficientRin

shown in Fig. 6. This boundary condition models the acoustic

impedance of the plenum terminated by a rigid wall. According to
the hard wall at the upstream end of the plenum (see Sec. II.C), the

absolute value of the reflection coefficient remains constant and
equal to unity across all frequencies jRinj � 1. The plenum itself

introduces a frequency-dependent phase lag that only depends on
the plenum length and the speed of soundwithin the plenum. For the

given plenum, the acoustic equivalent length of l � 265 mm, and
the speed of sound of c � 340 m∕s, a phase lag as shown in Fig. 6b
results.
The outlet reflection coefficient Rout, however, changes between

the three configurations studied and has a major impact upon the
resulting sound pressure spectra in the combustion chamber.

Because all three configurations are open-ended, the magnitude of
Rout is thus the same for all three configurations. The Levine–

Schwinger condition [39] for an open-ended unflanged pipe is
applied as shown in Fig. 7a. Even though experimental data are only

available up to 500 Hz, the analytical expression allows a reliable
definition of the reflection coefficient in the LES up to higher

frequencies. But for a better readability, only the frequency range
[0–1000 Hz] is depicted in Fig. 7. The reflection coefficient Rout at

the numerical domain outlet is fully reflective in the low-frequency
limit and introduces a slight decrease of the reflection magnitude

with increasing frequencies. The decay rate of∠Rout is a function of
the exhaust tube length, diameter, and speed of sound. For

configuration A, the Levine–Schwinger condition can directly be
used for Rout, as shown by Fig. 7b (orange). However, for

configurations B and C, an additional phase lag has to be taken into
account due to the additional length of the exhaust tube. This phase

lag increases linearly with the exhaust tube length. For both
configurations, a mean speed of sound of c � 634 m∕s was

assumed, corresponding to a mean exhaust gas temperature of
Tout � 1000 K. Figure 7b also shows the phase of the reflection

coefficient for configurations B (orange) and C (green).

a) Modulus of Rin b) Phase of Rin

Fig. 6 Complex inlet reflection coefficient Rin used in numerical model for the three configurations A, B, and C.
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IV. Results

An overview of the LES carried out for the different cases explored

is given in Table 1 together with the dynamic state of the system

observed in the experiments. Note that the plenum and exhaust tubes

could also be modeled directly by the LES, similar to the setup of

Franzelli et al. [59], but this would significantly increase the

numerical domain size and thus the computational effort.Moreover, a

remeshing would be necessary for every configuration investigated.

The chosen coupling of LES and CBSBC allows to analyze changes

in acoustic impedance at the numerical domain boundaries by a

simple reformulation of the state-spacemodel. Practically, thismeans

that the LES numerical domain remains the same for all three

configurations, and the resulting instability only arises due to the

reformulation of the boundary state-space model at the numerical

domain outlet.

A. Velocity Profiles

The velocities measured by LDV in the experiments are first

compared to the numerical results under cold flow operation for a

bulk velocity ofub � 5.4 m∕s at the numerical domain inlet. In LES,

the averaging time amounts to 240 ms and corresponds thus to

approximately 16 flow trough times. The velocity profiles are

compared 3 mm above the combustion chamber dump plate.

Figures 8a–8c show an excellent agreement for all three velocity

components between measurements and LES computations. In this

figure, the radial distance x to the burner axis is normalized by the

injector outlet radius R � 10 mm. The radial location of the velocity

peaks and their associated amplitudes are correctly predicted by the
numerical results.
The measured rms values are slightly less well reproduced by the

simulations. The rms values of the axial velocity are still in fairly in
good agreement in Fig. 8d between experiments and LES, whereas
the rms velocity profiles of the radial and circumferential velocity
profile show some discrepancy in Figs. 8e and 8f. Even though the
respective total values are in the same range of magnitude, the values
downstream the bluff body close to x∕R � 0 and in the outer shear
layer x∕R	 1 differ slightly.
One possible reason might be that the relatively short time in the

LES over which averages were made is not long enough to converge
toward the correct average values that were found to be statistically
independent of the number of samples in the experiments. The LDV
measurements are also averaged over the collection volume probed
by the laser beams. This might also introduce a small bias in the
measurements, especially in the regions of high shear due to the large
gradients. The overall comparison between mean and rms velocity
profiles for the three velocity components, however, yields satisfying
agreement for the cold flow condition explored.

B. Shape of Mean Reaction Zone

Because velocity measurements are only available for cold flow
conditions, as a first step, the comparison with simulations is further
investigated in reacting conditions by examining the mean reaction
zone shape.
The mean shape taken by the flame in configuration A, when the

combustor is stable, is shown in Fig. 9 in the midlongitudinal plane of

a) Modulus of Rout b) Phase of Rout

Fig. 7 Complex outlet reflection coefficient used in the numerical model. Left: modulus for configurations A, B, and C. Right: phase for configuration A
(orange), B (yellow), and C (green).

a) Mean axial velocity b) Mean radial velocity c) Mean circum. velocity

d) rms axial velocity e) rms radial velocity f) rms circum. velocity
Fig. 8 Cold flow velocity fields (axial, radial, circumferential) measured by LDV (circles) and LES results (solid line). Top: mean values. Bottom: rms
values.
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the combustion chamber. The combustor dump plate and the central
bluff body are sketched in gray. The flow is directed frombottom to top.
On the left-hand side, the distribution of the volumetric heat release rate
calculated by LES is depicted. Results are normalized by themaximum
value found in the simulation and averaged over data accumulated over
120 ms. The right-hand side of Fig. 9 shows the Abel transform of the

OH� experimental signal recorded over 100 frames with an exposure
time of 20 ms for each snapshot. Five frames were taken each second,
which amounts to a total integration time of 20 s. At this point, it is
emphasized that the measured mean reaction zone shape and the one
resulting from LES can only be compared to a certain extent. The
measured Abel transformed images depict the OH� chemilumines-
cence distribution, whereas LES results represent the mean reaction
zone in terms of heat release rate. The global two-step reaction scheme
of the LES cannot be used to infer the OH� distribution.

Figure 9 indicates that the simulatedmean reaction zone shape is in

reasonable agreement with that observed in experiments. Even

though the flame angle at the injector outlet differs by about 12 deg,

the positions of the flame leading edge and the flame height are fairly

well reproduced by the LES. The flame length is an essential feature

that governs the cutoff frequency of the flame transfer function [60]
and has also be shown to be an important parameter that governs the

peak frequency of the broadband combustion noise radiated by

unconfined flames [10]. A reasonable reproduction of the flame

length is thus compulsory to reproduce the sound pressure spectra.
In configuration C, the system is unstable, and the oscillation

reaches a limit cycle with a frequency of 185 Hz. This is also what is

observed in the numerical simulation of this configuration. A
comparison is made of phase-averaged flame images in Fig. 10.

These pictures shed additional light on the flame dynamics and the

flame motion during one oscillation cycle.
The images recorded in the experiments, on the right-hand side in

Fig. 10, showOH� phase-averaged and Abel transformed images. In

this case, each frame corresponds to an exposure time of 40 μs, and
results are averaged over 100 frames. These images are synchronized
with respect to the velocity signal measured by the hot-wire probe

HW in the injection tube, shown in Fig. 11. The mean reaction zone

shapes from LES, shown on the left-hand side in Fig. 10, are

represented by a heat release rate isocontour averaged over 20 frames

at the same phase angles in the oscillation cycle as in the experiments.

The time covered by the 20 LES frames adds up to approximately

110ms. Every LES flowfield is sliced along the x axis, the y axis, and
the two bisectors, yielding in total eight flame halves to average
across per frame. In the LES, the sampling frequency is set constant

and equal to a sixth of the oscillation frequency of the instability.

Because of small cycle-to-cycle variations caused by the acoustic

velocity fluctuations induced by the flame, the phase angle of the

respective snapshots (×) is slightly varying in respect to the inlet

velocity signal. The time instants at which the ICCD camera is

triggered in the experiment is marked by the dashed vertical lines and

a) Phase angles 0°-120°

b) Phase angles 180°-300°
Fig. 10 Phase-averaged flame images over one oscillation at limit cycle for configuration C. Left: LES. Right: experiment. The coordinates are
normalized with the injection tube radius R � 10 mm.

Fig. 9 Mean reaction zone shape for stable configuration A. Left: LES

results temporally averaged over 120 ms. Right: Abel deconvolution of
the OH� signal averaged over 100 frames.
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is controlled by the phase angle of the velocity signal in the
injection tube.
The general flame motion during the oscillation cycle is

satisfyingly described by the compressible LES in Fig. 10. The
position of the largest structures of the flame and the respective flame
length are fairly well reproduced by the LES at each phase of the
oscillation cycle. Flame length increase per phase increase is
captured by the simulation as well as the radial flame extension
observed in the experiments. Despite the limitations of this
qualitative comparison, such as the slightly varying phase angle of
the respective snapshots or the comparison between OH�
chemiluminescence and heat release rate, it can be concluded that
the compressible LES is capable of describing the main important
features of the flame motion during a limit-cycle oscillation.

C. Sound Pressure Spectra

The acoustic pressure time series recorded in the experiments are
statistically averaged by the use of Welch’s power spectral estimate
because a direct use of the fast Fourier transform has no meaning for
noisy signals over a finite duration of time. Thirty-two Blackman–
Harris windows are used with an overlap of 50% over the 4-s-long
experimental time series. The numerical time series are postprocessed
with only three Blackman–Harris windows because they have a length
of only 360 ms. The sound pressure level (SPL) is defined here as

SPL � 20 × log10

�
p 0
rms

pref

�
(9)

with a reference pressure pref � 2. × 10−5 Pa. Sound pressure
signatures are compared between experiments and simulations for the
microphone MC set in the combustion chamber (see Fig. 1).
A first calculation is made by imposing perfectly nonreflective

boundary conditions at the inlet and outlet of the numerical domain.
This situation mimics an open flame radiating noise as long as the
acoustic wavelength is significantly larger than the characteristic
transverse dimensions of the combustor. The power spectral density
of the SPL signal is here compared to the theoretical spectrum from
Clavin and Siggia [14]. Their analytical scaling law is based on the
assumption of a Kolmogorov turbulence spectrum and predicts that
the power spectral density of the noise radiated by an unconfined
turbulent flame features a decay proportional to f−2.5, where f is the
frequency.
Figure 12 shows the computed sound pressure spectrum for

nonreflective boundary conditions at the inlet and outlet (gray). By
determining from LES the bulk flow velocity at the combustion
chamber inlet uave and the distance between the maximum heat
release and the burner exit plane Lf, the Strouhal number scaling
proposed by Winkler et al. [13] can be applied:

St � fpeakLf

uave
≃ 1 (10)

From LES, the values of uave � 7.1 m∕s and Lf ≃ 0.028 m are
found, resulting in an estimated peak frequency of fpeak ≃ 250 Hz.

The spectral decay rate above the peak frequency is well reproduced
by the decaying scaling law of Clavin and Siggia [14] (dashed line).
One may conclude that all relevant mechanisms responsible for the
generation and propagation of acoustic waves in the turbulent
combustion process are described qualitatively correct by the LES.
Additionally, the sound pressure spectrum of the nonreflective

case is overlaid with the sound pressure spectrum that results from
applying the fully reflective boundary conditions of configuration A
(orange). Even though the spectrum for configuration A is discussed
in more detail in the next section, two aspects are already worth
emphasizing at this point. First, compared to the reflecting conditions
of configuration A, no distinct peaks emerge from the pressure
spectrum if nonreflective boundary conditions are applied. Second,
the general spectral shape of the case with nonreflecting boundary
conditions is preserved in the spectrum of configuration A.
Especially the spectral rolloff at higher frequencies is also visible for
configuration A, although distinct peaks resulting from cavity
resonances are observable.
Figure 13 shows on the left 100 ms of the computed pressure time

series (orange) for configuration A when the system is stable with
respect to thermoacoustic instabilities but features reflection at its
inlet and outlet. The exhibited pressure fluctuations of the time series
remain small. On the right-hand side, the measured (green) and
computed (orange) sound pressure power spectral distributions are
depicted. One observes a remarkable agreement between the
measured and simulated values. In the low-frequency limit, the slope
of the pressure spectral distribution and its level are in overall good
agreement. The level at the peak frequency at around 500 Hz is
slightly overpredicted by 7 dB in the LES. This slight difference
between measurements and the LES is mainly attributed to the
differences in the mean reaction zone shape, observed in Fig. 9. This
is believed to be themain origin of discrepancies in the low-frequency
region and at the peak frequency. The subsequent measured decay of
the SPL is well reproduced by LES coupled to CBSBCs. The slight
difference between measurements and the LES prediction in the
region of the localminimumaround 1500Hz can bemainly attributed
to the uncertainties in the thermal boundaries. Inaccuracies in the
temperature field yield to a shift of frequencies in the LES, especially
in the higher-frequency regions.
According to theory and the spectral distribution of the

nonreflective configuration shown in Fig. 12, the combustion noise
source in Fig. 13 is mainly active in the midfrequency region up to
300 Hz and rolls off to higher frequencies. However, the spectral
sound pressure distribution is no longer completely flat over the
whole frequency range. The appearance of the peak at 500Hzwith an
amplitude of approximately 120 dB may be seen as the combustor
resonance. The broadband noise emitted by the flame goes in
resonance with the system cavities. Depending on the cavity

Fig. 12 Spectral sound pressure distribution from LES with
nonreflective boundary conditions (gray), with partially reflecting
conditions of configuration A (orange) and prediction of spectral decay
by [14] (dashed line).

Fig. 11 Velocity signals used for the synchronization: measured at

MHW (blue), LES inlet velocity (orange), triggering of ICCD camera
(dashed line), snapshot in the LES (×).
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geometry, certain frequencies are damped, and others are amplified,
resulting in the formation of peaks in the spectral sound pressure

distribution. By using a linear acoustic network model of the
combustor [61], the resonant peak in the sound pressure spectrum of
configuration A can be identified as the 3∕4λ wave mode of the

system that is resonating. Nonetheless, the combustion remains
stable, and the overall SPL magnitude remains at a moderate level.
Figure 14 shows the results obtained for configuration B featuring

an intermittent thermoacoustic instability at an oscillation of

approximately 205 Hz. The computed time series shown in Fig. 14a
demonstrates the intermittent behavior that manifests in the pressure
signal. A distinct oscillating frequency is observable that grows in

amplitude. At a certain amplitude level, the oscillation breaks down
and starts to grow again. With respect to the time series shown in
Fig. 13a, larger pressure fluctuations are reached. Compared to the

pressure spectrum shown in Fig. 13b for the stable configuration A,
an elevated SPL is reached in Fig. 14 with a peak amplitude of
approximately 140 dB. The resulting SPL peak amplitude measured

in the experiments is correctly reproduced by LES, with a difference
of less than 5 dB. The rest of the spectral sound pressure distribution
is also well reproduced by the simulation with a broad hump around

1000 Hz and a second smaller one at about 1750 Hz.
Using LES to simulate the spectral distribution of the sound

pressure in presence of a thermoacoustic instability is a challenging
task. The peak frequency and the peak amplitude significantly

depend on the nonlinear coupling between acoustics and flame
dynamics. In the respective sound pressure spectrum, this manifests
by a peak at the frequency of the instability. The fully compressible

LES strategy coupled with CBSBC is, however, capable of resolving
directly both contributions and consequently also their nonlinear
interaction. The main difference observed in configuration B is the

spread of spectral energy around the peak frequency, which is much
larger in the simulation than in the experiment. This might be due to
the slight difference in the mean reaction zone shape already noticed

in Fig. 9. But it is also worth recalling that regime B is unstable by

intermittence, meaning that the system does not reach a well defined
limit cycle at a constant oscillation frequency and amplitude. The

lock on of the instability frequency with the combustor resonant
frequency is only achieved intermittently. This is a challenging
configuration, in which subtle changes of the flow alter the

thermoacoustic state of the system. Differences in turbulence might
be the origin of the broader peak observed in the simulation.
The reader is reminded that this simulation is carried out by

modifying only the reflection coefficient at the numerical domain

outlet with themodel shown in Fig. 7 (orange). This change is enough
to reproduce the thermoacoustic instability in the LES with yet a
reasonable match with experiments of the spectral content below

2000 Hz.
In addition to the pressure signal measured by microphone MC

located in the combustion chamber, the signals measured by the
microphones MP in the plenum and ME in the exhaust tube (see
Fig. 1) are also compared to the computed data for configuration B.

Note that the LES domain does not comprise the locations ofMP and
ME. The pressure signals needed for computing the respective sound
pressure spectra cannot be extracted directly from the LES. Instead,

the pressure time series are reconstructed from the state-space model
used within the CBSBC. Therefore, the characteristic acoustic waves

leaving the LES domain are stored during the computation. In an
additional postprocessing step, these signals are used as input signals
to simulate the boundary state-space model forward in time and thus

compute the pressure signal at a given location. The resulting spectra
are shown in Fig. 15. The sound pressure spectrum measured by
microphone MP located in the plenum exhibits smaller pressure

amplitudes over all frequencies compared to the signal measured by
microphone MC in the combustion chamber. This is correctly
predicted by the reconstructed numerical spectrum in Fig. 15a, even

though certain differences are observed for frequencies higher than
1000 Hz. The reconstruction of the signal in the exhaust tube at
the microphone location ME is in very good agreement with the

measured spectrum in Fig. 15b. The reconstructed peak amplitude

a) LES pressure time series b) Sound pressure spectrum
Fig. 13 LES pressure time series and sound pressure spectrum of the stable configuration A. SPL measurements (blue) and LES results (orange) for
microphone MC.

a) LES pressure time series b) Sound pressure spectrum

Fig. 14 LES pressure time series and sound pressure spectrum of the intermittent unstable configuration B. SPLmeasurements (blue) and LES results
(yellow) for microphone MC.
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differs by about 4 dB from themeasured one. The secondary bumps at
around 1000 and 1600 Hz are well captured by the reconstructed

spectrum. As already mentioned for the pressure spectra shown

in Fig. 14, the main differences between the measured and
reconstructed spectra in the plenum and exhaust tube are thewidth of

the pressure peak of the thermoacoustic instability.
It is emphasized that the explained reconstruction procedure would

not be applicable forTDIBC like they are used, for example, byLourier

et al. [32], in which the acoustic boundary impedances are modeled

globally. Yet the used CBSBC describes duct sections within the state-
space model as spatially discretized elements on which an advection

equation is solved numerically. The according state variables may be

assessed at every discretized element. Therefore, the CBSBC provides
also spatial information of the state variables within the boundary

model.However, the reconstructedpressure time series directly depend
on the input time series (i.e., the extracted characteristic waves at the

LESdomainboundary).Errorsmade in theLESpropagatedirectly into

the reconstructed time series.Nevertheless, the overall good agreement
between measured and reconstructed sound pressure spectrum proves

that theCBSBCallows to reconstruct themain featuresof themeasured

signals even out of the LES numerical domain.
Last, the sound pressure spectrum obtained from LES (green) is

compared to the measured one (blue) in configuration C at the limit

cycle of the instability in Fig. 16. The thermoacoustic instability has a
peak frequency of 185 Hz where the SPL reaches 150 dB in the

combustion chamber. The LES now well reproduces not only the

correct peak value of the pressure oscillation but also the same shape
of the power spectral distribution around this frequency. The self-

sustained oscillation reaches in this case a much larger oscillation
amplitude ofu 0∕ �u � 0.7 at the hot-wire location in the injection tube.
Compared to the intermittent configuration B, a well-defined limit

cycle is reached in configuration C. In this case, reproducing
turbulent fluctuations is of less importance for the determination of

the exact thermoacoustic state around the instability frequency. This

may explain why the shape of the spectral distribution is better

reproduced in configuration C compared to the intermittent state B.
However, in the region above 500 Hz, a slight shift of the LES results
to higher frequencies is observable. Again, this is probably due to the
uncertainties regarding the temperatures in the exhaust tube region. If
the mean gas temperature in the CBSCB model is overestimated, a
shift to higher frequencies results.
Compared to the stable configuration A without exhaust tube

(L � 0) and a peak frequency around 500 Hz, the distinctively lower
value of the peak frequency in configuration C is explained by the
elongated cavity (L � 440 mm) that shifts the acoustic modes to
lower frequencies. As for configurationB, the instability in the LES is
only provoked through a change of the outlet reflection condition of
the numerical domain according to themodel shown in Fig. 7 (green).
Also for configuration C, in which the thermoacoustic instability is
even more pronounced than in configuration B, the compressible
LES coupled to CBSBC reproduces accurately the measured data for
the sound pressure spectral distribution.

V. Conclusions

In the present study, the spectral sound pressure distribution of a
confined lab-scale swirl combustor has been investigated by
combining experiments and simulations. The flowfield and the mean
reaction zone shape have been characterized as well as the acoustic
fields for thermoacoustic stable, intermittently unstable, and unstable
states of the test rig. The burner is operated with a methane/air
mixture of constant flow injection conditions; the stability is only
varied by changing the exhaust tube length. The turbulent flowfield,
the flame, and the acoustics are resolved by performing fully
compressible large-eddy simulation (LES) computations. It has been
shown that the correct description of the complex acoustic boundary
conditions from the test rig in the numerical approach is of crucial
importance to correctly predict the resulting sound pressure spectrum
and the sound level. The CBSBC formulation has proven itself to be
very convenient for the description of the acoustic boundaries in the
computational approach. They allow the correct modeling of the

a) Plenum microphone MP b) Exhaust tube microphone ME
Fig. 15 Sound pressure spectrum of the intermittent unstable configuration B in a) the plenum, and b) the exhaust tube. SPL measurements (blue) and
CBSBC reconstruction (yellow).

a) LES pressure time series b) Sound pressure spectrum
Fig. 16 LES pressure time series and sound pressure spectrum at the limit cycle of the unstable configuration C. SPL measurements (blue) and LES
results (green) for microphone MC.
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different experimental configurations investigated without resolving
all parts of the test rig within the LES numerical domain.
Consequently, the thermoacoustically stable as well as the unstable
combustion regimes could be well reproduced by a simple
reformulation of the boundary inherent state-space model. The
acoustic pressure fluctuations are extracted via a characteristics-
based filter from the compressible LES. Accordingly, computed
sound pressure spectra have been compared to the measured spectra.
Excellent qualitative and quantitative agreement of resulting sound
pressure spectra has been achieved for stable and unstable working
conditions. Slight differences were identified for the intermittent
unstable regime, probably due to difficulties in reproducing the same
turbulent flow and reacting fields in the LES.But even in this case, the
developed strategy could reproduce the main spectral features of the
measured data with a fairly good fidelity. This holds not only for
the combustion chamber that is comprised in the LES domain. Also
the sound pressure spectrawithin the plenum and exhaust tube,which
are located outside the numerical domain, could be reconstructed
from the boundary state-space model.
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The Large Eddy Simulation/System Identification (LES/SI) approach is a general and
efficient numerical method for deducing a Flame Transfer Function (FTF) from the LES
of turbulent reacting flow. The method may be summarised as follows: a simulated flame
is forced with a broadband excitation signal. The resulting fluctuations of the reference
velocity and of the global heat release rate are post-processed via SI techniques in order to
estimate a low-order model of the flame dynamics. The FTF is readily deduced from the
low-order model. The SI method most frequently applied in aero- and thermo-acoustics
has been Wiener–Hopf Inversion (WHI). This method is known to yield biased estimates
in situations with feedback, thus it was assumed that non-reflective boundary conditions
are required to generate accurate results with the LES/SI approach. Recent research has
shown that the FTF is part of the so-called Intrinsic ThermoAcoustic (ITA) feedback
loop. Hence, identifying an FTF from a compressible LES is always a closed-loop
problem, and consequently one should expect that the WHI would yield biased results.
However, several studies proved that WHI results compare favourably with validation
data. To resolve this apparent contradiction, a variety of identification methods are
compared against each other, including models designed for closed-loop identification.
In agreement with theory, we show that the estimate given by WHI does not converge
to the actual FTF. Fortunately, the error made is small if excitation amplitudes can be
set such that the signal-to-noise ratio is large, but not large enough to trigger nonlinear
flame dynamics. Furthermore, we conclude that non-reflective boundary conditions are
not essentially necessary to apply the LES/SI approach.

Keywords: system identification; network models; thermoacoustics; flame transfer
function; Box–Jenkins model

1. Introduction

The development of low-emission gas turbine combustion technology for propulsion or
power generation is often hampered by the occurrence of thermoacoustic instabilities. A
self-amplifying feedback between the unsteady heat release of the flame and the acoustic
field can result in large oscillations of the flow variables. These oscillations can cause
serious damage to an engine.

Thermoacoustic network models have proven themselves as a useful tool for predicting
frequencies, growth rates, and mode shapes of thermoacoustic instabilities at negligible
computational cost [1–6]. Finite-element based models of acoustics are advantageous for
more complex combustor geometries or higher frequencies [7–9]. Hybrid formulations
combine advantages of both methods [10]. All these approaches require information on
the flame dynamics as model input. In the low-amplitude, low-frequency regime, such
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information is represented via a Flame Transfer Function (FTF), which relates fluctuations
of flow variables upstream of the flame to the resulting fluctuations of the global heat release
rate.

If the fuel injection is acoustically ‘stiff ’ and located only a short distance, i.e. a fraction
of pertinent acoustic wavelengths, upstream of the flame, an FTF that relates upstream flow
velocity to heat release is sufficient to describe the relevant flame dynamics fully [11].
Such an FTF, which is mandatory to predict thermoacoustic stability, can be determined
experimentally by forcing a flame with a harmonic signal at several distinct frequencies.
The resulting fluctuations of velocity at a reference position upstream of the flame and of
global heat release rate are measured. Finally, gain and phase of the FTF at the forcing
frequencies are calculated via a Fourier transform.

In principle, the very same procedure can be applied to a numerical simulation of a
flame, but necessitates a large number of compute runs, i.e. one simulation per frequency. For
configurations of applied interest, the accurate numerical computation of a turbulent flame
requires Large Eddy Simulation (LES), which is computationally demanding. It follows
that the frequency-by-frequency determination of an FTF from LES data is prohibitively
expensive for many applications.

Polifke [12] proposed forcing the flame simulation with a broadband signal and to use
tools from System Identification (SI) [13–15] in order to determine the FTF from the time
series data. This approach allows a reduced-order model to be determined for the FTF from
a single simulation run, with significant savings in computational costs. In the majority of
applications to date, SI of flame dynamics relied on correlation analysis, and in particular
inversion of the Wiener–Hopf equation, which relates auto- and cross-correlation of input
and output signals to each other via the impulse response [16–26].

This procedure is based on the minimisation of the correlation between input signal
and noise contribution and yields an accurate and unbiased estimate of the FTF as long
as the input signal and the noise contribution are uncorrelated in the system under study.
This is for example the case for an open-loop system. However, if a feedback mechanism
is present, as for example under closed-loop conditions, a correlation between input signal
and noise contribution results. It is known from literature on SI that in this case the Wiener–
Hopf Inversion (WHI) yields incorrect results [13–15]. In order to avoid possible feedback
and thus closed-loop conditions, non-reflective Boundary Conditions (BCs) were deemed
necessary in LES to generate accurate results via the WHI procedure [12,18,27,28].

Recently, Bomberg, Emmert, and Polifke [29] have shown that the FTF is part of
the ITA feedback loop, which is illustrated and explained in Figure 1. Consequences
of ITA feedback, such as unstable thermoacoustic modes in an anechoic environment,
thermoacoustic modes that are not related to acoustic cavity modes, convective scaling of

FTF
q̇′(t)u′(t)

g

Figure 1. ITA feedback: a velocity fluctuation u′(t) causes a fluctuation of the global heat release rate
q̇ ′(t). The fluctuation of the heat release rate generates an acoustic wave g travelling in the upstream
direction, where it modulates the velocity at the reference location, thereby closing the feedback loop.
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thermoacoustic frequencies, and large instability potentiality as well as singularities of the
flame scattering matrix have been explored in a series of papers [30–37]. Note that the
ITA feedback loop does not rely on reflection of acoustic waves at the domain boundaries.
It is inevitably present in thermoacoustic systems with a velocity-sensitive flame and is
inherently resolved by a fully compressible flow simulation of a flame. Non-reflecting
acoustic boundary conditions do not eliminate ITA feedback, but may on the contrary
render a stable ITA mode unstable [36,37]. Hence, identifying the FTF from a compressible
LES is unavoidably a closed-loop problem. To conclude, the literature on SI suggests that
WHI should not be capable of accurately estimating the FTF from a compressible LES due
to the inherent and unavoidable ITA feedback.

Furthermore, LES of a turbulent flame explicitly resolves large-scale turbulent fluc-
tuations, which manifest themselves as noise, i.e. a broadband contribution to the output
signal that is uncorrelated with the excitation signal. One should expect that noise will
worsen the accuracy of SI, in particular if the signal-to-noise ratio (SNR) is small, and
indeed Biagioli, Scarpato, and Syed [24] observed this problem in their LES/SI study of a
turbulent swirling flame. An increase of the excitation amplitude will increase the SNR and
thus can alleviate this problem. However, if the excitation is too strong, the flame response
will exhibit nonlinear effects, which should be avoided in linear identification [12–15].
Again one might conclude that the LES/SI approach based on WHI should not be capable
of providing accurate low-order models of flame dynamics. On the other hand, validation
of WHI results against FTFs determined frequency-by-frequency (in experiment as well as
in simulation) have repeatedly delivered very satisfactory agreement [18,22,33].

In the present work we investigate these apparent contradictions with a surrogate data
model that simulates a thermoacoustic network model in the time domain. For generating
surrogate time series data, a certain reference FTF is assumed a priori. The knowledge on
the reference or actual FTF can be used in the following to assess directly the quality of
the models that are identified from the surrogate time series data. A perfectly identified
model would coincide exactly with the actual FTF, which is the true solution, as it is used
for generating the surrogate data in the first place. Note that the true solution is usually
unknown when LES data is used. So the advantage of the surrogate data approach is that
the actual FTF of the model is known and can be used as reference. In consistence with
the theory [15] we demonstrate that results of the WHI do not converge to the actual FTF
even for very long time series. On the other hand, if the system identification is based on
the so-called Box–Jenkins (BJ) model, the error decays for long time series, even in the
presence of feedback. We will demonstrate that the error made by the WHI depends on the
amplitude of the excitation signal relative to the noise level. If the SNR is sufficiently large,
the error is small – which is why the WHI did repeatedly provide satisfactory results when
applied to real data. This resolves the paradox noted above. Our results also indicate that
acoustic reflection at the system boundaries does not introduce additional errors. Therefore,
any boundary condition that stabilises the simulation can be used for the LES/SI approach.
This extends significantly the range of configurations where the LES/SI approach can be
applied.

The paper is organised as follows: in the next section, we discuss the thermoacoustic
network model used to generate the surrogate data in detail. The theory behind SI is
addressed in Section 3. In Section 4 the results are illustrated by means of numerical
examples.
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FTF(s)

Rd(s)Ru(s)
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duct ductarea
jump

flame

1 2 3 4 5
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Figure 2. Thermoacoustic network model investigated. The ITA feedback is highlighted with the
dashed arrows.

2. Low-order modelling of thermoacoustic systems

As discussed above, the present study is based on surrogate data. The surrogate data is
generated with a network model mimicking an LES configuration that is set up to generate
time series data for SI. The surrogate model used in this study represents a turbulent swirl
burner that was designed and investigated by Komarek and Polifke [38]. This burner is
particularly suited for the present investigation, because ITA feedback plays an important
role in its dynamics and thermoacoustic stability [29,36,37].

The surrogate network model was originally formulated by Silva, Merk, Komarek, and
Polifke [37] and may divided into two main parts (see Figure 2): (1) a model for the flame
dynamics, represented by the FTF; and (2) a model for the acoustics. In the context of the
present study, the most significant advantage of a surrogate data approach is that the actual
FTF is known precisely and can serve as reference for the estimation of the FTF from
time series generated with the surrogate model. Furthermore, the computational cost for
generating even very long time series is negligible, such that one can explore the asymptotic
behaviour of various system identification strategies.

2.1. Modelling of the flame dynamics

We model the flame response using a Finite Impulse Response (FIR) model

q̇ ′
u′(t) =

nb∑
i=0

biu
′(t − i�t), (1)

with the nb impulse response coefficients bi, the model time step �t, and q̇ ′
u′(t) as the

fluctuation of the global heat release rate induced by the velocity fluctuation u′(t) upstream
of the flame.

The FIR model accounts for the physical effects that dominate the flame response. Com-
pact, perfectly premixed flames are known to be velocity sensitive, i.e. the flame responds
predominantly to axial velocity fluctuations upstream of the flame (see e.g. [29,33]). The
FIR model accounts for this as the fluctuation of the global heat release is deduced from
the fluctuation of the reference velocity.

Reproduction of Papers

This is the authors accepted manuscript of an article published as the version of record in Combustion Theory and Modelling © Taylor &
Francis https://doi.org/10.1080/13647830.2018.1443517

84

https://doi.org/10.1080/13647830.2018.1443517


Combustion Theory and Modelling 617

The lagged velocity signal used by the FIR model accounts for the convective nature
of the flame response. In order to understand the physics behind the flame response it is
convenient to consider an impulse velocity fluctuation imposed on the flame, as proposed
by Blumenthal, Subramanian, Sujith, and Polifke [39].

A velocity perturbation at the flame foot causes a distortion of the flame at the anchoring
point. The distortion is convected along the flame front and causes a fluctuation of the global
heat release rate. Simultaneously, as discussed in [39], starting from the anchoring point
the unperturbed flame position and shape are restored. The restoration process is also a
convective effect. Once the perturbative and the restorative effects are convected through
the flame, the fluctuation of the global heat release rate vanishes. Therefore, the response of
the flame to a velocity impulse is finite and can be modelled with a finite impulse response
model. The length of the impulse response is given as

τ = nb�t. (2)

This allows the number of coefficients nb of the FIR model to be determined:

nb = τ

�t
. (3)

Therefore, the use of an FIR model is on a profound, physically motivated basis as the model
design corresponds to the convective nature of the effects that govern the dynamic response
of the flame. Note that the length τ of the impulse response describes the ‘memory’ of
the FIR model. If it is chosen shorter than the physical time delay of the flame impulse
response τ , the FTF is said to be under-resolved and the flame response is insufficiently
described. If the flame response time is chosen too long, the impulse response coefficients
bi start to describe stochastic perturbations if noise is present. From LES the physical time
delay of the flame impulse response is known as τ = 0.15 s. The LES time series data is
down-sampled to �t = 5 × 10−4 s yielding a filter length nb = 30.

The coefficients bi of the FIR model used by the network model were determined via SI
with WHI, based on LES data of the turbulent swirl burner generated by L. Tay-Wo-Chong
[22]. In Figure 3, the corresponding FTF is shown and compared against experimental
measurements.
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Figure 3. Gain (top) and phase (bottom) of the FTF. : experimentally determined FTF [22]; :
identified FTF used to generate the surrogated time series.
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The purpose of this figure is to demonstrate that the identified FTF is qualitatively
correct (overall low-pass, but with excess gain) and quantitatively accurate in the frequency
range where instabilities were observed (around 100 Hz). At this point it is emphasised that
deviations or biases between the identified FIR and the flame dynamics in experiment are
quite irrelevant in the following. In the framework of the surrogate data model, the identified
FIR is the true solution that needs to be recovered. An FIR model of realistic order, however,
ensures values of, for example, time series length or SNR that are comparable to values
that could be found when the methods are applied on LES data.

For turbulent flames, unsteady fluctuations of the global heat release rate q̇ ′
turb(t) result

from turbulent fluctuations in the vicinity of the flame front, unrelated to any excitation
signal. These fluctuations generate direct combustion noise [37,40,41]. We model this effect
in the present work using an FIR filter with a white noise input e(t)

q̇ ′
turb(t) =

nc∑
i=0

cie(t − i�t), (4)

with the nc impulse response coefficients of the noise model ci. Again, the coefficients of
the model used to generate the surrogate data time series were determined by SI based on
the LES data generated by Luis Tay-Wo-Chong [22]. From LES data the power spectral
density of the combustion noise contribution is depicted in Figure 4. The peak frequency of
the spectrum is at around 150 Hz, which is in agreement with the estimation of the source
spectrum of the turbulent swirl burner by Weyermann [42], who employed the model of
Hirsch et al. [43]. The spectral distribution shown is fitted by the model coefficients ci in
the time domain, the reference noise filter order is set to nc = 15. For further details on the
determination of the noise model and its validation, the reader is referred to [37].

Please note, in contrast to the FIR model used for the flame dynamics, i.e. the FTF, at
the current state of understanding there is no fundamental justification for the use of an
FIR model for the noise term. Further studies are needed to build a better understanding
of the nature of turbulent combustion noise that is based on flow and combustion physics.
This is beyond the scope of the present study. The only necessary requirement to obtain the
results shown in Section 4 is that the noise signal is coloured. As shown in Figure 4, this
requirement is fulfilled by the model used.

Altogether, in the network model used to generate the surrogate data the global heat
release is modelled as

q̇ ′(t) = q̇ ′
u′(t) + q̇ ′

turb(t)

=
nb∑
i=0

biu
′(t − i�t) +

nc∑
i=0

cie(t − i�t).
(5)
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Figure 4. Power spectral density of the noise model used.
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2.2. Modelling of the acoustics

The thermoacoustic network model employed in the present study to generate surrogate
data is shown in Figure 2. The model is to represent an LES model of the burner test rig as
one would use it to generate time series data for subsequent SI.

Acoustic waves are assumed to be plane, as the minimal acoustic wavelength observed
is much larger then the cross-sectional length of the geometry. The waves are described in
terms of the characteristic wave amplitudes

f = 1

2

(
p′

A

ρ̄c̄
+ u′

A

)
and g = 1

2

(
p′

A

ρ̄c̄
− u′

A

)
. (6)

Here, p′
A and u′

A are the pressure and velocity fluctuations, respectively, ρ̄ is the mean
density, and c̄ is the mean speed of sound. The mean flow properties vary in order to
account for the different cross-sectional areas and flow temperature.

The area jump is assumed to be lossless and given as

[
g2

f3

]
=

⎡
⎢⎣

α − 1

α + 1

2

α + 1
2α

α + 1

α − 1

α + 1

⎤
⎥⎦ [

f2

g3

]
(7)

with the area ratio α = A2/A3 = 0.13. The indices refer to the interfaces between the
elements of the network model and are defined in Figure 2.

The duct sections shown in Figure 2 represent a part of the annular flow section
downstream of the swirler, and a part of the combustion chamber, respectively. Their length
is much shorter than the minimal acoustic wavelengths considered in this investigation.
Therefore, all duct sections are assumed to be acoustically compact, i.e. the phase change
associated with wave propagation along the duct sections is neglected. Note that, owing
to the neglected duct length in the surrogate data model, the acoustic eigenfrequencies
are shifted to very high values. This has the benefit of avoiding possible linear instability
at low frequencies caused by cavity acoustic modes. The linear model used to generate
the surrogate data does not allow any conclusion on the identifiability of the FTF in the
presence of a thermoacoustic instability. The behaviour and saturation of thermoacoustic
instabilities is mainly governed by nonlinear mechanisms, which are not accounted for in
the linear surrogate data model.

LES models for subsequent SI often impose non-reflective BCs [44]. Thus the bound-
aries of the surrogate model are assumed non-reflective, with the exception of Section 4.5,
where the influence of the reflection coefficient on the accuracy of SI results is explored.
At the inlet, the (broadband) excitation signal is imposed as characteristic wave fex.

The coupling of the flame dynamics and the acoustics is implemented using the
Rankine–Hugoniot equations, i.e. the linearised one-dimensional momentum and energy
equations evaluated over the flame

[
g3

f4

]
= 1

ζ + 1

[
1 − ζ 2 θū3

2ζ ζ − 1 θζ ū3

]⎡
⎣f3

g4

q̇ ′

⎤
⎦ , (8)

with ζ = ρ̄3c̄3/ρ̄4c̄4 = 2.57 and θ = T̄4/T̄1 − 1 = 5.59. T̄ is the mean temperature.
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Please note that by using the Rankine–Hugoniot equations to couple flame dynamics
and acoustics, one includes the ITA feedback in the network model, as discussed in [29,33].
The ITA feedback loop is highlighted with the dashed arrows in Figure 2.

In the test rig, fuel is injected such that the equivalence ratio at the flame is assumed
homogeneous and insensitive to acoustic fluctuations. Under such conditions, the generation
of entropy waves by a premixed flame is of first order in the Mach number [45], which is
quite small. Furthermore, entropy waves couple with acoustics only in regions of strong
mean flow acceleration [40], which are absent downstream of the flame. It follows that one
may neglect the influence of entropy waves on the thermoacoustics of the test rig.

3. System identification

The network model discussed in the previous section is used in Section 4 to investigate
the influence of ITA feedback on the results of the identification. In the present section we
introduce and discuss the SI methodology in detail.

The general objective of SI methods discussed is to deduce quantitatively accurate low-
order models of the frequency dependent input–output behaviour of the system under study
from (broadband) time series. The input–output behaviour of a system can be characterised
with the transfer function, e.g. the FTF. In this particular case the input signal is the
fluctuation of the reference velocity and the output signal is the fluctuation of the global
heat release rate. SI allows the FTF to be deduced over a wide range of frequencies from
data generated with a single simulation run.

The SI procedure comprises the following three steps.

(1) Generation of broadband time series. When identifying an FTF from an LES, this
means imposing a broadband excitation on the simulation and recording the result-
ing fluctuations of the reference velocity u′ and of the global heat release rate q̇ ′.
In the present study, we generate the broadband signal by running the thermoa-
coustic surrogate network model, described in the previous section, in the time
domain.

(2) Selection of model structure with (unknown) parameters �. Although SI relies on
a ‘black box’ approach, more accurate identification results are achieved in practice
if the model structure corresponds to the physics of the system investigated. As
discussed in Section 2.1, an FIR model is well suited to describe the flame dynamics,
which is dominated by convective processes.

(3) Determination of the free parameters of the model by solving an optimisation
problem.

The reminder of this section discusses steps (2) and (3) in detail. Step (1) is discussed
later, in Section 4.

3.1. Wiener–Hopf inversion

As discussed in Section 2.1, an FIR model accounts in a natural manner for convective
effects. Therefore, an FIR model structure is a plausible candidate for the identification of
flame dynamics. It is given as

ˆ̇q ′(t, b) =
ñb∑
i=0

b̃i ũ
′(t − i�t) = φ̃(t)Tb̃ (9)

Reproduction of Papers

This is the authors accepted manuscript of an article published as the version of record in Combustion Theory and Modelling © Taylor &
Francis https://doi.org/10.1080/13647830.2018.1443517

88

https://doi.org/10.1080/13647830.2018.1443517


Combustion Theory and Modelling 621

with

φ̃(t) = [
ũ′(t) ũ′(t − �t) · · · ũ′(t − ñb�t)

]T
(10)

b̃ = [
b̃0 b̃1 · · · b̃ñb

]T
. (11)

Here, ñb is the number of model parameters b̃i , and ˆ̇q ′ is the fluctuation of the global heat
release rate in response to the excitation as predicted by the model. This prediction depends
on the parameter vector b̃ and on the fluctuations of the reference velocity ũ′ resulting
from the imposed excitation signal fex. Using the model (9) with an identified parameter
vector, one can predict the fluctuation of the global heat release rate to an arbitrary velocity
fluctuation. In order to determine the parameter vector b̃, the fluctuations of the reference
velocity ũ′(t) imposed on the model are chosen to be identical to the measured fluctuations
of the reference velocity u′(t). In this case, the fluctuation of the global heat release rate
ˆ̇q ′(t) predicted by the model should be close to the measured fluctuation of the global heat
release rate q̇ ′(t). Formulated as a least squares optimisation problem, this yields

min
b

JWHI(b) = min
b

1

N

N−1∑
i=0

(
ˆ̇q ′(i�t, b) − q̇ ′(i�t)

)2
, (12)

with the cost function JWHI(b).
The solution of this optimisation problem, known as Wiener–Hopf inversion (WHI), is

given as

b̂ = (

T


)−1

TY, (13)

with

φ(t) = [
u′(t) u′(t − �t) · · · u′(t − ñb�t)

]T
(14)


 = [φ(0) φ(�t) · · · φ(N�t)]T (15)

Y = [
q̇ ′(0) q̇ ′(�t) · · · q̇ ′(N�t)

]T
. (16)

Please note that the number of parameters ñb has also to be determined. When identifying
the FTF, as in the present study, the length can be calculated via the physical time delay of the
flame impulse response τ according to Equation (3). Therefore, we choose ñb = nb = 30.


T
 is the auto-correlation matrix of the input signal, i.e. the fluctuation of the reference
velocity in the present case. As this matrix has to be inverted, it has to have full rank. This can
be ensured by choosing an uncorrelated input signal. In the present study this requirement
is fulfilled, as the input signal is a white noise signal. Föller and Polifke [46] proposed a
general method for generating input signals for the LES/SI approach.

In order to assess the properties of the WHI, we now assume that the time series used
for the identification were generated with an FIR model. This FIR model has a set of actual
parameters b*. Consequently, it is assumed that the measured fluctuation of the global heat
release rate q̇ ′(t) is given as

q̇ ′(t) = ˆ̇q ′(t, b∗) + ν(t) = φ(t)b∗ + ν(t). (17)
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Here, ν(t) accounts for the influence of the turbulent combustion noise. Evaluating this
equation for each time instant of sampled data yields⎡

⎢⎢⎢⎣
q̇ ′(0)

q̇ ′(�t)
...

q̇ ′(N�t)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
Y

=

⎡
⎢⎢⎢⎣

φ(0)
φ(�t)

...
φ(N�t)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸



b∗ +

⎡
⎢⎢⎢⎣

ν(0)
ν(�t)

...
ν(N�t)

⎤
⎥⎥⎥⎦

︸ ︷︷ ︸
�

(18)

with N�t being the length of the time series measured. The WHI is a good estimator if the
estimated parameter vector b̂ is close to the vector b* of actual parameters. The error made
can be calculated according to

b̂ − b∗ = (

T


)−1

T (
b∗ + �)︸ ︷︷ ︸

=Y

−b∗

= (

T


)−1

T�,

(19)

where 
T� is the cross-correlation matrix between the input and noise signals. The pa-
rameter vector identified b̂ is a good estimate to the actual parameter vector b∗ as long
as


T� ≈ 0. (20)

holds.
Under open-loop conditions, the input and noise signals are uncorrelated and this

requirement is fulfilled. In closed-loop conditions, however, the feedback results in a cor-
relation between input and noise. The term 
T� will thus not vanish – even in the case of
infinitely long time series. In this case, WHI will give a biased estimate of b, which depends
on both the kind of feedback and the properties of the noise. Note that this shortcoming of
the WHI method is crucial in the context of the present study.

Please recall that, when deducing an FTF from compressible LES, two feedback mech-
anisms are present: (1) feedback due to reflections at the boundary conditions; and (2) ITA
feedback. The former can be avoided via non-reflective BCs (see [44]). The ITA feedback,
however, cannot be avoided. As a consequence of this feedback the combustion noise creates
fluctuations of the reference velocity. These fluctuations can be considered as additional
input signal. Hence, the input signal is correlated with the noise signal and the term 
T�

will not vanish. Therefore, the WHI will always yield a biased estimate of the FTF. The
question remaining is how large this bias is. This will be discussed in Section 4. But first,
we introduce an advanced SI method based on the BJ model structure. This method yields
unbiased estimates even if feedback is present.

3.2. From Wiener–Hopf inversion to Box–Jenkins identification

WHI uses an FIR model to describe the flame dynamics. As discussed in Section 2.1, this
accounts for the physical effects dominating the response of the flame to a fluctuation of the
reference velocity. However, the influence of the turbulent combustion noise is neglected. In
contrast to the FIR model, a BJ model can account for this effect. As we will demonstrate in
Section 4, this allows an unbiased estimate of the FTF to be obtained, even in the presence
of feedback. Additionally, one obtains a model for the turbulent combustion noise.
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The general BJ model structure is given as

ˆ̇q ′(t,�) = B(z)

F (z)
u′(t) + C(z)

D(z)
e(t) (21)

with

B(z) = b0 + b1z
−1 + · · · + bñb

z−ñb (22a)

F (z) = f0 + f1z
−1 + · · · + fñf

z−ñf (22b)

C(z) = c0 + c1z
−1 + · · · + cñc

z−ñc (22c)

D(z) = d0 + d1z
−1 + · · · + dñb

z−ñd , (22d)

where z is the time-shift operator defined as u′(t)z−i = u′(t − i�t); bi, fi, ci, and di are the
(unknown) parameters of the model, which are lumped together in the parameter vector �.
The polynomials B(z), F(z), C(z), and D(z) are also called filters.

The fundamental difference between the filters is that B(z) and C(z) relate prior inputs
(u′(t)z−1) and prior disturbances (e(t)z−1) to the current estimated output (q̂ ′(t)), whereas
the filters F(z) and D(z) relate prior outputs (q̂ ′(t)z−i) to the current output and thus describe
possible auto-regressive system behaviour.

The BJ model is the most general linear model. If the orders ñb, ñf , ñc, and ñd of
the filters are sufficiently large, it can represent any linear model. The limiting factor,
besides numerical issues, is that high filter orders yield a large number of parameters.
Consequently, long time series are necessary to identify these parameters accurately. The
results of the identification can be significantly improved by a proper choice of the filter
orders. Comparing the BJ model structure shown in (21) and the model structure of the
reference model (5), it becomes evident that the general BJ structure is more complex than
the reference model describing the flame dynamics inside the network model. The reference
model structure does not contain the auto-regressive filters F(z) and D(z). Thus, in this study
the general BJ model structure can be simplified, before estimating the parameter vector �

by choosing

F (z) = D(z) = 1, (23)

which yields
ˆ̇q ′(t) = B(z)u′(t) + C(z)e(t). (24)

Now, the model structure is equivalent to the model describing the flame dynamics (5)
and includes a model for the turbulent combustion noise. As for the WHI, the order ñb of
the filter B(z) is determined via Equation (3) using the convective time lags describing the
flame dynamics. As discussed in Section 2.1, within the current state of the art, relations
for determining the filter orders of the noise model analytically are not known. However,
there exist general methods like residual analysis, cross validation, or Akaike’s information
criterion (AIC) [47] for deducing the model structure from the time series (see e.g. [13,48]).
These methods allow the order ñc of the filter C(z) to be determined in a general way. For
the purpose of the present work we choose ñc = nc.

After having determined a suitable model structure, the next step within the SI method-
ology is to determine the entries of the vector of unknown parameters �. Again, the key idea
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is to formulate a least squares optimisation problem that minimises the difference between
the output of the model identified and the time series data used for the identification. For
the BJ model, additional difficulty arises when estimating the noise. The problem is that the
noise input e(t) is not known. One possible solution to this problem is the use of so-called
one-step-ahead prediction:

ˆ̇′q(t |t − �t,�) = D(z)

C(z)

B(z)

F (z)
u′(t) + C(z) − D(z)

C(z)
q̇ ′(t) (25)

or with (23)

ˆ̇′q(t |t − �t,�) = B(z)

C(z)
u′(t) + C(z) − 1

C(z)
q̇ ′(t), (26)

where u′(t) and q̇ ′(t) are the measured fluctuations of the velocity and of the global heat
release rate, respectively. It is emphasised that the output of the one-step-ahead prediction
ˆ̇q ′(t |t − �t,�) is now also dependent on the output time series q̇ ′(t). This means that the
output of the BJ model has been calculated based on all information that was available at
the previous time step t − �t. The one-step-ahead predictor exploits the noise model to
improve the prediction of the model output at the next time step. Please note that for C(z) =
1 the BJ model (24) reduces to an FIR model. In this case, the corresponding one-step-ahead
predictor (26) becomes also an FIR model and the prediction cannot be improved by this
means. This is because the noise considered by an FIR model is uncorrelated. The essential
difference between an FIR model estimation and, for example, a BJ model estimation, is
that as soon as C(z) �= 1 or D(z) �= 1 the noise contribution v(t) = C(z)/D(z) e(t) is coloured
and is no longer Gaussian white noise. Consequently, it does not correlate out and has to be
taken into account, which needs an estimation of the coloured noise term v(t). This is not
the case for an FIR model estimation. The one-step-ahead predictor exploits the correlation
of the noise. A BJ model describes this correlation via the noise model.

Using (26), the output of the model can be determined as both input signals u′(t) and
q̇ ′(t) are known. Therefore, we can formulate an optimisation problem for determining the
unknown parameters � of both the FTF and the noise model of the BJ structure:

min
�

JPEM(�) = min
�

1

N

N−1∑
i=0

(
ˆ̇q ′(i�t |(i − 1)�t,�) − q̇ ′(i�t)

)2
. (27)

In contrast to WHI, this optimisation problem is nonlinear. In [49], Wills and Ninness
discuss efficient algorithms for this problem.

The method for determining the unknown parameters of a BJ model described in the
present section is known as the Prediction Error Method (PEM). It can be shown that the
method yields an unbiased estimate [15]. This means that, if the data were generated with
an actual BJ model, the parameters predicted via the PEM converge to the parameters of
the actual model for long time series lengths. This holds as long as the noise is modelled
correctly, which can always be fulfilled by using a noise model with a high number of
parameters. However, a high number of parameters can only be identified accurately with
long time series and consequently long LES runs. Therefore, one should try to find the
minimal number of parameters necessary to obtain a good model. Here again, techniques
like residual analysis, cross-validation, or Akaike’s information criterion (AIC) [47] can be
used [13,48].
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network
model

generation of surrogate data

fex(t), e(t) u′(t), q̇′(t)

system
identification

ε =
‖FTFident(s)−FTFtrue(s)‖2

‖FTFtrue(s)‖2

determine FTF

calculate error

Figure 5. In order to evaluate the quality of the identified models, we first generate surrogate data
using a network model. Afterwards, SI is performed and the FTF identified is compared against the
FTF used in the network model.

3.3. Regularisation of the identification

As LES is computationally expensive, the lengths of the time series used for the LES/SI
approach are typically very short. If only short time series are available, SI is prone to over-
fitting, which results in a poor estimate of the FTF. Regularisation can be used to prevent
over-fitting and to improve the results for short time series. The idea is to add constraints
by modifying the cost function of the optimisation problem:

Jreg(�) = J (�) + λ�TR�. (28)

In general, the function J(�) can be JWHI(�) or JPEM(�). Within the scope of the present
case study, we investigate only the regularised WHI, i.e. J(�) = JWHI(�). R is the regular-
isation matrix and λ the regularisation parameter. In the literature, λR is often called the
‘kernel’. A suitable choice of these variables allows additional information to be used for
the identification. This allows an accurate estimation of the FTF to be obtained, even if only
short time series are available. The key idea is to assume that the impulse response should
be smooth and decay exponentially [50]. In Section 4, the so-called Tuned and Correlated
(TC) kernel is used. For a detailed discussion on how the regularisation parameters can be
determined, we refer the reader to [50–52].

4. Numerical examples

In the present section, we analyse how the intrinsic feedback influences the identification
of the FTF. The general procedure is shown in Figure 5. First, surrogate data is generated
by simulating the network model described in Section 2 in the time domain. Thereafter,
the FTF is identified with the methods discussed in Section 3. Finally, the FTF identified is
compared to the actual FTF used to generate the data.

4.1. Generation of surrogate data and Monte Carlo simulation

In order to generate the surrogate data, the network model is simulated in the time domain.
Therefore, all elements of the network model as discussed in Sections 2.1 and 2.2 are
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Figure 6. Error of the identified FTF compared to the actual FTF for different data lengths. :
Wiener–Hopf inversion; : regularised Wiener–Hopf inversion; : Box–Jenkins identification.

formulated in state-space form (see e.g. [4,6]). This results in a state-space model describing
the whole network model:

xk+1 = Axk + B

[
fex(k�t)
e(k�t)

]
(29a)[

u′(k�t)
q̇ ′(k�t)

]
= Cxk + D

[
fex(k�t)
e(k�t)

]
, (29b)

with time step �t and time increment k. The matrices A, B, C, and D are the state-space
matrices. These matrices were obtained with the thermoacoustic network code taX [6,53]
developed at the Technical University of Munich. The vector xk is the state vector. The
fluctuation of the reference velocity u′ and of the global heat release rate q̇ ′ are the output
signals of the network model.

As shown in Figure 2, fex is the ingoing wave at the inlet of the domain. It represents the
external forcing. This signal is a pseudo random binary signal. The signal e(t) models the
turbulent noise source. Hence, e(t) is modelled as a random Gaussian distributed white noise
signal. Owing to this random signal, several evaluations of the network model yield different
output time series. This is also an essential characteristic of an LES: owing to turbulence,
multiple LES runs with slightly different initial conditions will always yield different time
series. The results of the LES/SI approach are affected by this randomness. By chance, one
can get a better or a worse model. In the present study we quantify this uncertainty using
a Monte Carlo simulation. Therefore, for each set of parameters investigated, the network
model is evaluated several times. Owing to the random signal e(t), each evaluation yields
different time series, and hence a different FTF is identified. In Figures 6, 8, and 10, the
results of the Monte Carlo simulation are shown in terms of mean values and standard
deviation. For these plots, the network model was evaluated 100 times.

4.2. Calculation of the error

The advantage of using surrogate data is that the actual FTF is known and can be used as
reference. In the present study, the error is calculated according to

ε =

∥∥∥ ˆFTF(jω) − FTF∗(jω)
∥∥∥

H2

‖| FTF∗(jω)‖H2

(30)
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Figure 7. Comparison of identified FTFs against actual FTFs for different data lengths. : 10
random samples of Wiener–Hopf inversion; : actual FTFs. Left: time series length of 20N�t/τ ;
right: time series length of 2000N�t/τ .

with the angular frequency ω; ‖·‖H2
denotes the H2-norm given as

‖FTF(s)‖H2
=

√
1

2π

∫ π

−π

FTF (jω)H FTF (jω) dω (31)

with the imaginary unit j. The exponent ‘H’ denotes the complex conjugate. This error
definition measures the error in the frequency domain. All frequencies are equally weighted.
This error measure should be interpreted qualitatively. The absolute error made by the
different SI methods is discussed in Section 4.6.

4.3. Identification in the limit of infinite time series length

As discussed in Section 3, under closed-loop conditions WHI, in contrast to the PEM
with a BJ model, yields a biased estimate of the FTF. This means the FTF identified does
not converge towards the actual FTF even in the limit of infinite time series length. In
Figure 6, the error (see Equation 30) is plotted over the length of the time series used for
the identification. The latter is normalised by the impulse response length as defined in
Equation (2). The excitation amplitude was fixed to A = 10%. Indeed, for very long time
series the error made by the BJ identification is significantly smaller compared to the error
made by WHI and the regularised WHI. However, when LES data is analysed the length
of the time series available is typically smaller than 30τ . In this data range the confidence
intervals of all methods overlap and hence, by chance any of the methods can yield the
best estimate of the FTF. On average, the regularised WHI yields the best estimate. This
is expected as the method is designed for short time series. The BJ identification becomes
better than the regularised WHI estimate for time series longer than about 20τ . The classical
WHI is inferior for any time series length, and hence should be avoided.

In order to provide a better understanding of the overall error shown in Figure 6 and to
give an idea of the accuracy of the identified FTF, Figure 7 depicts a few samples of the
Monte Carlo set of identified FTFs. Ten exemplary results from the WHI identification are
shown and compared against the actual FTFs for different data lengths. It can be observed
that, for the shorter data set lengths, the spread of the respectively identified models is
rather large even if the general trend of the actual FTFs is still matched. In the case of
a distinctively longer time series, the identified models converge to a single, but slightly
biased, solution.
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Figure 8. Error of the identified FTFs compared to the actual FTFs for different excitation ampli-
tudes. : Wiener–Hopf inversion; : regularised Wiener–Hopf inversion; : Box–Jenkins
identification.

4.4. Dependency on signal-to-noise-ratio and excitation amplitude

The dependence of models identified with a certain excitation amplitude A is shown in
Figure 8. Here, the excitation amplitude A is the amplitude of the wave fex. The time series
for this plot were 30τ , which corresponds to the amount of data typically available for the
LES/SI approach.

For all identification methods, the error decays with the amplitude. This strong decay
of ε with increasing forcing amplitude may be attributed to the decreasing influence of the
noise contribution, which impedes an accurate identification. Note that an increased SNR
does not necessarily reduce the bias in the WHI method caused by the closed-loop ITA
feedback. Hence, when applying the LES/SI approach to real data, the forcing amplitude
should be chosen as high as possible. The limiting factor is the triggering of nonlinear
effects by high excitation amplitudes. As the network model used in the present study is
linear, it does not account for this limit. If data is generated via LES, the flame responds
linearly for amplitudes lower than about 10%. At this amplitude level, the error made
by all methods investigated is comparable. The BJ identification is superior for very low
amplitudes. Thus, this method should be used for flames that are prone to nonlinearities or
flames that exhibit a strong noise contribution.

A better understanding of this behaviour of the LES/SI approach can be obtained by
looking at the SNR. It is defined as

SNR = RMS(q̇ ′
u′)

RMS(q̇ ′
turb)

. (32)

Here, q̇ ′
u′ describes the heat release rate fluctuations resulting purely from the acoustic

forcing. It is determined by simulating the network model in the time domain with a
noise signal equal to zero. q̇ ′

turb is equal to the variance of pure noise. In Figure 9, de-
pendency of the SNR on the forcing amplitude is shown. It becomes evident that a small
increase in the excitation amplitude increases SNR over-proportionally. This yields the
significant decrease of the error made by the identification when the forcing amplitude is
increased.
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Figure 9. Dependence of the SNR on the excitation amplitude.

4.5. The influence of reflections at the boundaries

As discussed above, in a compressible LES the following two acoustic feedback mechanisms
can be present.

(1) The intrinsic thermoacoustic feedback (see Figure 1). This feedback is always
present and cannot be avoided.

(2) Feedback due to reflections at the BCs. Non-reflective BCs, as proposed by Polifke,
Wall, and Moin [44], can suppress this feedback.

In many LES codes, however, only Navier–Stokes characteristic boundary conditions
(NSCBCs) [54] are available. These BCs reflect acoustic waves according to a low-pass
filter

R(ω) = ĝd

f̂d

= −1

1 + iω
2

σ

= −1

1 + iω
1

fc

, (33)

with the angular frequency ω and the cut-off frequency fc. The hat (·̂) labels variables in
the frequency domain. σ is the relaxation parameter. A relaxation parameter equal to zero
yields perfectly non-reflective boundary conditions. However, this choice results in a drift
of the mean flow variables. Thus, it is necessary to choose σ > 0 for practical applications.
This avoids the drift at the cost of reflections according to Equation (33).

In order to investigate the influence of these reflections on the LES/SI approach, the
network model shown in Figure 2 was modified. Instead of the non-reflective inflow and
outflow BCs, used for the studies discussed in the previous sections, a low-pass filter
according to Equation (33) was applied. In Figure 10, the dependency of the results of the
LES/SI approach on the cut-off frequency fc of this filter is shown. A high cut-off frequency
corresponds to a large value of the relaxation parameter. Up to a cut-off frequency of
750 Hz, only a small influence of the relaxation parameter on the model identified is
observed. For a cut-off frequency of 750 Hz and above (not shown here) the error suddenly
increases. For these values the thermoacoustic network model is linearly unstable. This
means that the amplitude of the instability grows infinitely in the generated time series as
amplitude saturation is governed by nonlinear mechanisms, which are not captured by the
linear surrogate data model. The linear unstable mode here can be attributed to the ITA
mode of the BRS burner [36,37], which is independent of the duct length used and is thus
not suppressed by using compact duct sections in the surrogate data model. An accurate
identification from the surrogate data model is not possible any more.

In the range of stable working conditions (up to a cut-off frequency of 750 Hz), reflect-
ing boundary conditions enhance the flame’s inherent intrinsic feedback-loop feedback.
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Figure 10. Error of the identified FTFs compared to the actual FTFs for different cut-off frequencies
of the inlet and outlet BC. : Wiener–Hopf inversion; : regularised Wiener–Hopf inversion;

: Box–Jenkins identification.

This enhanced coupling manifests itself in an amplification of the ITA frequency within
the generated time series. Meaning that although the external forcing signal fex is a pure
broadband signal (a pseudo random binary signal), the input (u′) and output (q̇ ′) signals
exhibit a dominant frequency, which is equal to the ITA frequency. Nonetheless, the error
ε hardly increases with an increasing reflection at the boundaries and is thus comparably
small. Therefore, we conclude that the reason why non-reflective BCs are helpful for the
identification is that they promote the thermoacoustic stability of the LES. As long as the
simulation stays thermoacoustically stable the LES/SI approach works also with NSCBC.
This simplifies the application of the LES/SI approach significantly.

4.6. Application to LES data

The H2-norm used in the previous sections, see Equation (30), allows only a statement
on the global error made by the identified models, i.e. a summary over all frequencies.
Moreover, the magnitude of the absolute value of the error made is difficult to interpret in
terms of agreement to the true solution. Therefore, in this section the identified models are
compared over the frequency range in order to provide a more immediate insight into the
accuracy of the identified models.

For this we apply the methods to the LES data discussed in [22]. The intention of using
actual LES data here instead of a surrogate dataset is that, for LES generated data, certain
restrictions are given. For example the time series length affordable is limited or the SNR
cannot be increased arbitrarily in order to avoid a nonlinear flame response. Moreover, the
surrogate data relies on certain assumptions such as a pre-defined noise distribution or the
acoustic compactness of the enclosing cavity. These assumptions may be dropped when
using actual LES data and the performance of the different identification methods can be
compared for a real application.

The results are shown in Figure 11. Please note that the FTF from WHI identification
is identical to the one shown in Figure 3, since the same LES data set was used for the
identification. The difference between the methods is negligible. As it turns out, even if
theoretically the BJ model provides unbiased estimations for the FTF in the case of very
long time series, the identification error introduced by the finite LES time series length
dominates. Therefore, all three methods yield similar results. Thus, although the WHI

Reproduction of Papers

This is the authors accepted manuscript of an article published as the version of record in Combustion Theory and Modelling © Taylor &
Francis https://doi.org/10.1080/13647830.2018.1443517

98

https://doi.org/10.1080/13647830.2018.1443517


Combustion Theory and Modelling 631

0

0.5

1

1.5

2

‖F
T
F
(f
)‖

0 100 200 300 400 500 600
−15

−10

−5

0

f [Hz]

∠
F
T
F
(f
)

Figure 11. FTFs identified based on LES data using different identification methods. : Wiener–
Hopf inversion; : regularised Wiener–Hopf inversion; : Box–Jenkins identification.

yields biased estimates of the FTF, the error made can be neglected in many practical
applications.

5. Conclusion

The Large Eddy Simulation/System Identification (LES/SI) approach is an efficient method
for determining a flame transfer function (FTF) numerically. We have demonstrated that,
due to Intrinsic ThermoAcoustic (ITA) feedback, Wiener–Hopf Inversion (WHI), which is
the SI method most frequently applied, yields a biased estimate of the FTF. Fortunately,
the bias error becomes small for medium excitation amplitudes. This is the reason why the
WHI works well in many applications.

Furthermore, our analyses have shown that the model identified is influenced by reflec-
tions at the boundary conditions, but the error introduced by the enhanced coupling due to
reflective boundary conditions is comparably small. Hence, non-reflective boundary con-
ditions are not essentially needed for the LES/SI approach. This increases the applicability
of the approach significantly, as it allows the method to be applied independently of the
LES solvers used.
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a b s t r a c t

The Large Eddy Simulation/System Identification (LES/SI) approach allows to deduce a flame

transfer function (FTF) from LES of turbulent reacting flow: Time series of fluctuations of ref-

erence velocity and global heat release rate resulting from broad-band excitation of a sim-

ulated turbulent flame are post-processed via SI techniques to derive a low order model of

the flame dynamics, from which the FTF is readily deduced. The current work investigates an

extension of the established LES/SI approach: In addition to estimation of the FTF, a low order

model for the combustion noise source is deduced from the same time series data. By incor-

porating such a noise model into a linear thermoacoustic model, it is possible to predict the

overall level as well as the spectral distribution of sound pressure in confined combustion sys-

tems that do not exhibit self-excited thermoacoustic instability. A variety of model structures

for estimation of a noise model are tested in the present study. The suitability and quality

of these model structures are compared against each other, their sensitivity regarding cer-

tain time series properties is studied. The influence of time series length, signal-to-noise ratio

as well as acoustic reflection coefficient of the boundary conditions on the identification are

examined. It is shown that the Box-Jenkins model structure is superior to simpler approaches

for the simultaneous identification of models that describe the FTF as well as the combustion

noise source. Subsequent to the question of the most adequate model structure, the choice

of optimal model order is addressed, as in particular the optimal parametrization of the noise

model is not obvious. Akaike’s Information Criterion and a model residual analysis are applied

to draw qualitative and quantitative conclusions on the most suitable model order. All inves-

tigations are based on a surrogate data model, which allows a Monte Carlo study across a large

parameter space with modest computationally effort. The conducted study constitutes a solid

basis for the application of advanced SI techniques to actual LES data.

© 2018 Elsevier Ltd. All rights reserved.

1. Introduction

In various industrial applications, e.g. gas turbines for power generation or propulsion, combustion noise is an undesirable,

but unavoidable by-product of turbulent combustion. In aeronautical engines combustion noise may dominate the sound emis-

sions within a certain frequency range [1]. Besides being harmful for those continuously exposed to noise emissions, elevated

combustion noise levels may even trigger thermoacoustic instabilities [2], which should be avoided at any cost. Consequently,

combustion noise is a subject of past as well as on-going research.
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Nomenclature

Latin letters

ai, bi, ci, di, fi model coefficients

A, B, C,D, F polynomial filters

𝐀,𝐁,𝐂,𝐃 state-space matrices

c speed of sound

f char. wave downstream

g char. wave upstream

G plant model

H noise model

J cost function

K correlation vector

l length scale

na, nb, nc, nd, nf polynomial model order

N number of time series samples

p′ acoustic pressure fluctuation

Pxx power spectral density

q time shift operator

Q̇
′

heat release rate fluctuation

R reflection coefficient

R weighting matrix

Δt sampling interval

t time

u′ acoustic velocity fluctuation

𝐱 state vector

Greek letters

𝛼 cross-section ratio

𝛾𝜖𝜖 auto-correlation of 𝜖
𝛾𝜖u cross-correlation of 𝜖 with input

Δ noise model error

𝜖 model residual

𝛉 parameter vector

Θ temperature ratio

𝜆 regularization parameter

𝜉 specific acoustic impedance

𝜌 density

𝜏 impulse response length

𝜔 angular frequency

Abbreviations

AIC Akaike’s Information Criterion

ARX Autoregressive Exogenous Model

BJ Box-Jenkins

FIR Finite Impulse Response

FTF Flame Transfer Function

LES Large Eddy Simulation

nAIC norm. Akaike’s Information Criterion

PEM Prediction Error Method

SNR Signal-to-Noise Ratio

WHI Wiener-Hopf Inversion

In any effort to reduce or limit sound emissions from turbulent combustion devices, two aspects are highly relevant: Firstly,

a detailed understanding and characterization of the combustion noise source is essential. Secondly, an accurate and flexible

prediction tool for estimating the spectral sound pressure distribution is needed in order to develop and assess suitable coun-

termeasures. In this context ‘flexible’ means that changes in the geometry and acoustic reflection conditions of the setup, as

well as changes in the noise source itself are quickly realizable. If this is the case, predictions of the spectral sound pressure

distribution are possible across a large parameter space.

Over the last decades a multitude of studies were conducted to develop a deeper understanding of the generation of com-

bustion noise and the noise source characteristics of a turbulent flame. Bragg [3] stated that a turbulent flame behaves like a

set of monopole sources. Refining Bragg’s theory and making use of Lighthill’s analogy [4], Strahle [5] derived a formulation

of the far field pressure for a region that encompasses a turbulent flame. This formulation related the fluctuations of acoustic

pressure in the far field to those of unsteady heat release within the flame region. More recent work on the determination of

the combustion noise source and its spectral distribution was conducted by Clavin and Siggia [6], who analytically predicted a

spectral decay of combustion noise scaling as f−2.5. Hirsch et al. [7] and Wäsle et al. [8] provided a quantitative closure for the

spectral distribution of heat release in turbulent premixed combustion that is based on local, time-mean values of heat release

rate, turbulent kinetic energy and turbulence lengthscale. The closure proposed by Hirsch et al. [7] and Wäsle et al. [8] was

confirmed by Rajaram and Lieuwen [9], who measured the noise source spectra emitted from a turbulent open jet flame for a

variety of operating conditions.

Once the noise source is characterized, the next step is to predict the spectral distribution of sound pressure levels. In this

context, there is an essential difference between open and confined configurations. For open configurations the influence of

the flame on the acoustics is strong, but not vice versa. In this scenario of ‘one-way coupling’, the spectral distribution of sound

pressure is strongly correlated to that of the combustion noise source. Only open configurations with pronounced intrinsic

thermoacoustic feedback may reveal distinct peaks in their sound pressure spectrum [10].

For confined configurations, on the other hand, acoustic reflections at the confinement boundary can establish a ‘two-way

coupling’ between flame and acoustics [11–13]. The acoustic field of the enclosing cavity is excited by the broad-band combus-

tion noise source and resonances at the acoustic eigenfrequencies may develop. This results in a spectral distribution of sound

pressure that depends strongly on the acoustic properties of the enclosing cavity and may differ distinctly from the combustion

noise source spectrum. Therefore, a correct description of the flame and the combustion noise source is not enough to pre-

dict the resulting spectral sound pressure distribution for confined configurations. An accurate acoustic characterization of the

confinement cavity is crucially needed as well.

As almost every combustion device of applied interest is confined, the corresponding possible prediction approaches shall be

further examined. Experimental measurements of a certain configuration represent the most straightforward approach. How-
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ever, experimental measurements are laborious and rather inflexible if it comes to changes in the acoustic boundaries or the

confinement geometry. Numerically, Large Eddy Simulation (LES) has shown to be capable in resolving the combustion noise

generation, as it captures all physically relevant mechanisms. Silva et al. [14] and Kings et al. [15] predicted qualitatively cor-

rect the sound pressure spectra in confined combustion setups, whereas Merk et al. [16] achieved quantitatively agreement

with experimentally measured sound pressure spectra. Although LES allows quick changes in the characteristics of the acoustic

boundaries or the surrounding confinement, it is computationally expensive. A study across a large parameter space is hardly

affordable.

Another very flexible and computationally more efficient prediction approach is based on the use of a linear acoustic models

such as linear network models [10,12,17] or more complex formulations that describe the acoustic wave propagation within

complex geometries [14,17–20]. Compared to the use of a compressible LES, which resolves the noise generation as well as the

acoustic propagation directly, the key idea of using linear acoustic models is to decouple the noise source from the acoustic

propagation. By providing a model for the noise source, linear acoustic models are then capable of predicting qualitatively and

quantitatively correct sound pressure spectra e.g. of a confined turbulent swirl combustor [10,12,14,17]. However, Silva et al.

[10] showed that due to a two-way coupling between flame and acoustics there are situations, in which the mere incorporation

of a noise source is not enough to predict the sound pressure spectra correctly. In addition, a model for the flame dynamics, i.e.

the flame transfer function (FTF), is needed for correct sound pressure predictions.

The attractiveness of the linear acoustic model approach consists mainly in its flexibility as well as in its computational

efficiency. Changes in the geometry of the setup or its acoustic boundaries can be realized quickly by changing the properties

of the respective element in the linear acoustic model. Changes in the source characteristics or the flame dynamics can be

implemented by replacing the respective model. This allows parameter studies across a large parameter space with reasonable

effort and provides thus a suitable tool for predicting sound pressure levels in confined setups.

2. Objectives and scope of the work

As explained in the previous section, the FTF and a respective noise model are the key features of a linear acoustic model that

is used for sound pressure level predictions. These models rely on the assumption that the total heat release rate fluctuation

Q̇
′
sum, which is responsible for the sound generation across a turbulent flame [5], can be distinguished into two contributions,

see Fig. 1. 1) A deterministic part Q̇
′
c described by the FTF. For premixed flames this part relates incoming acoustic velocity

fluctuations u′
ac to the deterministic heat release rate fluctuations Q̇

′
c [21]. 2) A stochastic contribution Q̇

′
s representing the

stochastic heat release rate fluctuations that are caused by turbulent velocity fluctuations impinging on the flame front. This

contribution should be, by definition, uncorrelated to any acoustic forcing. It can be described by a noise model, which filters

a Gaussian white noise signal and outputs a colored noise signal that match the noise source characteristics of the flame, see

Fig. 1. The summation of these two contributions Q̇
′
sum

is fed into the linear network model, where it is related to the generated

acoustic pressure fluctuations. So essential for a correct estimation of the sound pressure spectrum by a linear acoustic model

are accurate models for the FTF and the respective noise model [12,13]. Therefore, the focus of the current work is not yet laid

on the prediction of sound pressure spectra based on linear acoustic models, but one step before: The accurate determination of

FTF and noise model.

Polifke and co-workers [22] introduced a method to extract a FTF by combining LES with System Identification (SI) techniques

[23,24]. In LES the flame is excited by an acoustic velocity fluctuation u′
ac

with a broad-band spectral distribution. The resulting

total heat release rate fluctuation Q̇
′
sum

is measured. From this discrete input-output time series the FTF can be modeled as a

Finite Impulse Response (FIR) model structure by correlation analysis and SI methods. In the current work the proposed LES/SI

approach shall be extended by further pursuing the identification techniques and model structures introduced into the field of

thermo- and aero-acoustics by Jaensch et al. [25] and Sovardi et al. [26], respectively. Instead of only identifying a FTF, advanced

SI techniques allow the simultaneous estimation of a combustion noise model from the same discrete broad-band input-output

time series. The simultaneous identification of a noise model does not only improve the estimation of the FTF [25]. It also

Fig. 1. Deterministic and stochastic contribution to the total heat release rate fluctuation.
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provides valuable and necessary conclusions regarding the noise source strength and its spectral distribution, which are needed

for the linear acoustic network model to predict the resulting sound pressure level. By extending the LES/SI approach, additional

information is extracted from the generated time series data.

The overall goal of the current work is to investigate identifiability and quality assessment of model structures that allow the

description of the deterministic part Q̇
′
c

and the stochastic part Q̇
′
s
. Attention is paid particularly to the estimated noise models

as the identification of the FTF received already notice [25]. However, it is emphasized that the noise model estimation always

comes with a simultaneous identification of a FTF and cannot be isolated. It is then studied how the noise model quality of

different model structures depends on certain properties of the used input-output time series, such as time series length and

signal-to-noise ratio. Since a surrogate data model is used in this study to generate the time series, the reference FTF and noise

model are known a priori. This offers a straightforward assessment of the identified model quality by comparing it against the

reference model, which represents the true solution. As the true solution is normally not known when models are identified

on the basis of LES data, an additional objective is to provide concepts allowing to draw conclusions on the identified model

quality. Especially the determination of the most suitable model order is of high relevance for the application of SI methods on

LES generated input-output time series.

The organization of the paper is as follows: In Section 3 the necessary SI theory is covered and the investigated model

structures are introduced. In Section 4 the surrogate data model structure is explained along with its advantages regarding the

current study, whereas the criteria of model quality assessment are shown in Section 5. Results of the respective identification

for different model structures are presented in Section 6.1. Model order and quality is assessed in Section 6.2.

3. System identification

SI can be summarized as a combination of different theories, such as estimation theory, signal processing and systems theory.

Keesman [27] describes the overall objective of SI as ‘the construction of mathematical models of the system under study based

on noisy time series’. The mathematical models, usually referred to as transfer functions, should correctly describe the observed

input-output behavior of the system and thus its dynamics. In the herein considered framework of thermoacoustics, the FTF

is a transfer function that treats acoustic velocity fluctuations u′ as input signal and relates it to heat release rate fluctuations

Q̇
′

as output signal. Therefore, the notation of u′ as input and Q̇
′

as output signal is kept throughout the following sections. A

single-input single-output system is generally described by

Q̇
′(t) = G · u′(t) + H · e(t) (1)

here G refers to a polynomial transfer function of the ‘plant’ model that describes the deterministic part of the model. It estab-

lishes a causal relation between the input u′(t) and the output Q̇
′(t). H is a polynomial transfer function relating a white noise

term e(t) to the output Q̇
′(t) and modeling thus the stochastic part of the model output. However, in the framework of thermoa-

coustics H would correspond to a noise model that mimics the contribution of turbulent combustion noise on the overall output

Q̇
′(t) and should not be mistaken as a sort of measurement noise that corrupts the measured output signal. H provides the con-

tribution Q̇
′
s
, which is physically related to combustion noise generated by turbulent velocity fluctuations. Note that incoming

turbulent velocity fluctuations that impinge on a flame front and cause stochastic heat release rate fluctuations Q̇
′
s

are generally

colored and not white. Yet, the noise model H uses by definition a white noise input term, from which every desired spectral

distribution of Q̇
′
s can be directly obtained by filtering the generic white noise input term e(t) through the noise model H. So

the noise model H mimics the effect of colored velocity fluctuations that cause a certain spectral distribution of Q̇
′
s, by shaping

the same stochastic contribution from a generic white noise input. It contains thus physical information of the system. Recalling

Fig. 1, the plant model G can be assigned to the FTF providing Q̇
′
c

whereas the polynomial transfer function H corresponds to the

noise model with its output Q̇
′
s
.

The SI procedure can be generally summarized in three steps. First, a broad-band time series with u′(t) as input and Q̇
′(t) as

output is generated. Next, a specific model structure for G and H is chosen, suitable for describing the physics of the system under

study. Last, depending on the model structure selected, the model coefficients of G and H are estimated within an optimization

problem. The generation of input-output time series by means of a surrogate data model is explained in Section 4. The last two

steps constitute the core of the SI procedure and are covered within the remainder of this section. Possible model structures

and their characteristics are addressed in the following subsection 3.1. The estimation of the polynomial model coefficients is

described in subsection 3.2.

3.1. Model structure

The most general structure of a rational polynomial model reads as

A(q, 𝛉)Q̇′(t, 𝛉) = B(q, 𝛉)
F(q, 𝛉)u′(t) + C(q, 𝛉)

D(q, 𝛉) e(t) (2)

From this general formulation specific model structures may be derived by including or excluding the respective polynomial

filters A, B, C,D and F. Accordingly, the different models vary in flexibility and modeling level of the deterministic and noise

characteristics. The ones used in the current study are addressed in subsections 3.1.1–3.1.3. But first some remarks are made on
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the general model structure and the physical interpretation of the respective polynomial filters. Compared to Eq. (1) and Fig. 1 it

becomes evident that the polynomial filters B(q, 𝛉)∕F(q, 𝛉) describe the plant model G whereas C(q, 𝛉)∕D(q, 𝛉) specify the noise

model H. The polynomial filters herein are expressed in terms of the time shift operator q−i defined as

q−iu′(t) = u′(t − iΔt) (3)

yielding for the polynomial filters A, B, C,D and F

A(q) = 1 + a1q−1 + a2q−2 … ana
q−na

B(q) = b0 + b1q−1 + b2q−2 … bnb
q−nb

C(q) = 1 + c1q−1 + c2q−2 … cnc
q−nc

D(q) = 1 + d1q−1 + d2q−2 … dnd
q−nd

F(q) = 1 + f1q−1 + f2q−2 … fnf
q−nf

The polynomial model coefficients are summarized in the parameter vector 𝛉

𝛉 = {a1 … ana
, b0 … bnb

, c1 … cnc
, d1 … dnd

, f1 … fnf
},

which is later estimated during the model coefficient estimation process described in Section 3.2. So inserting the polynomial

filters into Eq. (2) the output Q̇
′(t, 𝛉) results from a convolution of the respective polynomial model coefficients contained in 𝛉

with present and past inputs or white noise disturbances. The values {na, nb, nc, nd, nf } specify the polynomial model order and

define how much prior input samples and stochastic disturbance samples are taken into account by the respective polynomial

filter for the convolution. Explicitly modeling the stochastic disturbances by treating them as an output of a linear system driven

by white noise, does not only provide valuable information on the noise source itself. It also improves the identification of the

plant model, if the identification process relies on noisy data [25].

Whereas the polynomial filters B and C relate prior inputs q−iu′(t) and prior disturbances q−ie(t) to the current output Q̇
′(t),

respectively, the polynomial filters A,D and F relate former outputs q−iQ̇
′(t) to the current output Q̇

′(t). A,D and F describe thus

auto-regressive characteristics in the dynamics of the system. Prior outputs have an impact on the current one, hence an internal

feedback mechanism is established. The difference between the polynomial filter A on the one hand and the two filters {F,D}
on the other hand is that A specifies poles that are shared by both the plant model as well as the noise model. This modeling

approach is physics-wise reasonable when the disturbances enter the system already at the input and exhibit therefore the

same dynamics as the plant model. In turn the polynomial filters F and D are independent and describe poles that are unique to

the plant model and the noise model, respectively. From a practical point of view either a common polynomial filter A for the

plant model G(q, 𝛉) and the noise model H(q, 𝛉) is used or two unique polynomial filters F and D.

Generally, the least complex model structure that is able to sufficiently describe the system’s dynamics is regarded as the

most suitable one. However, in the LES/SI approach for thermoacoustics, the choice of the most suitable model structure depends

on the specific application and is still topic of ongoing research. Is a noise model needed? Should auto-regressive feedback be

taken into account? If the model structure is too simple, a biased estimate results from the identification process. Bias means

that a systematic error is made, since the selected model structure is not able to capture all relevant dynamics of the system

under study. A second unknown in the SI procedure is the correct order of the polynomial filters. Assuming the model structure

is chosen correctly, a model having a very small order may not be flexible enough to describe the system’s behavior with a

certain accuracy. Increasing the model order often increases its flexibility, meaning that the model error made decreases. Yet, if

more model coefficients need to be estimated due to an increased model order, the model coefficient variance is also increasing.

A large variance decreases the model’s robustness. It yields excellent results on the training data set, which is the data set used

for the identification. However, the prediction of the output based on a new data set, the so-called test data set, would fail. This

behavior is known as over-fitting and is explained in more detail in Section 5.

To investigate the mentioned uncertainties in the SI procedure, three different model structures of varying complexity are

investigated in detail and tested in regard to their suitability in the presence of noise. The model structure complexity ranges

from the most simple FIR model (subsection 3.1.1) over an intermediately complex Auto-regressive Exogenous (ARX) model

(subsection 3.1.2) to the rather complex Box-Jenkins (BJ) model structure (subsection 3.1.3). The choice of these tested model

structures is related to the work of Jaensch et al. [25], who investigated only the FTF model quality for different model structures

in the presence of noise and internal feedback. Yet, in the current study the focus is laid on the noise model quality and its

general identifiability, a topic that has not received much attention so far.

3.1.1. Finite Impulse Response + power spectral density (FIR + PSD)

The FIR is a simple and widely used model in thermoacoustics [28–33]. It can be derived from the general polynomial model

structure shown in Eq. (2) by setting the polynomial filters A, C,D and F equal to unity

Q̇
′(t, 𝛉) = B(q, 𝛉)u′(t) + e(t) (4)
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The output of the model Q̇
′(t, 𝛉) is computed by relating only prior inputs u′(t) to the current output via the polynomial filter

B(q, 𝛉). The parameter vector 𝛉 contains the model coefficients

𝛉 = {b0, b2, … , bnb
}

wherein nb specifies the number of model coefficients used and therefore the model order. The larger nb the more prior inputs

are taken into account and consequently more complex system responses can be modeled. Note that auto-regressive behavior

cannot be taken into account in an FIR model since no former outputs q−1Q̇
′(t) are used for the computation of Q̇

′(t). Regarding

the noise treatment, it is emphasized that the FIR model structure does not come with any noise model estimates. The poly-

nomial filters C(q, 𝛉) and D(q, 𝛉) are equal to unity and the FIR model assumes the noise to be Gaussian white noise with unity

variance. Yet, as shown by Silva et al. [10] a rough estimation of the noise term is possible after the identification of the FIR

model and can be seen as an additional post-processing step. The contribution of a colored noise term is consequently not taken

into account during the identification process. Recalling the aforementioned assumption from Fig. 1 saying

Q̇
′
sum

(t, 𝛉) = Q̇
′
c
(t, 𝛉) + Q̇

′
s

(5)

the term Q̇
′
c(t, 𝛉) can be replaced by B(q, 𝛉)u′(t) after the identification. The noise contribution of Q̇

′
sum can then be expressed as

the unexplained portion between measured output Q̇
′
sum and the model output Q̇

′
c as

Q̇
′
s
= Q̇

′
sum

− B(q, 𝛉)u′(t). (6)

By taking the power spectral density (PSD) of the noise term Q̇
′
s
, here denoted as PQQ

PQQ (𝜔) =
2Δt

N

||||||
N−1∑
n=0

Q̇
′
s
e−i𝜔nΔt

||||||
2

(7)

the normalized spectral distribution of the noise term can be computed by

Q̂s(𝜔) =
√

PQQ (𝜔)
2Δt

. (8)

herein 𝜔 and N stand for the angular frequency and the total sample number of the time discrete input-output series, respec-

tively. For the estimation of the spectral noise distribution no SI techniques are involved.

Note that the simple subtraction made in Eq. (6) is strictly seen only valid under open loop conditions. For closed loop

conditions, a bias error is introduced, which is proportional to the cross-correlation matrix between input and noise signal [25].

Due to the flame inherent intrinsic thermoacoustic feedback the flame system is always a closed loop system and this bias error

is thus unavoidable. Yet, as the magnitude of the introduced bias error is unclear and the FIR model structure is widely used in

the field of thermoacoustics, the performance of this rather simple estimation approach will be tested against model structures

that include a noise model estimation.

3.1.2. Autoregressive Exogenous Model (ARX)

The ARX model structure can be derived from the general polynomial model structure of Eq. (2) by setting the polynomial

filters C(q, 𝛉),D(q, 𝛉) and F(q, 𝛉) equal to unity. Compared to the FIR model described in the previous subsection, the ARX model

structure additionally includes the polynomial filter A(q, 𝛉) and reads as

A(q, 𝛉)Q̇′(t, 𝛉) = B(q, 𝛉)u′(t) + e(t) (9)

The polynomial filter A(q, 𝛉) here takes also prior outputs q−iQ̇
′(t) into account and allows thus the description of auto-regressive

behavior. If an internal feedback mechanism is present in the system, the ARX model structure requires less model parameters

than the FIR model to describe the in theory infinite response of the system to a given input. This yields a better estimate of the

unknown model parameters contained in 𝛉 as their variance is decreased [23]. By reformulating Eq. (9) to

Q̇
′(q, 𝛉) = B(q, 𝛉)

A(q, 𝛉)u′(t) + 1

A(q, 𝛉)e(t) (10)

it gets evident that the ARX model structure also provides a noise model with 1∕A(q, 𝛉). However, from Eq. (10) it can be seen

that both the plant model G(q, 𝛉) = B(q, 𝛉)∕A(q, 𝛉) and the noise model H(q, 𝛉) = 1∕A(q, 𝛉) share the same polynomial filter

A(q, 𝛉). This implies that plant and noise model share the same poles and consequently the same dynamics. An independent

modeling of plant and noise dynamics is not possible with an ARX model structure.
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3.1.3. Box-Jenkins (BJ)

The BJ model structure represents the most general and thus most flexible model structure that can be derived from Eq. (2)

and reads as

Q̇
′(t, 𝛉) = B(q, 𝛉)

F(q, 𝛉)u′(t) + C(q, 𝛉)
D(q, 𝛉) e(t) (11)

It contains the polynomial fractions B(q, 𝛉)∕F(q, 𝛉) and C(q, 𝛉)∕D(q, 𝛉) describing the plant model dynamics and the noise model

dynamics, respectively. Regarding the previously described ARX model structure, the BJ model structure allows an independent

characterization of plant and noise model and is therefore also consistent for closed loop systems [25]. Yet, as four indepen-

dent polynomial filters have to be estimated, the number of model coefficients that need to be determined is higher than

for an FIR model or an ARX model. This in turn yields usually higher model coefficient variances or requires more training

data.

3.2. Model coefficient estimation

Once a certain model structure is chosen, the next step in the SI procedure is the determination of the respective model

coefficients contained in the parameter vector 𝛉. Accordingly, a least squares optimization problem can be formulated as

min
𝛉

J(𝛉) ≡ min
𝛉

1

N

N−1∑
i=0

(
Q̇
′(iΔt, 𝛉) − ̇′(iΔt)

)2

, (12)

where the cost function J(𝛉) is minimized. The cost function J(𝛉) depends on the estimated model parameter vector 𝛉 and is

herein defined as the squared error between the modeled output Q̇
′(iΔt, 𝛉) and the real output of the time discrete input-output

time series ̇′(iΔt).
Depending on the model structure chosen, the least squares optimization problem in Eq. (12) has to be solved differently.

This distinction arises from how the model structure relates the unpredictable white noise term e(t) to the model output Q̇
′(t, 𝛉).

If an FIR model structure is used, no noise model H(q, 𝛉) is taken into account. The predicted model output Q̇
′(t, 𝛉) only depends

on the input signal u′(t). The least squares optimization problem becomes linear and can be solved for example via the so-called

Wiener-Hopf inversion (WHI) [23–25]. A good estimate of 𝛉 from the WHI requires uncorrelated input and noise signals, as

shown in Ref. [25], otherwise a biased estimate results from the WHI. If a model structure is chosen that explicitly applies a

noise model H(q, 𝛉), the model’s output Q̇
′(t, 𝛉) depends at each instant on the current contribution of the noise term e(t). But as

aforementioned, the current contribution of the noise term e(t) is by definition unpredictable. Therefore, Eq. (1) has to be cast

into the so-called one-step ahead prediction form. First Eq. (1) is rewritten as

Q̇
′(t, 𝛉) = G(q, 𝛉)u′(t) + H(q, 𝛉)e(t) = G(q, 𝛉) u′(t) + v(t), (13)

wherein

v(t) = H(q, 𝛉)e(t) ⟶ e(t) = H(q, 𝛉)−1v(t) (14)

describes the colored noise contribution. As the noise contribution e(t) is unknown at the current time step the best possible

prediction of v(t) can be achieved by taking all contributions of e(t) except the current one into account. This results in

v(t|t − 1, 𝛉) = (H(q, 𝛉) − 1) e(t) (15)

The notation v(t|t − 1, 𝛉) indicates the one-step ahead prediction of the colored noise term. It is computed by a convolution of

the noise model with all prior noise contributions of e(t). Next, by combining Eq. (14) and Eq. (15) the relation between the

one-step ahead prediction v(t|t − 1) and the actual colored noise term v(t) adds up to

v(t|t − 1, 𝛉) = (1 − H(q, 𝛉)−1)v(t) (16)

Next, inserting the one-step ahead prediction of the colored noise term into Eq. (13) results in an expression for the one-step

ahead predicted output Q′(t|t − 1, 𝛉) according to

Q̇
′(t|t − 1, 𝛉) = G(q, 𝛉)u′(t) + (1 − H(q, 𝛉)−1)v(t) (17)

herein the colored noise contribution v(t) can be replaced by the subtraction of the real output Q̇
′(t) from the plant model output

v(t) = Q̇
′(t) − G(q, 𝛉)u′(t) (18)

yielding the final form of the one-step ahead prediction

Q̇
′(t|t − 1, 𝛉) = G(q, 𝛉)u′(t) + (1 − H(q, 𝛉)−1)(Q̇′(t) − G(q, 𝛉)u′(t)) (19)

It is emphasized that the predicted model output in Eq. (19) is now dependent on the discrete output time series Q̇
′(t). This

means that for the prediction of the model output Q̇
′(t|t − 1, 𝛉) not only all inputs, but also all outputs up to the current time
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Fig. 2. Linear acoustic network model used for surrogate data generation.

step are used. The method of predicting the model outputs by using all information available up to the current time step is

known as Prediction Error Method (PEM). For further details on PEM the reader is referred to [23,24].

In the present framework the PEM is needed for model structures which explicitly apply a noise model H(q, 𝛉) ≠ 1 such as

ARX or BJ. The model parameter estimation based on PEM yields a non-linear least squares optimization of the form

min
𝛉

J(𝛉)PEM ≡ min
b

1

N

N−1∑
i=0

(
Q̇
′(iΔt|(i − 1)Δt, 𝛉) − ̇′(iΔt)

)2

(20)

here the WHI is no longer applicable and numerical techniques like e.g. the Maximum Likelihood Estimation are necessary to

solve the optimization problem. For further details the reader is again referred to [23,24].

3.3. Regularization of identification

The key idea of regularization is to constrain the model’s flexibility in order to decrease the variance of the estimated model

coefficients. It allows thus to control the trade-off between the model’s accuracy and its variance. Hence, the cost function shown

in Eq. (12) is extended in order to penalize the model’s flexibility

J(𝛉)reg = J (𝛉) + 𝜆𝛉T𝐑𝛉 (21)

herein 𝜆 defines a constant scalar regularization parameter that determines the trade-off between accuracy and variance. The

larger the regularization parameter 𝜆, the lower the accuracy of the model but also the variance of the estimated model coeffi-

cients in 𝛉 is decreased. The positive definite matrix R allows a weighting of the respective model coefficients. A more detailed

interpretation of the regularization parameters is given by Chen et al. [34]. If only short input-output time series are available,

which is often the case for computationally expensive LES computations, regularization might help to limit the variance of the

estimated model parameters. The effect and benefit of regularization on the identification of the plant model was already inves-

tigated [25,35,36]. However, the effect of regularization on the identified noise model is yet unclear and shall be investigated in

the present study. The regularization technique will be applied on the ARX model structure.

4. Generation of surrogate data

As mentioned in Section 2 the goal of the present study is to investigate the identifiability of noise models and assess their

quality. Testing different time series properties on LES generated data would be computationally very expensive. A surrogate

data model is used instead in the present study. The surrogate data model consists of a linear acoustic network model that is

solved in the time domain in order to generate a discrete input-output time series needed for the subsequent identification

process. Acoustics within the network model are treated as linear and described by plane waves. The plane wave assumption

holds as long as the cross-section of the geometry is much smaller than the acoustic wavelength of interest. For the given setup

this condition is fulfilled as only frequencies below 1000 Hz are considered: Flames typically exhibit a low-pass behavior and

combustion noise is known to be active in the low frequency region below 1000 Hz [37]. Plane acoustic waves are described via

the characteristic wave amplitudes f and g defined as:
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Table 1

Reference model structure and respective polynomial order.

Structure na nb nc nd nf

BJ – 30 5 5 1

f = 1

2

(
p′

𝜌 c
+ u′

)
(22)

g = 1

2

(
p′

𝜌 c
− u′

)
(23)

A sketch of the linear network model used is shown in Fig. 2. It connects different elements, i.e duct sections, area jumps,

reflective ends and a flame element. Across each element the characteristic waves can be mutually related. The duct sections

shown in Fig. 2 are assumed to be much shorter than the minimal investigated wave length. Accordingly they are treated as

acoustically compact meaning they do not introduce any phase lags due to wave propagation within the duct. Across an area

jump the characteristic waves are related as[
g2

f3

]
=
⎡⎢⎢⎢⎣
𝛼 − 1

𝛼 + 1

2

𝛼 + 1

2𝛼
𝛼 + 1

𝛼 − 1

𝛼 + 1

⎤⎥⎥⎥⎦
[

f2

g3

]
(24)

wherein 𝛼 describes the area ratio between upstream to downstream cross-section area 𝛼 = A2∕A3 = 0.13. The flame element

couples the flame dynamics to the respective acoustic fluctuations at a given reference position via the linear Rankine-Hugoniot

jump equations[
g3

f4

]
= 1

𝜉 + 1

[
1 − 𝜉 2 Θū3

2𝜉 𝜉 − 1 𝜉Θū3

] ⎡⎢⎢⎢⎣
f3

g4

Q̇
′

⎤⎥⎥⎥⎦ , (25)

herein 𝜉 describes the specific acoustic impedance 𝜉 = 𝜌3c3∕𝜌4c4 = 2.57 and the temperature ratioΘ = T4∕T3 − 1 = 5.59 across

the compact flame element. The heat release rate fluctuation Q̇
′

is described by its two contributions Q̇
′
c and Q̇

′
s, which are

modeled via the plant model and the noise model, respectively. It is emphasized that the plant model and the noise model used

in the surrogate data model, will serve as reference models for the estimated models of the SI procedure. As the reference models

are used to generate the surrogate data, accurately identified models should be as close as possible to the reference models. In

principle the reference models are a matter of choice. However, note that in the present study, the reference models (structure

and order) should correspond to a model typically found in a thermoacoustic system. Otherwise the input-output time series

properties found for an accurate identification of FTF and noise model, do not agree with those of the LES/SI approach applied

on a real combustor. For example a reference model in the surrogate data approach with a very high model order would require

overly long time series for an accurate identification.

To ensure a fairly realistic reference model in the surrogate data approach, a LES generated input-output time series of a

turbulent swirl combustor [30] is used for the identification of the reference models. As reference model structure the most

general BJ formulation is chosen with the polynomial filter orders nb = 30, nc = 5, nd = 5 and nf = 1, see also Table 1.

The choice of the BJ structure as a reference model is physically motivated. First, as shown by Silva et al. [38], the impulse

response function of premixed flames is finite. Therefore, the reference model structure does not include an auto-regressive

polynomial F(q, 𝛉). Second, combustion noise is known to be colored [9,37,39], meaning that it is not equally distributed over

the whole frequency range. This requires an explicit modeling of the noise term, since the white noise assumption as done e.g.

in the FIR model structure, does not hold. Yet, the exact combustion noise dynamics are still unclear from a systems theory

point of view. Hence the BJ model structure is the most convenient choice because it does not impose any restrictions on the

noise term and does not result in a loss of generality. The resulting models are shown in Fig. 3 and Fig. 4. The reference FTF

exhibits reasonable agreement with the experimentally measured FTF of Komarek and Polifke [40] and it can be concluded

that the reference FTF is accurate enough to represent all relevant features of the turbulent swirl combustor. Its model order is

sufficient.

After the reference models are determined and the geometrical elements are adapted to the combustor geometry described

in Ref. [40], the network elements described can be formulated in state-space form and lumped together. This yields one state-

space model describing the entire network model

ẋ(𝐭) = 𝐀𝐱 + 𝐁
[

fex(t)
e(t)

]
(26)[

u′(t)
Q̇
′(t)

]
= 𝐂𝐱 + 𝐃

[
fex(t)
e(t)

]
(27)
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Using the thermoacoustic network tool taX [41], the state-space model can be simulated in time to generate the surrogate

input-output time series needed for the following identification process. Note that fex(t) in Eq. (26) is a broad-band forcing

signal imposed at the inlet of the system, as shown in Fig. 2. In accordance to typical LES values and if not specified otherwise,

the length of the generated time series is equal to 350 ms and the forcing amplitude amounts to 10% of the mean flow velocity.

The second input signal e(t) in Eq. (26) describes a random Gaussian distributed white noise signal with zero mean and unity

variance. After being filtered by the noise model it represents the stochastic contribution to the output caused by combustion

noise. Because this contribution changes randomly during every simulation of the network model, different output time series

are obtained for every realization. This is in line with the LES/SI approach. For unchanged working conditions but randomly

different initial fields, the stochastic contribution of turbulent combustion noise manifests itself in varying output time series

for each LES run. Consequently, the identified model may vary in accuracy. To take this uncertainty into account a Monte-Carlo

approach is used in the present study. Every system with a certain test combination of parameters is evaluated 100 times. Due

to the stochastic contribution e(t) each input-output time series is unique and yields consequently different models for G(q, 𝛉)
and H(q, 𝛉). From the data set for every test combination of parameters the mean model error (see Section 5.1) and its standard

deviation can be computed.

Compared to the direct use of LES data, using a surrogate data approach to investigate the simultaneous identifiability of

FTF and combustion noise model has two advantages. First, the chosen surrogate data approach is computationally efficient.

This allows to quickly generate multiple realizations of input-output time series data with varying time series length, excitation

amplitude or reflection conditions. Second, in a surrogate data approach the true FTF and the true noise model are known a

priori, which would not be the case for a LES generated time series. The knowledge of the true models that are used to generate

the data in the first place allows the calculation of the error made by the identified model against the true model. Of course,

the ultimate aim is to apply the methodology on actual LES data, which is ongoing work, however, the surrogate data approach

helps to obtain first a better understanding of the method itself.

5. Model quality assessment

An important aspect within the LES/SI approach is the model’s quality assessment. The quality of the identified model usu-

ally depends on two general aspects: The chosen model structure and the respective polynomial model order. The model

structure has to reflect the physics of the studied system. It should incorporate an auto-regressive part if a feedback loop

is present in the original system or include a noise model if the stochastic perturbations are not white. An inadequate

model structure usually yield a biased estimate of the identified model. Again, biased here means that a systematic error

is introduced impeding the identified model to converge towards the true solution, even in the limit of infinitely long time

series data. The bias introduced by different model structures into the FTF was already examined in Ref. [25]. However,

how the noise model part H(q, 𝛉) depends on the chosen model structure is yet unclear and is addressed in the current

Fig. 3. FTF used in the surrogate data model: reference BJ model structure (solid), experimentally measured FTF [40] (circles).

Fig. 4. Noise model used in the surrogate data model: reference BJ noise model (solid).
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study.

To compare the error made by different model structures the a priori knowledge of the reference model is exploited.

Details on the model error calculation are given in subsection 5.1. After a certain model structure is selected, the next step

in the LES/SI approach consists in choosing a polynomial model order, i.e. choosing the number of polynomial model coef-

ficients {na, nb, nc, nd, nf }. This is an important step because accuracy and variance of the identified model depend crucially

on the polynomial order. If the polynomial model order is chosen too small, the identified models are said to be under-

resolved and are not able to fully mimic the system’s input-output behavior. Inaccurate models result from the identifica-

tion. Over-fitting refers to the case, in which the polynomial model order is chosen higher than necessary. If the polyno-

mial model order of the FTF is too high, it starts to describe stochastic processes in the particular realization of the train-

ing data set and vice versa if the noise model order is higher than adequate. The fitting of the noise realization implies

high variances of the model coefficients. Even though the over-fitted model is able to describe the training data set with a

high accuracy, the identified model coefficients come with a significant uncertainty. The over-fitted model is thus not gen-

eral, but is tailored to the specific input-output time series. It would fail on a test data set, as the stochastic contribution

would be different. The choice of the model structure and its model order is thus always a trade-off between generality and

accuracy. An optimal model uses as few model coefficients as possible to describe the system’s dynamics with acceptable accu-

racy. This is also known as the principle of parsimony [23,24]. The most suitable model order is not known beforehand. For an FIR

model the number of coefficients necessary can be roughly estimated by number of relevant time lags that need to be captured

[22]. If a more complex model structure is chosen such as ARX or BJ, the best model order of the auto-regressive part or the

noise model is not evident. To find a suitable model order for these model structures Akaike’s Information Criterion (AIC) (sub-

section 5.2) and a residual analysis (subsection 5.3) will be used. Besides their robustness these methods have the advantage

that conclusions on the identified model quality can be drawn even without the knowledge of the true models, which is usually

the case in the LES/SI approach.

5.1. Calculation of noise model error

The agreement between the reference noise model Href(j𝜔) and the identified model from surrogate data can be expressed

via the noise model error Δ as

Δ ≡
‖‖Href(j𝜔) − H(j𝜔, 𝛉)‖‖2‖H(j𝜔, 𝛉)‖2

(28)

wherein ‖·‖2
denotes the 2-norm given as

‖H(j𝜔)‖2
=

√
1

2𝜋 ∫
𝜋

−𝜋
H(j𝜔)H H (j𝜔) d𝜔 (29)

The error term is evaluated in the frequency domain and across all defined frequencies. No weighting of certain frequencies is

applied. The noise model error Δ allows a quantitative comparison between the reference model and the estimated one. Thus

conclusions on the accuracy and suitability of different model structures can be drawn.

5.2. Akaike’s Information Criterion

Akaike’s Information Criterion [42] can be used to determine the best model order for a certain model structure. Best refers

here to the trade-off between the models accuracy and its variance. In its normalized from the AIC reads as

nAIC ≡ log

(
det

(
1

N

N−1∑
i=0

𝜖(iΔt, 𝛉)(𝜖(iΔt, 𝛉))T

))
+

2np

N
(30)

herein 𝜖(iΔt, 𝛉) describes the model residual, and np is the total number of estimated coefficients. The model residual is described

similar to Eq. (20) as the difference between the real output and the predicted one. It represents the portion of the real output

time series, which is not explained by the identified model and is defined as

𝜖(iΔt, 𝛉) = ̇′(iΔt) − Q̇
′(iΔt|(i − 1)Δt, 𝛉) (31)

The first term of the nAIC in Eq. (30) increases if the model residuals 𝜖(iΔt, 𝛉) increase, as it would be the case for an inaccurate

model. The second term in Eq. (30) grows with the number of used polynomial coefficients and grows thus with the model order.

According to Akaike’s theory, the lower the AIC the better the selected model order. Consequently the AIC provides a quality

metric that judges the mentioned trade-off between model accuracy and its variance as it penalizes both, model inaccuracies as

well as high model orders. Results of the AIC are shown in Section 6.2.
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5.3. Residual analysis

A second method helping to determine a suitable model order is based on a correlation analysis of the model residuals

𝜖(iΔt, 𝛉). The residual analysis consist of two different tests: The Independence Test and the Whiteness Test.

The Independence Test is based on the cross-correlation between the model residuals 𝜖 and priors inputs u defined as

𝛾𝜖u(k, 𝛉) =
1√

𝐊uu(0, 𝛉)𝐊𝜖𝜖(0, 𝛉)
1

N − k

N−k∑
i=1

((
𝜖(iΔt, 𝛉) − 𝜖

) (
u ((i + k)Δt) − u

))
(32)

herein 𝐊uu(0, 𝛉) and 𝐊𝜖𝜖(0, 𝛉) are the first elements of the auto-correlation vector of the model inputs and the model residuals,

respectively. According to the Independence Test the residuals should be uncorrelated to prior inputs, which is fulfilled if the

cross-correlation values 𝛾𝜖u(k, 𝛉) are statistically insignificant. Statistical insignificance can be assumed if all values of 𝛾𝜖u(k, 𝛉)
are within a certain confidence region, e.g. the 99% confidence region defined as 2.58/

√
N. A significant correlation between

residuals and input means that the identified plant model G(t, 𝛉) describes the system’s dynamics insufficiently. A value of

𝛾𝜖u(k, 𝛉) outside the confidence region at a certain time lag k implies that the output Q̇
′(iΔt, 𝛉) that originates from the input at

time u ((i − k)Δt) is not correctly described by the model because the residual contains input information. So the Independence

Test allows primarily an estimation of the plant model order that should be chosen high enough to pass the Independence Test,

but not higher in order to avoid over-fitting.

The Whiteness Test ensures that the residuals are an unpredictable random process. This is given if the auto-correlation

values of the model residuals

𝛾𝜖𝜖(k, 𝛉) =
1

𝐊𝜖𝜖(0, 𝛉)
1

N − k

N−k∑
i=1

((
𝜖(iΔt, 𝛉) − 𝜖

) (
𝜖 ((i + k)Δt) − 𝜖

))
(33)

are always within a certain confidence region. A significant auto-correlation of the model residuals exhibits the possibility of

predicting the residual dynamics that are not related to the input signal. These residual dynamics may e.g. correspond to a

colored noise contribution. Especially in the framework of thermoacoustics this is of high relevance as combustion noise is

known to be colored and only active in a certain frequency range [37,39]. Hence, the model order of the stochastic model can

be estimated by means of the Whiteness Test. Again, the stochastic model order should be selected high enough to pass the

Whiteness Test, but not unnecessarily higher. Results of the Independence Test and the Whiteness Test for surrogate data time

series are shown in Section 6.2.

6. Results

The following result section is divided into two parts. Section 6.1 deals with the question of how different models structures

(FIR+PSD, regularized ARX, BJ) generally perform regarding different time series and system properties, namely the excitation

amplitude, the reflection conditions and the time series length. After the investigation of different model structures Section 6.2

focuses on the estimation of the model order, assuming that the true model order is unknown. The model identification and data

processing is realized by using the system identification toolbox of Matlab 2016b.

6.1. Model structure

In this first subsection advantage is taken of the fact that the true FTF and noise model are known in the chosen surrogate

data approach. This allows the computation of the noise model error Δ made by the identified noise models compared to the

reference model, see Section 5.1. The 95% confidence interval of the noise model error Δ can be computed from the 100 Monte

Carlo Samples of each realization.

A similar study was already performed [25]. However, therein only the evolution of the plant model error was investigated.

Even for model structures as ARX or BJ the noise model part of the identified models was not further taken into account. But

since also the noise model part contains valuable information on the physics of the system, especially in the framework of

thermoacoustics, the focus within the current section is laid on the noise model estimates. Consequently only the errors made

for the noise model estimation are shown in the following sections. For the respective behavior of the FTF model error the reader

is referred to [25].

This section aims to carve out the differences between the model structures and not yet the influence of the respective

model order. Accordingly, the respective model orders are set constantly equal to the reference model, described in Section

4. The used FIR models have a model order of nb = 30 whereas the ARX models have an additional polynomial filter of order

naarx
= ncBJ

= ndBJ
= 5.

6.1.1. Influence of excitation amplitude

First the influence of the signal-to-noise ratio (SNR) on the quality of the identified models is investigated. To get a behav-

ior comparable to a real LES/SI application, the time series length is limited to 350 ms, which is a typically affordable length
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Fig. 5. Evolution of the noise model error Δ and its respective 95% confidence interval depending on the excitation amplitude: FIR+PSD (dotted), regularized ARX (dash-

dotted), BJ (solid).

for a LES generated input-output time series. Non-reflective boundary conditions are applied with Ru = Rd = 0. The ampli-

tude of the excitation signal fex in the surrogate data model is varied between 1% − 20% of the mean flow velocity in order

to realize different SNR. Note that in a LES/SI application the forcing amplitude is limited. If the forcing amplitude is cho-

sen too high, the flame response may become non-linear, which makes a linear identification impossible. In the surrogate

data approach, however, the system responds linearly by definition, thus also the behavior in the limit of large SNR may be

investigated.

The evolution of the noise model error Δ with increasing excitation is shown in Fig. 5. By first focusing on the FIR+PSD

model, it can be observed that it is inferior to the other two model structures over the entire amplitude range. It does not only

result in larger mean noise model errors (dotted line in Fig. 5) but also provides the largest confidence intervals (shaded area).

As demonstrated in Ref. [25] for thermoacoustic applications, an FIR model for the FTF yields biased plant model estimates if the

noise contribution is not white or the system exhibits a feedback mechanism that causes a correlation between input signal and

noise term. Due to the simplistic computation of the noise contribution in the FIR+PSD approach, the plant model and the noise

model are not independent, see Eq. (6). The simple subtraction in Eq. (6) is responsible for the fact that errors in the plant model

directly propagate into the noise model part resulting in poor estimates of the noise model. In the range of small excitation

amplitudes (1% − 6%), the small SNR yields poor plant model estimations. This in turn results in noise model estimates of poor

accuracy. Above a certain excitation amplitude the noise model error Δ remains at a constant level.

Comparing the two remaining model structures, it can be observed that the noise model estimates of the regularized ARX

model provide similar noise model errors Δ as the BJ model structure for small excitation amplitudes. Due to the regularization

of the ARX model the confidence intervals remain relatively narrow even for small forcing amplitudes. The non-regularized

BJ model structure shows here significantly wider confidence intervals. However, if the forcing amplitude is increased, the BJ

model structure yield smaller noise model errors Δ compared to the regularized ARX model. The narrower confidence intervals

of the regularized ARX model are bought by a slightly larger noise model error Δ.

6.1.2. Influence of acoustic reflection conditions

In many applications the flame is exposed to acoustic waves that are reflected at the acoustic boundaries of the system and

subsequently fed back into the flame. Besides the already present flame inherent feedback mechanism [21,38], these acoustic

reflections at the domain boundaries introduce an additional feedback mechanism. The strength of this feedback loop can be

quantified e.g. by the outlet reflection coefficient Rd defined as the fraction of incoming to outgoing acoustic wave

Rd = gd

fd

(34)

Depending on the values of the reflection coefficient Rd, the system’s stability may change from stable to unstable working

conditions, in which self-sustained thermo-acoustic oscillations arise [43,44].

Fig. 6 represents the influence of the downstream reflection coefficient (see Fig. 2) on the identified noise model. The time

series data for all Monte Carlo realizations have a length of 350 ms with a forcing amplitude of 10%. Again the FIR+PSD model

structure exhibits the largest noise model errorΔ throughout the parameter space examined. Moreover, only the FIR+PSD model

structure shows a dependency of the noise model error on the downstream reflection coefficient Rd. This can be explained by the

lack of any auto-regressive terms in the FIR model structure. The larger the outlet reflection coefficient Rd becomes, the stronger

the feedback loop across the acoustic boundaries gets and consequently the larger the error made by an FIR model structure.

Again, the error of the plant model propagates then directly into the noise model part. The regularized ARX and the BJ model

structure include an auto-regressive part and hence do not show a dependency of the noise model error on the outlet reflection

coefficient.

A.3 PAPER-SI NOISE, J. Sound Vib.

With permission from M. Merk, S. Jaensch, C.Silva, and W. Polifke. Simultaneous identification of transfer functions and combustion noise of
a turbulent flame. Journal of Sound and Vibration, 422, Elsevier, 2018.

115



445M. Merk et al. / Journal of Sound and Vibration 422 (2018) 432–452

Fig. 6. Evolution of the noise model error Δ and its respective 95% confidence interval depending on the downstream reflection coefficient: FIR+PSD (dotted), regularized

ARX (dash-dotted), BJ (solid).

Fig. 7. Evolution of the noise model error Δ and its respective 95% confidence interval depending on the time series length used for the identification: FIR+PSD (dotted),

regularized ARX (dash-dotted), BJ (solid).

For the LES/SI approach this implies an extension of the validity range. As long as the system remains linearly stable, com-

pletely non-reflective boundary conditions are not needed in the LES for a proper noise model identification. Only a model

structure has to be chosen that includes auto-regressive terms, such as ARX or BJ. The FIR+PSD approach still provides rea-

sonable estimates for reflecting boundary conditions, however, a stronger increase of the noise model error with increasing

reflection is observable.

6.1.3. Behavior in the limit of infinite long time series

In this section the influence of the time series length on the noise model identification is examined. Whereas in experiments

the measurement of relatively long time series is generally affordable, the time series length in LES is limited by the large com-

putational effort. A study of the dependence of the model error on the time series length is thus important for the application

of the LES/SI approach. Fig. 7 plots the noise model error over the length of the input-output time series used for the identifica-

tion. The excitation amplitude amounts 10% of the mean flow velocity, non-reflective boundary conditions are applied. The time

series length is normalized by the impulse response length 𝜏 , which depends on the flame length and a convective velocity close

to the mean flow velocity [22]. An usually affordable LES generated time series of 350 ms, as it was used in the two previous

sections, corresponds approximately to 30 𝜏 .

In accordance with [25], the noise model should converge towards the reference model in the limit of infinitely long time

series if a proper model structure is applied. Correspondingly, the BJ model in Fig. 7 converges towards a noise model error Δ
equal to zero. The respective confidence intervals decrease with longer time series. However, the other two model structures

yield biased estimates of the noise model even for very long time series, although their confidence intervals decrease for longer

timer series. Since the ARX model structure comes up at least with a noise model estimation (the common A(q, 𝛉) polynomial of

FTF and noise model) its bias is smaller than for the FIR+PSD model structure in the limit of long time series. Yet, the constraint

of the common polynomial A(q, 𝛉) forces the plant model and the noise model to undergo the same dynamics, which is not
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Fig. 8. Evolution of the noise model error Δ and its respective 95% confidence interval depending on the time series length used for the identification. An ARX model

structure is used as reference model: FIR+PSD (dotted), regularized ARX (dash-dotted), BJ (solid).

the case for the reference BJ model structure. Thus a bias for the regularized ARX model structure results compared to the BJ

reference model.

To underline the potential and the flexibility of the BJ model structure, the reference model is now replaced by an ARX

reference model with nb = 30 and na = 5. The same study as in Fig. 7 is carried out. Fig. 8 shows that also the ARX model

structure is converging now towards the reference model for long timer series. This is not surprising as it agrees with the

reference model structure in this case. But also the BJ models converge towards the correct solution, although the reference

model has an ARX structure. This is possible as the BJ model structure is more flexible than the ARX model structure. With

its independent polynomials D(q, 𝛉) and F(q, 𝛉) it allows to cover also the case of shared dynamics between plant and noise

model. In this case D(q, 𝛉) ≈ F(q, 𝛉) holds. However, in the range of short time series it exhibits slightly larger errors than the

ARX model structure since more polynomial filters (F(q, 𝛉) and D(q, 𝛉) instead of only A(q, 𝛉)) and consequently more model

coefficients have to be estimated. As already observable in Fig. 7, the FIR+PSD model structure does not converge towards the

correct solution in the limit of infinitely long time series.

In the framework of the LES/SI approach this means that the BJ model structure is the most flexible one and has thus the

largest range of validity. As especially the combustion noise dynamics are still unclear from a systems theory point of view,

the BJ model structure is the most convenient choice. It provides unbiased estimates for independent plant and noise model

dynamics as well as for a common dynamic behavior.

6.2. Model order

Note that in the previous section, the model order for all experiments and Monte Carlo realizations has been the same as the

reference model order. This was only possible as the reference model and its model order were known a priori. In a usual LES/SI

application this is not the case. Therefore, the focus of the following section is laid on the estimation and determination of the

most suitable model order of FTF and noise model. Two different methods will be used in combination to estimate the most suit-

able model order: Akaike’s Information Criterion (Section 5.2) and a model residual analysis (Section 5.3). It is emphasized that

both methods may be used without the knowledge of the true reference model and are thus applicable in the LES/SI approach.

To investigate the different model orders, the BJ reference model is used to generate a data set of 100 time series with a

time series length of 350 ms each. Subsequently, from this data set of time series BJ models with varying polynomial order are

identified. In a first step, the model order of the plant model G(q, 𝛉) is studied in more detail, see Section 6.2.1. The identification

is evaluated for a range of different polynomial filter orders of the plant model, namely the order nb of the polynomial filter

B(q, 𝛉) and nc of the polynomial filter C(q, 𝛉) is varied. For every combination of polynomial filter orders a Monte Carlo set of 100

samples is obtained.

Consequently in Section 6.2.2, the model order of the noise model H(q, 𝛉) is further investigated. The plant model order of

G(q, 𝛉) is set to nb = 30 according to the reference model. Again, 100 Monte Carlo samples are generated for every combination

of the polynomial model orders nc and nd.

6.2.1. Plant model order

As described already in Section 5.2, the AIC judges the trade-off between the model’s accuracy and its variance, depending

on the chosen model order: The lower the AIC value, the better the trade-off. The shading in Fig. 9 corresponds to the mean nAIC

value of the Monte Carlo data set. For an improved readability the global absolute minimum value of all combinations is used as

an offset. The most favorable combination of polynomial model orders corresponds thus to a nAIC value of zero. Additionally to
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Fig. 9. nAIC for different combinations of polynomial filter orders nb and nc . The mean values are computed from 100 Monte Carlo samples per combination. Due to the

chosen normalization, the overall best combination has a value equal to zero.

the shading the respective numeric mean value per combination is given in Fig. 9.

The optimal nAIC value appears for nb = 30 and nc = 5, which is equal to the reference model order. For smaller values of

nb the AIC values steeply increase. In this region the identified plant models are under-resolved and are not able to mimic the

systems dynamics. The first term on the right-hand side of Eq. (30), which penalizes large model residuals, is dominant. The

nAIC values also increase again towards higher model orders of the studied parameter space. Although the first term in Eq. (30)

becomes eventually smaller for higher model orders as the accuracy further increases, the second term on the right hand side

of Eq. (30) becomes dominant. The large amount of model parameters is penalized causing the nAIC to rise.

It is shown that the AIC converges towards the reference model order if enough data sets are evaluated. However, in the

LES/SI approach usually only a few or even one time series is available. The AIC is thus rather a qualitative criterion for the

chosen polynomial order since there are variations in the identified model quality within each combination of polynomial orders.

Consequently, if the AIC is applied only on one data set, it does not stringently provide the correct reference model order.

So to ascertain the AIC predictions of the most suitable model order, a residual analysis may be used to judge whether the

model captures all relevant dynamics. The residual analysis allows to detect model parts that are not properly parametrized, e.g.

which are under-resolved. To avoid over-fitting the model order should be chosen as small as possible to still pass the residual

tests.

Moreover, the AIC does not allow conclusions on the absolute error made against a reference model. Hence, in the fol-

lowing mean values and confidence intervals of the identified models within a data set as well as a residual analysis for

selected models are shown to underline the characteristics of certain combinations of polynomial model orders. Fig. 10(a)

demonstrates the statistics for the data set with nb = 30 and nc = 5, represented by a square in Fig. 9. This combination cor-

responds to the polynomial model order of the reference model. The mean value of the identified FTF and noise models agree

well with the reference model. The model errors are small. For models with a higher model order than the reference model

(not shown here) this would also be true, yet, these models would exhibit larger variance and consequently a wider confidence

interval.

Fig. 10(b) depicts the residual analysis of the example model shown in Fig. 10(a) (dotted line). The cross-correlation values

between the input u′(iΔt) and the model residuals 𝜖(iΔt, 𝛉) do not exhibit any significance. All values fall into the 99% confidence

region, indicating that there is no remaining correlation between the input and the model residuals. So all relevant deterministic

processes are captured by the plant model and the Independence Test is passed.

Also all auto-correlation values of the residual 𝜖(iΔt, 𝛉) lie within the shaded area of the 99% confidence region, except the

one at time lag zero, which is equal to unity due to the normalization of the auto-correlation values. This implies that there is no

significant auto-correlation within the model residuals and that the noise model thus captures all relevant dynamics contained

in the process noise, e.g. a colored noise contribution. The chosen noise model order is high enough, the Whiteness Test is

successful. If the Whiteness Test as well as the Independence Test are passed by an identified model, the model order can be

assumed to be adequate. Again, an over-fitted model would also pass the residual test. Therefore, the smallest possible model

order, which still passes both tests, should be chosen to avoid over-fitting.

In Fig. 11 the order of the FTF is reduced to nb = 20, the noise model order is kept equal to the reference model order

with nc = nd = 5. This case is also represented in Fig. 9 by a square. From the statistics of the identified FTF, shown on top in

Fig. 11(a), it can be observed that the confidence intervals are slightly smaller than the ones of the case with nb = 30, but the

mean value (solid line) shows a discrepancy to the reference model (dashed line). The FTF is under-resolved and thus not capable

of capturing all deterministic processes of the reference system. This is also observable in the Independence test in Fig. 11(b).

The cross-correlation values for larger time lags fall outside the 99% confidence region. This can be interpreted as follows: The

output of Q̇
′(iΔt) that originates e.g. from the input u′((i − n)Δt) is not correctly described by the model. This yields a significant

cross-correlation of the input signal and the model residual for time lags larger than n. This indicates that a higher model order

for the plant model should be chosen.
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The noise model order is still equal to the reference model order. Accordingly, the mean values of the identified models,

shown in Fig. 11(a), match the reference model and no significant auto-correlation is observable in the model residuals, see

bottom of Fig. 11(b). This example illustrates how the prediction of the AIC criterion regarding the plant model order may be

assured by the residual analysis.

6.2.2. Noise model order

In a next step the noise model order shall be studied in detail. The polynomial model order nb of the plant model G(q, 𝛉)
is held constant and set equal to the reference model order. The model orders nc and nd of the noise model H(q, 𝛉) are var-

ied. In Fig. 12 it is confirmed, that the AIC statistically converges to the reference model order. For the LES/SI approach this

makes the AIC criterion a valuable qualitative metric as it serves as a quick screening of the parameter space and allows

Fig. 10. Statistics of identified data set with nb = 30 and nc = 5 (a) and residual analysis of example model within the data set (b).

Fig. 11. Statistics of identified data set with nb = 20 and nc = 5 (a) and residual analysis of example model within the data set (b).
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Fig. 12. nAIC for different combinations of polynomial filter orders nc and nd . The mean values are computed from 100 Monte Carlo samples per combination. Due to the

chosen normalization, the overall best combination has a value equal to zero.

Fig. 13. Statistics of identified data set with nc = 1 and nd = 1 (a) and residual analysis of example model within the data set (b).

conclusion on regions of suitable model orders. Especially for the noise model, for which a sophisticated guess of the best

model order is difficult beforehand, the AIC can serve as a qualitative indicator. Again, certain model order combinations

in Fig. 12 are investigated in more detail by means of their statistics and a residual analysis in order to get a more quan-

titative insight on the identified models. Fig. 13(a) represents the statistics of the FTFs and noise models with a polyno-

mial order of nc = nd = 1. The estimates of the FTF is still in good agreement with the reference model as the plant model

order is equal to reference model order with nb = 30. The Independence Test is consequently passed by the chosen example

model (see Fig. 13(b)). However, very poor estimates of the noise model are obtained. This can also be observed in the failed

Whiteness Test. The strong auto-correlation indicate that the model residuals are not following an unpredictable random pro-

cess but contain certain predictable dynamics. This is always the case if the noise contribution is colored. The noise model order

should be increased to capture the dynamics contained in the noise contribution. Fig. 14 shows the results for a polynomial

noise model order of nc = 1 and nd = 5. Even though the polynomial C(q, 𝛉) is under-resolved the mean value of the noise

model predictions is in very good agreement with the reference model, see Fig. 14(a). Hence both residual tests are passed.

If the overall noise model order is kept constant, but the model order of the auto-regressive noise model part is decreased,

the situation is different. For a parametrization of the noise model equal to nc = 5 and nd = 1 the mean value of the noise

model estimates differ stronger from the reference model, see Fig. 15(a). The insufficiently parametrized auto-regressive part

of the noise model can also be observed in the Independence Test. A significant cross-correlation of the input signal and the
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Fig. 14. Statistics of identified data set with nc = 1 and nd = 5 (a) and residual analysis of example model within the data set (b).

Fig. 15. Statistics of identified data set with nc = 5 and nd = 1 (a) and residual analysis of example model within the data set (b).

model residuals for negative time lags indicates an unresolved auto-regressive model part [23]. So from comparing the results

of Figs. 14 and 15 it can be concluded that especially a correct parametrization of the auto-regressive noise model part is

important.

Summarizing this section, the demonstrated combination of AIC criterion and residual analysis provides a closed framework

that allows to estimate a suitable model order in the LES/SI approach. Both methods may be used without the knowledge of the

true reference models. Whereas the AIC criterion identifies qualitatively regions of suitable model orders, the residual analysis

may be used to check the parametrization of an identified model in detail.

A.3 PAPER-SI NOISE, J. Sound Vib.

With permission from M. Merk, S. Jaensch, C.Silva, and W. Polifke. Simultaneous identification of transfer functions and combustion noise of
a turbulent flame. Journal of Sound and Vibration, 422, Elsevier, 2018.

121



451M. Merk et al. / Journal of Sound and Vibration 422 (2018) 432–452

7. Conclusion

Based on a surrogate data model, the Large Eddy Simulation/System Identification (LES/SI) approach is extended to allow the

additional identification of a noise model. The identifiability of the noise model is systematically examined and the influence

of different time series properties, such as time series length and signal-to-noise ratio is studied. It could be shown that the

Box-Jenkins model structure is superior to simpler model structures, especially if the identified system contains an independent

colored noise contribution. This is expected in the case of identifying a turbulent flame, which makes the Box-Jenkins model

structure the most promising modeling approach for the simultaneous identification of a flame transfer function (FTF) and a

respective noise model of a turbulent flame. Even if the system is simpler and could be described by a model that exhibits

shared dynamics of plant and noise model (Autoregressive Exogenous Model, ARX), the Box-Jenkins model structure converges

towards the true solution in the limit of infinitive long time series. Moreover, it is demonstrated that the noise model of the

Box-Jenkins model is not corrupted if reflecting boundary conditions are applied during the generation of the time series that

are consequently used for the identification. As long as the system studied remains linearly stable no dependency of the noise

model error on the reflection coefficient is observed. This increases the applicability of the LES/SI approach, since it can be used

even if perfectly non-reflective boundaries are not available in the LES. The identifiability of the noise model in setups featuring

a strong intrinsic thermoacoustic feedback is yet unclear and remains topic of on-going research.

Furthermore, two robust methods are demonstrated that allow the estimation of an adequate model order, which is espe-

cially for the noise model not evident beforehand. Akaike’s Information criterion provides qualitative information on the model

order of plant and noise model and judges the trade-off between a model’s accuracy and its variance. The subsequent residual

analysis yields a more detailed view on the respective parametrization of FTF and noise model.

The conducted study represents a solid basis for the application of advanced System Identification techniques on real LES

data.
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Direct Assessment of the
Acoustic Scattering Matrix
of a Turbulent Swirl Combustor
by Combining System
Identification, Large Eddy
Simulation and Analytical
Approaches
This study assesses and compares two alternative approaches to determine the acoustic
scattering matrix of a premixed turbulent swirl combustor: (1) The acoustic scattering
matrix coefficients are obtained directly from a compressible large eddy simulation
(LES). Specifically, the incoming and outgoing characteristic waves f and g extracted
from the LES are used to determine the respective transmission and reflection coefficients
via System Identification (SI) techniques. (2) The flame transfer function (FTF) is identi-
fied from LES time series data of upstream velocity and heat release rate. The transfer
matrix of the reactive combustor is then derived by combining the FTF with the
Rankine–Hugoniot (RH) relations across a compact heat source and a transfer matrix of
the cold combustor, which is deduced from a linear network model. Linear algebraic
transformation of the transfer matrix consequently yields the combustor scattering
matrix. In a cross-comparison study that includes comprehensive experimental data, it is
shown that both approaches successfully predict the scattering matrix of the reactive tur-
bulent swirl combustor. [DOI: 10.1115/1.4040731]

Introduction

Increasing environmental awareness and stringent emission reg-
ulations drive gas turbine manufacturers toward lean combustion
technology [1]. This technology comes with lower emissions of
nitrogen oxides or unburnt hydrocarbons. Unfortunately, lean
combustion systems are also susceptible to self-excited thermoa-
coustic instabilities, which may generate pressure fluctuations of
intolerable amplitude, causing severe damage to an engine.

For thermoacoustic stability analysis, a combustion system may
conveniently be regarded as an assembly of elements, see Fig. 1.
The acoustic properties of individual combustor elements may be
described in terms of the respective transfer matrix or alterna-
tively the scattering matrix. Transfer and scattering matrices are
interchangeable inasmuch as one may be transformed into the
other by straightforward algebraic manipulation. However, as we
shall elaborate below, these two descriptions of acoustic behavior
are not fully equivalent to each other and there are situations
where it is advantageous to use one instead of the other.

The idea of describing individual elements of a complex acous-
tic system by two-port matrices was introduced by Munjal [2].
This approach has the advantage that the transfer behavior is inde-
pendent of upstream and downstream impedance, which would
not be true for a one-port element. For simple element types such
as duct sections or area jumps, matrix coefficients may be derived
approximately by analytical methods. Coefficient values for the
geometrically more complex parts found in a combustor typically

Fig. 1 Example of fragmenting a combustor into its acoustic
elements
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have to be determined experimentally or numerically. Indeed, sev-
eral studies deduced matrix coefficients for acoustically passive
combustor parts of varying complexity, e.g., a single orifice [3], a
tandem orifice [4], multiperforated liner plates [5], or a premixed
nozzle [6]. The acoustic transfer behavior of swirl generators,
which are an unavoidable part in swirl stabilized combustion sys-
tems, was numerically determined by Gikadi et al. [7] and Ni
et al. [8]. A system of algebraic equations may be constructed
from the collection of transfer (or scattering) matrices of the com-
bustor elements. After closing this system with upstream and
downstream boundary conditions, an “acoustic network model” or
reduced order model (ROM) of the combustion system is
obtained, which may be used, e.g., for linear stability analysis
[9–11]. Experience has shown that this kind of analysis provides
not only quantitative data on stability limits and dynamics of a
combustion system but also important physical insight [9,11–16].
Several previous studies have concentrated on the transfer or
scattering matrices of individual combustor elements such as a
flame, a burner, a swirl nozzle, or a dissipative element
[3–6,8,9,11,13,14,17–19]. The present study concerns in an inte-
grated fashion a combustor scattering matrix that includes swirler,
injection tube, and flame as well as parts of the combustion cham-
ber, see Fig. 1.

In the absence of a flame, the passive parts of the combustor
such as, e.g., swirler, area changes, or duct sections result in a cer-
tain acoustic transmission and reflection behavior of the combus-
tor, described by the nonreactive or cold combustor scattering
matrix. Under reacting conditions, the flame is an active element
that introduces an additional degree of complexity. This applies in
particular to swirl flames. Because of the swirling flow, the com-
plex geometries involved, and the intricacies of flame dynamics
with interaction of various physical processes [20], the assessed
acoustic transfer relations will in general not be straightforward.
The transfer matrix of a lean premixed gas turbine burner in a
reactive or hot configuration was studied experimentally by
Paschereit et al. [17,18]. Transfer matrix coefficients were meas-
ured by successive monofrequent excitation of the combustor flow
with a two-source scheme. However, such direct measurement of a
hot transfer matrix is very challenging and can be tedious. A careful
calibration of the diagnostics is required for precise measurements
of the acoustic variables and the downstream conditions in the
reacting case are not conducive for precise measurements [14].

Therefore, alternative methods for determining the transfer
matrix of a burner or combustor under hot conditions are desira-
ble. One possibility is the use of large eddy simulation (LES) to
directly deduce the combustor transfer or scattering matrix
[13,19,21] from simulations with acoustic forcing, where a pre-
scribed acoustic signal is imposed at the inlet or outlet of the LES
domain. Considering that successive monofrequent excitation in
LES entails very significant computational costs, the LES/system
identification (SI) is the method of choice here. This approach is
computationally efficient, as it allows to identify transfer func-
tions or matrices over a range of frequencies from a single simula-
tion with broadband acoustic forcing [22].

An indirect approach for determining a hot burner transfer
matrix from a flame transfer function (FTF), which relates
upstream velocity fluctuations to resulting heat release rate fluctu-
ations, is proposed by Keller [9] and Polifke et al. [11]. Specifi-
cally, the hot burner transfer matrix is computed as the product of
the transfer matrix of the cold burner and the transfer matrix of
the flame, which is deduced from the Rankine–Hugoniot (RH)
equations that describe the conservation of mass, momentum, and
energy across an acoustically compact zone of heat release [9].
This composition method for the reactive configuration has been
applied successfully in several studies [13–15] and is also
employed in the present study: the FTF is coupled via the RH rela-
tions into a ROM of the full cold combustor, which is built
from simpler acoustic elements (ducts, area jumps, flame element,
…, see Fig. 1), in order to determine the hot combustor transfer
matrix.

The direct as well as the composed approach come with certain
advantages, but also limitations. The composed combustor scatter-
ing matrix is valid only for systems that respect the modeling
assumptions of the RHþFTF coupling, such as, e.g., acoustic
compactness of the flame and a dominant sensitivity of the flame
to upstream velocity perturbations. The latter is not always the
case for technically premixed flames. Moreover, simplifications
due to the one-dimensional (1D) acoustics assumption are made
in the composed approach. All these limitations are nonexistent in
the direct approach, as all relevant effects are fully described
within the LES. This means that, e.g., for noncompact or techni-
cally premixed flames, only the direct approach is applicable. On
the other hand, if the composed approach is applicable, it requires
significantly less computational effort than the direct approach.
Even though both approaches require a computationally demand-
ing LES in the first place, the identification of four frequency-
dependent scattering matrix coefficients requires longer LES time
series data for accurate estimation than one FTF model. More
important though, as long as changes in the combustor geometry
do not have an impact on the FTF, they may be easily taken into
account in the respective element of the network model. So, once
the FTF is identified, scattering matrices for a wide parameter
space may be derived by a simple re-evaluation of the adapted
ROM. In the direct approach, new LES runs need to be carried out
if the geometry within the computational domain is changed.

The current work aims for a one-to-one comparison between
the two different numerical methods of determining the scattering
matrix of a turbulent swirl combustor in reacting conditions. This
comparison provides valuable insight to which extent results of
the two methods coincide for a case where the composed approach
is applicable. Modeling results are also validated against and com-
pared to experimental measurements of the FTF and the combustor
scattering matrix. Note that a direct computation of a turbulent
combustor scattering matrix with LES/SI constitutes a novelty and
that a one-to-one comparison between the aforementioned methods
is still lacking in literature for turbulent combustors.

Transfer and Scattering Matrices

Formally, the transfer matrix representation and the scattering
matrix counterpart are mutually interchangeable. The transfer
matrix defines the dynamic relation of the acoustic fields upstream
and downstream of an element and is expressed in terms of primi-
tive acoustic variables, i.e., the fluctuation of pressure p0 and
velocity u0

p0d
qc

u0d

2
64

3
75 ¼ T11 T12

T21 T22

" # p0u
qc

u0u

2
64

3
75 (1)

On the other hand, the scattering matrix is defined in terms of the
characteristic waves or Riemann invariants

f ¼ 1

2

p0

qc
þ u0

� �
(2a)

g ¼ 1

2

p0

qc
� u0

� �
(2b)

and relates the outgoing characteristic waves (fd, gu) to the incom-
ing counterparts (fu, gd)

fd
gu

h i
|ffl{zffl}
response

¼ S11 S12

S21 S22

� �
fu

gd

h i
|ffl{zffl}
signal

(3)

As both representations are interchangeable, the scattering matrix
coefficients can be computed from the transfer matrix coefficients
by a simple algebraic transformation
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S11 ¼ 2ðT11T22 � T12T21Þ=D (4a)

S12 ¼ ðT11 � T12 þ T21 � T22Þ=D (4b)

S21 ¼ ð�T11 � T12 þ T21 þ T22Þ=D (4c)

S22 ¼ 2=D (4d)

with D¼ T11� T12� T21þ T22.
As shown in Eq. (3) and Fig. 2, the scattering matrix coeffi-

cients S11 and S22 describe the transmission from upstream to
downstream and vice versa. The scattering matrix coefficients S12

and S21 define the reflection of characteristic waves impinging
from downstream and upstream, respectively. Compared to the
transfer matrix representation, the scattering matrix representation
respects the causality of the system. The characteristic waves f
and g have a distinct propagation direction, which in turn allows
to establish a causal relation between the input signal and the sys-
tem’s response, see Eq. (3). A certain input signal causes a certain
response of the system. This in turn means that the present output
of the system only depends on the present and previous inputs.
Even though the transfer matrix is related to the scattering matrix
by simple algebraic relations, see Eqs. (4a)–(4d), it does not
respect causality since the primitive acoustic variables, in which
the transfer matrix is expressed, do not have a distinct propagation
direction. Thus, a strict separation between input signal and sys-
tem’s response is no longer possible. For further details on the
causality of the respective representations, the reader is referred to
Ref. [22].

Although only the scattering matrix respects causality, both
representation exhibit certain advantages and disadvantages—so
it makes sense to use both. On the one hand, the transfer matrix
representation allows a fluid dynamical interpretation of its coeffi-
cients in terms of inertia and losses. The T22 coefficient, which
relates upstream to downstream velocity perturbations, mainly
characterizes the thermoacoustic interaction [14]. On the other
hand, the scattering matrix allows to set up an acoustic energy bal-
ance determining the amplification or damping across the scatter-
ing object [15,19]. Based on that, the system’s stability may be
judged or possible feedback mechanism may be revealed [19].
The scattering matrix representation is also helpful when it comes
to the definition of a combustion noise source vector, as shown by
Paschereit et al. [18].

In regard to the costs of determination, both representations are
comparable. In experiments, often the transfer matrix is measured
[12,14,17,18,23] since the primitive acoustic variables p0 and u0

can be assessed directly. In the LES/SI approach, the scattering
matrix is easier to identify as it respects causality and allows thus
to apply a causal finite impulse response (FIR) model [19]. In the
current work, the comparison between experimental and numeri-
cal results is presented in terms of the scattering matrix represen-
tation, since it provides a straight forward interpretation of the
acoustic processes involved compared to the one given by the
transfer matrix. Hence, the experimentally measured transfer mat-
rices are transformed into the scattering matrix representation via
Eqs. (4a)–(4d).

Experimental Setup

The investigated swirl combustor, shown in Fig. 3, is located at
EM2C laboratory, Paris. A mixture of methane and air is injected

in a tranquilization box (not shown in Fig. 3). A loudspeaker
(Monacor SP-6/108PRO - 100 W RMS) is added at the bottom of
the tranquilization box and generates the acoustic forcing corre-
sponding to 10% of the mean inlet velocity. A plenum followed
by a converging nozzle (contraction ratio: 8.73) generates a lami-
nar flow with a top-hat velocity profile in the reference plane
where a hot-wire probe HW (Dantec Dynamics Mini-CTA 54T30
with a 55P16 probe) is used to measure the velocity signal u0u (in
the top-hat region of the profile). At the same location, a micro-
phone MHW (Bruel & Kjaer 4938) is used to measure the acous-
tic pressure fluctuations p0u. A swirler (see Fig. 4) comprising six
off-centered radial vanes of radius R¼ 3 mm (contraction ratio:
7.41) produces a flow with a swirl number S¼ 0.8 that was meas-
ured by Laser Doppler Velocimetry in the confinement chamber,
just after the injector tube exit. A bluff body of conical shape is
used to stabilize the flame inside the confinement chamber. A sec-
ond convergent (contraction ratio: 2.03) is placed at the top of the
combustion chamber, followed by an exhaust tube. The flame
investigated in this study is a perfectly premixed methane/air
flame with an equivalence ratio /¼ 0.82 and a thermal power of
5.5 kW. The associated bulk velocity at the hot-wire location is
ub¼ 5.4 m/s in a tube of diameter D¼ 22 mm, yielding a Reyn-
olds number of approximately Re � 7000.

Three microphones (Bruel & Kjaer 4938) are mounted on
water-cooled waveguides in the hot gases region. The small

Fig. 3 Sketch of the EM2C turbulent swirl combustor. Dimen-
sions are given in millimeter.

Fig. 4 Radial swirler geometry

Fig. 2 Representation in terms of transfer matrix (left) and
scattering matrix (right)
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distortions induced by these waveguides while propagating the
acoustic waves are corrected through the use of their transfer
function that was determined previously. The first two micro-
phones, ME and ME0 in Fig. 3, are located directly opposed in the
exhaust tube, 35 mm downstream of the second convergent. A
third microphone, ME00 in Fig. 3, is located 85 mm downstream
the second convergent. In addition to the acoustic pressure fluctu-
ations p0d measured by ME00 in the downstream region, the three-
microphone method [24] is used to reconstruct the acoustic veloc-
ity fluctuations u0d at the same axial position. In order to improve
the signal-to-noise ratio, all experiments are made twice: one
in the original configuration presented in Fig. 3 and another one
with the microphones ME0 and ME00 switched. Moreover, coher-
ence functions are also adopted when reconstructing u0d [24].

Equation system (1) contains four unknowns T11, T12, T21, T22

but only two equations, which explains why two independent
acoustic states are needed. In most experiments, the two source
method is used [14,17,18,23]. Here, the two loads method is
retained [25]. Both methods are based on the same physical pro-
cess, namely a modification of one or more acoustic boundary
conditions. For reactive conditions, the two loads used in this
study consist of an exhaust tube of length L¼ 220 mm and the
same exhaust tube with a perforated plate added at the top of it.
For nonreactive conditions, the first load consists again of an
exhaust tube of length L¼ 220 mm, whereas the second load
makes use of two exhaust tubes with a total length of L¼ 440 mm.
The configurations used in both cases are independent for all fre-
quencies of interest.

Large Eddy Simulation/System Identification

Approaches

Two different approaches are applied to obtain the scattering
matrix for cold and hot conditions. First, in the direct approach,
the scattering matrix is directly computed from the LES time
series. Second, only the FTF is identified from LES generated
time series data. The identified FTF is then coupled via the RH
jump equations into a ROM of the passive combustor. The hot
combustor scattering matrix is consequently obtained from the
composed model. Before the individual approaches are described
in detail, the LES setup and the SI method as used in both
approaches are introduced.

Large Eddy Simulation/System Identification Methodology.
Compared to the studies of Polifke and coworkers [19,21], which
were based on unsteady Reynolds-averaged Navier–Stokes
(RANS) simulation, a compressible LES is used in the present
study. Giauque et al. [26] showed that LES provides a better esti-
mation of the time lag between heat release fluctuations and
upstream velocity fluctuations than a RANS computation. Simi-
larly, Tay-Wo-Chong et al. [27] stated that LES yields more accu-
rate estimates of the FTF than unsteady RANS.

The LES is performed with the solver AVBP [28]. The fully
compressible Navier–Stokes equations are solved on an unstruc-
tured grid consisting of approximately 19 million cells with a
maximum cell size of 0.6 mm in the flame region. The shaded
area in Fig. 3 indicates the domain resolved by the LES. The
rather complex geometry of the swirler shown in Fig. 4 is fully
resolved by the LES. No geometrical simplifications are applied.
The six off-centered radial swirler vanes, which have a diameter
of 6 mm, are resolved by approximately 18 cells in the diameter
that are refined toward the walls. In total, the section containing
the swirler is resolved by about 4 million cells.

For handling subgrid scales in the LES, the WALE model is
applied [29] due to its capacity to recover turbulent subscale sta-
tistics in near wall regions. Turbulence–flame interaction is taken
into account by the dynamically thickened flame [30] model with
seven cells resolving the laminar flame thickness. The chemistry
of the perfectly premixed methane/air flame is described by a

global two-step scheme. Nonreflecting boundary conditions are
applied at the inlet and outlet by using plane wave masking [31].
For further details and a proper validation of the LES setup, the
reader is referred to Ref. [32].

Instead of computing discrete values of the scattering matrix or
the FTF by forcing the flow monofrequently and repeatedly over a
certain frequency range, the flow is forced with an acoustic broad-
band signal. As forcing signal, a wavelet type signal is used, see
Fig. 5. The forcing amplitude is set to 10% of the mean inlet
velocity and the signal has a constant power spectral density and a
low auto-correlation up to the cut-off frequency of approximately
800 Hz. Having no peak values in the broadband forcing signal
above 10% of the mean inlet velocity ensures that the flame
response remains in the linear regime. Two independent data sets
with a respective time series length of 350 ms are created. The
chosen time series length of 350 ms represents a compromise.
Generally, longer time series yield a more accurate identification
but are also computationally more expensive. A value of 350 ms
results thus from best practice as it allows a proper and robust
identification with reasonable computational effort. For the first
data set, the acoustic forcing signal is applied at the inlet (fu) and
the resulting signals are extracted from the measurement planes
P1 (gu) and P2 (fd). The second data set is generated analogously
by applying a downstream forcing (gd) and measuring the time
series (gu, fd).

From the generated time series data, models can be identified
that relate respective inputs and outputs. Depending on the choice
of input and output signals, the four scattering matrix coefficients
or the FTF can be identified. In both cases, every transfer expres-
sion is modeled by a causal FIR, which relates present outputs to
prior inputs [27,33,34]. Note that for a noncausal system represen-
tation, as, e.g., the transfer matrix, a noncausal FIR model needs
to be applied that requires both prior and future inputs in order to
estimate the model output [13]. The causal FIR model reads as

yðtÞ ¼
Xnb

i¼0

bi xðt� iDtÞ þ eðtÞ (5)

Herein, the model output y(t) is computed by convoluting the prior
inputs x(t – iDt) and the FIR coefficients bi. The number of prior
input samples that are taken into account via the impulse coeffi-
cients bi and thus the length of the FIR are specified by the model
order nb. Conversely, this means that the model order nb deter-
mines how many model FIR coefficients bi have to be estimated
from the time series data. The higher the chosen model order nb,
the longer the time series needed for an accurate and robust identi-
fication of the respective FIR coefficients bi. The term e(t) repre-
sents a white noise perturbation on the output y(t).

Direct Approach for Scattering Matrix. In the direct
approach, the characteristic waves f and g are extracted from the
LES measurement planes P1 and P2, see Fig. 3. These two mea-
surement planes coincide with the inlet and the outlet of the LES
domain and contain all combustor parts shown in Fig. 3 in
between them. Note that the location of the downstream measure-
ment ME00 does not coincide with the measurement plane P2 in
the LES domain. This discrepancy stems from the fact that the

Fig. 5 Forcing signal: time series (left) and spectral distribu-
tions (right)
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same LES setup is used as in Ref. [32], for which the LES was
validated. However, the need in the current study of properly
measuring the acoustic fluctuations downstream requires the test
rig to be equipped with an additional pipe that contains the
mounted microphones ME, ME0, and ME00 (see Fig. 3). Since the
additional pipe has a constant cross section area, its only effect on
the measured acoustic waves is the introduction of an additional
time lag compared to the plane P2. To take this into account and
to guarantee a proper comparison between measurements and
numerical results, the numerically extracted time series in the
direct approach are shifted by the aforementioned time lag in a
first postprocessing step. This has an influence on the phase of the
computed scattering matrix coefficients from the direct approach.
The time lag Dt can be computed via the distance between the
numerical measurement plane P2 and the microphone ME00

Dx¼ 0.085 m and the respective speed of sound cc (nonreactive
case) or ch (reactive case). In order to separate acoustic from tur-
bulent fluctuations, a characteristics-based filter [35] is applied,
which improves the quality of the SI. Flame dynamics, flame-
acoustic interactions, as well as acoustic propagation in the com-
plex combustor geometry are directly resolved by the LES. From
the upstream forced data set, the scattering matrix coefficients S11

and S21, which describe the reflection and transmission of charac-
teristic waves impinging from upstream, are directly identified via
the SI procedure. Analogously, the coefficients S12 and S22 are
estimated from the data set with downstream forcing applied.

In theory, it is also possible to get the four scattering matrix coef-
ficients from one single data set, in which independent upstream
and downstream forcing is applied simultaneously. Although this
technique yielded accurate results for cold conditions, unsatisfac-
tory results were obtained in the reactive case for a time series
length of 350 ms. One possible reason might be that the generated
time series was too short in the reactive case for the simultaneously
identification of all four scattering matrix coefficients. Moreover,
other than in the nonreactive case, combustion noise corrupts the
time series data. This means that acoustic fluctuations, generated by
turbulent velocity perturbations impinging on the flame front, over-
lay the forced flame response resulting from the acoustic broadband
forcing. It is emphasized that this issue applies not only for a broad-
band forcing method but also in cases of a monofrequent forcing of
the flow. The totally recorded acoustic fluctuations may thus be dis-
tinguished into two contributions: First, a contribution that results
from the acoustic forcing and second, a contribution that stems
from turbulent combustion noise. Note, the second contribution is
by definition uncorrelated to the deterministic flame response and
hinders thus the identification in hot conditions [16]. For

consistency, two independent data sets (upstream and downstream
forcing) are thus used in the current study for both reactive and
nonreactive conditions.

Flame Transfer Function 1 Reduced Order Model Approach.
The ROM is based on a linear acoustic network model as it was
used, e.g., in Refs. [36] and [37]. It describes the main elements of
the combustor and is implemented in the open-source acoustic
network tool taX [38]. The model is depicted in Fig. 6. The geo-
metrical and thermodynamical parameters of the ROM are sum-
marized in Table 1.

Every element of the linear network model is defined by a 2� 2
transfer matrix that relates the upstream characteristic waves fu
and gu to the characteristic waves fd and gd downstream of the ele-
ment. Note that instead of using a network model based on trans-
fer matrices, the respective elements could also be described
equivalently by their scattering matrix. The connection of two ele-
ments would then be either realized by using the Redheffer Star-
Product [39], which combines two scattering matrices to form an
overall scattering matrix through simple algebraic combination of
the respective subelements, or by converting the scattering matri-
ces into a transfer matrix representation before connecting them
by simple concatenation.

Duct sections like the injection tube or the convergent part
downstream of the combustion chamber only introduce a time lag
between the upstream and the downstream characteristic waves
and are described as

fd

gd

� �
¼ e�ixl=c 0

0 eixl=c

� �
fu
gu

� �
(6)

with x as angular frequency, l as respective duct length, and c as
the mean speed of sound in the respective duct section. The area
jumps within the network model are described in a simplistic
manner

fd

gd

� �
¼ 1þ Au=Ad 1� Au=Ad

1� Au=Ad 1þ Au=Ad

� �
fu

gu

� �
(7)

wherein Au/Ad describes the area ratio from upstream to down-
stream section. The area jumps are assumed to be loss free and
have no end correction.

Since the complex radial swirler geometry is only insufficiently
approximated by simple duct and area jump elements, it is
replaced by a 2� 2 scattering matrix that is converted into a trans-
fer matrix representation. The swirler scattering matrix is

Fig. 6 Reduced order model: the swirler is replaced by an identified scattering matrix

Table 1 Summary of the geometrical and thermodynamical parameters used in the ROM

Injection tube Flame Comb. chamber Convergent

linj¼ 0.034 m Tc¼ 293 K lcc¼ 0.154 m lconv¼ 0.185 m
Ainj¼ 3.52� 10�4 m2 Th¼ 1550 K Acc¼ 6.73� 10�3 m2 Aconv¼ 3.32� 10�4 m2

uinj¼ 7.1 m/s qc¼ 1.205 kg/m3

qh¼ 0.235 kg/m3
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identified similarly to the direct approach: the flow in a LES,
whose domain comprises only the swirler geometry, is simultane-
ously forced from upstream and downstream by a broadband
acoustic signal. From the generated time series, the scattering
matrix is determined via SI techniques. For brevity, the resulting
swirler scattering matrix is not explicitly shown here.

The FTF is identified from a time series of velocity fluctuations
at the reference position u0ref , which coincides with the experimen-
tal reference position as shown in Fig. 3, and total heat release
rate fluctuations _Q0 , both extracted from the upstream forced data
set

F xð Þ ¼ _Q
0
= _Q

u0ref=u
(8)

The comparison between the experimentally measured FTF and
the one deduced from the LES/SI approach is depicted in Fig. 7.
The error bars for the measured FTF are deduced from three
experimental data sets for the same operating conditions and rep-
resent the maximum error in reproducibility of the experiment.
The model order of the identified FTF is equal to nb¼ 30.

In the following step, the identified FTF is coupled into the
ROM via the linearized RH equations that describe the jump con-
ditions across a thin zone of heat release at low Mach number

p0d ¼ p0u (9a)

u0d ¼ u0u þ
c� 1ð Þ
cpA

_Q
0

(9b)

where c represents the heat capacity ratio and A the cross section
area of the flame region. By inserting Eqs. (2a) and (2b) into the
RH jump equations (9a) and (9b), the transfer matrix across the
thin reaction zone is obtained as

fd
gd

� �
¼ 1

2

nþ 1 n� 1

n� 1 nþ 1

� �
fu
gu

� �

þ 1

2

Au

Ad
h F xð Þ 1 �1

�1 1

� �
fref

gref

� �
(10)

with n denoting the specific acoustic impedance between burnt
and unburnt gases n ¼ ðqcccÞ=ðqhchÞ and h specifying the temper-
ature ratio h¼Th/Tc� 1.

The coupling of the FTF into the ROM is indicated by the addi-
tional arrow in Fig. 6. Note that this coupling approach only holds
if certain constraints are respected: (1) The flame is assumed to be
compact with respect to the acoustic wavelength considered. (2)
Influence of pressure fluctuations on the flame response is

insignificant. For the given working conditions, the flame length
is about lf � 0.04 m. The scattering matrices are evaluated in the
low frequency region up to a frequency of 400 Hz resulting in a
maximum Helmholtz number of He< 0.05. The Helmholtz num-
ber is thus much smaller than unity, implying that the flame may
be assumed to be acoustically compact. As mentioned in the
experimental description, methane and air are already premixed
before their injection into the plenum. For perfectly premixed
flames, velocity sensitivity is a valid assumption [40]. From these
considerations, it is concluded that the FTFþROM approach
should provide valid predictions for the scattering matrix coeffi-
cients in the hot configuration.

Results

First, the combustor scattering matrix from experiment, the
direct approach, and the ROM prediction are compared for the
cold case. This validates the LES/SI procedure and the ROM of
the cold combustor to a certain extent and derives the results of
the reactive case on a solid basis. In a second step, the hot configu-
ration is investigated.

Nonreactive Case. Figure 8 depicts the four scattering matrix
coefficients deduced from experiment , the direct LES approach
without combustion , and the ROM prediction for the cold
configuration . In the ROM, the downstream temperature Th

is set equal to the upstream temperature Tc resulting in h¼ 0. The
second term on the r.h.s in Eq. (10) thus vanishes: the flame does
not have any influence. In the direct approach, the model order for
each of the four scattering matrix coefficients is set to nb¼ 10.
The confidence intervals for the direct approach that come from
the SI procedure are not shown in Fig. 8. Due to the low model
order of nb¼ 10 and the high signal-to-noise ratio, the 95%

Fig. 7 Comparison between measured FTF with respective
error bars and FTF from LES/SI . The shaded area repre-
sents the 95% confidence interval of the identified FTF.

Fig. 8 Combustor scattering matrix for cold conditions.
Experiment , direct LES approach , passive ROM
and passive ROM without swirler . (a) S11, (b) S12, (c) S21,
and (d) S22.
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confidence intervals of the estimated scattering coefficients are
very small and could hardly be recognized in Fig. 8.

Considering the two reflection coefficients S12 and S21 as well
as S11, i.e., the transmission coefficients from upstream to down-
stream all three methods are in fairly good agreement. In particu-
lar, the phase matches excellently. On the other hand, the absolute
values exhibit subtle differences. In contrast to the ROM, the
direct LES approach takes acoustic losses into account. Therefore,
the coefficients’ magnitudes obtained by the direct LES approach
are slightly smaller than the ones from the ROM. It can be
observed that the magnitude of the transmission coefficient from
downstream to upstream S22 exceeds unity for low frequencies.
This results from the cross section area ratio between downstream
measurement plane P2 and the upstream measurement plane P1
that is also above unity, see Fig. 3. Due to mass conservation, the
ratio gu/gd, which is exactly described by the S22 coefficient,
becomes larger than unity. For the same reason, the transmission
coefficient S11 is distinctively below unity. The magnitude of the
reflection coefficients S12 and S21 is of order unity. This strong
reflection within the combustor geometry is caused by the large
area jump between the injection tube and the combustion cham-
ber, denoted as “area jump 1” in Fig. 6. An evaluation of its scat-
tering behavior, see Eq. (7), shows that the largest parts of the
incoming waves are reflected, whereas only a small part is trans-
mitted across the area jump. Even though the phase of all three
methods matches well for the transmission coefficient S22, the var-
iations measured in the absolute value are observed neither by the
direct LES approach nor by the ROM. This discrepancy might be
caused by inaccuracies in describing the acoustic transmission
from the combustion chamber into the injection tube. However,
the general trend and the magnitude of jS22j are in fairly good
agreement for all three methods.

To show the effect of the swirler scattering matrix within the
ROM, it was replaced by a simple duct element having the same
length as the swirler element, see in Fig. 8. Compared to the
ROM containing the swirler scattering matrix , a larger devi-
ation to experimental results and to the direct approach is observ-
able. It can be concluded that the use of a nontrivial swirler
scattering matrix increases the accuracy of the ROM.

Overall, several conclusion may be drawn from the results of
the cold configuration: (1) The compressible LES correctly
describes the acoustic propagation within the complex combustor
geometry, allowing the LES/SI procedure to extract all four scat-
tering matrix coefficients from the broadband time series data
over a range of frequencies. (2) The ROM based on a linear net-
work model is able to correctly reproduce the main features of the
cold scattering matrix. This means that the passive combustor
parts are modeled by the ROM with sufficient accuracy, despite
the simplifications made such as 1D acoustics or the simplified
geometry. (3) The area jump between injection tube and combus-
tion chamber reflects most of the incoming waves. (4) The swirler
is acoustically not completely transparent. (5) The direct LES
approach and the ROM correctly capture the time lag between
ingoing and outgoing characteristic waves as the phase is in excel-
lent agreement with experimental measurements. This in turn
means that the time lag correction due to the differing measure-
ment locations in experiment and direct approach is valid and
yields satisfying results.

Conclusions (1) to (5) put the following study of the hot config-
uration on a solid basis and allow to exclude some reasons for any
discrepancies between the methods in the reactive configuration.

Reactive Case. Figure 9 shows the scattering matrix coeffi-
cients for the reactive configuration obtained by experiment ,
the direct LES approach with combustion , the FTFþROM
approach , and a ROM with passive flame . In the last
case, the temperature increase across the flame is taken into
account, but the unsteady heat release as represented by the FTF
is not, i.e., the flame is inactive. For the direct approach, the FIR
model order is now increased to nb¼ 30 for each of the four

scattering matrix coefficients, as the presence of the flame results
in a more complex scattering behavior and the flame time lag is
quite large compared to acoustic scales.

The direct and the FTFþROM approaches yield results for the
four scattering matrix coefficients that are largely consistent with
each other and show overall satisfactory agreement with measure-
ments. However, the downstream reflection coefficient S12 (top-
right subplot) exhibits pronounced discrepancies between the
numerical results and experiment, especially in the low-frequency
region. A possible explanation for the discrepancy might be that
the acoustic signals in experiment as well as in LES are overlaid
by combustion noise emitted from the turbulent flame, which is
known to be active predominantly in the low-frequency region.
One should expect that combustion noise is most detrimental for
determination of the S12 coefficient, since it describes reflection of
a wave gd coming from downstream into a wave fd propagating in
the downstream direction. For the determination of this coeffi-
cient, both signals are extracted downstream of the flame in the
combustion chamber, where combustion noise amplitudes higher
than in the plenum must be expected.2 Consistently, the measure-
ment variation observed is largest in the S12 coefficient.

Note that forcing amplitudes should not be increased arbitrarily,
in order to avoid a nonlinear flame response. A decrease in the
signal-to-noise is thus unavoidable, which worsens the reliability
of the SI results. Indeed, the confidence intervals of the scattering
coefficient S12 estimated with the direct approach are quite wide,
see Fig. 9(b). However, the confidence intervals are not wide
enough to account for the discrepancies between simulation and
experiment. One should also consider that in the experiments, the
acquisition time per frequency measurement was fixed. Thus,
measurements for higher frequencies are statistically more

Fig. 9 Combustor scattering matrix for hot conditions. Experi-
ment , direct LES approach and FTF1ROM and
ROM with passive flame . The shaded areas describe the
95% confidence interval of the respective numerical approach.
(a) S11, (b) S12, (c) S21, and (d) S22.

2In the cold configuration, the only physical noise source is aero-acoustic noise,
which is rather small for low Mach numbers. The signal-to-noise ratio is thus
favorable in this case, yielding reliable results also for S12.
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reliable, as more forcing cycles are recorded and the stochastic
noise contribution becomes less significant. Indeed, the agreement
between numerical predictions and measurements improves with
frequency. Conversely, with decreasing forcing frequency, fewer
and fewer cycles were recorded and agreement deteriorates. Dif-
ferences in measurement principle—two-source with broad-band
forcing and nonreflection boundary conditions in LES/SI versus
two-load with monofrequent forcing and partial reflection in
experiment—may also contribute to the discrepancies.

The 95% confidence intervals shown for the FTFþROM
approach are determined by propagating the uncertainties in FTF
magnitude (see Fig. 7) through the ROM. By comparing the width
of confidence intervals obtained with the FTFþROM approach, it
becomes evident that in particular the upstream transmission coef-
ficient S11 exhibits significant uncertainties. The interpretation of
this behavior is the following: If the flow is forced upstream, sig-
nificant velocity perturbations are generated at the reference posi-
tion, see Fig. 6. Via the FTF and the RH coupling, these
fluctuations cause acoustic waves at the flame position, see
Eq. (10). On the other hand, due to the aforementioned reflective
area jump in between the injection tube and the combustion cham-
ber (area jump 1 in Fig. 6), only a small part of the initial forcing
signal reaches the outlet of the combustor. It follows that the sig-
nal at the outlet should be dominated by the acoustic waves gener-
ated at the flame position caused by velocity perturbations at the
reference position. These arguments are corroborated by the fol-
lowing observations: (1) S11 as predicted by the ROM with pas-
sive flame differs strongly from the prediction with active
flame, (2) the magnitude of S11 shows a similar succession of local
maxima and minima as the FTF at corresponding frequencies, (3)
the phase of S11 is dominated by the flame time lag and not by the
acoustic scales (as it is the case for the ROM with passive flame).
Consequently, uncertainties in FTF identification impact notice-
ably the prediction of the S11 transmission coefficient.

The impact of the flame dynamics on the remaining scattering
coefficients is weaker. The coefficients are closer in magnitude to
the predictions of the ROM with passive flame while the
phase is dominated by acoustic time scales and matches thus the
phase of the ROM with passive flame. This can be explained again
through the reflective area jump between the injection tube and
the combustion chamber. If the flow is forced from downstream,
only a small portion of the acoustic forcing signal reaches the ref-
erence position upstream, since the largest part of the signal is
reflected at the area jump. Accordingly, the contribution of the
flame generated acoustic waves remains relatively small. The
impact of the flame on the scattering coefficients S12 and S22 is
only moderate. The same holds for the upstream reflection coeffi-
cient S21. Even though the flame response is considerable—the
upstream acoustic forcing directly causes velocity perturbations at
the reference position—only a small part of the upstream traveling
acoustic waves generated at the flame position reach again the
upstream end of the combustor.

To conclude, uncertainties in the determination of the scattering
coefficients in the FTFþROM approach are largest, where the
flame modulates the passive scattering matrix the most.

Summary and Conclusions

The aim of this paper is a one-to-one comparison between two
alternative numerical approaches for deducing the scattering
matrix of a turbulent swirl combustor under nonreactive as well as
reactive conditions. The respective approaches combine LES, SI
and ROM. Numerical results for the cold and hot combustor scat-
tering matrix are compared against each other and against experi-
ment. The first approach identifies scattering matrix coefficients
directly from broadband time series data that are generated by a
compressible LES with broadband forcing. The second approach
identifies only the FTF from the compressible LES, which is then
coupled into a ROM of the combustor acoustics via the RH equa-
tions in order to compose the scattering matrix.

The results for the nonreactive scattering matrix show excellent
agreement between simulation and experiment. This suggests that
the 1D acoustic assumption made in the ROM is justified. More-
over, it becomes evident that the radial swirler is acoustically not
completely transparent. Consequently, the use of nontrivial swir-
ler scattering matrix further increases the accuracy of the ROM.

The scattering matrices for the reactive setup also exhibit satis-
factory agreement, even though the downstream reflection coeffi-
cient S12 shows a distinct discrepancy between the numerical
predictions—which coincide with each other—and the measure-
ments. Possible reasons for the discrepancies are the small signal-
to-noise ratio of the time series data extracted in the burnt gas
region and the finite time series length available. In the direct
approach, a finite time series length introduces uncertainties in the
identification process in particular at low frequencies, in experi-
ment fewer cycles can be recorded for low forcing frequencies
due to the fixed acquisition time. Nonetheless, considering the
good agreement between the two quite different numerical
approaches and the overall good agreement with the measurements
of the nonreactive and the reactive scattering matrix, it is princi-
pally shown that both numerical approaches are capable of deter-
mining the scattering matrix of a complex combustor. Moreover,
the comparison to the ROM with a passive flame highlights the
impact of the flame on the acoustic scattering matrix of the combus-
tor. It is shown that the transmission coefficient from upstream to
downstream S11 is dominated by the flame dynamics, i.e., the FTF.

The composed approach yields accurate results, as long as the
constraints of the coupling between FTF and ROM via the
Rankine–Hugoniot equations are respected. The perfectly premixed
flame investigated in this study is indeed predominantly velocity sen-
sitive and acoustically compact. One may conclude that the other
simplifications implied by the composed approach, such as 1D
acoustics or a constant temperature distribution in the hot gas region,
do not introduce significant errors. The applicability of the composed
approach in this case would allow the computationally efficient
determination of the combustor scattering matrix for a wide parame-
ter space, as changes could be easily implemented in the ROM.
However, there are situations in which the constraints of the com-
posed approach are no longer respected. The mixture might be tech-
nically premixed introducing a pressure sensitivity of the flame or
the flame might be no longer acoustically compact. In these situa-
tions, the more general direct LES approach would be necessary to
accurately predict the reactive scattering matrix, as it allows to drop
the constraints of the composed approach. All relevant mechanisms
are directly resolved within the compressible LES.

The comparisons and analysis carried out in this study thus pro-
vide valuable insight to which extent both numerical methods
yield coinciding results for a configuration, where the composed
approach is applicable.
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a b s t r a c t 

The influence of Intrinsic Thermoacoustic (ITA) feedback on the combustion noise spectrum produced by 

a confined, turbulent, premixed, swirl flame is investigated. The analysis is based on the understanding 

that sound is generated by unsteady heat release resulting from turbulent fluctuations on the one hand, 

and from the response of the flame to incoming acoustic perturbations on the other. The former effect 

is described by a source term for combustion noise, i.e. a spectral distribution of unsteady heat release 

rate, the latter by the flame transfer function. Both quantities are identified from time series data for 

fluctuating velocity and heat release rate, generated with large eddy simulation of premix swirl burner. 

The combustion noise source term and the flame transfer function are then introduced in an acoustic 

network model of the test rig in order to compute the spectral distribution of the sound pressure level 

at a certain location in the combustion chamber. Results for the noise spectrum are in good agreement 

with experiment, showing a broadband component and well-defined peaks. The frequencies of the peaks 

correspond to either acoustic cavity or ITA resonances. The acoustic network model is used for parametric 

studies, where the acoustic reflection coefficient at the combustor exit is varied. Remarkably, it is found 

that the magnitude of the ITA peak increases with decreasing values of the acoustic reflection coefficient, 

and vice versa. Furthermore, the influence of combustion chamber length on resonance frequencies is 

explored. It is observed that the frequency of the ITA resonance is insensitive to combustor length. This 

behaviour is observed qualitatively also in experiments. 

© 2017 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 

1. Introduction 

Combustion noise results from unsteady volumetric expansion 

generated by fluctuations of the heat release rate [1] . A turbu- 

lent flame should be considered as a broad-band source of com- 

bustion noise, with a spectral distribution that is governed by the 

length and time scales of the turbulent reacting flow field [2] . In 

the case of enclosed flames, it is well understood that resonances 

with acoustic eigenmodes of the enclosure will lead to peaks in the 

spectral distribution of pressure fluctuations [3–5] . Moreover, it is 

to be expected that acoustic waves generated by unsteady heat re- 

lease are reflected at the acoustic boundaries, such that they sub- 

sequently perturb the flame. It is not always appreciated that this 

feedback from the acoustics to the flame generates a two-way cou- 

pling, which may modify the strength of resonance peaks, or give 

rise to additional resonances between the source of combustion 

noise and the combustor acoustics [6–11] . 

∗ Corresponding author. 

E-mail addresses: camilo.f.silva.g@gmail.com , silva@tfd.mw.tum.de 

(C.F. Silva), merk@tfd.mw.tum.de (M. Merk), thomas.a.k@gmx.de (T. Komarek), 

polifke@tfd.mw.tum.de (W. Polifke). 

Intrinsic thermoacoustic (ITA) feedback has only recently been 

identified as a flow-flame-acoustic interaction mechanism that can 

give rise to important and sometimes paradoxical effects in com- 

bustion dynamics. The structure of the ITA feedback loop was ex- 

plained by Bomberg et al. [12] as follows: fluctuations of the heat 

release rate radiate acoustic waves in both the downstream and 

upstream directions. The upstream traveling wave perturbs the ve- 

locity field upstream of the flame, which subsequently will influ- 

ence the heat release produced by the flame, especially so for pre- 

mixed flames, which are velocity sensitive. The acoustic fields in 

combustion chamber and plenum are not part of this feedback 

loop. 

Intrinsic thermoacoustic feedback adds corresponding ITA 

modes to the spectrum of thermoacoustic eigenmodes, which need 

not lock on to acoustic eigenmodes of a combustor [13,14] . Re- 

markably, simple low-order models suggest that ITA modes may 

be unstable even in anechoic configurations [15–17] . Such insta- 

bilities have been observed in numerical simulations of laminar 

flames [18,19] , corroborated by experiment on laminar and tur- 

bulent flames [12–14] . Furthermore ITA feedback can cause pro- 

nounced peaks in the acoustic response and the instability poten- 

tiality of premixed flames [12,17] . 

http://dx.doi.org/10.1016/j.combustflame.2017.04.015 

0010-2180/© 2017 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 

A.5 PAPER-2WAY, Combust. Flame

With permission from C. Silva, M. Merk, T. Komarek, and W. Polifke. The contribution of intrinsic thermoacoustic feedback to combustion
noise and resonances of a confined turbulent premixed flame. Combustion and Flame, 182, Elsevier, 2017.

135



270 C.F. Silva et al. / Combustion and Flame 182 (2017) 269–278 

Fig. 1. Schematic representation of Eq. (1) . A turbulent flame is considered as an 

element that transmits and reflects incoming acoustic waves f u , g d and in addition 

generates acoustic waves f s , g s . Overall, the outgoing waves f d , g u result from scat- 

tering, i.e. transmission and reflection, plus generation of sound. 

The present paper investigates the contribution of ITA feed- 

back to the spectral distribution of combustion noise generated by 

an enclosed, turbulent flame. It is found that resonance peaks in 

the combustion noise spectrum of a confined, turbulent, premixed, 

swirl flame can be related to either acoustic cavity modes, or the 

ITA feedback loop. The analysis is based on the understanding that 

turbulent fluctuations will perturb the heat release rate of a flame 

and thereby give rise to a combustion noise source term and a 

corresponding acoustic source vector. The former is quantified in 

terms of the spectral distribution of fluctuations of overall heat re- 

lease rate, the latter in terms of the strength of acoustic waves that 

travel away from the flame in the down- and upstream directions, 

respectively. In order to capture the two-way coupling described 

above, the response of the flame to upstream velocity perturba- 

tions is described in terms of the flame transfer function. More- 

over, the acoustic properties of the combustor – speed of sound, 

length of plenum, burner and combustion chamber, reflection co- 

efficients, etc. – shape the spectral distribution of pressure fluc- 

tuations and must also be taken into account in order to predict 

combustion noise. 

This paper is organized as follows: The next section explains 

how a turbulent flame may be characterized acoustically by a 

combustion noise source term, as introduced above, plus the 

flame transfer function. The third section describes the combus- 

tion system under investigation, while the fourth section exposes 

a methodology, previously suggested by Silva et al. [11] , to ob- 

tain both the combustion noise source term and the flame transfer 

function from time series data generated by Large Eddy Simulation 

(LES) of combustion, with broad-band acoustic excitation and non- 

reflecting boundary conditions. Subsequently in the fifth and sixth 

section, an acoustic network model with combustion noise source 

term is presented and the proper interpretation of the solutions of 

this model is discussed. Finally, the sound pressure level spectrum 

of combustion noise produced at a location close to the outlet of 

the combustor under investigation is estimated. This is achieved by 

implementing the acoustic network model of the combustion test 

rig under study, including the previously obtained flame response 

and noise source. A careful analysis shows that one of the reso- 

nance peaks exhibited by the noise spectrum results from ITA feed- 

back. Its frequency is independent of both the combustion cham- 

ber length of the system and its acoustic boundary conditions. Re- 

sults are satisfactorily compared against experiment. 

2. Acoustic characterization of a turbulent flame 

As discussed above, the acoustic characteristics of a turbulent 

flame can be described by coefficients of transmission and reflec- 

tion of incoming acoustic waves on the one hand, and a source 

term for combustion noise on the other, as illustrated in Fig. 1 . 

Schuermans et al. [6] and Paschereit et al. [8] express this concept 

mathematically as follows: [
f d 
g u 

]
= 

[
S 11 S 12 

S 21 S 22 

]
︸ ︷︷ ︸ 

Acoustic Scattering 

[
f u 
g d 

]
+ 

[
f s 
g s 

]
, 

︸ ︷︷ ︸ 
Acoustic source vector 

(1) 

where f and g denote acoustic waves traveling in the down- and 

upstream directions, respectively. The indices d, u and s stand for 

‘downstream of the flame’, ‘upstream of the flame’, and ‘acous- 

tic source’, i.e. acoustic waves produced by unsteady heat release 

driven by turbulent fluctuations. The coefficients S ij of the scat- 

tering matrix, as observed in Fig. 1 , may be interpreted as coef- 

ficients of transmission and reflection of incoming acoustic waves 

f u , g d . For an acoustically compact flame, the scattering matrix co- 

efficients S ij depend on mean flow properties such as temperature, 

density and speed of sound up- and downstream of the flame, re- 

spectively, and on the response of the flame to flow perturbations, 

which may be expressed in terms of the flame transfer function 

(FTF). 

The fundamental premise of the model expressed in Eq. (1) is 

that the acoustic source vector manifested by the acoustic waves 

f s , g s is uncorrelated with the incoming acoustic waves f u and g d . 

This assumption is reasonable, because the source of combustion 

noise can be considered as random process driven by the stochas- 

tic activity of the turbulent flow, resulting in corresponding turbu- 

lent unsteadiness of heat release [2,8,20] . The description of the 

flame acoustics given by Eq. (1) can be introduced in an acoustic 

network model to evaluate the acoustic pressure at given locations 

of the system [6,7] , provided that both the scattering matrix co- 

efficients S ij and the acoustic source vector f s and g s are known. 

Lavrentjev et al. [21] and Paschereit et al. [8] discuss techniques to 

obtain these quantities experimentally by using two or three inde- 

pendent acoustic states. 

In keeping with the concept expressed in Fig. 1 and Eq. (1) , 

the present study distinguishes between two contributions to the 

global unsteady heat release rate ˙ Q 

′ : firstly a term 

˙ Q 

′ 
c , which re- 

sults from incoming acoustic waves and can be related to upstream 

velocity perturbations u ′ 
ref 

by the FTF F(ω) , and secondly a term 

˙ Q 

′ 
s that is uncorrelated with incoming acoustic perturbations. As- 

suming harmonic oscillations, with [ ] ′ = 

ˆ [ ] e iωt , we express ˆ ˙ Q(ω) 

as 

ˆ ˙ Q(ω) 

¯̇
 Q 

= 

ˆ ˙ Q c (ω) / ̇̄ Q ︷ ︸︸ ︷ 
F(ω) 

ˆ u ref 

ū ref ︸ ︷︷ ︸ 
Flame response 

+ 

ˆ ˙ Q s (ω) 

¯̇
 Q ︸ ︷︷ ︸ 

Comb. noise source 

(2) 

where ¯[ ] represents the temporal average of a quantity, and u ref 

stands for the velocity at a reference position upstream of the 

flame. 

Note that there may be cases where the global heat release rate 
ˆ ˙ Q is not strongly influenced by the incoming acoustic waves, such 

that ˆ ˙ Q ≈ ˆ ˙ Q s , see e.g. [22] . It will be shown, however, that it is 

mandatory to account for the complete description of ˆ ˙ Q accord- 

ing to Eq. (2) in order to capture the resonance associated with 

two-way coupling and ITA feedback. 

3. Combustion test rig with BRS burner 

A schematic of the swirl-stabilized combustor investigated in 

this study is shown in Fig. 2 . The setup consists of the ’BRS’ swirl 

burner placed between an upstream plenum of length l 1 = 0.17 m 

with circular cross section of diameter 200 mm and a downstream 
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Fig. 2. Schematic of combustion test rig with BRS premix swirl burner. 

Fig. 3. Reflection coefficient r out . Experimental data retrieved from Weyer- 

mann [24] . Fitted data used in the network model. 

combustion chamber of variable length with quadratic cross sec- 

tion of 90 mm × 90 mm. The BRS burner itself is simply an an- 

nular flow passage formed by a bluff body with an outer diameter 

of 16 mm, and a duct with an inner diameter of 40 mm. An ax- 

ial swirler with eight vanes and characterized by a swirl number 

equal to 0.74 is mounted on the bluff body, see Fig. 2 . The flame is 

stabilized predominantly by the central recirculation zone down- 

stream of the bluff body, which is strong thanks to the swirl im- 

posed on the flow. 

This test-rig was investigated experimentally by Komarek and 

Polifke [23] , who studied and modeled the response of a premixed 

swirl flame to swirl fluctuations. The burner was operated under 

perfectly premixed conditions of methane and air with an equiva- 

lence ratio φ = 0 . 77 and a range of thermal power between 30 kW 

and 70 kW. For different swirler positions the flame transfer func- 

tion F(ω) and the respective noise spectra were measured. The 

experimental validation data used in the present work always refer 

to operating conditions of 30 kW thermal power, with the swirler 

mounted at a position l 4 = 45 mm upstream of the burner mouth. 

The combustor outlet is equipped with a perforated plate, 

which reduces the magnitude of the downstream acoustic reflec- 

tion coefficient r out below unity, see Fig. 3 . Unfortunately, the mea- 

sured values of the reflection coefficient exhibit considerable un- 

certainty. Consequently, in this study we define a ‘reference’ case 

with constant absolute value of the reflection coefficient | r out | 
equal to 0.7 (red line in Fig. 3 ). The phase is approximated by a 

linear dependence on frequency, with a slope that fits measure- 

ment values quite well in the range of frequencies of interest. 

LES of the BRS burner at the aforementioned operating condi- 

tions was performed by Tay-Wo-Chong et al. [25] using the numer- 

Fig. 4. Normalized velocity u ′ at a reference position (top) and global heat release 

rate (bottom) ˙ Q ′ . 

ical solver AVBP, which solves the fully compressible Navier Stokes 

equations with second order accuracy in space and time. The inter- 

action between turbulence and combustion were modeled by the 

dynamically thickened flame model [26] . The walls were consid- 

ered non-adiabatic, whereas the inlet and outlet boundaries were 

made to be acoustically non-reflecting. For that purpose Navier 

Stokes characteristic boundary conditions with characteristic based 

filtering and plane wave masking [27] were accounted for. Besides 

mean velocity and mean heat release distributions, the FTF F(ω) 

was identified and compared to experimental measurements. 

4. System identification 

Time series data of u ′ = [ u ′ 
0 
, . . . , u ′ 

N 
] at the reference position 

‘ref’ (see Fig. 2 ) and of the global heat release rate ˙ Q 

′ = [ ˙ Q 

′ 
0 , . . . , 

˙ Q 

′ 
N ] 

were generated with LES over a time intervall of 0.35 s at a sam- 

pling rate of 800 kHZ by Tay-Wo-Chong et al. [25] . The present 

study makes use of this LES data. In view of System Identification, 

these signals, displayed in Fig. 4 , are down-sampled to a rate of 

2200 Hz. It should be remarked that u ′ is obtained after applying 

Characteristic Based Filtering [27] to velocity fields at four adja- 

cent, transversal planes in order to remove perturbations that are 

not of acoustic nature. 

In the following, we will summarize how Tay-Wo-Chong 

et al. [25] obtained the flame transfer function F(ω) by correlation 

analysis of this data. Furthermore, we will show how the combus- 

tion noise source term 

ˆ ˙ Q s (ω) over the entire frequency range of 

interest can be also estimated from the same data set. 

4.1. Identification of flame transfer function F(ω) 

The linear flame response to incoming acoustic perturbations 

can be modeled either by the FTF in frequency domain (see first 

term on the right hand side of Eq. (2) ) or by a Finite Impulse Re- 

sponse (FIR) model in the time domain [28] . Both methods are 

fundamentally equivalent. In the FIR model, the input signal u ′ is 

convoluted with the impulse response h to create the output ˙ Q 

′ 
c . If 

any (uncorrelated) noise ˙ Q 

′ 
s is present, it is added to the flame re- 

sponse, such that for a discrete times t = n �t

˙ Q 

′ 
n 

¯̇
 Q 

= 

1 

ū 

(
h 0 u 

′ 
n + h 1 u 

′ 
n −1 + · · · + h n h u 

′ 
n −n h 

)
+ 

˙ Q 

′ 
s,n 

¯̇
 Q 

, (3) 

where h k denotes the coefficients of the impulse response h . Note 

that the subscript ‘ref’ in the signal u ′ has been dropped to ease 

readability. In compact form one writes 

˙ Q 

′ 
n 

¯̇
 Q 

= 

1 

ū 

n h ∑ 

k =0 

h k u 

′ 
n −k + 

˙ Q 

′ 
s,n 

¯̇
 Q 

, n = n h , . . . , N (4) 
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The impulse response h = [ h 0 , . . . , h n h ] T
 may be estimated from 

time series data [ u ′ ] , [ ˙ Q 

′ ] by a suitable optimization technique. In 

the case of a FIR structure, a minimum-least-square method yields 

h = �−1 
c , (5) 

where auto-correlation matrix � and cross-correlation vector c are 

defined as 

�kl ≡
N ∑ 

n = n h 
u 

′ 
n −k u 

′ 
n −l k, l = 0 , . . . , n h , (6) 

c k ≡
N ∑ 

n = n h 
u 

′ 
n −k Q 

′ 
n k = 0 , . . . , n h . (7) 

Details are given by Polifke [28] and references cited therein. 

In statistics and system identification, the bias (or bias error) 

of an estimate is the difference between the true value and the 

expected value – i.e. the value that one obtains in the limit of 

an infinitely long time series – of the parameter being estimated. 

Eq. (5) is guaranteed to give an unbiased estimate of the impulse 

response h only if any stochastic contributions to the output are 

white noise [29] . Combustion noise is in general colored noise, 

with a power spectral distribution related to turbulent statistics 

[2] . Nevertheless, we argue that in the present case Eq. (5) gives 

a sufficiently accurate estimate of the impulse response with a mi- 

nor bias. 

This argument is developed as follows: Recall first that the 

source of combustion noise is described as a sum of correlated and 

stochastic contributions to unsteady heat release rate, ˙ Q 

′ = 

˙ Q 

′ 
c + 

˙ Q 

′ 
s . 

Then consider that the LES of Tay-Wo-Chong et al. [25] employed 

non-reflecting boundary conditions, and thus the acoustic waves 

impinging upon the flame were dominated by the imposed exci- 

tation signal. Furthermore, a fairly strong excitation with a signal- 

to-noise ratio larger than 10 was imposed (while maintaining lin- 

ear flame dynamics). These circumstances ensure firstly that the 

source of noise ˙ Q 

′ 
s is not strongly correlated with the upstream ve- 

locity u ′ , and secondly that ˙ Q 

′ 
s < 

˙ Q 

′ 
c . Rewriting Eq. (7) as 

c k = 

N ∑ 

n = n h 
u 

′ 
n −k Q 

′ 
c,n + 

N ∑ 

n = n b 
u 

′ 
n −k Q 

′ 
s,n , (8) 

it follows that in the present case the estimate of the cross- 

correlation vector c , cannot be strongly influenced by the noise 

source term 

˙ Q 

′ 
s , because the second term on the r.h.s. of the above 

equation is small. 

The impulse response is converted to the FTF F(ω) by the z - 

transform, 

F(ω) = 

n h ∑ 

k =0 

h k e 
−i ωk �t , where ω ∈ C . (9) 

The frequency response of the flame – i.e. the flame transfer func- 

tion F(ω) evaluated for real-valued frequencies ω ∈ R – is shown 

in Fig. 5 . The agreement with experimental measurements, which 

employed harmonic forcing and did not rely on system identifi- 

cation [23,25] , is very good – in particular at frequencies below 

250 Hz, where the gain of the frequency response is significant. 

This confirms that in the present case the non-white character of 

the noise does not lead to a significant bias in the estimation of 

the impulse response h and the source of noise ˙ Q 

′ 
s . 

In closing this section it is remarked that there are model struc- 

tures such as the Box–Jenkins model [29,30] , which model both 

the impulse response h and the noise source ˙ Q 

′ 
s . The application of 

such advanced methods to the acoustic characterization of turbu- 

lent flames with colored combustion noise is beyond the scope of 

the present study. 

Fig. 5. Flame frequency response of the BRS burner identified from LES data ( ) 

and measured in experiment ( ). 

Fig. 6. Spectral content of the combustion noise source ˆ ˙ Q s (ω) / ̄̇ Q . Dashed lines in- 

dicate the frequencies where sound pressure level in the combustor peaks, see 

Figs. 9 and 10 . 

4.2. Estimate of noise source ˆ ˙ Q s (ω) 

If an FIR model is used to estimate the impulse response h of 

the flame – see Eq. (5) – the source of combustion noise ˙ Q 

′ 
s may 

be estimated as the residual 

˙ Q 

′ 
s,n 

¯̇
 Q 

= 

˙ Q 

′ 
n 

¯̇
 Q 

− 1 

ū 

n h ∑ 

k =0 

h k u 

′ 
n −k t = n h , . . . , N. (10) 

This simple estimate is justified by the premise that the com- 

bustion noise source term 

˙ Q 

′ 
s results from turbulent fluctuations, 

which are uncorrelated with the acoustic excitation signal. Fur- 

thermore, in LES there are no other significant sources of (mea- 

surement) noise, which could contribute to fluctuations not repre- 

sented by the FIR model. 

The Power Spectral Density (PSD) of the noise source ˙ Q 

′ 
s , here 

denoted S QQ and defined as 

S QQ (ω) = 

2�t 

N 

∣∣∣∣∣
N−1 ∑ 

n =0 

˙ Q 

′ 
s,n e 

−i ωn �t 

∣∣∣∣∣
2 

, (11) 

is then obtained by using Welch’s method with 16 Hamming Win- 

dows. The magnitude of the unitary discrete Fourier transform, ob- 

tained by means of LES data and shown in Fig. 6 , is finally com- 

puted from S QQ as 

ˆ ˙ Q s (ω) = 

√ 

S QQ (ω) 

2�t 
. (12) 

5. Acoustic network model 

In this section we formulate a linear acoustic network model 

of the combustion test rig under investigation, with the objective 

of predicting the noise levels at a given location of the confined 

system. Let us first define the downstream traveling acoustic wave 
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f and upstream traveling acoustic wave g by 

f = 

1 

2 

(
ˆ p 

ρ̄ c̄ 
+ ˆ u 

)
and g = 

1 

2 

(
ˆ p 

ρ̄ c̄ 
− ˆ u 

)
. (13) 

The quantities p, u, ρ and c stand for pressure, velocity, density 

and sound speed, respectively. Let us also define a 2 × 2 transfer 

matrix T , which relates the acoustic waves f and g at a downstream 

location ‘d’ with respect to those at an upstream location ‘u’ as [
f d 
g d 

]
= T 

[
f u 
g u 

]
. (14) 

Note that instead of using a network model based on scattering 

matrices (as the one given by Eq. (1) ), we use here a network 

model based on transfer matrices, because it allows the assem- 

bly of multiple system elements by simple concatenation. We can 

acoustically describe the elements of the swirled burner (see in- 

dices in Fig. 2 ) by the corresponding acoustic transfer matrices T . 

The ducts ‘D’ are described by 

T D x , j = 

[
e −i ωl j / ̄c x 0 

0 e i ωl j / ̄c x 

]
, (15) 

where ‘x’ can take either a cold ‘c’ or a hot ‘h’ value, whereas the 

first and second cross changes (‘AC1’ and ‘AC2’) are characterized 

by 

T AC 1 = 

1 

2 

[
1 + α1 − M̄ in ζ 1 − α1 + M̄ in ζ
1 − α1 − M̄ in ζ 1 + α1 + M̄ in ζ

]
(16) 

T AC 2 = 

1 

2 

[
1 + α2 1 − α2 

1 − α2 1 + α2 

]
(17) 

where α1 = A P /A Mid and α2 = A Mid /A CC represent the area changes 

‘1’ and ‘2’, respectively. The quantity M̄ stands for the Mach num- 

ber and ζ denotes a loss coefficient. In a similar way, the swirler 

is acoustically described by 

T S = 

1 

2 

[
2 − M̄ mid ζS M̄ mid ζS 

−M̄ mid ζS 2 + M̄ mid ζS 

]
. (18) 

The acoustic reflection at the inlet and outlet of the system are 

characterized, respectively, by 

R in = 

[
1 −r in (ω) 
0 0 

]
and R out = 

[
0 0 

−r out (ω) 1 

]
, (19) 

where r in ( ω) and r out ( ω) represent the frequency depending re- 

flection coefficient. Note that we keep terms M̄ ζ for aero-acoustic 

losses, because they are of first order in mean flow Mach number 

M̄ , while we have neglected the contributions of non-zero Mach 

number on acoustic wave propagation in Eq. (15) , because their ef- 

fect on the eigenfrequencies is only second order in Mach number. 

The plenum of the test rig is closed on the upstream side by a 

porous plate with high pressure loss, thus the inlet reflection coef- 

ficient r in may be considered equal to unity for the entire range of 

frequencies. For the combustor exit coefficient r out the ‘reference’ 

case from Fig. 3 is used. 

Let us now introduce the Rankine–Hugoniot jump conditions 

across the flame, which up to second order in Mach number read 

ˆ p df = ˆ p uf , (20) 

ˆ u df = ˆ u uf + 

(γ − 1) 

γ p̄ A CC 

ˆ ˙ Q(ω) , (21) 

where γ stands for the heat capacity ratio, and ‘uf’ and ‘df’ rep- 

resents a location immediately ‘upstream’ or ‘downstream’ of the 

flame, respectively. Inserting now the definition of f and g of Eq. 

Fig. 7. Schematic representation of Eq. (22) . The ITA feedback loop is illustrated in 

orange, whereas acoustic waves are displayed in blue. The shaded region features 

the Flame as ˆ ˙ Q(ω) = 

ˆ ˙ Q c (ω) + 

ˆ ˙ Q s (ω) . Empty blocks represent constant multiplica- 

tors. (For interpretation of the references to color in this figure legend, the reader 

is referred to the web version of this article). 

(13) in Eq. (20) and Eq. (21) , and recalling that ˆ ˙ Q(ω) = 

ˆ ˙ Q c (ω) + 

ˆ ˙ Q s (ω) , we obtain [
f df 

g df 

]
= 

1 

2 

[
ξ + 1 ξ − 1 

ξ − 1 ξ + 1 

]
︸ ︷︷ ︸ 

T PF 

[
f uf 

g uf 

]

+ α2 θF(ω) 
1 

2 

[
1 −1 

−1 1 

]
︸ ︷︷ ︸ 

T AF 

[
f ref 

g ref 

]
− S , (22) 

where we have introduced the sources S as 

S ≡ 1 

2 

(γ − 1) 

γ p̄ A CC 

ˆ ˙ Q s (ω) 

[
−1 

1 

]
. (23) 

Furthermore, ξ = ρc c c /ρh c h and θ = (T df /T uf − 1) denote the 

specific acoustic impedance and the relative temperature incre- 

ment, respectively. T PF stands for the transfer matrix of the “pas- 

sive flame”, i.e. the temperature discontinuity across the flame, 

while T AF denotes the ”active flame” transfer matrix, i.e. the effect 

of unsteady flame heat release in response to flow perturbations. A 

schematic representation of Eq. (22) is given by Fig. 7 . Note that in 

Eq. (22) the flame transfer function is defined with respect to the 

reference position ‘ref’ and not with respect to ‘uf’. 

We define now, considering the illustration of the system in 

Fig. 2 , the transfer matrices ‘sys1’, ‘sys2’ and ‘SYS’ 

T sys1 ≡ T D c , 2 T AC1 T D c , 1 , (24) 

T sys2 ≡ T D c , 5 T AC2 T D c , 4 , T S T D c , 3 (25) 

T SYS ≡
(
T PF T sys2 + T AF 

)
T sys1 , (26) 

and wave vectors 

W n ≡
[

f n 
g n 

]
, (27) 

so that Eq. (22) may be written in compact form 

W df = T SYS W in − S . (28) 

Finally, system element transfer matrices, reflection coefficients 

and the source S are assembled to form an inhomogeneous system 

of equations, ⎡ 

⎢ ⎣ 

R in R out 

T SYS −I 

T D 
d , 6 

−I 

T D 
d , 7 

−I 

⎤ 

⎥ ⎦ 

︸ ︷︷ ︸ 
M 

⎡ 

⎢ ⎣ 

W in 

W df 

W mic 

W out 

⎤ 

⎥ ⎦ 

︸ ︷︷ ︸ 
x 

= 

⎡ 

⎢ ⎣ 

S 

⎤ 

⎥ ⎦ 

︸ ︷︷ ︸ 
b 

, (29) 
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Table 1 

Geometrical and thermodynamic parameters obtained 

from LES and used in the acoustic network model. Indices 

are graphically represented in Fig. 2 . The loss coefficients 

ζ and ζ S were obtained numerically by Weyermann [24] . 

Length (m) 

l 1 = 0 . 17 , l 2 = 0 . 11 , l 3 = 0 . 025 , l 4 = 0 . 045 , l 5 = 0 . 045 

l 6 = 0 . 255 , l 7 = { 0 . 0 , 0 . 4 } + l eff, l eff = 0 . 036 

Mean velocity at ‘Mid’ section (m.s −1 ) 

ū mid = 11 . 3 

Cross section area (m 

2 ) 

A P = 

π
4 

0 . 2 2 , A mid = 

π
4 
(0 . 04 2 − 0 . 016 2 ) , A CC = 0 . 09 2 

Density (kg.m 

−3 ) 

ρc = 1 . 205 , ρh = 0 . 183 

Temperatures (K) 

T c = 293 , T h = 1930 

Loss coefficient 

ζ = 0 . 8 , ζS = 1 . 7 

Reflection coefficient at inlet 

R in = 1 

where I denotes a 2 × 2 identity matrix. Once the linear system 

given by Eq. (29) is solved, the acoustic pressure at the microphone 

located in the combustion chamber – see Fig. 2 – is computed as 

ˆ p mic = ρ̄h ̄c h ( f mic + g mic ) . The network model here presented was 

built and solved with the in-house numerical tool taX [31] . Table 1 

lists values of model parameters that describe the combustor test 

rig under study. In finishing this section is useful to remark that 

the acoustic source vector (see Eq. (1) ) is related to S by [
f s 
g s 

]
= 

2 

1 + ξ

[
−ξ 0 

0 1 

]
S . (30) 

6. Interpretation of solutions of the network model 

The inhomogeneous system of equations (29) may be written 

as 

M(ω) x = b(ω) for ω ∈ R . (31) 

The restriction to real-valued frequencies results from the combus- 

tion noise source term 

ˆ ˙ Q s (ω) contained in the vector b , which is 

defined only for ω ∈ R . The vector of unknowns x – i.e. the charac- 

teristic wave amplitudes f n , g n at the network nodes – may be de- 

termined as x (ω) = M 

−1 (ω) b(ω) , provided that the matrix M ( ω) 

at frequency ω is non-singular. The system (31) behaves in many 

aspects analogously to a forced oscillator, but some peculiarities 

result from the facts that the combustion noise source term is 

broad-band in nature; that thermo-acoustic system may develop 

self-excited instabilities due to feedback; and that nonlinear effects 

will become significant at large oscillation amplitudes. Ramifica- 

tions for the proper interpretation of peaks in the spectral distri- 

bution of pressure fluctuations predicted by the model (31) result, 

which are discussed in this section. 

Consider first that the inhomogeneous system of equations 

(31) will be ill-defined with singular matrix M ( ω) for specific fre- 

quencies ω 

∗, 

det (M(ω 

∗)) = 0 with ω 

∗ ∈ C . (32) 

These frequencies are associated with eigenmodes 1 of the corre- 

sponding homogeneous system M x = 0 , with non-trivial eigenvec- 

tors x ∗ � = 0. As discussed by Emmert et al. [13] , the complete set of 

eigenvectors of a thermoacoustic system M should be interpreted 

as the sum of cavity acoustic and ITA eigenmodes. If the imaginary 

part of an eigenfrequency is positive, imag( ω 

∗) > 0, the amplitude 

1 Note that this is not a standard linear algebra eigenvalue problem, because in 

general some of the coefficients of the matrix M depend on frequency ω. 

Fig. 8. Association of resonant peaks in the SPL spectrum with the eigenfrequencies 

ω 

∗ of the homogeneous system model. A source S with a PSD that is uniform in 

frequency is assumed. 

of that mode will decay ∼ exp {−imag (ω 

∗) t} , and the mode is con- 

sidered stable. This is analogous to an oscillator without driving, 

where oscillation amplitude will decay due to friction. If the imagi- 

nary part of all eigenfrequencies is positive, the system M is judged 

to be linearly stable. Conversely, if imag( ω 

∗) < 0 for one (or sev- 

eral) of the eigenmodes, the mode is thermoacoustically unstable 

and amplitudes will grow exponentially until nonlinear effects –

such as saturation of flame response, or increases losses – lead to 

an asymptotic state, e.g. a limit cycle. These considerations apply to 

both cavity acoustic and ITA modes. The case of exact marginal sta- 

bility with imag (ω 

∗) = 0 is very unlikely and not considered fur- 

ther. 

Now let us discuss under which circumstances the model 

(31) will produce peaks in the spectral distribution of the Sound 

Pressure Level (SPL) in the combustor. The first possibility is that 

the spectral distribution of the combustion noise source term 

ˆ ˙ Q s 

and accordingly the acoustic source vector itself exhibit a peak at 

a certain frequency. For a linear system, enhanced forcing results 

in increased amplitudes, such that the SPL spectra should exhibit 

a corresponding peak at the same frequency. However, the spec- 

tral distribution of the combustion noise source term 

ˆ ˙ Q s is related 

to turbulent statistics [2] , which in general will not generate pro- 

nounced peaks. 

A more relevant mechanism is resonant driving of a stable 

eigenmode. This scenario is straightforward to understand, in ob- 

vious analogy to a forced oscillator with damping, where for given 

forcing amplitude the amplitude of oscillation will increase as the 

forcing frequency approaches the oscillator eigenfrequency. Thus 

even with a broad-band source of combustion noise without any 

peaks, the model (31) will generate peaks in the SPL spectra at fre- 

quencies real( ω 

∗), where the ω 

∗’s are the eigenfrequencies of the 

homogeneous system M x = 0 . As sketched in Fig. 8 , we should ex- 

pect a pronounced peak if the imaginary part of an eigenfrequency 

imag( ω 

∗) is small, because in that case the determinant det( M ( ω)) 

will be close to zero. This behaviour is quite intuitive: persistent 

forcing of a mildly damped mode can result in large oscillation am- 

plitudes. On the contrary, a strongly damped mode with imag( ω 

∗) 

	 0 will only exhibit a mild peak, as depicted in Fig. 8 for the 

modes at higher frequencies. The reader should appreciate that 

for a stable eigenmode, the inhomogeneous linear system model 

(31) will in principle afford a quantitative prediction of the sound 
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Fig. 9. OWC case: Noise spectrum at position ’mic’ predicted by the network model 

with one-way-coupling for varying values of | r out |: 0.5, 0.6, 0.7, 

0.8, 0.9, 1.0, experimental results. 

pressure level, provided that oscillation amplitudes remain at a 

level where nonlinear effects are not yet significant. 

What to expect if one of the eigenmodes is unstable ? In this 

case, combustion noise or some other kind of initial perturbation 

triggers oscillations, which subsequently grow (without the need of 

a driver) until nonlinear effects lead to saturation. The magnitude 

of the combustion noise source term is most likely irrelevant for 

the limit cycle oscillation amplitudes. Furthermore, a linear model 

is not capable of predicting sound pressure levels in the limit cycle, 

and it might seem that the model (31) provides no useful informa- 

tion whatsoever about unstable modes. However, growth rates of 

thermoacoustic instabilities are in general not very large – realis- 

tic values correspond to cycle increments of a few percent. This 

implies that the imaginary part of the eigenfrequency ω 

∗ of un- 

stable modes will be small, i.e. the modes are located close to the 

real axis Fig. 8 , and the inhomogeneous model (31) will produce a 

pronounced resonance peak at the frequency real( ω 

∗) and thereby 

indicate the presence of an unstable mode. This justifies the use of 

the inhomogeneous model (31) for thermoacoustic stability anal- 

ysis [7,32] . However, the magnitude of the resonance peak should 

not be equated with the oscillation amplitude in the limit cycle. 

The discussion in this section may be summarized as follows: 

the linear, inhomogeneous model M x = b can identify frequencies, 

where one should expect large oscillation amplitudes. If one de- 

termines in addition the eigenfrequencies ω 

∗ of the homogeneous 

model M x = 0 , one is able to distinguish between peaks in the 

SPL spectra that result from resonant driving of a stable mode, and 

those that result from self-excited instability. For the former, am- 

plitude levels predicted by the liner model may be quantitatively 

accurate, for the latter a nonlinear model is required to predict 

limit cycle amplitudes. 

7. Results 

According to elementary considerations, the fundamental ITA 

mode should occur close to a frequency where the phase of F(ω) 

equals −π, as argued by Hoeijmakers et al. [16] , Emmert et al. [17] , 

and Courtine et al. [19] . By inspection of the phase plot in Fig. 5 , 

one estimates this frequency to be near 100 Hz. Indeed, the sound 

pressure level measured at the combustor exit shows a distinct 

peak at a frequency of 98 Hz (see Fig. 9 and/or Fig. 10 ). The prox- 

imity in frequency suggests that this peak may be associated with 

the first mode of the ITA feedback loop. However, the agreement 

in frequency by itself does not rule out the possibility that by co- 

incidence we have encountered a cavity acoustic mode of the test 

rig. 

In the following, we shall present results of parametric stud- 

ies carried out with the network model presented in the previ- 

ous section and considering the flame transfer function F(ω) and 

Fig. 10. TWC case: Noise spectrum at position ’mic’ predicted by the network 

model with two-way-coupling and varying values of | r out |: 0.5, 0.6, 

0.7, 0.8, 0.9, 1.0, experimental results. 

combustion noise source ˆ ˙ Q s (ω) estimated with LES data ( Figs. 5 

and 6 ). We shall explore how frequency and strength of resonance 

peaks, but also frequency and growth rate of eigenmodes of the 

system matrix M (see Eq. (29) ) vary due to the inclusion of two- 

way-coupling, and due to changes in exit reflection coefficient r out 

and combustor length l cc . This will allow us to ascertain that in- 

deed the resonance peak at 98 Hz is due to the ITA feedback loop. 

A second pronounced peak in sound pressure level is observed at 

370 Hz. The network model study will confirm that this peak is 

related to an acoustic cavity mode (see below). 

Note that a narrow, low-frequency (130 Hz) peak in the com- 

bustion noise spectrum of the BRS burner was previously observed 

and discussed by Weyermann [24] at different operating condi- 

tions. Unfortunately, at that time the concept of ITA feedback was 

not yet known. Thus a proper interpretation of this observation 

and further implications were not developed. 

7.1. SPL spectra with one- and two-way coupling 

In this section we compare the spectral distribution of sound 

pressure level (SPL) measured in experiment with the results of 

the network model Eq. (29) , for the case in which the combustion 

chamber length l CC = l 5 + l 6 + l 7 (see Fig. 2 ) is equal to 0.3 m. In 

addition we study the influence of the reflection coefficient r out ( ω) 

on the results, which also impacts the complex eigenfrequencies 

ω 

∗ of the system matrix M of Eq. (29) . The SPL spectrum observed 

in experiment at the location ‘mic’ (see Fig. 2 ), which is shown in 

blue in Fig. 9 and also in Fig. 10 , exhibits two prominent peaks 

around 98 Hz and around 370 Hz. 2 

For the low-order network model, let us first consider a model 

variant in which the influence of the acoustic waves on the un- 

steady heat release rate of the flame is neglected by setting T AF = 

[0 0 ; 0 0] in Eq. (26) . Recalling the discussion in the intro- 

duction, we label this case as OWC for ‘One-Way-Coupling’. In 

Fig. 9 we show in shades of gray the curves that represent the 

acoustic pressure estimated by the network model, for the range 

0.5 < | r ( ω)| < 1.0. Results of the case where | r(ω) | = 0 . 7 , which 

correspond to the ‘reference’ value of | r out | illustrated in Fig. 3 , are 

plotted in red. 

Remarkably, the peak observed in experiment at 98 Hz is 

not predicted at all by the network model with OWC. On the 

other hand, the physically motivated model of ‘Two-Way-Coupling’ 

(TWC), where the response of the flame to acoustic perturbations 

2 In order to avoid confusion, the reader should be aware that these measure- 

ments are performed on the same experimental setup (see measurements of F(ω) 

in Fig. 5 ), but considering no external acoustic forcing. 
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Fig. 11. OWC case: Pole map of the system matrix M with one-way-coupling for 

varying values of | r out |: x 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. 

is duly taken into account with T AF in Eq. (22) , recovers a peak 

near 98 Hz, see Fig. 10 . 

These results indicate unequivocally that the peak at 98 Hz re- 

sults not from coupling to a cavity acoustic mode, but from ITA 

feedback. Let as assume, for the sake of the argument, that a cav- 

ity acoustic mode exists at 98 Hz. Both OWC and TWC account for 

the combustion noise source term 

˙ Q 

′ 
s as the driving mechanism, 

thus both models would produce a peak in the SPL as the result of 

resonance of the noise source term 

˙ Q 

′ 
s , which is quite strong in this 

frequency range (see Fig. 6 ), with the acoustic mode. However, the 

OWC result does not exhibit a peak in this frequency range, while 

the TWC result does. Let as assume the alternative, i.e. that an ITA 

mode exists at 98 Hz. In the OWC model, the ITA feedback loop 

is broken, because the link between upstream velocity fluctuations 

u ′ 
ref 

and unsteady heat release rate ˙ Q 

′ 
c is severed. Thus the combus- 

tion noise source term 

˙ Q 

′ 
s cannot produce a peak due to resonance 

with an ITA mode in the OWC model. On the other hand, the TWC 

model retains the link between u ′ 
ref 

and 

˙ Q 

′ 
c and consequently, the 

combustion noise source term 

˙ Q 

′ 
s can go in resonance with the ITA 

feedback loop. We conclude with confidence that the presence of 

the peak in the TWC model, and its absence in the OWC model, 

supports the hypothesis that this peak results from ITA feedback. 

A second peak around 400 Hz is associated with the quarter- 

wave mode of the combustion chamber and corresponds well with 

the peak at 370 Hz observed in experiment. Note that the mis- 

match of 30 Hz is likely due to an overestimation of the hot gas 

temperature ( T h = 1930 K) obtained by LES and used in the acous- 

tic network model. The strength of the peak increases with in- 

creasing magnitude of the exit reflection coefficient, as one would 

expect for a forced oscillation at resonance when acoustic losses 

decrease. Conversely, the strength of the peak at 98 Hz related to 

ITA feedback decreases with an increase of the magnitude of the 

exit reflection coefficient. This will be discussed further in the fol- 

lowing. 

In closing this section we note that the maxima in the spectral 

distribution of the combustion noise source ˆ ˙ Q s (ω) – see Fig. 6 –

do not correspond with the peaks in the SPL spectrum in the com- 

bustor. This lends further support to our argument that in confined 

systems resonant coupling between the noise source term and the 

acoustic environment as well as the ITA feedback loop shape the 

spectral distribution of combustion noise in a decisive manner. 

7.2. Relation between SPL spectra and the poles of M – stable case 

In order to further analyze the nature of the resonances near 

100 Hz and 400 Hz, Figs. 11 and 12 show pole maps of the system 

matrix M of the network model (see Eq. (29) ), obtained by solving 

the characteristic equation det (M(ω 

∗)) = 0 , where ω 

∗ ∈ C , for the 

eigenfrequencies ω 

∗ of the homogeneous system (without driving 

Fig. 12. TWC case: Pole map of the system matrix M with two-way-coupling for 

values of | r out |: x 0.5, 0.6, 0.7, 0.8, 0.9, 1.0. 

by combustion noise). As mentioned in Section 6 , real( ω 

∗) is asso- 

ciated to the resonance frequency whereas -imag( ω 

∗) defines the 

growth rate of the mode under investigation. 

The pole map Fig. 11 of the OWC case shows eigenfrequen- 

cies around 50 Hz and 400 Hz. The 50 Hz mode corresponds to a 

Helmholtz mode, where the plenum acts as the resonator ‘volume’, 

and the burner annulus as the ‘neck’ of a Helmholtz resonator. The 

400 Hz mode can be identified as a quarter wave mode of the 

combustion chamber. The pole map shows clearly that the growth 

rate of this mode increases as the outlet reflection coefficient | r out | 

increases. This is expected for a cavity acoustic mode, since for 

larger values of | r out |, the loss of acoustic energy at the outlet 

boundary decreases. This corresponds to the observation that with 

larger | r out |, the amplitude of the resonance peak at 400 Hz in- 

creases, see Figs. 9 and 10 . 

Results for the TWC case, where feedback from the acoustics on 

the flame is taken into account, are shown in Fig. 12 . Additional 

poles around 100 Hz, 250 Hz, 300 Hz and 450 Hz are observed. 

In this work, we exclusively concentrate on the mode at 100 Hz, 

because this is the one with larger growth rate (although still neg- 

ative) and, therefore, the one that dominates the noise spectrum. A 

more comprehensive analysis of the nature of the various modes is 

given by Emmert et al. [13] . Again it is very interesting to see the 

influence of the magnitude of the reflection coefficient | r out | on the 

eigenfrequencies. The growth rate of the 100 Hz mode increases 

as | r out | decreases, as seen in Fig. 12 . This behavior might seem 

counter-intuitive at first sight, but it does correspond with the de- 

crease in strength of the SPL peak in Fig. 10 . In contrast to acoustic 

cavity modes, the growth rate of an ITA mode may increase when 

the acoustic reflection at the boundaries is reduced, as already ob- 

served by Hoeijmakers et al. [16] . Specific flame/burner properties 

determine whether the growth rate of an ITA mode increases or 

decreases when lowering acoustic reflection at the boundaries. 

In order to further understand the nature of the resonance at 

100 Hz, we will consider a system where no cavity acoustic modes 

are possible. This is achieved by setting r in , r out = 0 and by disre- 

garding the plenum from the system by setting T sys1 = I. In order 

to fully simplify the resulting expression we consider all lengths l 

of the system equal to zero. The eigenfrequencies ω 

∗ of the simpli- 

fied system are now easily obtained from the solution of the char- 

acteristic equation 

det (M(ω 

∗)) = ξ + α2 + α2 θF(ω 

∗) = 0 , where ω 

∗ ∈ C . (33) 

For the fundamental mode, we obtain a frequency real (ω 

∗) = 

2 π (106) s −1 and a growth rate −imag (ω 

∗) = −18 s −1 . We can 

consider the frequency 106 Hz to be close enough to the one pre- 

dicted by the complete network model (case TWC) at 100 Hz and 

observed in experiments at 98 Hz. We conclude, therefore, that 

the peak at 100 Hz is of ITA nature. Following a similar analysis, 
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Fig. 13. Pole map of systems with varying combustion chamber length l cc : 0.3 m, 

0.4 m, 0.5 m, 0.6 m, 0.7 m. 

we recognized the poles around 250 Hz, 300 Hz and 450 Hz of 

the complete system M to be also of ITA nature 3 . They are labeled 

‘ITA2’, ‘ITA3’, ‘ITA4’ in Figs. 12 and 13 . It should be remarked that in 

order to obtain valid solutions of Eq. (33) , the flame transfer func- 

tion F(ω) must be well-defined for ω ∈ C . This is guaranteed by 

computing F(ω) as the z -transform of the impulse response, see 

Eq. (9) . 

7.3. Relation between the SPL spectra and the poles of M – unstable 

case 

In the previous section, we have recognized the presence of the 

ITA feedback loop in the SPL spectrum of noise. In addition, we 

have analyzed the influence of the magnitude of the reflection co- 

efficient | r out | both on the strength of the peaks of the noise spec- 

trum and on the growth rate of the two main acoustic modes (of 

cavity resonance and ITA nature, respectively). We study now the 

influence of the combustion chamber length l CC on the eigenfre- 

quencies ω 

∗ of these two acoustic modes. 

Figure 13 shows the trajectories of the eigenfrequencies on the 

complex plane when varying l CC . The eigenfrequencies that corre- 

spond to the case l CC = 0 . 3 m where | r| = 0 . 7 are displayed in red. 

We observe that an increment of l CC in the range 0.3 m < l CC < 0.7 

m changes the resonance frequency of the cavity mode by 50 Hz. 

This is naturally expected, because a longer combustion chamber 

can be associated with a longer wavelength of the corresponding 

cavity mode. In contrast, the frequency of the ITA resonance is only 

shifted by 5 Hz (see Fig. 13 ) by this change in combustion cham- 

ber length. The increment of l CC influences significantly also the 

growth rate of the modes under investigation: Whereas the cavity 

resonance mode exhibits a reduced growth rate for larger values 

of l CC , the growth of the ITA mode increases as l CC gets larger. The 

network model predicts that for l CC > 0.6 the system becomes un- 

stable due to the positive growth rate of the ITA mode. 

This trend corresponds well with experiment: Fig. 14 shows 

measurements of the SPL for the case l CC = 0 . 7 . We observe a large 

peak of the fundamental mode at 100 Hz, with corresponding har- 

monics at multiples of the fundamental frequency. Since this case 

is recognized as unstable, the amplitude of the peaks caused by 

the combustion instability correspond to the amplitude of the as- 

sociated limit cycle. Because the model given by Eq. (29) is based 

3 For small values of |imag( ω)| it can be demonstrated that F(ω) = 

F( real (ω) , imag (ω)) is a dilated (or contracted) version of F( real (ω) , 0) . On the 

contrary, for large values of |imag( ω)|, the function F( real (ω) , imag (ω)) cannot be 

easily mapped from F( real (ω) , 0) . In the system under investigation |imag( ω 

∗)| is 

small for the fundamental ITA mode and is large for the modes ITA2, ITA3 and ITA4. 

Consequently, the value of F( real (ω 

∗) , imag (ω 

∗)) cannot be easily presumed from 

F( real (ω 

∗) , 0) . A further consequence is that the intrinsic eigenfrequencies ω 

∗ , la- 

belled ITA2, ITA3 and ITA4 are not found at ∠ F( real (ω) , 0) = −3 π, −5 π, −7 π . 

Fig. 14. Experimentally measured noise spectrum for a combustion chamber length 

of l cc = 0 . 7 m. 

Fig. 15. Stability map of the system that simultaneously depicts the influence of a 

variation of | r out | and l CC on the overall stability. Unstable regions are further sepa- 

rated in unstable cavity modes and an unstable ITA mode. 

on linear acoustics and linear flame dynamics, it cannot predict 

the amplitude of this limit cycle. Nevertheless, the results of the 

network model can give a good estimate of the frequency of the 

limit cycle. We observe that the peak measured in experiments 

corresponds well to the frequency of the unstable ITA mode near 

100 Hz. 

The parametric study is completed by presenting in Fig. 15 the 

influence of both reflection coefficient | r out | and combustor length 

l CC on the growth rates of the acoustic modes. We observe that for 

values of | r out | close to unity the mode corresponding to acoustic 

cavity resonance is triggered, whereas for lower values of | r out | the 

ITA mode is predominant. 

8. Conclusions and outlook 

We have studied numerically and experimentally the combus- 

tion noise produced by a turbulent flame. Peaks in the spectral 

distribution of sound pressure level were found to result not from 

corresponding peaks in the spectral distribution of the combus- 

tion noise source term, but from resonances with acoustic cavity 

modes or intrinsic thermoacoustic (ITA) modes. This observation 

holds for stable as well as unstable configurations, although peaks 

in SPL spectra are much more pronounced if thermoacoustic insta- 

bility occurs. It is concluded that in order to predict combustion 

noise and resonances of confined turbulent flames, acoustic mod- 

els must in general account for the two-way-coupling between the 

sources of noise and the surrounding acoustic field. Further impli- 

cations result for sound radiated by open turbulent flames, where 

acoustic cavity modes cannot exist due to the anechoic environ- 

ment. Nevertheless, ITA feedback will be present in general, and 

the spectrum of noise may be determined by both the broadband 

nature of the noise source term of the flames, as well as by reso- 

nance peaks that correspond to ITA feedback. 
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Furthermore, our results show that ITA modes do not necessar- 

ily lock on to cavity acoustic modes, as already observed in the 

studies of Hoeijmakers et al. [14] and Emmert et al. [13] . Instead, 

modes of different nature coexist in the test rig investigated in this 

study, one associated with cavity resonance and another associated 

with ITA resonance. In this study, these two types of modes are 

influenced by acoustic boundaries in a rather different way: While 

the growth rate of the cavity mode becomes larger with increas- 

ing magnitude of the downstream reflection coefficient | r out |, the 

growth rate of the ITA mode decreases . Similarly, a change in the 

length of the combustion chamber l CC – which can be also seen as 

a change in the argument of r out – causes a large shift in the fre- 

quency of the cavity mode, whereas it has almost no impact on the 

frequency of the ITA mode. These findings are quite important for 

passive control of thermoacoustic instabilities, because it is classi- 

cally believed that changes in magnitude or the phase of acoustic 

boundaries of a combustion system should imply a corresponding 

shift in the growth rate or resonance frequency of the associated 

acoustic mode. We have shown that the latter is not always the 

case if the acoustic mode is of ITA nature. A more in-depth and 

comprehensive analysis of the nature and the interactions of cav- 

ity vs. ITA modes was presented by Emmert et al. [13] . 

In this study we have for the first time deduced concurrently 

the flame transfer function and the combustion noise source term 

of a turbulent flame from LES time series data with system iden- 

tification. The application of advanced system identification tech- 

niques for this task is the topic of ongoing work. 
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Abstract 

Large-Eddy Simulation (LES) is combined with advanced System Identification (SI) to simultaneously infer 
models for the source of combustion noise and the dynamic response to velocity fluctuations of a turbulent 
premixed flame. A Box-Jenkins model structure allows SI of both the noise source and the flame dynamics 
from time series data generated with single LES. The models that result from this ‘black-box’ SI approach are 
purely data-driven and do not rely on estimates of characteristic flow or flame parameters, such as turbulence 
intensity or flame length. In confined combustion systems the spectral distribution of combustion noise is 
strongly modulated by the cavity acoustics and the flame dynamics. By incorporating the identified models 
into a network model for the combustor acoustics, a linear Reduced Order Model (ROM) is built to predict 
the spectral distribution of sound pressure within the combustor for two different outlet reflection conditions. 
The identified flame transfer function as well as the ROM-based predictions of the pressure spectra in the 
combustor are compared with satisfactory qualitative and quantitative agreement against measurements. An 

interpretation of the pressure spectra based on eigenmode analysis elucidates the interplay between combus- 
tion noise generation, flame dynamics and cavity resonances. 
© 2018 The Combustion Institute. Published by Elsevier Inc. All rights reserved. 
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1. Introduction 

Combustion noise is an unavoidable by-product 
of turbulent combustion. For aeronautical en- 
gines it constitutes a significant contribution to the 
overall noise emissions [1] . Combustion noise re- 
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sults from unsteady heat release by the flame [2] . 
The fluctuations of heat release rate may be seen as 
the sum of two contributions 

˙ Q 

′ = 

˙ Q 

′ 
c + 

˙ Q 

′ 
s . (1) 

Following the nomenclature of [3] , ˙ Q 

′ 
c denotes per- 

turbations of heat release rate that result from 

acoustic velocity fluctuations upstream of the 
flame. This flame dynamic response may be taken 

into account via a Flame Transfer Function (FTF). 
Flame dynamics play a key role in self-excited ther- 
moacoustic instability – which is not discussed fur- 
ther in the present paper – but can also shape the 
spectrum of combustion noise, as will be shown 

in the following. The second term 

˙ Q 

′ 
s describes a 

broadband source of combustion noise , which re- 
sults from stochastic activity of the turbulent flow 

field and is understood to be uncorrelated with in- 
coming acoustic perturbations. 

Regarding the spectral distribution of noise 
generated by turbulent flames, one should distin- 
guish between unconfined and enclosed configu- 
rations. In unconfined configurations, the sound 

pressure spectrum strongly correlates with 

˙ Q 

′ 
s and 

is thus of broadband nature. Nevertheless, even 

in this case ˙ Q 

′ 
c cannot be neglected: flame intrin- 

sic thermoacoustic (ITA) feedback may establish 

a two-way coupling between flame and acoustics 
[3,4] , where the acoustic field generated by the flame 
causes velocity fluctuations upstream of the flame. 
These fluctuations in turn perturb the flame, caus- 
ing a contribution 

˙ Q 

′ 
c to the fluctuations of heat re- 

lease rate that may go in constructive or destructive 
interference with the noise source term 

˙ Q 

′ 
s . Conse- 

quently, the sound pressure spectrum is modulated. 
In case of an enclosed flame, acoustic reflections 
at the system boundaries constitute an additional 
feedback loop, which may modulate the shape of 
the sound pressure spectrum in a distinctive man- 
ner. The noise source ˙ Q 

′ 
s may excite an acoustic cav- 

ity mode, causing resonance peaks in the pressure 
spectrum [3,4] . Hence, the sound pressure level and 

its spectral distribution depend in general strongly 
on the acoustic boundaries of the combustion sys- 
tem [5,6] . 

To reduce the overall sound pressure level in ap- 
plied confined systems and to better understand 

the nature of the sound spectrum, accurate, re- 
liable and flexible prediction methods are neces- 
sary, which take all relevant thermo-acoustic mech- 
anisms into account. ‘Flexible’ here means that it 
should be possible to assess in a convenient and af- 
fordable manner the effect of changes in the acous- 
tic boundary conditions, say, or the combustor ge- 
ometry on the pressure spectrum. 

Obviously, sound pressure levels in a combus- 
tion system may be determined by measurement 
[6–8] . However, experiments are rather laborious 
and inflexible in regard to changes in the acous- 

tic boundaries. Reactive compressible Large-Eddy 
Simulation (LES) resolves directly the combustion 

noise generation as well as the acoustic propaga- 
tion and reflection within the cavity and has proven 

itself to be capable of reproducing accurately the 
sound pressure spectra in confined systems [8–10] . 
Even though changes in the acoustic boundaries 
are feasible to implement, the computational ef- 
fort of LES is considerable, and the investigation 

of a wide range of parameters, say, is prohibitively 
expensive. 

Linear acoustic network models, on the other 
hand, are computationally much less demanding. 
Acoustic propagation, reflection and dissipation 

are described by network elements that relate the 
acoustic field up- and downstream of each ele- 
ment. In combination with an FTF, which de- 
scribes the flame dynamics, and a model for the 
generation of combustion noise, a Reduced Order 
Model (ROM) can be formulated that should allow 

quantitative estimation of the sound pressure level 
for thermoacoustically stable configurations [3,4] . 
Whereas acoustic propagation, damping and reflec- 
tion within the network model are rather straight- 
forward to describe, the determination of the FTF 

and the noise source is more challenging. 
A combustion noise source vector in terms of 

emitted characteristic wave amplitudes may be ex- 
tracted experimentally [4,11] , but the experimental 
assessment of the combustion noise source is dif- 
ficult and laborious. An alternative approach re- 
lies on a Strouhal number scaling for the noise 
source [12–14] . These models predict an increase 
of the combustion noise source strength towards a 
peak frequency, with a subsequent roll-off to higher 
frequencies. These estimations rely on various as- 
sumptions that depend on the flame type and re- 
quire detailed information about the flow field and 

the flame shape as model input. 
The reader is reminded at this point that accord- 

ing to Eq. (1) the determination of only the noise 
source ˙ Q 

′ 
s is not sufficient for an accurate prediction 

of combustion generated sound via a ROM. The 
possibility of two-way coupling requires to take 
into account also the flame response to acoustic 
fluctuations ˙ Q 

′ 
c , i.e. to incorporate also the FTF 

into the ROM [3,4] . 
In the current work the FTF as well as a noise 

source model are derived from a LES / System Iden- 
tification (LES/SI) approach [15] . Instead of the 
widely used Finite Impulse Response (FIR) identi- 
fication [16,17] , which only estimates the FTF from 

broadband LES time series data, a Box-Jenkins 
(BJ) model identification is applied [18] . In addition 

to a deterministic part, the BJ model includes also 

the estimation of a stochastic process. This model 
structure corresponds directly to the two contri- 
butions of the heat release fluctuations shown in 

Eq. (1) and makes possible the simultaneous 
identification of the FTF and the noise source from 
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Fig. 1. Experimental setup of the turbulent swirl combus- 
tor. The shaded area represents the part of the test rig re- 
solved within the LES. Dimensions are given in mm. 

a single broadband LES time series data set. The 
black-box identification provides a purely data- 
driven noise model. 

Application of BJ identification in the field 

of thermoacoustics was explored by Silva et al. 
[19] in a numerical study of a laminar flame, where 
stochastic combustion noise was mimicked by im- 
posed equivalence ratio fluctuations. Merk et al. 
[18] investigated on the basis of surrogate data 
the general applicability of BJ identification to 

thermoacoustic systems, with emphasis on optimal 
model order, error margins and confidence levels. 
The present study is the first to apply BJ identifica- 
tion to actual LES time series data of a turbulent 
combustor and to juxtapose the subsequent ROM- 
based predictions of sound pressure spectra with a 
unique set of experimental results, where the flame 
dynamics (i.e. the FTF), the spectral distribution of 
sound pressure and the acoustic boundary condi- 
tions were measured with quantitative accuracy. 

2. Experimental configuration 

The turbulent swirl combustor shown in Fig. 1 
was developed at EM2C laboratory, Paris. A 

methane and air mixture of equivalence ratio equal 
to φ = 0 . 82 is injected at the bottom of the plenum. 
After flowing through the upstream plenum, a first 
convergent (contraction ratio: 8.73), a radial swirler 
and an injection tube, the mixture enters the com- 
bustion chamber. In the injection tube of diameter 
D = 20 mm, which has a reduced cross section due 

Fig. 2. Measured modulus (top) and phase (bottom) of 
the outlet reflection coefficients for an open end ( ) and 
a perforated plate ( ). Solid lines ( ) show the fitted 
transfer functions used in the ROM. 

to the central bluff body, a bulk flow velocity of 
u b = 7 . 1 m/s is reached yielding a Reynolds number 
of Re = u b D / ν ≈ 7000 at p = 1 atm and T = 20 °C. 
In the combustion chamber a swirl stabilized V- 
shaped flame develops with a thermal power of 
P th = 5 . 5 kW. The burnt gases leave the combus- 
tion chamber through a small convergent exhaust 
(contraction ratio: 2.03) without indirect combus- 
tion noise production. 

In order to measure the FTF, acoustic forc- 
ing is applied with a loudspeaker (Monacor SP- 
6/108PRO - 100 W RMS) mounted at the plenum 

bottom. At the reference position “HW” in Fig. 1 , 
the resulting velocity fluctuations u ′ ref are mea- 
sured by a hot-wire probe (Dantec Dynamics Mini- 
CTA 54T30 with a 55P16 probe). Combustion 

chamber walls made of quartz glass provide opti- 
cal access to the flame. A photomultiplier mounted 

with an interferometric filter centered on 310 ±
10 nm records the OH 

∗ chemiluminescence signal 
of the flame, which is assumed to be proportional to 

the heat release rate. The FTF is deduced from the 
photomultiplier and hot-wire signals by sweeping 
the excitation frequency while maintaining a per- 
turbation level of 10% of the mean flow speed at 
the hot wire probe. 

The acoustic pressure within the combustion 

chamber is measured by the microphone “MC” in 

Fig. 1 . It is mounted on a water-cooled waveguide, 
which is connected to the backplate of the com- 
bustion chamber. A fully reflecting rigid wall ter- 
minates the upstream end of the combustor. On 

the downstream side the combustor is either open- 
ended or equipped with a perforated plate having 
the same outer diameter as the convergent exhaust 
and a square pattern of 12 holes of radius R = 

2.5 mm with an inter-hole spacing d = 20 mm. For 
both conditions, the reflection coefficient is mea- 
sured with the three-microphone method [20] . Re- 
sults are shown in Fig. 2 . Uncertainties in the mea- 
surement of the pressure fluctuation (and thus in 

the measurement of the reflection coefficient) arise 
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in the vicinity of pressure nodes. These uncertain- 
ties are reduced using a switching method during 
data acquisition and coherence functions during 
data post-processing. 

3. Simultaneous identification of Flame Transfer 
Function and noise model from LES 

To determine the FTF and the noise source nu- 
merically, the time series data of a compressible 
LES is post-processed via advanced SI techniques. 
Flame dynamics, noise generation and acoustic 
propagation are all accounted for in the compress- 
ible LES by means of the solver AVBP [21] . The 
LES domain, represented by the shaded area in 

Fig. 1 , fully resolves the radial swirler and the com- 
bustor geometry without geometric simplifications. 
An unstructured mesh with approximately 19 mil- 
lion tetrahedral cells exhibits a maximum cell size 
of 0.6 mm in the flame region and 1.5 mm the burnt 
gas region, respectively. A dynamically thickened 

flame model [22] resolves the flame thickness with 

at least 7 cells. A global 2-step chemical reaction 

mechanism optimized for premixed methane/air 
mixture is used [23] . Non-reflective boundary con- 
ditions using a wave masking technique [24] are ap- 
plied. The upstream plenum is not part of the LES 

domain. From experiments, however, it is known 

that the flow after the first convergent is laminar. 
Thus, a laminar velocity profile is imposed at the 
inlet. For further details and validation of the LES 

setup, the reader is referred to [8] . 
Instead of deducing laboriously the flame re- 

sponse at discrete frequencies from repeated LES 

runs with harmonic flow forcing, a broadband ex- 
citation signal is applied at the LES inlet. The 
wavelet type excitation signal used has a constant 
power spectral density up to a cut-off frequency of 
1000 Hz. As in experiment the forcing amplitude 
corresponds to 10% of the mean inlet velocity. Note 
that a trade-off has to be made, regarding the forc- 
ing amplitude. A small forcing amplitude yields a 
low signal-to-noise ratio with possibly unsatisfac- 
tory results of the identification procedure [18] . A 

large forcing amplitude may trigger a non-linear 
flame response, which can not be adequately de- 
scribed by the linear identification techniques used. 
Time series data of the acoustic velocity fluctua- 
tions at the reference position u ′ ref (t) (input) and 

of the total heat release rate fluctuations ˙ Q 

′ (t) (out- 
put) are extracted from the LES. The length of 
the generated input-output time series amounts to 

350 ms, which is down sampled to a cut-off fre- 
quency of 1000 Hz for the subsequent BJ identi- 
fication. 

As shown in Eq. (1) the key concept is to sepa- 
rate the fluctuations of total heat release rate into 

two contributions: a part resulting from the acous- 
tic excitation 

˙ Q 

′ 
c , and a second term 

˙ Q 

′ 
s that is un- 

correlated to the acoustic forcing, but instead ac- 
counts for the contribution of combustion noise. 
By definition, a BJ model is composed of a deter- 
ministic sub-model plus a sub-model for stochastic 
noise – a structure that corresponds exactly to the 
modeling approach implied by Eq. (1) . Formally, 
one writes 

˙ Q 

′ (t, θ ) = 

B(q, θ ) 
F (q, θ ) ︸ ︷︷ ︸ 

G 

u ′ ref (t) + 

C(q, θ ) 
D (q, θ ) ︸ ︷︷ ︸ 

H 

e (t) . (2) 

The deterministic model G represents the FTF 

and establishes a causal relation between the in- 
put u ′ ref (t) and the deterministic part of the out- 

put ˙ Q 

′ (t, θ ) . Conversely, the noise model H filters 
a Gaussian White Noise input signal e ( t ), which is 
uncorrelated to the input signal. 

The filters B ( q, θ ), F ( q, θ ) and C ( q, θ ), D ( q , θ ) 
that appear in the above equation are polynomials 
in the time shift operator q , defined as q −i u ′ ref (t) ≡
u ′ ref (t − i�t) . The filters B and C relate prior in- 

puts to the current output ˙ Q 

′ (t, θ ) . F and D can 

describe possible auto-regressive behavior, as they 
relate prior outputs q −i ˙ Q 

′ (t) to the current out- 
put. The vector of polynomial coefficients θ = 

{ b 0 . . . b n b , f 0 , . . . , d n d } weighs the relations between 

present as well as prior input and output signals. 
The number of prior samples taken into account is 
determined by the polynomial filter orders { n b , n c , 
n d , n f }. This becomes apparent when rewriting the 
above equation as follows 

˙ Q 

′ (t, θ ) = 

∑ n b 
i=0 b i q 

−i ∑ n f 
i=0 f i q 

−i 
u ′ ref (t) 

︸ ︷︷ ︸ 
˙ Q 

′ 
c 

+ 

∑ n c 
i=0 c i q 

−i ∑ n d 
i=0 d i q 

−i 
e (t) 

︸ ︷︷ ︸ 
˙ Q 

′ 
s 

. 

(3) 

This equation also makes explicit the structural 
equivalence of the BJ model to Eq. (1) . During 
identification of a BJ model, the vector of poly- 
nomial model coefficients θ is estimated by a non- 
linear least-squares problem that minimizes the er- 
ror between estimated and actual output [18] . 

To summarize, the model output ˙ Q 

′ (t, θ ) results 
from a convolution of the respective polynomial fil- 
ters with prior input and output samples, see Eq. 
(3) . Note that if the polynomial filters F, C and D 

are set to unity, the widely used FIR model struc- 
ture [16,17] is recovered. The FIR describes the 
combustion noise problem in a less comprehen- 
sive manner than the BJ model structure. Although 

combustion noise is known to be colored [25] , the 
FIR approach does not identify a noise model, 
but instead treats the noise contribution as a white 
noise disturbance. The BJ identification, however, 
drops the white noise assumption by explicitly fil- 
tering a generic Gaussian White Noise signal e ( t ) 
through the estimated noise filter H resulting in a 
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Fig. 3. Measured FTF values ( ) with respective error 
bars. FTF identified via BJ identification ( ) and via 
FIR identification ( ). The shaded areas represent the 
95% confidence interval of the FTF from the BJ model 
identification. 

colored noise sub-model for ˙ Q 

′ 
s (t, θ ) . This contri- 

bution mimics directly the effect of colored turbu- 
lent velocity fluctuations that would cause a cer- 
tain spectral distribution of heat release rate fluc- 
tuations, by shaping the same stochastic contribu- 
tion from the generic Gaussian White Noise signal. 
Further details on the BJ model and its implica- 
tions in the field of thermoacoustics can be found 

in [18] . 
By applying the BJ identification on the LES 

time series, the FTF ( G ) and the noise model ( H ) are 
identified simultaneously. Auto-regressive behavior 
within the FTF is not expected, thus n f is set equal 
to n f = 1 . The remaining polynomial orders are set 
to n b = 30 , n c = 6 , n d = 6 . The data processing and 

the model identification are realized via MATLAB 

2016b. 
In Fig. 3 the identified FTF ( ) is shown and 

compared against measured values ( ). Error bars 
for the measured FTF values stem from three ex- 
perimental data sets for the same operating con- 
ditions and represent reproducibility of the exper- 
iment. For further comparison the FTF is also 

identified with the established FIR model structure 
( ), in which the model order is chosen as the 
sum of n b + n c + n d . The number of estimated pa- 
rameters is hence equal in both approaches. For 
the FTF gain both identified models yield sim- 
ilar values and describe the measured FTF val- 
ues with slight deviations. The phase values of 
the identified models are in excellent agreement 
with the measured values. Comparable results be- 
tween BJ and FIR identification suggest that de- 
viations from experimental results stem not from 

the BJ identification procedure. Rather uncertain- 
ties in the experimental measurement itself (see in- 
creasing error bars for increasing frequencies in 

Fig. 3 ) or inadequacies in the LES for the flame 
dynamics description might be responsible for the 
deviations. 

Fig. 4. Noise model identified via BJ identification ( ) 
with 95% confidence interval represented by the shaded 
area. 

Figure 4 depicts the identified noise model H . 
It shows that the noise source peaks slightly above 
200 Hz. The amplitude of H has to be interpreted in 

ter ms of nor malized heat release rate fluctuations, 
meaning that e.g. at 200 Hz, the noise source am- 
plitude amounts to about 13% of the mean heat re- 
lease rate. For the further usage of the noise model, 
the absolute level of noise fluctuations is conse- 
quently fixed by specifying the mean heat release 
rate. 

As the BJ identification results in a data-driven 

model, a prerequisite for a reliable noise model 
identification is that the LES, from which the time 
series data is extracted, correctly reproduces the 
combustion noise generation. If the SI procedure is 
fed with erroneous data (e.g. if the LES generates 
spurious heat release rate fluctuations), erroneous 
noise models will result, independent of the chosen 

model structure. For the current study the validity 
of the LES with respect to the combustion noise 
generation was validated in [8] by comparing LES 

results against measured sound pressure spectra. 
Note that to a certain extent the combustion noise 
generation is independent from the flame dynam- 
ics. The generation of combustion noise strongly 
depends on the incoming turbulent velocity field, 
which in turn only plays a secondary role for the 
flame dynamics. This means that inaccuracies in the 
FTF identification are not directly transferable to 

the estimated noise model. 
In closing this section it is remarked that the BJ 

identification could be applied to any signal in par- 
ticular experimentally measured broadband data. 
However, since broadband forcing is not available 
in the test-rig facility, a one-to-one validation of 
the identified noise source model H for the com- 
bustion noise source is not possible. Nonetheless, 
the comparison presented below of measured and 

predicted sound pressure spectra, where the latter 
directly depends on the identified noise model H , 
corroborate the accuracy of the noise model H . 

4. Reduced order model 

The identified FTF and the noise model are in- 
corporated into a linear acoustic network model 
of the combustor. The network model, which is 
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Table 1 
Geometric and thermodynamic parameters of the ROM. 

Plenum (p) R in = 1 , l p = 0 . 265 m, A p = 0 . 0033 m 

2 T c = 300 K, ρc = 1 . 205 kg/m 

3 

swirler (sw) + inj. tube l sw = 0 . 06 m, l inj = 0 . 034 m, A inj = 3 . 5 × 10 −4 m 

2 , ū inj = 7 . 1 m/s 

comb. chamber (cc) l cc = 0 . 146 m, A cc = 6 . 7 e − 04 m 

2 , � = 5 . 82 , T h = 1500 K, ρh = 0 . 235 kg/m 

3 

convergent (conv.) R out (ω) = see Fig. 2 , l conv = 0 . 108 m, A conv = 0 . 0033 m 

2 

for mulated in ter ms of the characteristic waves f = 

0 . 5 · ( p ′ / ̄ρc̄ + u ′ ) and g = 0 . 5 · ( p ′ / ̄ρc̄ − u ′ ) , is im- 
plemented in the open-source software taX [26] . 
The expressions for duct sections and area jumps, 
which are derived from linearized Euler equations, 
are written in terms of length and cross section ra- 
tio, respectively. No loss coefficients are introduced 

in order to avoid uncertain modeling parameters. 
For a detailed formulation of these elements the 
reader is referred to [3] . At the downstream end the 
reflection coefficient is taken into account by [

f d 
g d 

]
= 

[
0 0 

−R out (ω) 1 

][
f u 
g u 

]
(4) 

Depending on the outlet condition studied, the out- 
let reflection coefficient R out is adapted according 
to the polynomial fits shown in Fig. 2 . At the com- 
bustor upstream end, the rigid plate is assumed to 

be fully reflecting with R in 

= 1 . The acoustic trans- 
fer behavior of the complex radial swirler geometry 
is represented by a 2 × 2 scattering matrix identi- 
fied from LES on a domain that only comprises the 
swirler geometry. Note that the compressible LES 

takes acoustic losses across the swirler into account 
such that they are implicitly included in the identi- 
fied scattering matrix of the radial swirler. Conse- 
quently, acoustic losses are only taken into account 
across the swirler element and at the downstream 

end via R out . By means of the Rankine–Hugoniot 
jump conditions across a thin reaction zone [3,27] , 
the identified FTF and the noise model are coupled 

into the linear network model across the flame ele- 
ment by [

f d 
g d 

]
= 

1 
2 

[
ξ + 1 ξ − 1 
ξ − 1 ξ + 1 

][
f u 
g u 

]

+ 

1 
2 

A inj 
A cc 

� G(ω) 
[

1 −1 
−1 1 

][
f ref 
g ref 

]
− S , 

(5) 

where the noise source S is introduced as 

S = 

1 
2 

A inj 
A cc 

ū inj � H (ω) e 
[−1 

1 

]
(6) 

Furthermore, ξ denotes the specific acoustic 
impedance and � the temperature jump across 
the flame � = T b /T c − 1 . The transfer matrix of 
the passive flame, i.e. the temperature discontinu- 
ity across the flame, is taken into account by the 
first term on the rhs. of Eq. (5) . The second term 

describes the active flame part and hence the effect 
of unsteady flame heat release in response to ve- 
locity perturbations at the reference position. The 
third term S accounts for the contribution from the 
combustion noise source term. Note that this for- 
mulation implicitly recovers the two-way coupling 
between noise source and flame dynamics [3] . All 
parameters used in the network model are given in 

Table 1 . 
The eigenfrequencies predicted by the network 

model ( ) agree with measured eigenfrequencies 
for non-reactive conditions, see Fig. 6 . The FTF 

is not taken into account here. Only the fourth 

eigenmode shows a slight discrepancy. Thus, it is 
concluded that the acoustic network model fairly 
well captures the eigenmodes of the combustor cav- 
ity, which is a prerequisite for the following sound 

pressure prediction of the reactive setup. Moreover, 
in Fig. 6 it gets evident that an increase of the 
mean temperature in the combustion chamber T h 

mainly affects the second eigenmode. This eigen- 
mode corresponds predominantly to a λ/4 wave 
mode within the combustion chamber. Hence, its 
frequency is strongly modulated by an increased 

combustion chamber temperature and the thereof 
resulting increase in the speed of sound. The first 
and third eigenmode are associated with the com- 
bustor Helmholtz mode and a λ/2 plenum mode, 
respectively. Both are predominantly active in the 
plenum and consequently hardly affected by the in- 
crease of T h . 

5. ROM based sound pressure predictions 

The ROM, now including the identified FTF 

model G ( ω) and the noise model H ( ω), is evalu- 
ated in the frequency domain and the spectrum of 
the acoustic pressure fluctuations in the combus- 
tion chamber (p’ MC in Fig. 5 ) is compared with cor- 
responding measurements. The 95% confidence in- 
terval is computed by propagating the uncertainties 
of the identified noise model through the network 

model. The influence of the uncertainties in the 
FTF identification on the sound pressure predic- 
tion are found to be small and are thus neglected. 

Fig. 7 shows excellent agreement between the 
experimental spectrum ( ) and the ROM pre- 
diction ( ). Note that due to the cavity acous- 
tics, the sound pressure spectrum differs markedly 
from the spectral distribution of the combustion 
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Fig. 5. Reduced order model used. The radial swirler part 
is replaced by a scattering matrix identified via LES/SI. 

Fig. 6. Frequencies of the measured cold eigenmodes 
( ) and the cold eigenmodes predicted by the network 
model ( ) for the open-ended configuration. Gray-scaled 
crosses represent the frequency shift if the mean temper- 
ature in the combustion chamber is increased up to T h = 

1500 K. 

Fig. 7. Measured sound pressure spectrum ( ) and 
ROM prediction for the open-ended configuration: two- 
way coupling ( ) with confidence interval, one-way cou- 
pling ( ). 

noise source: the maximum in the combustion noise 
source spectrum near 200 Hz seen in Fig. 4 gener- 
ates only a secondary peak in the sound pressure 
spectrum, which indeed has its maximum around 

515 Hz. This peak arises from resonance with the 
second cavity mode – Fig. 6 shows that its eigenfre- 
quency is somewhat above 500 Hz if the combus- 
tion chamber temperature T h is increased. 

The sound pressure spectrum predicted by 
the one-way coupling approach is also shown in 

Fig. 7 ( ). The FTF is not taken into account 

Fig. 8. Measured sound pressure spectrum ( ) and 
ROM prediction for the configuration equipped with a 
perforated plate: two-way coupling ( ) with confidence 
interval, one-way coupling ( ). 

here, such that the cavity is only excited by the 
noise source. Hence, the feedback from the acous- 
tic field onto the upstream velocity field and the 
thereof resulting heat release rate fluctuations are 
neglected. Overall, one-way coupling produces ac- 
ceptable results, with the exception of amplitude 
and frequency of the spectral peak that results from 

acoustic resonance. Similar behavior is reported in 

[3] . Note that taking ˙ Q 

′ 
c into account, as it is done 

with two-way coupling ( ), does not necessarily 
imply an increase in the sound pressure spectrum. 
The relative phase between 

˙ Q 

′ 
s and 

˙ Q 

′ 
c determines 

whether interference is constructive or destructive. 
Figure 8 shows the sound pressure spectra that 

result if the downstream end of the combustor is 
equipped with the perforated plate. Note that jet 
noise generated by the flow crossing the perforated 

plate causes a less smooth experimental spectrum 

compared to the open-ended configuration shown 

in Fig. 7 . From evaluating the mode shapes de- 
picted in Fig. 6 , it is evident that a change of the 
outlet reflection condition mainly affects the sec- 
ond cavity mode. Indeed, the sound pressure peak 

observed in the open-ended configuration vanishes 
when the combustor is terminated by the perforated 

plate. A decreased outlet reflection reduces acous- 
tic reflections at the system boundary and conse- 
quently weakens the modulation of the sound pres- 
sure spectrum by the cavity acoustics. As a result 
the sound pressure spectrum follows more closely 
the spectral distribution of the combustion noise 
source shown in Fig. 4 . Note that a change in the 
acoustic boundary of the combustor does neither 
modify the flame dynamics nor the combustion 

noise source. Thus, the same models for G ( ω) and 

H ( ω) are used and the experimental results can be 
reproduced with negligible computational cost by 
merely adjusting the cavity of the network model. 

6. Conclusion 

Models for the source of combustion noise and 

the flame dynamics are identified simultaneously 
from a single broadband LES time series by Box- 
Jenkins system identification. Compared to the 
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established finite impulse response, a Box-Jenkins 
structure estimates also a model for the noise char- 
acteristics, which constitutes a novelty in the field 

of thermoacoustics. The Box-Jenkins model does 
not assume white noise and allows thus the addi- 
tional identification of a data-driven noise model, 
which provides insight into the amplitude and spec- 
tral distribution of the combustion noise source. 
Combined with a linear network model for the cav- 
ity acoustics of the combustor, a reduced order 
model is built to predict sound pressure spectra and 

their associated confidence intervals. Two different 
configurations are studied that differ by their re- 
spective outlet reflection coefficient. Since a change 
in the acoustic boundary does not affect the flame 
dynamics and the combustion noise source, only 
the outlet reflection coefficient of the reduced order 
model has to be adopted to represent the two con- 
figurations. Convincing agreement with measure- 
ments of flame transfer function and sound pres- 
sure spectra is found. Compared to stand-alone 
LES, the proposed methodology allows the evalua- 
tion of the sound pressure spectrum across a large 
parameter space with reduced computational ef- 
fort. Even if the flame operating conditions change, 
only one additional LES computation is required to 

derive again models for the flame dynamics and the 
noise source. Although it would also be possible to 

directly extract the sound pressure level for one cer- 
tain configuration from LES, the ROM approach 

provides additionally valuable insight into the in- 
terplay between generation of combustion noise, 
flame dynamics and cavity resonances. Hence, a 
computational efficient approach is retained that 
offers a comprehensive examination of the nature 
of sound pressure peaks and allows the optimiza- 
tion of the combustor in terms of combustion noise 
levels reached. 
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