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Abstract
Quantum information theory is a new field that has a strong impact on both quantum
computing and the laws of quantum mechanics. It unifies information theory with
quantum mechanics, generalizing classical information theory to the quantum world.
This dissertation analyzes quantum channels which are subject to multiple attacks at
the same time.

The first part of this work describes quantum compound wiretap channels. A quan-
tum compound wiretap channel is defined as a pair of double indexed finite set of
density operators. The first family represents the communication link to the legiti-
mate receiver while the output of the latter is under control of the wiretapper. In the
model of classical compound quantum wiretapper channel, the receiver uses classical
channels while the wiretapper uses classical-quantum channels. In the model of clas-
sical quantum compound wiretapper channel, the receiver and the wiretapper both use
classical-quantum channels.

In the first part of this dissertation the secrecy capacity of the compound channel
with quantum wiretapper and with channel state information at the transmitter and
the secrecy capacity of the compound classical-quantum wiretap channel with channel
state information at the encoder are determined. A lower bound on the secrecy capacity
of compound channel with quantum wiretapper and without channel state information
is delivered as well. The set of the states may be finite or infinite.

These results are used to derive a lower bound on the entanglement generating
capacity for the compound quantum channels and the entanglement generating capacity
of the compound quantum channels with channel state information at the encoder.

The second part of this work is on quantum arbitrarily varying wiretap channels.
The model of quantum arbitrarily varying wiretap channel is subject to two attacks at
the same time: one passive (eavesdropping), and one active (jamming).

The Ahlswede dichotomy for arbitrarily varying classical-quantum wiretap chan-
nels is established. According to this dichotomy, either the deterministic secrecy ca-
pacity of the channel is zero or it equals its randomness-assisted secrecy capacity. An
example is given in which the deterministic secrecy capacity of an arbitrarily vary-
ing classical-quantum wiretap channel is not equal to its randomness-assisted secrecy
capacity. Thus both cases of the Ahlswede dichotomy for arbitrarily varying classical-
quantum wiretap channels actually occur.

A phenomenon called “super-activation” is a direct consequence of the Ahlswede
dichotomy for arbitrarily varying classical-quantum wiretap channels, i.e., two arbi-
trarily varying classical-quantum wiretap channels, both with zero deterministic se-
crecy capacity, if used together allow perfect secure transmission. The sufficient and
necessary conditions for the continuity and for the occurrence of super-activation are
given.

Furthermore, in the second part of this dissertation the secrecy capacity of these
channels when the sender and the receiver use various resources is analyzed. It turns
out that randomness, common randomness, and correlation are very helpful resources
for achieving a positive secrecy capacity. The secrecy capacity under common ran-
domness assisted coding of arbitrarily varying classical-quantum wiretap channels is
given. The determination of the capacity formula follows ideas of [16] and [65] in
the classical cases. This entails: At first considering a mixed channel model which
is compound from the sender to the legitimate receiver and varies arbitrarily from the
sender to the eavesdropper. Together with Ahlswede dichotomy, this secrecy capacity
formula yields the formula for deterministic secrecy capacity of the arbitrarily vary-
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ing classical-quantum wiretap channel and hence a full description of the arbitrarily
varying classical-quantum wiretap channels.

An application of this secrecy capacity formula is the conditions under which the
secrecy capacity is a continuous function of system parameters. In other words, when
small variations in the underlying model change dramatically the effect of the jammer’s
actions and when not. Sharing resource is very helpful for the channel stability in the
sense that it provides continuity of secrecy capacities.

The strong code concept closes the loop for secrecy capacity of arbitrarily vary-
ing classical-quantum wiretap channels. The strategy for robustness and secrecy is to
build a two-part code word, which consists of a deterministic secure code word and
a common randomness assisted secure code word. The first part is used to create the
common randomness for the sender and the legal receiver, and the second part is used
to transmit the message to the legal receiver. To determinate the capacity formula un-
der strong code concept the secrecy capacity of a mixed channel model for arbitrarily
varying wiretap channels is delivered. Here the wiretap channels are quantum channels
while the legal transmission channels are classical channels. The strong code concept
grants entire security.
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1 Introduction
In the last few years the developments in modern communication systems produced
many results in a short amount of time. Quantum communication systems especially,
allow us to exploit new possibilities while at the same time imposing fundamental
limitations.

In this realm, a particle is described by its state, encompassing all of the information
such as position, polarization, spin, or momentum. Laws of quantum mechanics often
make fundamental distinctions between quantum information theory and that of the
classical. The unit of quantum information is called the “qubit”, the quantum analogue
of the classical “bit”. Unlike a bit, which is either “0” or ”1”, a qubit can be in a
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“superposition”, i.e. both states at the same time. This is a fundamental tool in quantum
information and computing.

A quantum channel is a communication channel which can transmit quantum in-
formation. In general, there are two ways to represent a quantum channel with linear
algebraic tools (cf. e.g. Section 3.4), either as a sum of several transformations, or as a
single unitary transformation which explicitly includes the unobserved environment.

Quantum channels can transmit both classical and quantum information. We con-
sider the capacity of quantum channels carrying classical information. This is equiv-
alent to considering the capacity of classical-quantum channels, where the classical-
quantum channels are quantum channels whose sender’s inputs are classical variables.
The classical capacity of quantum channels has been determined in [42], [57], and [58].

Quantum information processing systems provide huge theoretical advantages over
their classical counterparts. One of the most prominent ones being secure quantum
information transmission using quantum key distributions (see [14] and [13] for two
well-known examples). Good one-shot results for quantum channels with a wiretapper
who is limited in his actions have been obtained.

However, our goal is to have a more general theory for channel robustness and se-
curity in quantum information theory, where message transmission is secure against
every possible kind of jamming and eavesdropping. Channel robustness and security
are two very desirable features for an information processing system, since many mod-
ern communication systems are often not perfect, but are vulnerable to jamming and
eavesdropping. Furthermore, we are interested in asymptotic behavior of secret com-
munication where we deliver a large volume of messages by many channel uses.

Therefore, we consider a new paradigm for the design of quantum channel sys-
tems, which is referred to as embedded security. Instead of the standard approach in
secret communication, where a successful transmission of messages is ensured before
the implementation of a cryptographic protocol, here, we embed protocols with a guar-
anteed security right from the start into the physical layer, which is the bottom layer
of the model of communication systems. This concept covers both secure message
transmission and secure key generation.

Since we allow every possible kind of eavesdropping, we use the Holevo χ quan-
tity, also simply referred to as the Holevo quantity, as our security criterion (cf. (9)).
According to [42] and [58] the wiretapper can never obtain more information asymp-
totically than the Holevo χ quantity, no matter which strategy the wiretapper uses.
Another widely used security criterion is the variational distance between pApZ and
pAZ . Here pAZ is the joint probability describing the sender’s random variable and
the wiretapper’s random variable. pA and pZ are the marginal probabilities describing
the sender’s random variable and the wiretapper’s random variable, respectively. The
Holevo χ quantity using a strong condition for the security criterion (c.f. Remark 2.23)
is stronger than the variational distance between pApZ and pAZ in the sense that if the
Holevo χ quantity between pA and the wiretap channel’s output (using strong condi-
tion) goes to zero, then the variational distance between pApZ and pAZ goes to zero as
well (cf. [35] and [22]).

This work concentrates on the secure message transmission of two quantum chan-
nel models: the model of compound wiretap channel and the model of arbitrarily vary-
ing wiretap channel.

Our first goal is to analyze information transmission over a set of indexed channels,
which is called a compound channel. The indices are referred to as channel states.
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Only one channel in this set is actually used for the information transmission, but the
users cannot control which channel in the set will be used.

The compound channel describes channel uncertainty. We envision a communica-
tion scenario as follows. The sender and the receiver use a fiber-optic cable for mes-
sage transmission. Here we assume that the transmitters can, using powerful shielding,
gather perfect protection against any environment’s interference. However due to mea-
surement inaccuracy they do not have the full information about the actual parameters
of the fiber-optic cable. The only knowledge that can be assumed is that these pa-
rameters take place in a known set. The task for the transmitters is to build a robust
code which works despite the measurement inaccuracies. The capacity of the classical
compound channel was determined in [19].

A quantum channel with channel uncertainty is called a compound quantum chan-
nel. The classical capacity of the compound quantum channel was determined in [15],
[40], and [51].

In the model of a wiretap channel, we consider communication with security. This
was first introduced in [68] for classical channels (in this work we consider a security
criterion which is stronger than the security criterion used in[68], cf. Remark 2.23).
The relation between the different security criteria is discussed, e.g. in [22] with some
generality and in [65] with respect to arbitrarily varying channels.

A quantum wiretap channel is described by a map N which maps the set of den-
sity operators on a system GA to the set of density operators on a composite system
GBZ. Here, GA is the the system of the sender, GB is the system observed by the legal
receiver, and GZ is the system observed by the wiretapper. A classical-quantum chan-
nel with an eavesdropper is called a classical-quantum wiretap channel. The secrecy
capacity of classical-quantum wiretap channel has been determined in [34] and [31].

A compound channel with an eavesdropper is called a compound wiretap channel.
The transmitters have to solve two main problems. First, the message (a secret key
or a secure message) has to be encoded robustly, i.e. such that the legal receiver can
be decoded the message correctly despite channel uncertainty. Secondly, the message
has to be encoded in such a way that the wiretapper’s knowledge of the transmitted
classical message can be kept arbitrarily small.

We define a compound wiretap channel as a family of pairs of channels {(Wt,Vt) :
t = 1, . . . , T} with a common input alphabet and possibly different output alphabets,
connecting a sender with two receivers, a legal one and a wiretapper, where t stands for
the state of the channel pair (Wt,Vt). The legitimate receiver accesses the output of the
first channel Wt in the pair (Wt,Vt), while the wiretapper observes the output of the
second part Vt in the pair (Wt,Vt), where a state t governs the channel. A code for the
channel conveys information to the legal receiver such that the wiretapper’s knowledge
of the transmitted information can be kept arbitrarily small. This is a generalization
of Wyner’s classical wiretap channel (cf. [68]) to a case of multiple channel states. In
[68], the author required that the wiretapper cannot detect the message using a weak
security criterion (cf. Remark 2.23). For the achievable secrecy rate, we use the worst-
case interpretation, i.e. we consider that the general secrecy rate is upper bounded by
the secrecy rate when the destination has the worst channel state.

We deal with two communication scenarios. In the first one, only the sender is
informed about the index t, or in other words, has CSI, where CSI is an abbreviation
for “channel state information”. In the second scenario, neither sender nor receiver has
any information about that index at all.

The classical compound wiretap channels were introduced in [47]. A lower bound
on the classical secrecy capacity was obtained under the condition that the sender does
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not have CSI. In [47], the authors required that the receiver’s average error goes to
zero and that the wiretapper is not able to detect the message, with respect to the same
security criterion as in [68]. The result of [47] was improved in [18] by using a stronger
condition for the limit of the legitimate receiver’s error, i.e. the maximal error should
go to zero, as well as a stronger condition for the security criterion (c.f. Remark 2.23).
Furthermore, the secrecy capacity was determined for the case in which the sender had
CSI.

In this work, we analyze two variants of compound wiretap quantum channels. The
first variant is called the classical compound channel with quantum wiretapper. In this
channel model, we assume that the wiretap channels are quantum channels, while the
legal transmission channels are classical channels. The second variant is called the
compound classical-quantum wiretap channel. In this channel model, we assume that
both families of channels are quantum channels, while the sender transmits classical
information.

Our results are summarized as follows. Under the condition that the sender has
knowledge about the CSI, the secrecy capacity for these two channel models is de-
rived. Additionally, when the sender does not have any knowledge about the CSI, we
determine the secrecy capacity of the compound classical-quantum wiretap channel,
and give a lower bound for the secrecy capacity of the classical compound channel
with quantum wiretapper.

The determination of entanglement generating capacity is an application of the re-
sults on quantum channels. This capacity describes the maximal amount of entangle-
ment that we can generate or transmit over a given quantum channel. For the sender
and the receiver, the objective is to share a nearly maximally entangled state on a
(2nR×2nR)-dimensional Hilbert space by using n instances of the compound quantum
channel, where n is a large number. In [11] it is shown how to send a large amount of
entangled quantum states through a noisy quantum channel such that the channel does
not modify the entanglement. However, the study of entanglement generation allows
a noisy quantum channel to modify the entanglement, as long as the transmitters can
use a recovery algorithm to restore the entanglement. The entanglement generating ca-
pacity of a quantum channel has been determined in [34] and [49]. The entanglement
generating capacities of a compound quantum channel with and without CSI have been
determined in [17].

In our paper we derive a lower bound on the entanglement generating capacity of
the compound quantum channel by using an alternative technique to the method in [17]
(cf. Section 3.4). Furthermore, we derive the entanglement generating capacity of the
compound quantum channel with CSI at the encoder using an alternative technique.

Our next goal is to investigate communication that takes place over a quantum
channel which is, in addition to noise from the environment, subject to the action of a
jammer who actively manipulates the states. The messages should also be kept secret
from an eavesdropper.

In the model of an arbitrarily varying channel, we consider a channel which is not
stationary, but can change with every use of the channel. We interpret it as the attack of
a jammer. It is understood that the sender and the receiver have to select their coding
scheme first. After that, the jammer makes his choice of the channel state to sabotage
the message transmission. However, due to the physical properties, we consider that
the jammer’s changes only take place in a known set.

The arbitrarily varying channel was first introduced in [20]. [2] showed a surprising
result which is now known as the Ahlswede Dichotomy: The capacity of an arbitrarily
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varying channel is either zero or equal to its shared randomness assisted capacity. After
that discovery, the question of when exactly the deterministic capacity is positive has
remained open. In [36] a sufficient condition for that has been given, and in [33] it
is proven that this condition is also necessary. In [1], it also has been shown that the
capacity of certain arbitrarily varying channels can be equated to the zero-error capacity
of related discrete memoryless channels. The idea to show the Ahlswede Dichotomy is
to build a two-part code word, the first part is used to create the common randomness
for the sender and the legal receiver, the second is used to transmit the message to
the legal receiver. The Ahlswede Dichotomy demonstrates the importance of shared
randomness for communication in a very clear form.

An arbitrarily varying classical-quantum channel is a classical-quantum channel
under control of a malicious third party, where the jammer may change his input in
every channel use and is not restricted to use a repetitive probabilistic strategy. In [6]
the capacity of arbitrarily varying classical-quantum channels is analyzed. A lower
bound of the capacity has been given. An alternative proof of [6]’s result and a proof of
the strong converse are given in [16]. In [5] the Ahlswede Dichotomy for the arbitrar-
ily varying classical-quantum channels is established, and a sufficient and necessary
condition for the zero deterministic capacity is given. In [28] a simplification of this
condition for the arbitrarily varying classical-quantum channels is given. A classical-
quantum channel with an eavesdropper is called a classical-quantum wiretap channel.
The secrecy capacity of classical-quantum wiretap channel has been determined in [34]
and [31].

In this work, we bring two aspects together, namely we investigate the transmission
of secret messages from a sending to a receiving party. The messages ought to be
kept secret from an eavesdropper. Communication takes place over a quantum channel
which is, in addition to noise from the environment, subjected to the action of a jammer
which actively manipulates the states.

In the model of an arbitrarily varying wiretap channel, we consider transmission
with both a jammer and an eavesdropper. The secrecy capacity of classical arbitrarily
varying wiretap channel has been analyzed in [18]. A lower bound of the randomness-
assisted secrecy capacity has been given.

In this work we analyze classical-quantum channel with both a jammer and an
eavesdropper, which is referred to as an arbitrarily varying classical-quantum wire-
tap channel. It is defined as a family of pairs of indexed channels {(Wt, Vt) : t =
1, . . . , T} with a common input alphabet and possible different output systems, con-
necting a sender with two receivers, a legal one and a wiretapper, where t determines
the channel state of the channel pair. The legitimate receiver and the wiretapper ac-
cesses the output of the first part of the pair, i.e. the first channel Wt in the pair, and
the output of the second part, i.e. Vt, respectively. A channel state t, which varies from
symbol to symbol in an arbitrary manner, governs both the legal receiver’s channel and
the wiretap channel. This is a generalization of compound classical-quantum wiretap
channels when the channel states are not stationary, but can change over time.

We are interested in the role that different forms of shared randomness play for the
arbitrarily varying classical-quantum wiretap channel. To this end we will distinguish
between two kinds of shared randomness: common randomness and correlation. As
mentioned already, the former has been used as a method of proof in [2] and much of
the follow-up works for the determination of the random capacity.

Randomness is the strongest resource available in communication tasks: It requires
a perfect copy of the outcome of a random experiment, and thus we should assume
an additional perfect channel. Moreover, the outcomes of said experiment have to be
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distributed uniformly. For this reason the authors of the works [7] and [28] investi-
gate a variant where the randomness is replaced by correlation, which in some sense
completely opposites the randomness: It is the weakest resource available in commu-
nication tasks.

Assume that a bipartite source, modeled by an i.i.d. random variable (X,Y ) with
values in a finite product set X × Y, is observed by the sender and (legal) receiver.
The sender has access to the random variable X , and the receiver to Y . We call (X,Y )
correlated shared randomness whenever the mutual information between X and Y sat-
isfies I(X;Y ) > 0.

The authors of the work [28] also put emphasis on the quantification of the dif-
ferences between correlation and common randomness. It can be shown that common
randomness is a stronger resource than correlation in the following sense: An example
has been given when not even a finite amount of common randomness can be extracted
from a given correlation. On the contrary, a sufficiently large amount of common ran-
domness allows the sender and receiver to asymptotically simulate the statistics of any
correlation.

It has been shown in [7] that correlated shared randomness is a helpful resource for
information transmission through an arbitrarily varying classical channel: The use of
mere correlation does allow one to transmit messages at any rate that would be achiev-
able using any form of shared randomness. The capacity of an arbitrarily varying quan-
tum channel assisted by correlated shared randomness as resource has been discussed
in [28], where equivalent results were found. In this work, we extend the concept of
correlation-assisted coding to the arbitrarily varying classical-quantum wiretap chan-
nel.

In this work, we establish the Ahlswede dichotomy for the arbitrarily varying
classical-quantum wiretap channels, i.e., either the deterministic secrecy capacity of an
arbitrarily varying classical-quantum wiretap channel is zero, or it equals its randomness-
assisted secrecy capacity. Furthermorere, we deliver a capacity formula for secure in-
formation transmission through an arbitrarily varying classical-quantum wiretap chan-
nel using correlation as a resource. Together with the Ahlswede dichotomy for the
arbitrarily varying classical-quantum wiretap channels, it yields a formula for deter-
ministic secrecy capacity of the arbitrarily varying classical-quantum wiretap channel.

This formula for deterministic secrecy capacity is shown, as aforementioned, by
building two-part deterministic codes. A code word of this code concept is a composi-
tion of a public code word to synchronize the second part and a common randomness
assisted code word to transmit the message. We only require security for the last part.
However this code concept still leaves something to be desired because we have to
reduce the generality of the code concept when we explicitly allowe a small part of
the code word to be non-secure. As we will show in Corollary 4.15, when the jam-
mer has access to the first part, it will be rendered completely useless. Thus the code
concept only works when the jammer is limited in his action, e.g. we have to assume
that the eavesdropper cannot send messages towards the jammer. Thus we consider in
this work additionally a more general code concept when we construct a code in such
a way that every part of it is secure. We show that when the legal channel is not sym-
metrizabel, the sender can send a small number of secure transmissions which push the
secure capacity to the maximally attainable value. Thus, entire security is granted. We
call it the strong code concept. This completes our analysis of the arbitrarily varying
classical-quantum wiretap channel.

The code concept with weak criterion can be, nevertheless, useful when a small
number of public messages are desired, e.g. when the receiver uses it to estimate the
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channels.
We also put a focus on the analysis of different forms of shared randomness and

their impact on the robustness and security. As a direct consequence of our capacity
formula, we show in this paper that a sharing resource is very helpful for the channel
stability in the sense that it provides continuity of secrecy capacities.

As an application of our results, we turn to the question: when the secrecy capacity
is a continuous function of the system parameters? The analysis of the continuity of ca-
pacities of quantum channels was raised from the question of whether small changes in
the channel system are able to cause dramatic losses in the performance. The continu-
ity of the message- and entanglement transmission capacity of a stationary memoryless
quantum channel was listed as an open problem in [69] and has been solved in [46].
Especially considering channels with active jamming faces new difficulties. The rea-
son is that the capacity in this case is, in general, not specified by entropic quantities.
In [29] it has been shown under which conditions the message transmission capacity
of an arbitrarily varying quantum channels is continuous. The condition for continuity
of message transmission capacity of a classical arbitrarily varying wiretap channel has
been given in [65].

We also present a new discovery for the arbitrarily varying classical-quantum wire-
tap channels which is a consequence of the Ahlswede dichotomy for the arbitrar-
ily varying classical-quantum wiretap channels. This phenomenon is called “super-
activation”, i.e., two arbitrarily varying classical-quantum wiretap channels, both with
zero deterministic secrecy capacity, if used together allow perfect secure transmission.

2 Preliminaries

2.1 Basic Definitions and Communication Scenarios
For a finite set A we denote the set of probability distributions on A by P (A). Let ρ1

and ρ2 be Hermitian operators on a finite-dimensional complex Hilbert space G. We
say ρ1 ≥ ρ2 and ρ2 ≤ ρ1 if ρ1 − ρ2 is positive-semidefinite. For a finite-dimensional
complex Hilbert space G, we denote the (convex) space of density operators on G by

S(G) := {ρ ∈ L(G) : ρ is Hermitian, ρ ≥ 0G , tr(ρ) = 1} ,

where L(G) is the set of linear operators on G, and 0G is the null matrix on G. Note
that any operator in S(G) is bounded.

For finite sets A and B, we define a (discrete) classical channel V: A → P (B),
P (A) 3 x → V(x) ∈ P (B) to be a system characterized by a probability transition
matrix V(·|·). For x ∈ A and y ∈ B, V(y|x) expresses the probability of the output
symbol y when we send the symbol x through the channel. The channel is said to
be memoryless if the probability distribution of the output depends only on the input
at that time and is conditionally independent of previous channel inputs and outputs.
Further, we can extend this definition when we define a classical channel to a map V:
P (A)→ P (B) by denoting V(y|p) :=

∑
x∈A p(x)V(y|x).

Let n ∈ N. We define the n-th memoryless extension of the stochastic matrix V by
Vn, i.e. for xn = (x1, . . . , xn) ∈ An and yn = (y1, . . . , yn) ∈ Bn, Vn(yn|xn) =∏n
i=1 V(yi|xi).

For finite-dimensional complex Hilbert spaces G and G′ a quantum channel N :
S(G) → S(G′), S(G) 3 ρ → N(ρ) ∈ S(G′) is represented by a completely positive
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trace-preserving map which accepts input quantum states in S(G) and produces output
quantum states in S(G′).

If the sender wants to transmit a classical message of a finite set A to the re-
ceiver using a quantum channel N , his encoding procedure will include a classical-
to-quantum encoder to prepare a quantum message state ρ ∈ S(G) suitable as an
input for the channel. If the sender’s encoding is restricted to transmit an indexed
finite set of quantum states {ρx : x ∈ A} ⊂ S(G), then we can consider the
choice of the signal quantum states ρx as a component of the channel. Thus, we
obtain a channel σx := N(ρx) with classical inputs x ∈ A and quantum outputs,
which we call a classical-quantum channel. This is a map N: A → S(G′), A 3
x → N(x) ∈ S(G′) which is represented by the set of |A| possible output quantum
states {σx = N(x) := N(ρx) : x ∈ A} ⊂ S(G′), meaning that each classical input
of x ∈ A leads to a distinct quantum output σx ∈ S(G′). In view of this, we have the
following definition.

Let H be a finite-dimensional complex Hilbert space. A classical-quantum chan-
nel is a linear map W : P (A) → S(H), P (A) 3 P → W (P ) ∈ S(H). Let a ∈ A.

For a Pa ∈ P (A), defined by Pa(a′) =

{
1 if a′ = a ;
0 if a′ 6= a

, we write W (a) instead of

W (Pa).

Remark 2.1. In many literature a classical-quantum channel is defined as a map A→
S(H), A 3 a → W (a) ∈ S(H). This is a special case when the input is limited on
the set {Pa : a ∈ A}.

For any finite set A, any finite-dimensional complex Hilbert space H , and n ∈ N,
we define An :=

{
(a1, · · · , an) : ai ∈ A ∀i ∈ {1, · · · , n}

}
, andH⊗n := span

{
v1⊗

· · · ⊗ vn : vi ∈ H ∀i ∈ {1, · · · , n}
}

. We also write an for the elements of An.
Let n ∈ N. Following [66] we define the n-th memoryless extension of the stochas-

tic matrix V by Vn, i.e. for xn = (x1, . . . , xn) ∈ An and yn = (y1, . . . , yn) ∈ Bn,
Vn(yn|xn) =

∏n
i=1 V(yi|xi).

Following [66], we define the n-th extension of classical-quantum channel W as
follows. Associated with W is the channel map on the n-block W⊗n: P (An) →
S(H⊗n), such that W⊗n(Pn) = W (P1) ⊗ · · · ⊗ W (Pn) if Pn ∈ P (An) can be
written as (P1, · · · , Pn).

Let θ := {1, · · · , T} be a finite set. Let
{
Wt : t ∈ θ

}
be a set of classical-

quantum channels. For tn = (t1, · · · , tn), ti ∈ θ we define the n-block Wtn such
that for Wtn(Pn) = Wt1(P1) ⊗ · · · ⊗Wtn(Pn) if Pn ∈ P (An) can be written as
(P1, · · · , Pn).

Let P and Q be quantum systems, denote the Hilbert space of P and Q byHP and
HQ, respectively. We denote the space of density operators onHP andHQ by S(HP)
and S(HQ), respectively. A quantum channel N : S(HP) → S(HQ), S(HP) 3
ρ → N(ρ) ∈ S(HQ) is represented by a completely positive trace-preserving map,
which accepts input quantum states in S(HP) and produces output quantum states in
S(HQ).

Associated withN is the channel maps on the n-blockN⊗n: S(HP⊗n)→ S(HQ⊗n)

such that N⊗n(ρn) = N(ρ1)⊗· · ·⊗N(ρn) for ρn = ρ1⊗· · ·⊗ρn ∈ S(HP⊗n). For
tn = (t1, · · · , tn), ti ∈ θ we define the n-blockNtn such that for ρn = ρ1⊗· · ·⊗ρn ∈
S(HP⊗n) we have Ntn(ρn) = Nt1(ρ1)⊗ · · · ⊗Ntn(ρn).
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We denote the identity operator on a space H by idH and the symmetric group on
{1, · · · , n} by Sn.

For a probability distribution P on a finite set A and a positive constant δ, we
denote the set of typical sequences by

T nP,δ :=

{
an ∈ An :

∣∣∣∣ 1nN(a′ | an)− P (a′)

∣∣∣∣ ≤ δ

|A|
∀a′ ∈ A

}
,

where N(a′ | an) is the number of occurrences of the symbol a′ in the sequence an.
For a discrete random variable X on a finite set A and a discrete random variable

Y on a finite set B we denote the Shannon entropy ofX byH(X) = −
∑
x∈A p(x) log p(x)

and the mutual information betweenX and Y by I(X;Y ) =
∑
x∈A

∑
y∈B p(x, y) log

(
p(x,y)
p(x)p(y)

)
.

Here p(x, y) is the joint probability distribution function of X and Y , and p(x) and
p(y) are the marginal probability distribution functions of X and Y respectively, and
“log” means logarithm to base 2.

For a quantum state ρ ∈ S(H) we denote the von Neumann entropy of ρ by

S(ρ) = −tr(ρ log ρ) ,

where “log” means logarithm to base 2.
Let P and Q be quantum systems. We denote the Hilbert space of P and Q by GP

and GQ, respectively. Let φPQ be a bipartite quantum state in S(GPQ). We denote
the partial trace over GP by

trP(φPQ) :=
∑
l

〈l|PφPQ|l〉P ,

where {|l〉P : l} is an orthonormal basis of GP.
We denote the conditional entropy by

S(P | Q)φ := S(φPQ)− S(φQ) .

The quantum mutual information is denoted by

I(P;Q)φ = S(φP) + S(φQ)− S(φPQ) .

Here φQ = trP(φPQ) and φP = trQ(φPQ).
Let V: A → S(G) be a classical-quantum channel. Following [8], for P ∈ P (A)

the conditional entropy of the channel for V with input distribution P is denoted by

S(V|P ) :=
∑
x∈A

P (x)S(V(x)) .

For quantum states ρ and σ ∈ S(G), we denote the fidelity of ρ and σ by

F (ρ, σ) := ‖√ρ
√
σ‖21 ,

where ‖ · ‖1 stands for the trace norm.
A quantum state represented by a ensemble ∈ S(G) of rank 1 is called a pure state.

A quantum state which is not a pure state is called a mixed state.
Let A be a finite set and G, H be finite-dimensional complex Hilbert spaces. A

purification of a quantum state ρ ∈ S(G) in S(G ⊗ H) is a |ψ〉 ∈ G ⊗ H such that
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trH (|ψ〉〈ψ|) = ρ. We also say |ψ〉〈ψ| is a purification of ρ. Notice that when dimH
≥ dimG there exists for every quantum state in S(G) a purification in S(G⊗H) (cf.
[52]).

For a quantum state ρ ∈ S(G) and a quantum channel V : S(G) → S(H) the
coherent information is defined as

IC(ρ, V ) := S(V (ρ))− S ((idG ⊗ V )(|ψ〉〈ψ|)) ,

where |ψ〉〈ψ| is an arbitrary purification of ρ in S(G⊗G).
Let Φ := {ρx : x ∈ A} be a set of quantum states labeled by elements of A. For a

probability distribution Q on A, the Holevo χ quantity is defined as

χ(Q; Φ) := S

(∑
x∈A

Q(x)ρx

)
−
∑
x∈A

Q(x)S (ρx) .

Note that we can always associate a state ρXY =
∑
xQ(x)|x〉〈x| ⊗ ρx to (Q; Φ) such

that χ(Q; Φ) = I(X;Y ) holds for the quantum mutual information.
For a set A and a Hilbert space G let V: A → S(G) be a classical-quantum

channel. For a probability distribution P on A the Holevo χ quantity of the channel
for V with input distribution P is defined as

χ(P ; Φ) := S (V(P ))− S (V|P ) .

Let G be a finite-dimensional complex Hilbert space. Let n ∈ N and α > 0. We
suppose ρ ∈ S(G) has the spectral decomposition ρ =

∑
x P (x)|x〉〈x|, its α-typical

subspace is the subspace spanned by
{
|xn〉, xn ∈ T nP,α

}
, where |xn〉 := ⊗ni=1|xi〉.

The orthogonal subspace projector which projects onto the typical subspace is

Πρ,α =
∑

xn∈T nP,α

|xn〉〈xn| .

Similarly let A be a finite set, andG be a finite-dimensional complex Hilbert space.
Let V: A → S(G) be a classical-quantum channel. For a ∈ A suppose V(a) has the
spectral decomposition V(a) =

∑
j V (j|a)|j〉〈j| for a stochastic matrix V (·|·). The

α-conditional typical subspace of V for a typical sequence an is the subspace spanned
by
{⊗

a∈A |jIa〉, jIa ∈ T
Ia
V (·|a),δ

}
. Here Ia := {i ∈ {1, · · · , n} : ai = a} is an

indicator set that selects the indices i in the sequence an = (a1, · · · , an) for which
the i-th symbol ai is equal to a ∈ A. The subspace is often referred to as the α-
conditional typical subspace of the state V⊗n(an). The orthogonal subspace projector
which projects onto it is defined as

ΠV,α(an) =
⊗
a∈A

∑
jIa∈T Ia

V(·|an),α

|jIa〉〈jIa | .

The typical subspace has following properties:
For σ ∈ S(G⊗n) and α > 0 there are positive constants β(α), γ(α), and δ(α),

depending on α such that

tr (σΠσ,α) > 1− 2−nβ(α) , (1)
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2n(S(σ)−δ(α)) ≤ tr (Πσ,α) ≤ 2n(S(σ)+δ(α)) , (2)

2−n(S(σ)+γ(α))Πσ,α ≤ Πσ,ασΠσ,α ≤ 2−n(S(σ)−γ(α))Πσ,α . (3)

For an ∈ T nP,α there are positive constants β(α)′, γ(α)′, and δ(α)′, depending on
α such that

tr
(
V⊗n(an)ΠV,α(an)

)
> 1− 2−nβ(α)′ , (4)

2−n(S(V|P )+γ(α)′)ΠV,α(an) ≤ ΠV,α(an)V⊗n(an)ΠV,α(an)

≤ 2−n(S(V|P )−γ(α)′)ΠV,α(an) , (5)

2n(S(V|P )−δ(α)′) ≤ tr (ΠV,α(an)) ≤ 2n(S(V|P )+δ(α)′) . (6)

For the classical-quantum channel V : P (A) → S(G) and a probability distribu-
tion P on A we define a quantum state PV := V(P ) on S(G). For α > 0 we define an
orthogonal subspace projector ΠPV,α fulfilling (1), (2), and (3). Let xn ∈ T nP,α. For
ΠPV,α there is a positive constant β(α)′′ such that following inequality holds:

tr
(
V⊗n(xn) ·ΠPV,α

)
≥ 1− 2−nβ(α)′′ . (7)

We give here a sketch of the proof. For a detailed proof please see [66].

Proof. (1) holds because tr (σΠσ,α) = tr (Πσ,ασΠσ,α) = Pn(T nP,α). (2) holds because
tr (Πσ,α) =

∣∣T nP,α∣∣. (3) holds because 2−n(S(σ)+γ(α)) ≤ Pn(xn)≤ 2−n(S(σ)−γ(α)) for
x ∈ T nP,α and a positive γ(α). (4), (5), and (6) can be obtained in a similar way. (7)
follows from the permutation-invariance of ΠPV,α.

Definition 2.2. Let P and Q be quantum systems. We denote the Hilbert space of P
and Q by HP and HQ, respectively. Let θ := {1, . . . , T} be a finite set. For every
t ∈ θ let Nt be a quantum channel S(HP)→ S(HQ).

We call the set of the quantum channel {(Nt) : t ∈ θ} a quantum compound
channel. When the channel state is t and the sender inputs a quantum state ρP ∈
S(HP) into the channel, the receiver receives an output quantum state Nt(ρP) ∈
S(HQ).

Definition 2.3. Let A, B, and C be finite sets. Let θ := {1, . . . , T} be a finite set.
For every t ∈ θ let Wt be a classical channel P (A) → P (B) and Vt be a classical
channel P (A)→ P (C).

We call the set of the classical channel pairs {(Wt,Vt) : t ∈ θ} a (classical)
compound wiretap channel. When the channel state is t, and the sender inputs
p ∈ P (A) into the channel, the receiver receives the output y ∈ B with probabil-
ity
∑
x p(x)Wt(y|x), while the wiretapper receives the output z ∈ Z with probability∑

x p(x)Vt(z|x).
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Definition 2.4. Let A and B be finite sets and H be a complex Hilbert space. Let θ :=
{1, . . . , T} be a finite set. For every t ∈ θ let Wt be a classical channel P (A)→ P (B)
and Vt be a classical-quantum channel P (A)→ S(H).

We call the set of the classical channel and classical-quantum channel pairs {(Wt, Vt) :
t ∈ θ} a compound channel with quantum wiretapper. When the channel state is
t and the sender inputs p ∈ P (A) into the channel, the receiver receives the output
y ∈ B with probability

∑
x p(x)Wt(y|x), while the wiretapper receives an output

quantum state
∑
x p(x)V⊗nt (x) ∈ S(H).

Definition 2.5. Let H , H ′, and H ′′ be complex Hilbert spaces. Let θ := {1, . . . , T}
be a finite set. For every t ∈ θ let Wt be a quantum channel S(H ′) → S(H ′′) and Vt
be a quantum channel S(H ′)→ S(H).

We call the set of the quantum channel pairs (Wt, Vt)t∈θ a quantum compound
wiretap channel. When the channel state is t and the sender inputs a quantum state
ρ ∈ S(H ′) into the channel, the receiver receives an output quantum state Wt(ρ) ∈
S(H ′′), while the wiretapper receives an output quantum state Vt(ρ) ∈ S(H).

We distinguish two different scenarios according to the sender’s knowledge of the
channel state:

• the sender has the CSI, i.e. he knows which t the channel state actually is,

• the sender does not have any CSI.

In both cases we assume that the receiver does not have any CSI, but the wiretapper
always has the full knowledge of the CSI. Of course we also have the case where both
the sender and the receiver have the CSI, but this case is equivalent to the case when
we only have one pair of channels (Wt, Vt), instead of a family of pairs of channels
{(Wt, Vt) : t = 1, . . . , T}.

Definition 2.6. Let A and B be finite sets and θ := {1, . . . , T} be a finite set. For
every t ∈ θ, let Wt be a classical channel P (A) → P (B). We call the set of the
classical channels {Wt : t ∈ θ} an arbitrarily varying channel when the channel
state t varies from symbol to symbol in an arbitrary manner.

Definition 2.7. Let A be a finite set. Let H be a finite-dimensional complex Hilbert
space, and θ := {1, · · · , T} be a finite set. For every t ∈ θ, let Wt be a classical-
quantum channel P (A) → S(H). The set of the classical-quantum channels {Wt :
t ∈ θ} defines an arbitrarily varying classical-quantum channel when the channel
state t varies from symbol to symbol in an arbitrary manner.

Strictly speaking, the set {Wt : t ∈ θ} generates the arbitrarily varying classical-
quantum channel {Wtn : tn ∈ θn}. When the sender inputs a Pn ∈ P (An) into the
channel, the receiver receives the outputWtn(Pn) ∈ S(H⊗n), where tn = (t1, t2, · · · , tn) ∈
θn is the channel state of Wtn .

Definition 2.8. We say that the arbitrarily varying channel {Wt : t ∈ θ} is sym-
metrizable if there exists a parametrized set of distributions {τ(· | a) : a ∈ A} on θ
such that for all a, a′ ∈ A, and b ∈ B∑

t∈θ

τ(t | a)Wt(b | a′) =
∑
t∈θ

τ(t | a′)Wt(b | a) .
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We say that the arbitrarily varying classical-quantum channel {Wt : t ∈ θ} is
symmetrizable if there exists a parametrized set of distributions {τ(· | a) : a ∈ A}
on θ such that for all a, a′ ∈ A,∑

t∈θ

τ(t | a)Wt(a
′) =

∑
t∈θ

τ(t | a′)Wt(a) .

Definition 2.9. Let P and Q be quantum systems, denote the Hilbert Space of P and Q
by HP and HQ, respectively, and let θ := {1, · · · , T} be a finite set. For every t ∈ θ,
let W ′t be a quantum channel S(HP) → S(HQ). We call the set of the quantum
channels {W ′t : t ∈ θ} an arbitrarily varying quantum channel when the state t
varies from symbol to symbol in an arbitrary manner. We denote the set of arbitrarily
varying quantum channels S(HP)→ S(HQ) by C(HP, HQ).

Definition 2.10. Let A be a finite set. Let H and H ′ be finite-dimensional complex
Hilbert spaces. Let θ := {1, · · · , T} be a finite set. For every t ∈ θ, let Wt be a
classical-quantum channel P (A) → S(H) and Vt be a classical-quantum channel
P (A) → S(H ′). We call the set of the classical-quantum channel pairs {(Wt, Vt) :
t ∈ θ} an arbitrarily varying classical-quantum wiretap channel, the legitimate
receiver accesses the output of the first channel, i.e. Wt in the pair (Wt, Vt), and the
wiretapper observes the output of the second channel, i.e. Vt in the pair (Wt, Vt),
respectively, when the state t varies from symbol to symbol in an arbitrary manner.

Figure 1: Arbitrarily varying classical-quantum wiretap channel

Definition 2.11. Let A be a finite set. Let H and H ′ be finite-dimensional complex
Hilbert spaces. Let θ := {1, 2, · · · } and θ := {1, 2, · · · } be index sets. For every s ∈ θ
let W s be a classical-quantum channel P (A) → S(H). For every t ∈ θ let Vt be a
classical-quantum channel P (A) → S(H ′). We call the set of the classical-quantum
channel pairs {(W s, Vt) : s ∈ θ, t ∈ θ} a compound-arbitrarily varying wiretap
classical-quantum channel when the channel state s remains constant over time, but
the legitimate users cannot control which s in the set θ will be used and the state t
varies from symbol to symbol in an arbitrary manner, while the legal receiver accesses
the output of the first channel, i.e. W s in the pair (W s, Vt) and the wiretapper observes
the output of the second channel, i.e. Vt in the pair (W s, Vt), respectively.

When the sender inputs a sequence an ∈ An into the channel, the receiver receives
the output Wtn(an) ∈ S(H⊗n), where tn = (t1, t2, · · · , tn) ∈ θn is the channel state,
while the wiretapper receives an output quantum state Vtn(an) ∈ S(H ′⊗n).
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Definition 2.12. Let A and B be finite sets, and H be a finite-dimensional complex
Hilbert space. Let θ := {1, 2, · · · } be an index set. For every t ∈ θ let Wt be a classical
channel P (A) → P (B) and Vt be a classical-quantum channel P (A) → S(H). We
call the set of the classical/classical-quantum channel pairs {(Wt, Vt) : t ∈ θ} a
classical arbitrarily varying quantum wiretap channel when the state t varies from
symbol to symbol in an arbitrary manner, while the legitimate receiver accesses the
output of the first channel, i.e. Wt in the pair (Wt, Vt) and the wiretapper observes the
output of the second channel, i.e. Vt in the pair (Wt, Vt), respectively.

2.2 Code Concepts and Resources
2.2.1 Compound Wiretap Channel

Definition 2.13. An (n, Jn) code for the compound channel with quantum wiretapper
{(Wt, Vt) : t ∈ θ} consists of a stochastic encoder E : {1, . . . , Jn} → P (An),
specified by a matrix of conditional probabilities E(·|·), and a collection of mutually
disjoint sets {Dj ⊂ Bn : j ∈ {1, . . . , Jn}} (decoding sets).

Definition 2.14. A non-negative number R is an achievable secrecy rate for the com-
pound channel with quantum wiretapper {(Wt, Vt) : t ∈ θ} having CSI at the encoder,
if for every positive ε, δ, every t ∈ θ, and a sufficiently large n, there is an (n, Jn) code
(Et, {Dj : j = 1, . . . , Jn}) such that 1

n log Jn ≥ R− δ, and

max
t∈θ

max
j∈{1,...,Jn}

∑
xn∈An

Et(x
n|j)Wn

t (Dc
j |xn) ≤ ε , (8)

max
t∈θ

χ(Xuni;Z
n
t ) ≤ ε , (9)

where we denote the complement of a set Ξ by Ξc. Here Runi is a random variable
uniformly distributed on {1, . . . , Jn} and Znt are the resulting quantum states at the
output of wiretap channels Vnt .

A non-negative number R is an achievable secrecy rate for the compound channel
with quantum wiretapper {(Wt, Vt) : t ∈ θ} having no CSI at the encoder, if for
every positive ε, δ and a sufficiently large n, there is an (n, Jn) code (E, {Dj : j =
1, . . . , Jn}) such that 1

n log Jn ≥ R− δ, and

max
t∈θ

max
j∈{1,...,Jn}

∑
xn∈An

E(xn|j)Wn
t (Dc

j |xn) ≤ ε , (10)

max
t∈θ

χ(Runi;Z
n
t ) ≤ ε . (11)

Definition 2.15. An (n, Jn) code carrying classical information for the compound
quantum wiretap channel {(Wt, Vt) : t ∈ θ} consists of a family of quantum states
{w(j) : j = 1, . . . , Jn} ⊂ S(H ′

⊗n
) and a collection of positive-semidefinite op-

erators {Dj : j ∈ {1, . . . , Jn}} on S(H ′′
⊗n

) which is a partition of the identity, i.e.∑Jn
j=1Dj = idH′′⊗n .

Definition 2.16. A non-negative number R is an achievable secrecy rate with classi-
cal input for the compound quantum wiretap channel {(Wt, Vt) : t ∈ θ} having CSI at
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the encoder with average error, if for every positive ε, δ, every t ∈ θ, and a sufficiently
large n, there is an (n, Jn) code carrying classical information ({wt(j) : j}, {Dj : j})
such that 1

n log Jn ≥ R− δ, and

max
t∈θ

1

Jn

Jn∑
j=1

tr
(
(idH′′⊗n −Dj)W

⊗n
t (wt(j))

)
≤ ε , (12)

max
t∈θ

χ(Runi;Z
n
t ) ≤ ε . (13)

A non-negative number R is an achievable secrecy rate with classical input for
the compound quantum wiretap channel (Wt, Vt)t∈θ having no CSI at the encoder, if
for every positive ε and δ, and a sufficiently large n, there is an (n, Jn) code carrying
classical information ({w(j) : j}, {Dj : j}) such that 1

n log Jn ≥ R− δ, and

max
t∈θ

max
j∈{1,...,Jn}

tr
(
(idH′′⊗n −Dj)W

⊗n
t (w(j))

)
≤ ε , (14)

max
t∈θ

χ(Runi;Z
n
t ) ≤ ε . (15)

Instead of “achievable secrecy rate with classical input for the compound quantum
wiretap channel ”, we say R is an achievable secrecy rate for the compound classical-
quantum wiretap channel (Wt, Vt)t∈θ.

Definition 2.17. An (n, Jn) code carrying quantum information for the compound
quantum channel {

(
N⊗nt

)
: t ∈ θ} consists of a Hilbert spacesHA such that dimHA =

Jn, and a general decoding quantum operation D, i.e. a completely positive, trace-
preserving map D : S(HQn) → S(HM), where HM is a Hilbert space such that
dimHM = Jn. The code can be used for entanglement generation in the follow-
ing way. The sender prepares a pure bipartite quantum state |ψ〉APn , defined on
HA⊗HPn , and sends the Pn portion of it through the channelN⊗nt . The receiver per-
forms the general decoding quantum operation on the channel output D : S(HQn)→
S(HM). The sender and the receiver share the resulting quantum state

ΩAM
t := [idA ⊗ (D ◦N⊗nt )]

(
|ψ〉〈ψ|APn

)
. (16)

Definition 2.18. A non-negative numberR is an achievable entanglement generating
rate for the compound quantum channel {

(
N⊗nt

)
: t ∈ θ} if for every positive ε, δ, and

a sufficiently large n, there is an (n, Jn) code carrying quantum information
(
HA, D

)
such that 1

n log Jn ≥ R− δ, and

min
t∈θ

F
(
ΩAM
t , |ΦK〉〈ΦK |AM

)
≥ 1− ε , (17)

where

|ΦK〉AM :=

√
1

Jn

Jn∑
j=1

|j〉A|j〉M ,

which is the standard maximally entangled state shared by the sender and the receiver.
{|j〉A} and {|j〉M} are orthonormal bases for HA and HM, respectively.
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Definition 2.19. Let {(Wt, Vt) : t ∈ θ} be a classical compound wiretap channel.

The supremum on achievable secrecy rates of {(Wt, Vt) : t ∈ θ} having CSI at the
encoder is called the secrecy capacity of {(Wt, Vt) : t ∈ θ} having CSI at the encoder,
denoted by CS,CSI({(Wt, Vt) : t ∈ θ}).

The supremum on achievable secrecy rates of {(Wt, Vt) : t ∈ θ} is called the secrecy
capacity of {(Wt, Vt) : t ∈ θ}, denoted by CS({(Wt, Vt) : t ∈ θ}).

Let {(Wt, Vt) : t ∈ θ} be a compound quantum wiretap channel.

The supremum on achievable secrecy rates of {(Wt, Vt) : t ∈ θ} having CSI at the
encoder is called the secrecy capacity of {(Wt, Vt) : t ∈ θ} having CSI at the encoder,
denoted by CS,CSI({(Wt, Vt) : t ∈ θ}).

The supremum on achievable secrecy rates of {(Wt, Vt) : t ∈ θ} is called the secrecy
capacity of {(Wt, Vt) : t ∈ θ}, denoted by CS({(Wt, Vt) : t ∈ θ}).

Let {
(
N⊗nt

)
: t ∈ θ} be a compound quantum channel.

The supremum on achievable entanglement generating rates for {
(
N⊗nt

)
: t ∈ θ}

is called the entanglement generating capacity of {
(
N⊗nt

)
: t ∈ θ}, denoted by

A
(
{
(
N⊗nt

)
: t ∈ θ}

)
.

2.2.2 Arbitrarily Varying Classical-Quantum Wiretap Channel

Our goal is to see what the effects on the secrecy capacities of an arbitrarily varying
classical-quantum wiretap channel are if the sender and the legal receiver have the
possibility to use various kinds of resources. We also want to investigate what amount
of randomness is necessary for the robust and secure message transmission through
an arbitrarily varying classical-quantum wiretap channel. Hence, we consider various
kinds of resources, each of them requiring a different amount of randomness, and we
consider different codes, each of them requiring a different kind of resource.

Definition 2.20. An (n, Jn) (deterministic) code C for the arbitrarily varying classical-
quantum wiretap channel {(Wt, Vt) : t ∈ θ} consists of a stochastic encoder E :
{1, · · · , Jn} → P (An), j → E(·|j), specified by a matrix of conditional probabili-
ties E(·|·), and a collection of positive-semidefinite operators {Dj : j ∈ {1, · · · , Jn}}
on H⊗n, which is a partition of the identity, i.e.

∑Jn
j=1Dj = idH⊗n . We call these

operators the decoder operators.

A code is created by the sender and the legal receiver before the message transmission
starts. The sender uses the encoder to encode the message that he wants to send,
while the legal receiver uses the decoder operators on the channel output to decode the
message.

Remark 2.21. An (n, Jn) deterministic code C with deterministic encoder consists of
a family of n-length strings of symbols (cj)j∈{1,··· ,Jn} ∈ (An)

Jn and a collection of
positive-semidefinite operators {Dj : j ∈ {1, · · · , Jn}} on H⊗n which is a partition
of the identity.

The deterministic encoder is a special case of the stochastic encoder when we re-
quire that for every j ∈ {1, · · · , Jn}, there is a sequence an ∈ An chosen with prob-
ability 1. The standard technique for message transmission over a channel and robust
message transmission over an arbitrarily varying channel is to use the deterministic
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encoder (cf. [5] and [28]). However, we use the stochastic encoder, since it is a tool
for secure message transmission over wiretap channels (cf. [21] and [6]).

Definition 2.22. A non-negative number R is an achievable (deterministic) secrecy
rate for the arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ}
if for every ε > 0, δ > 0, ζ > 0 and sufficiently large n there exists an (n, Jn) code
C =

(
E, {Dn

j : j = 1, · · · Jn}
)

such that log Jn
n > R− δ, and

max
tn∈θn

Pe(C, tn) < ε , (18)

max
tn∈θn

χ (Runi;Ztn) < ζ , (19)

where Runi is the uniform distribution on {1, · · · Jn}. Here Pe(C, tn) (the average
probability of the decoding error of a deterministic code C, when the channel state
of the arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} is
tn = (t1, t2, · · · , tn)), is defined as

Pe(C, tn) := 1− 1

Jn

Jn∑
j=1

tr(Wtn(E( |j))Dj) ,

and Ztn =
{
Vtn(E( |i)) : i ∈ {1, · · · , Jn}

}
is the set of the resulting quantum state

at the output of the wiretap channel when the channel state of {(Wt, Vt) : t ∈ θ} is tn.

Remark 2.23. A weaker and widely used security criterion is obtained if we replace
(19) with maxt∈θ

1
nχ (Runi;Ztn) < ζ.

Remark 2.24. When we defined Wt as A → S(H), then Pe(C, tn) is defined as 1−
1
Jn

∑Jn
j=1

∑
an∈An E(an|j)tr(Wtn(an)Dj).

When deterministic encoder is used, then Pe(C, tn) is defined as 1− 1
Jn

∑Jn
j=1

tr(Wtn(cj)Dj).

Definition 2.25. A non-negative number R is an enhanced achievable secrecy rate
for the compound-arbitrarily varying wiretap classical-quantum channel {(W s, Vt) :
s ∈ θ, t ∈ θ} if for every ε > 0, δ > 0, ζ > 0 and sufficiently large n there exists an
(n, Jn) code C =

(
En, {Dn

j : j = 1, · · · Jn}
)

such that log Jn
n > R− δ, and

max
s∈θ

Pe(C, s, n) < ε , (20)

max
tn∈θn

max
π∈Sn

χ (Runi;Ztn,π) < ζ , (21)

where Runi is the uniform distribution on {1, · · · Jn}. Here Pe(C, s, n) is defined as
follows

Pe(C, s, n) := 1− 1

Jn

Jn∑
j=1

tr(W
⊗n
s (En( |j))Dn

j ) ,

andZtn,π =
{∑

an∈An En(π(an)|1)V t
n

(π(an)),
∑
an∈An En(π(an)|2)V t

n

(π(an)),

· · · ,
∑
an∈An En(π(an)|Jn)V t

n

(π(an))
}

.



22 2 PRELIMINARIES

Definition 2.26. An (n, Jn) code C for the classical arbitrarily varying quantum wire-
tap channel {(Wt, Vt) : t ∈ θ} consists of a stochastic encoder E : {1, · · · , Jn} →
P (An), j → E(·|j), specified by a matrix of conditional probabilities E(·|·), and a
collection of mutually disjoint sets {Dj ⊂ Bn : j ∈ {1, . . . , Jn}} (decoding sets).

Definition 2.27. A non-negative number R is an achievable secrecy rate for the clas-
sical arbitrarily varying quantum wiretap channel {(Wt, Vt) : t ∈ θ} if for every
ε > 0, δ > 0, ζ > 0 and sufficiently large n there exists an (n, Jn) code C =

(
E, {Dj :

j = 1, · · · Jn}
)

such that log Jn
n > R− δ, and

max
t∈θ

max
j∈{1,...,Jn}

Wn
t (Dc

j |E(·|j)) ≤ ε , (22)

and
max
tn∈θn

χ (Runi;Ztn) < ζ . (23)

Now we will define some further coding schemes, where the sender and the receiver
use correlation as a resource. We will later show that these coding schemes are very
helpful for the robust and secure message transmission over an arbitrarily varying
wiretap channel.

Figure 2: Arbitrarily varying classical-quantum wiretap channel with assistance by
shared randomness

Definition 2.28. Let X and Y be finite sets. Let (X,Y ) be a random variable dis-
tributed according to a probability distribution p ∈ P (X×Y).

An (X,Y )-correlation assisted (n, Jn) code C(X,Y ) for the arbitrarily varying
classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} consists of a set of stochas-
tic encoders {Exn : {1, · · · , Jn} → P (An) : xn ∈ Xn}, and a set of collections of
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positive-semidefinite operators
{
{D(yn)

j : j = 1, · · · , Jn} : yn ∈ Yn
}

on H⊗n

which fulfills
∑Jn
j=1D

(yn)
j = idH⊗n for every yn ∈ Yn.

Definition 2.29. Let X and Y be finite sets, and let (X,Y ) be a random variable
distributed according to a joint probability distribution p ∈ P (X×Y).

A non-negative number R is an achievable m − a − (X,Y ) secrecy rate (mes-
sage transmission under the average error criterion using (X,Y )-correlation assisted
(n, Jn) codes) for the arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) :
t ∈ θ} if for every ε > 0, δ > 0, ζ > 0 and sufficiently large n there exists an (X,Y )-

correlation assisted (n, Jn) code C(X,Y ) =

{(
Exn , {D(yn)

j : j ∈ {1, · · · , Jn}}
)

:

xn ∈ Xn, yn ∈ Yn

}
such that log Jn

n > R− δ, and

max
tn∈θn

∑
xn∈Xn

∑
yn∈Yn

p(xn,yn)Pe(C(xn,yn), tn) < ε ,

max
tn∈θn

χ (Runi;Ztn,xn | X) < ζ ,

where Pe(C(xn,yn), tn) is defined as

Pe(C(xn,yn), tn) := 1− 1

Jn

Jn∑
j=1

tr(Wtn(Exn( |j))D(yn)
j ) ,

χ (Runi;Ztn,xn | X) :=
∑

yn∈Yn

p(xn,yn)χ (Runi;Ztn,xn) ,

and Ztn,xn =

{
Vtn(Exn( |i)) : i ∈ {1, · · · , Jn}

}
, p(xn,yn) =

∏n
i=1 p(xi,yi). Here

we allowed Ztn,xn , the resulting quantum state of the wiretapper, to be dependent on
xn, this means that we do not require (X,Y ) to be secure against eavesdropping.

Remark 2.30. Here we follow [28] and use the definition “m − a − (X,Y ) secrecy
rate” because it is important to point out that here the average error criterion is used.
Please see [28] for more discussions on the value of message transmission under the
average error criterion and message transmission under the maximum error criterion.

Definition 2.31. Let
{
Cγ = {(Eγ , Dγ

j ) : j = 1, . . . , Jn} : γ ∈ Λ
}

be the the set of

(n, Jn) deterministic codes, labeled by a set Λ.
An (n, Jn) randomness assisted quantum code for the arbitrarily varying classical-

quantum wiretap channel {(Wt, Vt) : t ∈ θ} is a distribution G on (Λ, σ), where
σ is a sigma-algebra, so chosen such that the functions γ → Pe(Cγ , tn) and γ →
χ (Runi;ZCγ ,tn) are both G-measurable with respect to σ for every tn ∈ θn, here for
tn ∈ θn and Cγ = {(w(j)n,γ , Dγ

j ) : j = 1, . . . , Jn},

ZCγ ,tn := {Vtn(w(1)n,γ), Vtn(w(2)n,γ), . . . , Vtn(w(n)n,γ)} .
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Remark 2.32. The randomness assisted code technique is not to be confused with the
random encoding technique. For the random encoding technique, only the sender, but
not the receiver, randomly chooses a code word in An to encode a message j according
to a probability distribution. The receiver should be able to decode j even when he only
knows the probability distribution, but not which code word is actually chosen by the
sender. For the randomness assisted code technique, the sender randomly chooses a
stochastic encoder Eγ , and the receiver chooses a set of the decoder operators {Dγ′

j :
j = 1, · · · , Jn}. The receiver can decode the message if and only if γ = γ′, i.e. when
he knows the sender’s randomization.

Definition 2.33. Let Λ and Cγ , γ ∈ Λ, be defined as in Definition 2.31. An (n, Jn)
common randomness assisted quantum code for the arbitrarily varying classical-
quantum wiretap channel {(Wt, Vt) : t ∈ θ} is a finite subset

{
Cγ = {(Eγ , Dγ

j ) :

j = 1, · · · , Jn} : γ ∈ Γ
}

of the set of (n, Jn) deterministic codes, labeled by a finite
set Γ.

Definition 2.34. A non-negative number R is an achievable secrecy rate for the arbi-
trarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} under random-
ness assisted coding if for every δ > 0, ζ > 0, and ε > 0, if n is sufficiently large,
there is an (n, Jn) randomness assisted quantum code ({Cγ : γ ∈ Λ}, G) such that
log Jn
n > R− δ, and

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < ε ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < ζ .

Here we allowZCγ ,tn , the wiretapper’s resulting quantum state, to be dependent on Cγ .
This means that we do not require randomness to be secure against eavesdropping.

Figure 3: Arbitrarily varying classical-quantum wiretap channel with assistance by
shared randomness that is known by the jammer
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Definition 2.35. A non-negative number R is an achievable secrecy rate for the ar-
bitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} under non-
secure randomness assisted coding if for every δ > 0, ζ > 0, and ε > 0, if n is
sufficiently large, there is an s a distribution G on (Λ, σ) such that log Jn

n > R− δ, and

∫
Λ

max
tn∈θn

Pe(Cγ , tn)dG(γ) < ε ,

∫
Λ

max
tn∈θn

χ (Runi, ZCγ ,tn) dG(γ) < ζ .

Here σ is a sigma-algebra, so chosen such that the functions γ → maxtn∈θn Pe(Cγ , tn)
and γ → maxtn∈θn χ (Runi;ZCγ ,tn) are both G-measurable with respect to σ.

Definition 2.36. A non-negative number R is an achievable secrecy rate for the arbi-
trarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} under common
randomness assisted quantum coding if for every δ > 0, ζ > 0, and ε > 0, if n
is sufficiently large, there is an (n, Jn) common randomness assisted quantum code
({Cγ : γ ∈ Γ}) such that log Jn

n > R− δ, and

max
tn∈θn

1

|Γ|

|Γ|∑
γ=1

Pe(Cγ , tn) < ε ,

max
tn∈θn

χ (Runi, ZCγ ,tn | Γ) < ζ ,

where

χ (Runi, ZCγ ,tn | Γ) :=
1

|Γ|

|Γ|∑
γ=1

χ (Runi, ZCγ ,tn) .

This means that we do not require the common randomness to be secure against
eavesdropping.

We may consider the deterministic code, the (X,Y )-correlation assisted code, the
((X,Y ), r)-correlation assisted code, the (X,Y )-correlation assisted (n, Jn) code,
and the common randomness assisted quantum code as special cases of the randomness
assisted quantum code. This means that randomness is a stronger resource than both
common randomness and the (X,Y )-correlation, in the sense that it requires more
randomness than common randomness and the (X,Y )-correlation. Randomness is
therefore a more “costly” resource.
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Figure 4: Arbitrarily varying classical-quantum wiretap channel with assistance by
shared randomness that is not known by the eavesdropper

Definition 2.37. A non-negative number R is an achievable secrecy rate for the arbi-
trarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} under common
randomness assisted quantum coding using an amount gn of secret common ran-
domness, where gn is a non-negative number depending on n, if for every δ > 0,
ζ > 0, ε > 0, and sufficiently large n, there is an (n, Jn) common randomness assisted
quantum code ({Cγ : γ ∈ Γn}) such that 1

n log |Γn| = gn, log Jn
n > R− δ, and

max
tn∈θn

1

2ngn

2ngn∑
γ=1

Pe(Cγ , tn) < ε ,

max
tn∈θn

χ (Runi, Ztn) < ζ ,

where Runi is the uniform distribution on {1, · · · Jn}.

Unlike in Definition 2.33 we require here that the randomness should be secure against
eavesdropping.

The code concept for arbitrarily varying classical-quantum wiretap channels is
similar to the code concept for arbitrarily varying classical-quantum channels in [6].
We build a two-part code word, the first part is used to create the common randomness
for the sender and the legal receiver, the second is used to transmit the message to the
legal receiver. We call it the weak code concept when the first part to synchronize the
second part is public, and strong code concept when the first part is secure.

Definition 2.38. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel.

The supremum on achievable (deterministic) secrecy rates of {(Wt, Vt) : t ∈ θ} under
strong code concept is called the (deterministic) secrecy capacity of {(Wt, Vt) : t ∈ θ},
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denoted by Cs({(Wt, Vt) : t ∈ θ}).

The supremum on achievable secrecy rates of {(Wt, Vt) : t ∈ θ} under weak code
concept is called the (deterministic) secrecy capacity of {(Wt, Vt) : t ∈ θ} under weak
code concept, denoted by Cs∗({(Wt, Vt) : t ∈ θ}).

The supremum on achievable m − a − (X,Y ) secrecy rates of {(Wt, Vt) : t ∈ θ}
is called the m − a − (X,Y ) secrecy capacity, denoted by Cs({(Wt, Vt) : t ∈
θ}; corr(X,Y )).

The supremum on achievable secrecy rates under random assisted quantum coding of
{(Wt, Vt) : t ∈ θ} is called the random assisted secrecy capacity of {(Wt, Vt) : t ∈ θ},
denoted by Cs({(Wt, Vt) : t ∈ θ}; r).

The supremum on achievable secrecy rates for the {(Wt, Vt) : t ∈ θ} under non-secure
randomness assisted coding is called the non-secure randomness assisted secrecy ca-
pacity of {(Wt, Vt) : t ∈ θ} denoted by Cs({(Wt, Vt) : t ∈ θ}, rns).

The supremum on achievable secrecy rates under common randomness assisted quan-
tum coding of {(Wt, Vt) : t ∈ θ} is called the common randomness assisted secrecy
capacity of {(Wt, Vt) : t ∈ θ}, denoted by Cs({(Wt, Vt) : t ∈ θ}; cr).

The supremum on achievable secrecy rates under random assisted quantum coding us-
ing an amount gn of common randomness of {(Wt, Vt) : t ∈ θ} is called the secret
random assisted secrecy capacity of {(Wt, Vt) : t ∈ θ}, denoted by Ckey({(Wt, Vt) :
t ∈ θ}; gn).

Let {(W s, Vt) : s ∈ θ, t ∈ θ} be a compound-arbitrarily varying wiretap classical-
quantum channel.

The supremum on the enhanced achievable secrecy rates of {(W s, Vt) : s ∈ θ, t ∈ θ}
is called the enhanced secrecy capacity of {(W s, Vt) : s ∈ θ, t ∈ θ}, denoted by
Ĉs({(W s, Vt) : s ∈ θ, t ∈ θ}).

Let {(Wt, Vt) : t ∈ θ} be a classical arbitrarily varying quantum wiretap channel.

The supremum on achievable secrecy (deterministic) rates of {(Wt, Vt) : t ∈ θ} is
called the (deterministic) secrecy capacity of {(Wt, Vt) : t ∈ θ}, denoted byCs({(Wt, Vt) :
t ∈ θ}).

For an arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ}
and random variable (X,Y ) distributed on finite sets X and Y, the following facts are
obvious and follow from the definitions.

Cs({(Wt, Vt) : t ∈ θ})
≤ Cs∗({(Wt, Vt) : t ∈ θ})
≤ Cs((Wt, Vt)t∈θ; corr(X,Y ))

≤ Cs({(Wt, Vt) : t ∈ θ}; r) , (24)

Cs({(Wt, Vt) : t ∈ θ})
≤ Cs∗({(Wt, Vt) : t ∈ θ})
≤ Cs((Wt, Vt)t∈θ; cr)
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≤ Cs({(Wt, Vt) : t ∈ θ}; r) . (25)

Definition 2.39. We say super-activation occurs to two arbitrarily varying classical-
quantum wiretap channels {(Wt, Vt) : t ∈ θ} and {(W ′t, V ′t) : t ∈ θ} when the
following hold:

Cs∗({(Wt, Vt) : t ∈ θ}) = 0 ,

Cs∗({(W ′t, V ′t) : t ∈ θ}) = 0 ,

and
Cs∗({Wt ⊗W ′t′ , Vt ⊗ V ′t′ : t, t′ ∈ θ}) > 0 .

Similar to the entanglement generating capacity of a compound quantum channel
we can define the entanglement generating capacity of a given arbitrarily varying quan-
tum channel {Nt : t ∈ θ}, which we denote by A({Nt : t ∈ θ}).

The entanglement generating capacity of the arbitrarily varying quantum channels
has been analyzed in [5]. The authors of [5] made the following Conjecture 2.40, which
is still unsolved.

Conjecture 2.40. The entanglement generating capacity of an arbitrarily varying quan-
tum channel is equal to the entanglement generating capacity of an arbitrarily varying
quantum channel under shared randomness assisted quantum coding.

3 Secrecy Capacities of Compound Quantum Wiretap
Channels

The results in this section was published in [24].

3.1 Compound Channels with Quantum Wiretapper
In this section we discuss the classical compound channel with a quantum wiretapper.
For the case when the sender has the full knowledge about the CSI, we derive the
secrecy capacity. For the case when the sender does not know the CSI, we give a lower
bound for the secrecy capacity. In this channel model, the wiretapper uses classical-
quantum channels.

Let A, B, H , θ, and {(Wt, Vt) : t ∈ θ} be defined as in Section 2.

Theorem 3.1. The secrecy capacity of the compound channel with quantum wiretap-
per {(Wt, Vt) : t ∈ θ} in the case with CSI at the transmitter is given by

CS,CSI({(Wt, Vt) : t ∈ θ}) = min
t∈θ

max
U→A→(BZ)t

(I(pU ;Bt)− lim sup
n→∞

1

n
χ(pU ;Znt )) .

(26)
The maximum is taken over all random variables that satisfy the Markov chain rela-
tionships: U → A → (BZ)t. Here Bt are the resulting random variables at the
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output of legal receiver channels, and Zt are the resulting random quantum states at
the output of wiretap channels. U is a random variable taking values on some finite set
U with probability distribution pU .

Respectively, in the case without CSI, the secrecy capacity of the compound channel
with quantum wiretapper {(Wt, Vt) : t ∈ θ} is lower bounded as follows

CS({(Wt, Vt) : t ∈ θ}) ≥ max
U→A→(BZ)t

(min
t∈θ

I(pU ;Bt)−max
t∈θ

lim sup
n→∞

1

n
χ(pU ;Znt )) .

(27)

Remark 3.2. We have only the multi-letter formulas (26) and (27), since we do not
have a single-letter formula even for a quantum channel which is neither compound
nor has wiretappers.

Proof. i) Lower Bound for Case With CSI

For every t ∈ θ, fix a probability distribution pt on An. Let p′t(x
n) :=

{
pnt (xn)
pnt (T npt,δ)

, if xn ∈ T npt,δ ;

0 , else ,

and X(t) := {X(t)
j,l }j∈{1,...,Jn},l∈{1,...,Ln,t} be a family of random matrices whose en-

tries are selected i.i.d. according to p′t, where Ln,t is a natural number, which will be
specified later.

It was shown in [18] that for any positive ω, if we set

Jn = b2n(mint∈θ(I(pt;Wt)− 1
n logLn,t−µ)c ,

where µ is a positive constant which does not depend on j, t, and can be arbitrarily
small when ω goes to 0, the following statement is valid. There are such {Dj : j =
1, . . . , Jn} that for all t ∈ θ and for all Ln,t ∈ N

Pr

 max
j∈{1,...,Jn}

Ln,t∑
l=1

1

Ln,t
Wn
t (Dc

j |X
(t)
j,l ) >

√
t2−nω/2


≤
√
t2−nω/2 . (28)

Since only the error of the legitimate receiver is analyzed, for the result (28) just the
channels Wt, but not those of the wiretapper, are regarded. For every j ∈ {1, . . . , Jn},
l ∈ {1, . . . , Ln,t}, and t ∈ θ, Wn

t (Dc
j |X

(t)
j,l ) is a random variable taking values in ]0, 1[,

which depends on X(t)
j,l , since we defined X(t)

j,l as a random variable with value in An.

Let

Qt(x
n) := ΠptVt,αΠV⊗nt (xn),α · V

⊗n
t (xn) ·ΠV⊗nt (xn),αΠptVt,α ,

where α will be defined later.

Lemma 3.3 (Tender Operator, cf. [67] and [54]). Let ρ be a quantum state andX be
a positive operator with X ≤ id and 1− tr(ρX) ≤ λ ≤ 1. Then

‖ρ−
√
Xρ
√
X‖1 ≤

√
2λ . (29)
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Tender Operator was first introduced in [67], where it has been shown that ‖ρ −√
Xρ
√
X‖1 ≤

√
8λ. In [54], the result of [67] has been improved, and (29) has been

proved.

In view of the fact that ΠptVt,α
√
a and ΠVt,α(xn) are both projection matrices, by

(4), (7), and Lemma 3.3 for any t and xn, it holds that

‖Qt(xn)− V⊗nt (xn)‖1 ≤
√

2−nβ(α)′+1 + 2−nβ(α)′′+1 . (30)

We set Θt :=
∑
xn∈T npt,δ

p′
n
t (xn)Qt(x

n). For given zn and t, 〈zn|Θt|zn〉 is the

expected value of 〈zn|Qt(xn)|zn〉 under the condition xn ∈ T npt,δ .
The following Lemma was first given in [8]. Here we cite the lemma as it was

formulated in [66],

Lemma 3.4 (Covering Lemma). Let V be a finite-dimensional Hilbert space. Let M
be a finite set. Suppose we have an ensemble {ρm : m ∈ M} ⊂ S(V) of quantum
states. Let p be a probability distribution on M. We define ρ :=

∑
m p(m)ρm.

Suppose a total subspace projector Π and codeword subspace projectors {Πm :
m ∈ M} exist which project onto subspaces of the Hilbert space in which the states
exist, and for all m ∈ M there are positive constants ε ∈]0, 1[, D, d such that the
following conditions hold:

tr(ρmΠ) ≥ 1− ε ,

tr(ρmΠm) ≥ 1− ε ,

tr(Π) ≤ D ,

ΠmρmΠm ≤
1

d
Πm .

We define a sequence of i.i.d. random variablesX1, . . . , XL, taking values in {ρm :
m ∈M}. If L� d

D , then

Pr

(
‖L−1

L∑
i=1

Π ·Πm ·Xi ·Πm ·Π− ρ‖ ≤ ε+ 4
√
ε+ 24 4

√
ε

)

≥ 1− 2D exp

(
− ε3Ld

2 ln 2D

)
. (31)

By (2) we have

tr(ΠptVt,α) ≤ 2n(S(Vt(pt))+δ(α)) . (32)

By (6), for all xn it holds that

ΠV⊗nt (xn),α · V
⊗n
t (xn) ·ΠV⊗nt (xn),α ≤ 2−n(S(Vt|pt)+δ(α)′)ΠV⊗nt (xn),α . (33)

Let λ = ε. By applying Lemma 3.4 if n is sufficiently large we have

Pr

‖Ln,t∑
l=1

1

Ln,t
Qt(Xj,l)−Θt‖ > ε+ 4

√
ε+ 24 4

√
ε
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≤ 2n(S(Vt(pt))+δ(α)) (34)

· exp

(
−Ln,t

ε3

2 ln 2
λ · 2n(S(Vt|pt)−S(Vt(pt)))+δ(α)+δ(α)′

)
= 2n(S(Vt(pt))+δ(α))

· exp

(
−Ln,t

ε3

2 ln 2
λ · 2n(−χ(pt;Zt))+δ(α)+δ(α)′

)
≤ exp

(
−Ln,t · 2−n(χ(pt;Zt)+ζ)

)
, (35)

where ζ is some suitable positive constant which does not depend on j, t, and can be
arbitrarily small when ε is close to 0. The equality holds since

S(Vt(pt))− S(Vt|pt)

= S

∑
j

pt(j)
∑
l

1

Ln,t
V⊗nt (X

(t)
j,l )


−
∑
j

pt(j)S

(∑
l

1

Ln,t
V⊗nt (X

(t)
j,l )

)
= χ(pt;Zt) .

Let Ln,t = d2n(χ(pt;Zt)+2ζ)e, and n be large enough, then by (35) for all j it holds
that

Pr

‖Ln,t∑
l=1

1

Ln,t
Qt(X

(t)
j,l )−Θt‖ > ε+ 4

√
ε+ 24 4

√
ε

 ≤ exp(−2nζ) (36)

and

Pr

‖Ln,t∑
l=1

1

Ln,t
Qt(X

(t)
j,l )−Θt‖ ≤ ε ∀t ∀j


= 1− Pr

⋃
t

⋃
j

{‖
Ln,t∑
l=1

1

Ln,t
Qt(X

(t)
j,l )−Θt‖ > ε+ 4

√
ε+ 24 4

√
ε}


≥ 1− TJn exp(−2nζ)

≥ 1− T2n(mint∈θ(I(pt;Wt)− 1
n logLn,t) exp(−2nζ)

≥ 1− 2−nυ , (37)

where υ is some suitable positive constant which does not depend on j and t.

Remark 3.5. Since exp(−2nζ) converges to zero double exponentially quickly, the in-
equality (37) remains true even if T depends on n and is exponentially large over n,
i.e. we can still achieve an exponentially small error.

From (28) and (37) it follows: For any ε > 0, if n is large enough then the event⋂
t

 max
j∈{1,...,Jn}

Ln,t∑
l=1

1

Ln,t
Wn
t (Dc

j(X )|X(t)
j,l ) ≤ ε
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∩

‖
Ln,t∑
l=1

1

Ln,t
Qt(X

(t)
j,l )−Θt‖ ≤ ε ∀t ∀j




has a positive probability. This means that we can find a realization x(t)
j,l of X(t)

j,l with a
positive probability such that for all t ∈ θ and j ∈ {1, . . . , Jn}, we have

Ln,t∑
l=1

1

Ln,t
Wn
t (Dc

j |x
(t)
j,l ) ≤ ε , (38)

and

‖
Ln,t∑
l=1

1

Ln,t
Qt(x

(t)
j,l )−Θt‖ ≤ ε . (39)

For an arbitrary γ > 0 let

R := min
t∈θ

max
U→A→(BZ)t

(I(pU ;Bt)− lim sup
n→∞

1

n
χ(pU ;Znt ))− γ .

Choose µ < 1
2γ, then for every t ∈ θ, there is an (n, Jn) code

(
(x

(t)
j,l )j=1,...,Jn,l=1,...,Ln,t , {Dj : j = 1, . . . , Jn}

)
such that

1

n
log Jn ≥ R , (40)

lim
n→∞

max
t∈θ

max
j∈{1,...,Jn}

Ln,t∑
l=1

1

Ln,t
Wn
t (Dc

j |x
(t)
j,l ) = 0 . (41)

Choose a suitable α in (30) such that for all j, it holds ‖V⊗nt (x
(t)
j,l )−Qt(x

(t)
j,l )‖ < ε .

For any given j′ ∈ {1, . . . , Jn}, (30) and (39) yield

‖
Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j′,l)−Θt‖

≤ ‖
Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j′,l)−

Ln,t∑
l=1

1

Ln,t
Qt(x

(t)
j′,l)‖

+ ‖
Ln,t∑
l=1

1

Ln,t
Qt(x

(t)
j′,l)−Θt‖

≤
Ln,t∑
l=1

1

Ln,t
‖V⊗nt (x

(t)
j′,l)−Qt(x

(t)
j′,l)‖

+ ‖
L

(t)
n,t∑
l=1

1

Ln,t
Qt(x

(t)
j′,l)−Θt‖

≤ 2ε , (42)

and ‖
∑Jn
j=1

1
Jn

∑Ln,t
l=1

1
Ln,t

V⊗nt (x
(t)
j,l )−Θt‖1 ≤ ε.
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Lemma 3.6 (Fannes-Audenaert Ineq., cf. [37], [10]). Let Φ and Ψ be two quantum
states in a d-dimensional complex Hilbert space and ‖Φ−Ψ‖1 ≤ µ < 1

e , then

|S(Φ)− S(Ψ)| ≤ µ log(d− 1) + h(µ) , (43)

where h(ν) := −ν log ν − (1− ν) log(1− ν) for ν ∈ [0, 1].

The Fannes Inequality was first introduced in [37], where it has been shown that
|S(X)− S(Y)| ≤ µ log d− µ logµ. In [10] the result of [37] has been improved, and
(43) has been proved.

By Lemma 3.6 and the inequality (42), for a uniformly distributed distributed ran-
dom variable Runi with value in {1, . . . , Jn}, we have

χ(Runi;Z
n
t )

= S

 Jn∑
j=1

1

Jn

Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j,l )


−

Jn∑
j=1

1

Jn
S

Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j,l )


≤

∣∣∣∣∣∣S
 Jn∑
j=1

1

Jn

Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j,l )

− S (Θt)

∣∣∣∣∣∣
+

∣∣∣∣∣∣S(Θt)−
Jn∑
j=1

1

Jn
S

Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j,l )

∣∣∣∣∣∣
≤ ε log(d− 1)− ε log ε− (1− ε) log(1− ε)

+

∣∣∣∣∣∣
Jn∑
j=1

1

Jn

S(Θt)− S

Ln,t∑
l=1

1

Ln,t
V⊗nt (x

(t)
j,l )

∣∣∣∣∣∣
≤ 3ε log(d− 1)− ε log ε− (1− ε) log(1− ε)− 2ε log 2ε . (44)

By (44), for any positive λ if n is sufficiently large, we have

max
t∈θ

χ(Runi;Z
n
t ) ≤ λ . (45)

For every t ∈ θ we define an (n, Jn) code (Et, {Dj : j = 1, . . . , Jn}), where Et is

built such that Pr
(
Et(j) = x

(t)
j,l

)
= 1

Ln,t
for l ∈ {1, . . . , Ln,t}. Combining (41) and

(45) we obtain

CS,CSI({(Wt, Vt) : t ∈ θ}) ≥ min
t∈θ

max
U→A→(BZ)t

(I(pU ;Bt)− lim sup
n→∞

1

n
χ(pU ;Znt )) .

(46)

Thus, we have shown the “≥” part of (26).

ii) Upper Bound for Case With CSI
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Let (Cn) be a sequence of (n, Jn) codes such that

max
t∈θ

max
j∈{1,...,Jn}

∑
xn∈An

E(xn|j)Wn
t (Dc

j |xn) =: ε1,n , (47)

max
t∈θ

χ(J ;Znt ) =: ε2,n , (48)

where limn→∞ ε1,n = 0 and limn→∞ ε2,n = 0. J denotes the random variable which
is uniformly distributed on the message set {1, . . . , Jn}.

We denote the security capacity of the wiretap channel (Wt, Vt) in the sense of [66]
by C(Wt, Vt). Choose t′ ∈ θ such that C(Wt′ , Vt′) = mint∈θ C(Wt, Vt).

We denote a new random variable by X̂ with values in {1, . . . , Jn} determined by
the Markov chain Runi → A → Bt′ → X̂ , where the first transition is governed by
the sender’s encoding strategy, the second by Wt′ , and the last by the legal receiver’s
decoding strategy. Then we have from the data processing inequality

log Jn = H(Runi)

= I(Runi, X̂) +H(Runi | X̂)

≤ I(Runi, B
n
t′) +H(Runi | X̂) .

Using Fano’s inequality we have

H(Runi | X̂) ≤ 1 + ε1,n log Jn .

Thus log Jn ≤ I(Runi, B
n
t′) + 1 + ε1,n log Jn. Applying the standard technique for

single letter formula in classical information theory we have

log Jn ≤ nI(Runi, Bt′) + 1 + ε1,n log Jn . (49)

Thus for any ε > 0, if n is sufficiently large 1
n log Jn cannot be greater than

I(Runi;Bt′) +
1

n
+

1

n
ε1,n log Jn

≤ [I(Runi;Bt′)−
1

n
χ(Runi;Z

n
t′)] +

ε1,n
n

+
1

n
log Jn +

ε2,n
n

≤ [I(Runi;Bt′)−
1

n
χ(Runi;Z

n
t′)] + ε . (50)

We cannot exceed the secrecy capacity of the worst wiretap channel, since we have
to guarantee that the legal receiver can decode the message in the worst case (cf. (9)).
Thus, we have

CS,CSI({(Wt, Vt) : t ∈ θ}) ≤ min
t∈θ

max
U→A→(BZ)t

(I(pU ;Bt)− lim sup
n→∞

1

n
χ(pU ;Znt )) .

(51)
Combining (51) and (46) we obtain (26).

iii) Lower Bound for Case Without CSI
Fix a probability distribution p on An. For any ω > 0, we define

Jn = b2n(mint∈θ(I(p;Wt)− 1
n logLn−µ)c ,
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where µ is a positive constant which does not depend on j and t, and can be arbitrarily

small when ω goes to 0. Let p′(xn) :=

{
pn(xn)
pn(T np,δ)

if xn ∈ T np,δ ;

0 else .
andXn := {Xj,l}j∈{1,...,Jn},l∈{1,...,Ln}, whereLn, a natural number, will be specified
later, be a family of random matrices whose components are selected i.i.d. according
to p′.

There are {Dj : j = 1, . . . , Jn} such that for all t ∈ θ and for all Ln ∈ N

Pr

(
max

j∈{1,...,Jn}

Ln∑
l=1

1

Ln
Wn
t (Dc

j |Xj,l) >
√
t2−nω/2

)
≤
√
t2−nω/2 . (52)

For a positive α, we define

Qt(x
n) := ΠpVt,α

√
aΠVt,α(xn) · V⊗nt (xn) ·ΠVt,α(xn)ΠpVt,α

√
a

and Θt :=
∑
xn∈T np,δ

p′
n
(xn)Qt(x

n).

For any positive δ let Ln = d2maxt χ(p;Znt )+nδe and n be large enough, in the same
way as our proof of (37) for the case with CSI at the encoder, there is a positive constant
υ so that

Pr

(
‖
Ln∑
l=1

1

Ln
Qt(X

(t)
j,l )−Θt‖ ≤ ε ∀t ∀j

)
≥ 1− 2−nυ . (53)

For any positive ε we choose a suitable α, by (52) and (53) there is a realization
xj,l of Xj,l with a positive probability such that: For all t ∈ θ and all j ∈ {1, . . . Jn},
we have

Ln∑
l=1

1

Ln
Wn
t (Dc

j |xj,l) ≤ ε ,

‖
Ln∑
l=1

1

Ln
Qt(xj,l)−Θt‖ ≤ ε .

For any γ > 0 let

R = max
U→A→(BZ)t

(
min
t∈θ

I(pU ;Bt)−max
t

1

n
χ(pU ;Znt )

)
− γ .

Then there is an (n, Jn) code (E, {Dj : j = 1, . . . , Jn}), where E is so built that
Pr (E(j) = xj,l) = 1

Ln
for l ∈ {1, . . . , Ln,t}, such that lim infn→∞

1
n log Jn ≥ R,

and

lim
n→∞

max
t∈θ

max
j∈{1,...,Jn}

Ln∑
l=1

1

Ln
Wn
t (Dc

j |xj,l) = 0 . (54)

In the same way as our proof of (45) for the case with CSI at the encoder,

max
t∈θ

χ(Runi;Z
n
t ) ≤ ε , (55)
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for any uniformly distributed random variable Runi with value in {1, . . . , Jn}.
Combining (54) and (55) we obtain

CS({(Wt, Vt) : t ∈ θ}) ≥ max
U→A→(BZ)t

(min
t∈θ

I(pU ;Bt)−max
t∈θ

lim sup
n→∞

1

n
χ(pU ;Znt )) .

3.2 Compound Classical-Quantum Wiretap Channel
In this section, we derive the secrecy capacity of the compound classical-quantum wire-
tap channel with CSI. In this model, both the receiver and the wiretapper use classical-
quantum channels and the set of the channel states may be finite or infinite.

Let A, H , H ′, H ′′, θ, and {(Wt, Vt) : t ∈ θ} be defined as in Section 2.

Theorem 3.7. The secrecy capacity of the compound classical-quantum wiretap chan-
nel {(Wt, Vt) : t ∈ θ} in the case with CSI is given by

CS,CSI({(Wt, Vt) : t ∈ θ}) = lim
n→∞

min
t∈θ

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t ))

(56)
where Bt are the resulting random quantum states at the output of legal receiver chan-
nels and Zt are the resulting random quantum states at the output of wiretap channels.
The maximum is taken over all probability distributions Pinp on the input quantum
states wt.

Assume that the sender’s encoding is restricted to transmitting an indexed finite set
of orthogonal quantum states {ρx : x ∈ A} ⊂ S(H ′

⊗n
), then the secrecy capacity

of the compound classical-quantum wiretap channel in the case with no CSI at the
encoder is given by

CS({(Wt, Vt) : t ∈ θ}) = lim
n→∞

max
U→A→(BZ)t

1

n

(
min
t∈θ

χ(pU ;Bnt )−max
t∈θ

χ(pU ;Znt )

)
.

(57)

Proof. At first we are going to prove (56). Our idea is to send the information in two
parts. First, we send the channel state information with finite blocks of finite bits with
a code C1 to the receiver, and then, depending on t, we send the message with a code
C

(t)
2 in the second part.

i.1) Sending Channel State Information with Finite Bits
We do not require that the first part should be secure against the wiretapper, since

we assume that the wiretapper already has the full knowledge of the CSI.
By ignoring the security against the wiretapper, we consider only the compound

channel (Wt)t∈θ. Let W = (Wt)t be a compound classical-quantum channel. Then,
by [40] and [51], for each λ ∈ (0, 1), the λ capacity C(W,λ) equals

C(W,λ) = max
Pinp∈P (A)

min
t
χ(Pinp;Wt) . (58)

If maxPinp mint χ(Pinp;Wt) > 0 holds, then the sender can build a code C1 such that
the CSI can be sent to the legal receiver with a block with length l ≤ log T

mint maxPinp χ(Pinp,Wt)
−
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ε. Here T <∞ is the size of θ, as we defined in Section 2. If maxPinp mint χ(Pinp;Wt) =
0 holds, we cannot build a code C1 such that the CSI can be sent to the legal receiver.
But, this does not cause any problem, since when for every t ∈ θ there is a Pinp such
that χ(Pinp;Wt) > 0 then for every t there are x(t)

1 and x(t)
a ∈ A such that Wt(x

(t)
1 )

6= Wt(x
(t)
2 ). In this case mint χ(Puni;Wt) > 0, where Pinp is the uniform distribution

over A. This means that if maxPinp mint χ(Pinp;Wt) = 0, the right-hand side of (56)
is also zero.

i.2) Message Transformation When Both the Sender and the Legal Receiver Know CSI
If both the sender and the legal receiver have the full knowledge of t, then we only

have to look at the single wiretap channel (Wt, Vt).
In [31] and [34] it was shown that if n is sufficiently large, there exists an (n, Jn)

code for the quantum wiretap channel (W,V ) with

log Jn = max
Pinp,w

(χ(Pinp;B
n)− χ(Pinp;Z

n))− ε , (59)

for any positive ε and positive δ, where B is the resulting random variable at the output
of legal receiver’s channel and Z the output of the wiretap channel.

When the sender and the legal receiver both know t, they can build an (n, Jn,t)

code C(t)
2 where

log Jn,t = max
Pinp,wt

(χ(Pinp;B
n
t )− χ(Pinp;Z

n
t ))− ε . (60)

Thus,

CS,CSI({(Wt, Vt) : t ∈ θ}) ≥ lim
n→∞

min
t∈θ

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t )) .

(61)

Remark 3.8. For the construction of the second part of our code, we use random cod-
ing and request that the randomization can be sent (cf. [31]). However, it was shown
in [18] that the randomization could not always be sent if we require that we use one
unique code which is secure against the wiretapper and suitable for every channel state,
i.e. it does not depend on t. This is not a counterexample to our results above, neither
to the construction of C1 nor to the construction of C(t)

2 , because of the following facts.
The first part of our code does not need to be secure. For our second part, the legal

transmitters can use the following strategy: At first they build a code C1 = (E, {Dt :

t = 1, . . . , |θ|}) and a code C(t)
2 = (E(t), {D(t)

j : j = 1, . . . , Jn}) for every t ∈ θ. If
the sender wants to send the CSI t′ ∈ θ and the message j, he encodes t′ with E and
j with E(t′), then he sends both parts together through the channel. After receiving
both parts, the legal receiver decodes the first part with {Dt : t}, and chooses the

right decoders {D(t′)
j : j} ∈

{
{D(t)

j : j} : t ∈ θ
}

to decode the second part. With this
strategy, we can avoid using one unique code which is suitable for every channel state.

i.3) Upper Bound for the Case CSI at the Encoder
For any ε > 0, we choose t′ ∈ θ such thatCS,CSI(Wt′ , Vt′) ≤ inft∈θ CS,CSI(Wt, Vt)+

ε.
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From [31] and [34] we know that the secrecy capacity of the quantum wiretap
channel (Wt′ , Vt′) cannot be greater than

lim
n→∞

max
Pinp,wt′

1

n
(χ(Pinp;B

n
t′)− χ(Pinp;Z

n
t′)) .

Since we cannot exceed the capacity of the worst wiretap channel, we have

CS,CSI({(Wt, Vt) : t ∈ θ}) ≤ lim
n→∞

min
t∈θ

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t )).

(62)
This together with (61) completes the proof of (56).

Remark 3.9. In [64] it was shown that if for a given t and any n ∈ N,

χ(Pinp;B
n
t ) ≥ χ(Pinp;Z

n
t )

holds for all Pinp ∈ P (A) and {wt(j) : j = 1, . . . , Jn} ⊂ S(H⊗n), then

lim
n→∞

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t ))

= max
Pinp,wt

(χ(Pinp;Bt)− χ(Pinp;Zt)) .

Thus if for every t ∈ θ and n ∈ N,

χ(Pinp, B
n
t ) ≥ χ(Pinp;Z

n
t )

holds for all Pinp ∈ P (A) and {wt(j) : j = 1, . . . , Jn} ⊂ S(H⊗n), we have

CS,CSI = min
t∈θ

max
Pinp,wt

(χ(Pinp;Bt)− χ(Pinp;Zt)) .

Now we are going to prove (57).

ii.1) Lower Bound for Case Without CSI
Fix a probability distribution p on An. Let

Jn = b2mint∈θ χ(p;Bnt )−maxt∈θ χ(p;Znt )−2nµc ,

Ln = d2maxt χ(p;Znt )+nµe ,

and let p′ and Xn = {Xj,l : j, l} be defined as in Section 3.1. Since Jn · Ln ≤
2mint χ(p;Bnt )−nµ, in [40] and [51] it was shown that if n is sufficiently large, there
exist a collection of quantum states {ρxn : xn ∈ An} ⊂ S(H ′

⊗n
), a collection of

positive-semidefinite operators {Dxn : xn ∈ An}, and a positive constant β, such that
for any (j, l) ∈ {1, . . . , Jn} × {1, . . . , Ln} it holds

Pr
[
tr
(
Wn
t (ρnXj,l)DXj,l

)
≥ 1− 2−nβ

]
> 1− 2−nβ , (63)

and for any realization {xj,l : j, l} of {Xj,l : j, l} it holds that

∑
t∈θ

Jn∑
j=1

Ln∑
l=1

Dxj,l ≤ id .



3.2 COMPOUND CLASSICAL-QUANTUM WIRETAP CHANNEL 39

We define

Qt(ρxn) := ΠpVt,αΠVt,α(xn) · V ⊗nt (ρxn) ·ΠVt,α(xn)ΠpVt,α ,

and Θt :=
∑
xn∈T np,δ

p′
n
(xn)Qt(ρxn).

Choosing n sufficiently large, in the same way as our proof of (37) for the classical
compound channel with quantum wiretapper, there is a positive constant υ such that

Pr

(
‖
Ln∑
l=1

1

Ln
Qt(ρX(t)

j,l

)−Θt‖ ≤ ε ∀t ∀j

)
≥ 1− 2−nυ . (64)

We choose a suitable α. If n is sufficiently large, we can find a realization xj,l of
Xj,l with a positive probability such that for all j ∈ {1, . . . Jn}, we have

min
t∈θ

tr
(
Wn
t (ρnxj,l)Dxj,l

)
≥ 1− 2−nβ

and

max
t∈θ
‖
Ln∑
l=1

1

Ln
Qt(ρxj,l)−Θt‖ ≤ ε .

We define Dj :=
∑
t∈θ
∑Ln
l=1Dxj,l , then

∑Jn
j=1Dj =

∑
t∈θ
∑Jn
j=1

∑Ln
l=1Dxj,l ≤

id. Furthermore, for all t′ ∈ θ and l′ ∈ {1, . . . , Ln} we have

tr
(
Wn
t′ (ρ

n
xj,l′

)Dj

)
=
∑
t∈θ

Ln∑
l=1

tr
(
Wn
t′ (ρ

n
xj,l′

)Dxj,l

)
≥ tr

(
Wn
t′ (ρ

n
xj,l′

)Dxj,l′

)
≥ 1− 2−nβ ,

the inequality in the third line holds because for two positive-semidefinite matrices M1

and M2, we always have tr (M1M2) = tr
(√
M1M2

√
M1

)
≥ 0.

For any γ > 0 let

R := max
U→A→(BZ)t

1

n

[
min
t∈θ

χ(p;Bnt )−max
t∈θ

χ(p;Znt )

]
− γ .

Then for any positive λ, there is an (n, Jn, λ) code
(
{w(j) :=

∑Ln
l=1

1
Ln
ρnxj,l : j =

1, . . . , Jn, }, {Dj : j = 1, . . . , Jn}
)

, such that lim infn→∞
1
n log Jn ≥ R,

max
t∈θ

max
j∈{1,...,Jn}

tr
(
(idH′′⊗n −Dj)W

⊗n
t (w(j))

)
≤ λ , (65)

and in the same way as our proof of (45) for the classical compound channel with
quantum wiretapper,

max
t∈θ

χ(Runi;Z
n
t ) ≤ λ , (66)
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for any uniformly distributed random variable Runi with value in {1, . . . , Jn}.
Combining (65) and (66) we obtain

CS ≥ lim
n→∞

max
U→A→(BZ)t

1

n

(
min
t∈θ

χ(pU ;Bnt )−max
t∈θ

χ(pU ;Znt )

)
. (67)

ii.2) Upper Bound for Case Without CSI
Let (Cn) = ({ρ(n)

j : j}, {D(n)
j : j}) be a sequence of (n, Jn, λn) code such that

max
t∈θ

max
j∈{1,...,Jn}

tr
(

(id−D(n)
j )W⊗nt

(
ρ

(n)
j

))
≤ λn , (68)

max
t∈θ

χ(Runi;Z
n
t ) =: ε2,n , (69)

where limn→∞ λn = 0 and limn→∞ ε2,n = 0. Runi denotes the random variable
which is uniformly distributed on the message set {1, . . . , Jn}.

We denote the classical capacity of the quantum channel Wt in the sense of [66] by
C(Wt). Choose t′ ∈ θ such that C(Wt′) = mint∈θ C(Wt).

It is known (cf. Section 3.1 ii)and [52]) thatC(Wt′) cannot exceed χ(Runi;B
n
t′)+ξ

for any constant ξ > 0. Since the secrecy capacity of a compound wiretap channel
cannot exceed the capacity of the worst channel without wiretapper, for any ε > 0
choose ξ = 1

2ε, if n is large enough, the secrecy rate of (Cn) cannot be greater than

1

n
χ(Runi;B

n
t′) + ξ

= min
t∈θ

1

n
χ(Runi;B

n
t ) + ξ

≤ min
t∈θ

1

n
χ(Runi;B

n
t )−max

t∈θ

1

n
χ(Runi;Z

n
t ) + ξ +

1

n
ε2,n

≤ 1

n

(
min
t∈θ

χ(Runi;B
n
t )−max

t∈θ
χ(Runi;Z

n
t )

)
+ ε . (70)

Thus

CS ≤ lim
n→∞

max
U→A→(BZ)t

1

n

(
min
t∈θ

χ(pU ;Bnt )−max
t∈θ

χ(pU ;Znt )

)
. (71)

Combining (71) and (67) we obtain (57).

So far, we assumed that |θ|, the number of the channels, is finite, therefore we can
send the CSI with finite bits to the receiver in the case where the sender has CSI. Now
we look at the case where |θ| can be arbitrary. We of course are not allowed to send the
CSI with finite bits if |θ| =∞, but in this case, we may use a “finite approximation” to
obtain the following corollary.

Corollary 3.10. For an arbitrary set θ we have

CS,CSI({(Wt, Vt) : t ∈ θ}) = lim
n→∞

inf
t∈θ

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t )) .

(72)
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Proof. Let W : S(H ′)→ S(H ′′) be a linear map, then let

‖W‖♦ := sup
n∈N

max
a∈S(Cn⊗H′),‖a‖1=1

‖(idn ⊗W )(a)‖1 . (73)

It is known [56] that this norm is multiplicative, i.e. ‖W⊗W ′‖♦ = ‖W‖♦ ·‖W ′‖♦.
A τ -net in the space of the completely positive trace-preserving maps S(H ′) →

S(H ′′) is a finite set
(
W (k)

)K
k=1

of completely positive trace-preserving maps S(H ′)→
S(H ′′) with the property that for each completely positive trace-preserving map W :
S(H ′)→ S(H ′′), there is at least one k ∈ {1, . . . ,K} with ‖W −W (k)‖♦ < τ .

Lemma 3.11 (τ−net [50]). LetH ′ andH ′′ be finite-dimensional complex Hilbert spaces.
For any τ ∈ (0, 1], there is a τ -net of quantum channels

(
W (k)

)K
k=1

in the space of the

completely positive trace-preserving maps S(H ′)→ S(H ′′) with K ≤ ( 3
τ )2d′4 , where

d′ = dimH ′.

If |θ| is arbitrary, then for any ξ > 0 let τ = ξ
− log ξ . By Lemma 3.11 there exists

a finite set θ′ with |θ′| ≤ ( 3
τ )2d′4 and τ -nets (Wt′)t′∈θ′ , (Vt′)t′∈θ′ such that for every

t ∈ θ we can find a t′ ∈ θ′ with ‖Wt −Wt′‖♦ ≤ τ and ‖Vt − Vt′‖♦ ≤ τ . For every

t′ ∈ θ′, the legal transmitters build a code C(t′)
2 = {wt′ , {Dj : j}}. Since by [31], the

error probability of the code C(t′)
2 decreases exponentially with its length, there is an

N = O(− log ξ) such that for all t′′ ∈ θ′ it holds

1

JN

JN∑
j=1

tr
(
W⊗Nt′′ (wt′′(j))Dj

)
≥ 1− λ− ξ , (74)

χ(Runi;Z
N
t′ ) ≤ ξ . (75)

Then, if the sender obtains the channel state information “t” , he chooses a “t′”
∈ θ′ such that ‖Wt −Wt′‖♦ ≤ τ and ‖Vt − Vt′‖♦ ≤ τ . He can send “t′” to the legal

receiver in the first part with finite bits, and then they build a code C(t′)
2 that fulfills

(74) and (75) to transmit the message.
For every t′ and j let |ψt′(j)〉〈ψt′(j)| ∈ S(H ′

⊗N⊗H ′⊗N ) be an arbitrary purifica-

tion of the quantum statewt′(j), then tr
[(
W⊗Nt −W⊗Nt′

)
(wt′(j))

]
= tr

(
trH′⊗N

[
id⊗NH′ ⊗

(W⊗Nt −W⊗Nt′ ) (|ψt′(j)〉〈ψt′(j)|)
])

. We have

tr
∣∣(W⊗Nt −W⊗Nt′

)
(wt′(j))

∣∣
= tr

(
trH′⊗N

∣∣∣id⊗NH′ ⊗ (W⊗Nt −W⊗Nt′ ) (|ψt′(j)〉〈ψt′(j)|)
∣∣∣)

= tr
∣∣∣id⊗NH′ ⊗ (W⊗nt −W⊗Nt′ ) (|ψt′(j)〉〈ψt′(j)|)

∣∣∣
=
∥∥∥id⊗NH′ ⊗ (W⊗Nt −W⊗Nt′ ) (|ψt′(j)〉〈ψt′(j)|)

∥∥∥
1

≤ ‖W⊗Nt −W⊗Nt′ ‖♦ · ‖(|ψt′(j)〉〈ψt′(j)|)‖1
≤ Nτ .

The second equality follows from the definition of trace. The second inequality follows
by the definition of ‖ · ‖♦. The third inequality follows from the facts that ‖ (|ψt′(j)〉〈ψt′(j)|) ‖1 =
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1 and
∥∥W⊗Nt −W⊗Nt′

∥∥
♦

=
∥∥∥∑N

k=1W
⊗k−1
t W⊗N−kt′ (Wt −Wt′)

∥∥∥
♦

= N ·‖Wt −Wt′‖♦,

since ‖ · ‖♦ is multiplicative and ‖Wt‖♦ = ‖Wt′‖♦ = 1.

It follows that ∣∣∣∣ 1

JN

JN∑
j=1

tr
(
W⊗Nt (wt′(j))Dj

)
− 1

JN

JN∑
j=1

tr
(
W⊗Nt′ (wt′(j))Dj

)∣∣∣∣
≤ 1

JN

JN∑
j=1

∣∣tr [(W⊗Nt −W⊗Nt′
)

(wt′(j))Dj

]∣∣
≤ 1

JN

JN∑
j=1

tr
∣∣(W⊗Nt −W⊗Nt′

)
(wt′(j))Dj

∣∣
≤ 1

JN

JN∑
j=1

tr
∣∣(W⊗Nt −W⊗Nt′

)
(wt′(j))

∣∣
≤ 1

JN
JNNτ

= Nτ . (76)

Nτ can be arbitrarily small when ξ is close to zero, since N = O(− log ξ).
Let Runi be a random variable uniformly distributed on {1, . . . , JN}, and {ρ(j) :

j = 1, . . . , Jn} be a set of quantum states labeled by elements of {1, . . . , Jn}. We
have

|χ(Runi;Vt)− χ(Runi;Vt′)|

≤

∣∣∣∣∣∣S
 JN∑
j=1

1

JN
Vt(ρ(j))

− S
 JN∑
j=1

1

JN
Vt′(ρ(j))

∣∣∣∣∣∣
+

∣∣∣∣∣∣
JN∑
j=1

1

JN
S (Vt(ρ(j)))−

JN∑
j=1

1

JN
S (Vt′(ρ(j)))

∣∣∣∣∣∣
≤ τ log(d− 1)− τ log τ − (1− τ) log(1− τ) , (77)

where d = dimH . The inequality in the last line holds by Lemma 3.6 and because
‖Vt(ρ)− Vt′(ρ)‖1 ≤ τ for all ρ ∈ S(H) when ‖Vt − Vt′‖♦ ≤ τ .

By (76) and (77) we have

sup
t∈θ

1

JN

JN∑
j=1

tr
(
W⊗Nt (wt′(j))Dj

)
≥ 1− λ− ξ −Nτ ,

χ(Runi;Z
N
t ) ≤ ξ + τ log(d− 1)− τ log τ − (1− τ) log(1− τ) .

Since ξ + Nτ and τ log(d − 1) can be arbitrarily small, when ξ is close to zero, we
have

sup
t∈θ

1

JN

JN∑
j=1

tr
(
W⊗Nt (wt′(j))Dj

)
≥ 1− λ ,
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sup
t∈θ

χ(Runi;Z
N
t ) ≤ ε .

The bits that the sender uses to transform the CSI are large but constant, so it is still
negligible compared to the second part. We obtain

CS,CSI({(Wt, Vt) : t ∈ θ})) ≥ lim
n→∞

inf
t∈θ

max
Pinp,wt

1

n
(χ(Pinp;B

n
t )− χ(Pinp;Z

n
t )) .

(78)
The proof of the converse is similar to those given in the proof of Theorem 3.7,

where we consider a worst t′.

Remark 3.12. In (56) and Corollary 3.10 we have only required that the legal receiver
can decode the correct message with a high probability if n is sufficiently large. We
have not specified how fast the error probability tends to zero when the code length
goes to infinity. If we analyze the relation between the error probability ε and the code
length, then we have the following facts.

In the case of finite θ, let ε1 denote the error probability of the first part of the code
(i.e. the legal receiver does not decode the correct CSI), and let ε2 denote the error
probability of the second part of the code (i.e. the legal receiver decodes the correct
CSI, but does not decode the message). Since the length of the first part of the code is
l · log c · c′ = O(log ε1), we have ε−1

1 is O(exp(l · log c · c′)) = O(exp(n)), where
n stands for the length of the first part of the code. For the second part of the code,
ε2 decreased exponentially with the length of the second part, as proven in [31]. Thus,
the error probability ε = max{ε1, ε2} decreases exponentially with the code length in
the case of finite θ.

If θ is infinite, let ε1 denote the error probability of the first part of the code proba-
bility. Here we have to build two τ -nets for a suitable τ , each containsO((− log ε1

ε1
)−2d′4)

channels. If we want to send the CSI of these τ -nets, the length of first part l will be
O(−2d′

4 · log(ε1 log ε1)), which means here ε−1
1 will be O(exp( n

4d′4
)) = O(exp(n)).

Thus we can still achieve that the error probability decreases exponentially with the
code length in case of infinite θ.

3.3 Entanglement Generation over Compound Quantum Channels
The entanglement generating capacity of a given quantum channel describes the maxi-
mal amount of entanglement that we can generate or transmit over the channel. A code
for the secure message transmission over a classical-quantum wiretap channel can be
used to build a code for the entanglement transmission over a quantum channel (cf.
[34]). Our technique for entanglement generation over compound quantum channels
is similar to the proof of entanglement generating capacity over quantum channels in
[34]. The difference between our technique and the proofs in [34] is that we have to
consider the channel uncertainty (c.f. the discussion in Section 3.4).

Let P, Q, HP, HQ, θ, and {
(
N⊗nt

)
: t ∈ θ} be defined as in Section 2 (i.e. we

assume that θ is finite).

We denote dimHP by a, and denote X := {1, . . . , a}. Consider the eigen-
decomposition of ρP into the orthonormal pure quantum state ensemble {p(x), |φx〉P :
x ∈ X}, ∑

x∈X
p(x)|φx〉〈φx|P = ρP .

The distribution p defines a random variable X .
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Theorem 3.13. The entanglement generating capacity of {(Nt) : t ∈ θ} is bounded
as follows

A({(Nt) : t ∈ θ}) ≥ max
p

(
min
t∈θ

χ(p;Qt)−max
t∈θ

χ(p;Et)

)
, (79)

whereQt stands for the quantum outputs that the receiver observes at the channel state
t, and Et the quantum outputs at the environment.

(Theorem 3.13 is weaker than the result in [17], the reason is that we use for our
proof a different quantum channel representation. For details and the result in [17] cf.
Section 3.4.)

Proof. Let ρP → UNtρ
PU∗Nt be a isometric transformation which represents Nt (cf.

Section 3.4), where UNt is a linear operator S(HP)→S(HQE), and E is the quantum
system of the environment. Fix a ρP with eigen-decomposition

∑
x∈X p(x)|φx〉P〈φx|P.

If the channel state is t, the local output density matrix seen by the receiver is

trE

(∑
x

p(x)UNt |φx〉〈φx|PU∗Nt

)
,

and the local output density matrix seen by the environment (which we interpret as the
wiretapper) is

trQ

(∑
x

p(x)UNt |φx〉〈φx|PU∗Nt

)
.

Therefore (Nt)t∈θ defines a quantum compound wiretap channel (WNt , VNt)t∈θ, where
WNt : HP → HQ,

∑
x∈X p(x)|φx〉〈φx|P → trE

(∑
x p(x)UNt |φx〉〈φx|PU∗Nt

)
, and

VNt : HP → HQ,
∑
x∈X p(x)|φx〉〈φx|P → trE

(∑
x p(x)UNt |φx〉〈φx|PU∗Nt

)
.

i) Building the Encoder and the First Part of the Decoding Operator
Let

Jn = d2n[mint χ(X;Qt)−maxt χ(X;Et)−2δ]e ,

and
Ln = d2n(maxt χ(X;Et)+δ)e .

For the compound classical-quantum wiretap channel (WNt , VNt)t∈θ, since

|{(j, l) : j = 1, . . . , Jn, l = 1, . . . , Ln}|
= Jn · Ln ≤ 2nmint[χ(X;Qt)−δ] ,

if n is large enough, by Theorem 3.7, [40], and [51], the following holds. There is a
collection of quantum states {ρPnxj,l : j = 1, . . . , Jn, l = 1, . . . , Ln} ⊂ S(HPn), a
collection of positive-semidefinite operators {Dj,l := Dxj,l : t ∈ θ, j = 1, . . . , Jn, l =

1, . . . , Ln}, a positive constant β, and a quantum state ξE
n

t on HEn , such that

tr
(

(DQn

xj,l
⊗ idEn)UNtρ

Pn

xj,l
U∗Nt

)
≥ 1− 2−nβ , (80)

and
‖ωEn

j,t − ξE
n

t ‖1 < ε , (81)

where ωEn

j,t := 1
Ln

∑Ln
l=1 trQn

(
UNtρ

Pn

xj,l
U∗Nt

)
.
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Now the quantum state ρP
n

xj,l
may be pure or mixed. Assume ρP

n

xj,l
is a mixed quan-

tum state
∑n
i=1 p

′
j,l(i)|ℵ

(i)
xj,l〉〈ℵ

(i)
xj,l |P

n

, then

n∑
i=1

p′j,l(i)tr
(

(DQn

xj,l
⊗ idEn)UNt |ℵ(i)

xj,l
〉〈ℵ(i)

xj,l
|P

n

U∗Nt

)
tr

(
(DQn

xj,l
⊗ idEn)UNt(

n∑
i=1

p′j,l(i)|ℵ(i)
xj,l
〉〈ℵ(i)

xj,l
|P

n

)U∗Nt

)
≥ 1− 2−nβ .

Thus, for all i such that p′j,l(i) ≥ 2−nβ

1−2−nβ
it must hold

tr
(

(DQn

xj,l
⊗ idEn)UNt |ℵ(i)

xj,l
〉〈ℵ(i)

xj,l
|P

n

U∗Nt

)
≥ 1− 2−nβ .

If n is large enough, then there is at least one il,j ∈ {1, . . . , n} such that p′j,l(il,j) ≥
2−nβ

1−2−nβ
. By Theorem 3.7, there is a ξE

n

t on HEn , such that

‖ 1

Ln

Ln∑
l=1

trQn
(
UNt |ℵ

(il,j)
xj,l 〉〈ℵ

(il,j)
xj,l |P

n

U∗Nt

)
− ξE

n

t ‖1 < ε .

Thus, (
{|ℵ(il,j)

xj,l 〉〈ℵ
(il,j)
xj,l |P

n

: j, l}, {DQn

xj,l
: j, l, t}

)
is a code with the same security rate as(

{ρP
n

xj,l
: j, l}, {DQn

xj,l
: j, l, t}

)
.

When some ρP
n

xj,l
are mixed quantum states we may replace them with |ℵ(il,j)

xj,l 〉〈ℵ
(il,j)
xj,l |P

n

.
Hence we may assume that every ρP

n

xj,l
is a pure quantum state.

Assume ρP
n

xj,l
= |ℵj,l〉〈ℵj,l|P

n

. Let HM be a Jn-dimensional Hilbert space with
an orthonormal basis {|j〉M : j = 1, . . . , Jn}, HL be a Ln-dimensional Hilbert space
with an orthonormal basis {|l〉L : l = 1, . . . , Ln}, and Hθ be a |θ|-dimensional Hilbert
space with an orthonormal basis {|t〉θ : t ∈ θ}. Let |0〉M|0〉L|0〉θ be the ancillas on
HM, HL, and Hθ, respectively, that the receiver adds. We can (cf. [52]) define a
unitary matrix V QnMLθ on HQnMLθ such that for any given quantum state ρQ

n ∈
S(HQn) we have

V QnMLθ

(
ρQ

n

⊗ |0〉〈0|M ⊗ |0〉〈0|L ⊗ |0〉〈0|θ
)

(V QnMLθ)∗

=
∑
t

∑
j

∑
L

(
DQn

xj,l
ρQ

n
)
⊗ |j〉〈j|M|l〉〈l|L|t〉〈t|θ .

We denote

ψQnEnMLθ
j,l,t

:=
(

idEn ⊗ V QnMLθ
)(

UN ⊗ idMLθ
) [
|ℵj,l〉〈ℵj,l|P

n
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⊗ |0〉〈0|M ⊗ |0〉〈0|L ⊗ |0〉〈0|θ
] (
UN ⊗ idMLθ

)∗
(

idEn ⊗ V QnMLθ
)∗

,

in view of (80), we have

F
(

trQnEn
(
ψQnEnMLθ
j,l,t

)
, |j〉〈j|M ⊗ |l〉〈l|L ⊗ |t〉〈t|θ

)
≥ 1− ε . (82)

By Uhlmann’s theorem (cf. e.g. [66]) we can find a |ζj,l,t〉Q
nEn on HQnEn , such that

〈0|θ〈0|L〈0|M〈ℵj,l|P
n
(
UNt ⊗ idMLθ

)∗
(

idEn ⊗ V QnMLθ
)∗
|ζj,l,t〉Q

nEn |j〉M|l〉L|t〉θ

= F

(
ψQnEnMLθ
j,l,t , |ζj,l,t〉〈ζj,l,t|Q

nEn

⊗ |j〉〈j|M ⊗ |l〉〈l|L ⊗ |t〉〈t|θ
)

≥ 1− ε . (83)

ii) Building the Second Part of the Decoding Operator
We define

|aj,l〉P
nMLθ := |ℵj,l〉P

n

|0〉M|0〉L|0〉θ ,

and

|bj,l,t〉P
nMLθ :=

(
UNt ⊗ idMLθ

)∗ (
idEn ⊗ V QnMLθ

)∗
|ζj,l,t〉Q

nEn |j〉M|l〉L|t〉θ .

For every j, l, and t, we have 〈aj,l|bj,l,t〉P
nMLθ ≥ 1− ε.

We define

|âj,k〉P
nMLθ :=

1√
Ln

Ln∑
l=1

e−2πil kLn |aj,l〉P
nMLθ ,

|b̂j,k,t〉P
nMLθ :=

1√
Ln

Ln∑
l=1

e−2πil kLn |bj,l,t〉P
nMLθ ,

and

|bj,k〉P
nMLθ :=

1

|θ|

|θ|∑
t=1

|b̂j,k,t〉P
nMLθ .

For every j ∈ {1, . . . , Jn}, by (83) it holds

1

Ln

Ln∑
k=1

〈âj,k|bj,k〉P
nMLθ
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=
1

|θ|
1

Ln

|θ|∑
t=1

Ln∑
k=1

〈âj,k|b̂j,k,t〉P
nMLθ

=
1

|θ|
1

Ln

|θ|∑
t=1

Ln∑
l=1

〈aj,l|bj,l,t〉P
nMLθ

≥ 1− ε . (84)

Hence there is at least one kj ∈ {1, . . . , Ln} such that for every j, we have

1− ε
≤ e−iskj 〈âj,kj |bj,kj 〉P

nMLθ

=
1

|θ|

|θ|∑
t=1

e−iskj 〈âj,kj |b̂j,kj ,t〉P
nMLθ ,

for a suitable phase skj . Since for all t it holds
∣∣∣e−iskj 〈âj,kj |b̂j,kj ,t〉PnMLθ

∣∣∣ ≤ 1, we
have

min
t∈θ

∣∣∣e−iskj 〈âj,kj |b̂j,kj ,t〉PnMLθ
∣∣∣ ≥ 1− |θ|ε .

Therefore, there is a suitable phase rkj such that for all t ∈ θ,

1− |θ|ε

≤
∣∣∣e−iskj 〈âj,kj |b̂j,kj ,t〉PnMLθ

∣∣∣
= e−irkj 〈âj,kj |b̂j,kj ,t〉P

nMLθ

= e−irkj
1

Ln

(
Ln∑
l=1

e−2πil
kj
Ln 〈aj,l|P

nMLθ

)
(
Ln∑
l=1

e−2πil
kj
Ln |bj,l,t〉P

nMLθ

)
. (85)

For every t ∈ θ, we set

|$j,t〉Q
nEnL :=

√
1

Ln

Ln∑
l=1

e−2πi(l
kj
Ln

+rkj )|ζj,l,t〉Q
nEn ⊗ |l〉L

and

|ϑj,t〉Q
nEnMLθ :=

√
1

Ln

Ln∑
l=1

e−2πil
kj
Ln

[
idEn ⊗ V QnMLθ

]
(UnN |ℵj,l〉P

n

)|0〉M|0〉L|0〉θ .

For all t ∈ θ and j ∈ {1, . . . Jn} it holds by (85)

F

(
|ϑj,t〉〈ϑj,t|Q

nEnMLθ,
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|$j,t〉〈$j,t|Q
nEnL ⊗ |j〉〈j|M ⊗ |t〉〈t|θ

)
=
∣∣∣〈ϑj,t|QnEnMLθ|$j,t〉Q

nEnL|j〉M |t〉θ
∣∣∣

=
1

Ln

(
Ln∑
l=1

e−2πil
kj
Ln 〈aj,l|P

nMLθ

)
(
Ln∑
l=1

e−2πil
kj
Ln e−irkj |bj,l,t〉P

nMLθ

)
≥ 1− |θ|ε . (86)

Furthermore, since (81) holds there is a quantum state ξE
n

t , which does not depend
on j and l, on HEn such that∥∥∥ξEnt − trQn

(
UNt |ℵj,l〉〈ℵj,l|P

n

U∗Nt

)∥∥∥
1
≤ ε . (87)

By monotonicity of fidelity, for any l ∈ {1, . . . , Ln}∥∥∥trQn
(
UNt |ℵj,l〉〈ℵj,l|P

n

U∗Nt

)
− trQn

(
|ζj,l,t〉〈ζj,l,t|Q

nEn
)∥∥∥

1

≤ 2

[
1− F

(
trQn

(
UNt |ℵj,l〉〈ℵj,l|P

n

U∗Nt

)
,

trQn
(
|ζj,l,t〉〈ζj,l,t|Q

nEn
))] 1

2

≤ 2

[
1− F

(
ψQnEnMLθ
j,l,t , |ζj,l,t〉〈ζj,l,t|Q

nEn

⊗ |j〉〈j|M ⊗ |l〉〈l|L ⊗ |t〉〈t|θ
)] 1

2

≤ 2
√
ε , (88)

the first inequality holds because for two quantum states % and η, we have 1
2‖%−η‖1 ≤√

1− F (%, η).
By (87) and (88)∥∥∥trQnL

(
|$j,t〉〈$j,t|Q

nEnL
)
− ξE

n

t

∥∥∥
1

=

∥∥∥∥∥ 1

Ln

Ln∑
l=1

trQn
(
|ζj,l,t〉〈ζj,l,t|Q

nEn
)
− ξE

n

t

∥∥∥∥∥
1

≤ 1

Ln

Ln∑
l=1

∥∥∥∥trQn
(
UNt |ℵj,l〉〈ℵj,l|P

n

U∗Nt

)
− trQn

(
|ζj,l,t〉〈ζj,l,t|Q

nEn
)∥∥∥∥

1

+
∥∥∥ξEnt − trQn

(
UNt |ℵj,l〉〈ℵj,l|P

n

U∗Nt

)∥∥∥
1
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≤ 2
√
ε+ ε , (89)

holds for all t ∈ θ and j ∈ {1, . . . , Jn}.
In [59] (cf. also [34]) it was shown that when (89) holds, for every t ∈ θ we can

find a unitary operator UQnML
(t) such that if we set

χQnEnML
j,j′,t :=

(
UQnML

(t) ⊗ idEn
)

(
|$j,t〉〈$j,t|Q

nEnL ⊗ |j〉〈j′|M
)(

UQnML
(t) ⊗ idEn

)∗
,

then
F
(
|ξt〉〈ξt|Q

nEnL ⊗ |j〉〈j′|M, χQnEnML
j,j′,t

)
≥ 1− 4ε− 4

√
ε , (90)

where |ξt〉Q
nEnL is chosen so that |ξt〉〈ξt|Q

nEnL is a purification of ξE
n

t on HQnEnL.

iii) Defining the Code
We can now define our entanglement generating code. Let t′ be arbitrary in θ. The

sender prepares the quantum state

1

Jn

1

Ln

 Jn∑
j=1

Ln∑
l=1

e−2πil
kj
Ln |ℵj,l〉P

n

|j〉A


 Jn∑
j=1

Ln∑
l=1

e−2πil
kj
Ln 〈j|A〈ℵj,l|P

n

 , (91)

keeps the system A, and sends the system Pn through the channel N⊗nt′ , i.e. the
resulting quantum state is

1

Jn

1

Ln

(
idA ⊗ UnNt′

)[ Jn∑
j=1

Ln∑
l=1

e−2πil
kj
Ln |j〉A|ℵj,l〉P

n


 Jn∑
j=1

Ln∑
l=1

e−2πil
kj
Ln 〈ℵj,l|P

n

〈j|A
](idA ⊗ UnNt′

)∗

=
1

Jn

1

Ln

 Jn∑
j=1

|j〉A
(
Ln∑
l=1

e−2πil
kj
Ln UnNt′ |ℵj,l〉

Pn

)
 Jn∑
j=1

(
Ln∑
l=1

e−2πil
kj
Ln 〈ℵj,l|P

n

(UnNt′ )
∗

)
〈j|A

 .

The receiver subsequently applies the decoding operator

τQ
n

→ trQnLθ

[(∑
t∈θ

UQnML
(t) ⊗ |t〉〈t|θ

)
V QnMLθ

(
τQ

n

⊗ |0〉〈0|M ⊗ |0〉〈0|L ⊗ |0〉〈0|θ
)

V QnMLθ∗
(∑
t∈θ

UQnML
(t) ⊗ |t〉〈t|θ

)∗]
, (92)
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to his outcome.

iii.1) The Resulting Quantum State after Performing the Decoding Operator
We define

ιAQnEnMLθ
t′

:=

(∑
t∈θ

UQnML
(t) ⊗ idAEn ⊗ |t〉〈t|θ

)
(V QnMLθ ⊗ idAEn)

(
1

Jn

1

Ln

 Jn∑
j=1

|j〉A
(
Ln∑
l=1

e−2πil
kj
Ln UnNt′ |ℵj,l〉

Pn

)
 Jn∑
j=1

(
Ln∑
l=1

e−2πil
kj
Ln 〈ℵj,l|P

n

(UnNt′ )
∗

)
〈j|A


⊗ |0〉〈0|M ⊗ |0〉〈0|L ⊗ |0〉〈0|θ

)
(V QnMLθ ⊗ idAEn)∗(∑

t∈θ

UQnML
(t) ⊗ idAEn ⊗ |t〉〈t|θ

)∗

=

(∑
t∈θ

UQnML
(t) ⊗ idAEn ⊗ |t〉〈t|θ

)
 1

Jn
(

Jn∑
j=1

|j〉A|ϑj,t′〉Q
nEnMLθ)(

Jn∑
j=1

〈ϑj,t′ |Q
nEnMLθ〈j|A)


(∑
t∈θ

UQnML
(t) ⊗ idAEn ⊗ |t〉〈t|θ

)∗
, (93)

then the resulting quantum state after performing the decoding operator is trQnEnLθ(ι
AQnEnMLθ
t′ ).

iii.2) The Fidelity of 1
Jn

∑Jn
j=1

∑Jn
j′=1 χ

QnEnML
j,j′,t′ ⊗ |j〉〈j|A ⊗ |t′〉〈t′|θ and the Actual

Quantum State (∑
t∈θ

UQnML
(t) ⊗ idAEn ⊗ |t〉〈t|θ

)
(∑
t∈θ

UQnML
(t) ⊗ idEn ⊗ |t〉〈t|θ

)∗
= idAEn ⊗

∑
t∈θ

UQnML
(t) (UQnML

(t) )∗ ⊗ |t〉〈t|θ

= idAQnEnMLθ ,∑
t∈θ U

QnML
(t) ⊗ idEn ⊗ |t〉〈t|θ is unitary.

Because of this unitarity and by (86)

F

ιAQnEnMLθ
t′ ,

1

Jn

Jn∑
j=1

Jn∑
j′=1

χQnEnML
j,j′,t′ ⊗ |j〉〈j′|A ⊗ |t′〉〈t′|θ
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= F

(
1

Jn
(

Jn∑
j=1

|j〉A|ϑj,t′〉Q
nEnMLθ)(

Jn∑
j=1

〈ϑj,t′ |Q
nEnMLθ〈j|A),

1

Jn
(

Jn∑
j=1

|$j,t′〉Q
nEnL ⊗ |j〉A ⊗ |j〉M)

(

Jn∑
j=1

〈j|M ⊗ 〈j|A ⊗ 〈$j,t′ |Q
nEnL)⊗ |t′〉〈t′|θ

)

=
1

Jn

∣∣∣∣( Jn∑
j=1

〈ϑj,t′ |Q
nEnMLθ

)
( Jn∑
j=1

|$j,t′〉Q
nEnL ⊗ |j〉M ⊗ |t′〉θ

)∣∣∣∣
≥ 1− |θ|ε . (94)

iii.3) The Fidelity of 1
Jn

∑Jn
j=1

∑Jn
j′=1 χ

QnEnML
j,j′,t′ ⊗|j〉〈j′|A⊗|t′〉〈t′|θ and the Standard

Maximally Entanglement State
By (90) we have

F

(
1

Jn

Jn∑
j=1

Jn∑
j′=1

χQnEnML
j,j′,t′ ⊗ |t′〉〈t′|θ ⊗ |j〉〈j′|A,

1

Jn
(

Jn∑
j=1

|ξt′〉Q
nEnL ⊗ |j〉A ⊗ |j〉M ⊗ |t′〉θ)

(

Jn∑
j=1

〈ξt′ |Q
nEnL ⊗ 〈j|A ⊗ 〈j|M ⊗ 〈t′|θ)

)
≥ 1− 4ε− 4

√
ε . (95)

iii.4) The Fidelity of the Actual Quantum State and the Standard Maximally Entangle-
ment State

Since for two quantum states % and η, it holds

1−
√
F (%, η) ≤ 1

2
‖%− η‖1 ≤

√
1− F (%, η)2 ,

for three quantum states %, η, and υ, we have

F (%, η)

≥ 1− 1

2
‖%− η‖1

≥ 1− 1

2
‖%− υ‖1 −

1

2
‖υ − η‖1

≥ 1−
√

1− F (%, υ)−
√

1− F (υ, η) .
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Combining (94) and (95), for all t′ ∈ θ we have

F

(
trQnEnLθ(ι

AQnEnMLθ
t′ ),

(

Jn∑
j=1

|j〉A ⊗ |j〉M)(

Jn∑
j=1

〈j|A ⊗ 〈j|M)

)

≥ F
(
ιAQnEnMLθ
t′ ,

1

Jn
(

Jn∑
j=1

|ξt′〉Q
nEnL ⊗ |j〉A ⊗ |j〉M ⊗ |t′〉θ)

(

Jn∑
j=1

〈ξt′ |Q
nEnL ⊗ 〈j|A ⊗ 〈j|M ⊗ 〈t′|θ)

)
≥ 1−

√
2|θ|ε− |θ|2ε2 −

√
8
√
ε− 16ε2 − 32ε

√
ε− 8ε (96)

≥ 1−
√

2|θ|
√
ε−
√

8 4
√
ε . (97)

This means that if n is large enough, then for any positive δ and ε, there is an
(n,
√

2|θ|
√
ε+
√

8 4
√
ε) code with rate

min
t
χ(X;Qt)−max

t
χ(X;Et)− 2δ .

Proposition 3.14. The entanglement generating capacity of {(Nt) : t ∈ θ} with CSI
at the encoder is

ACSI({(Nt) : t ∈ θ}) = lim
n→∞

1

n
min
t∈θ

max
ρ∈S(H)Qn

IC(ρ;Nt
⊗n) . (98)

Proof. As the authors of [23] showed, after receiving a dummy code word as the first
block, the receiver also can have CSI. Then we have the case where both the sender
and the receiver have CSI. But this case is equivalent to the case where we only have
one channel (Nt) instead of a family of channels {(Nt) : t = 1, . . . , |θ|}, and we may
assume it is the worst channel. The bits that we use to detect the CSI are large but
constant, so it is negligible compared to the rest. By [34], the entanglement generating
capacity of the quantum channel Nt is

lim
n→∞

1

n
max

ρ∈S(H)Qn
IC(ρ;N⊗nt ) .

The proof of the converse is similar to those given in the proof of Theorem 3.7,
where we consider a worst t′.

Proposition 3.15. The entanglement generating capacity of (Nt)t∈θ with feedback is
bounded as follows

Afeed({(Nt) : t ∈ θ}) ≥ lim
n→∞

1

n
min
t∈θ

max
ρ∈S(H)Qn

IC(ρ;Nt
⊗n) . (99)
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Proof. As the authors of [23] showed, the receiver can detect the channel state t cor-
rectly after receiving a dummy word as the first block. Then he can send t back to the
sender via feedback.

Remark 3.16. Feedback can improve the channel capacity of quantum channels in
some cases (c.f. [45]). Thus it can be possible that the lower bound in Proposition
3.15 is not tight. For a one-way entanglement distillation protocol using secret key, cf.
[35].

3.4 Further Notes
In this section we will discuss the proof of our result of the previous section.

Let P, Q, HP, and HQ be defined as in Section 2. Let N be a quantum channel
S(HP) → S(HQ). In general, there are two ways to represent a quantum channel, i.
e. a completely positive trace-preserving map HP → HQ, with linear algebraic tools.

1. Operator Sum Decomposition (Kraus Representation)

N(ρ) =

K∑
i=1

AiρAi
∗ , (100)

where A1, . . . , AK (Kraus operators) are linear operators S(HP)→ S(HQ) (cf.[44],
[12], and [52]). They satisfy the completeness relation

∑K
i=1Ai

∗Ai = idHP . The rep-
resentation of a quantum channel N according to (100) is not unique. Let A1, . . . , AK
and B1, . . . , BK′ be two sets of Kraus operators (by appending zero operators to the
shorter list of operation elements we may ensure that K ′ = K). Suppose A1, . . . , AK
represents N , then B1, . . . , BK also represents N if and only if there exists a K ×K
unitary matrix (ui,j)i,j=1,...,K such that for all iwe haveAi =

∑K
j=1 ui,jBj (cf. [52]).

2. Isometric Extension (Stinespring Dilation)

N(ρ) = trE (UNρU
∗
N ) , (101)

where UN is a linear operator S(HP) → S(HQE) such that U∗NUN = idHP , and
E is the quantum system of the environment (cf. [60], [12], and also cf. [63] for a
more general Stinespring Dilation Theorem). HE can be chosen such that dimHE ≤
(dimHP)2. The isometric extension of a quantum channelN according to (101) is not
unique either. Let U and U ′ be two linear operators S(HP)→ S(HQE). Suppose U
representsN , thenU ′ also representsN if and only ifU andU ′ are unitarily equivalent.

It is well known that we can reduce each of these two representations of the quan-
tum channel from the other one. LetA1, . . . , AK be a set of Kraus operators which rep-
resents N . Let {|j〉E : j = 1, . . . ,K} be an orthonormal system on HE. Then UN =∑K
j=1Aj⊗|j〉E is an isometric extension which representsN , since

(∑K
j=1Aj ⊗ |j〉E

)
ρ
(∑K

k=1Ak ⊗ |k〉E
)∗

=
∑K
j=1AjρAj

∗ and
(∑K

j=1Aj ⊗ |j〉E
)∗ (∑K

k=1Ak ⊗ |k〉E
)

=
∑K
j=1Aj

∗Aj . For the other way around, every isometric extension UN that rep-

resents N can be written in the form UN =
∑K
j=1Aj ⊗ |j〉E, i.e. if the sender

sends ρ, and if the environment’s measurement gives |i〉E, the receiver’s outcome will
be AiρAi∗. Here A1, . . . , AK is a set of Kraus operators which represents N , and
{|j〉E : j = 1, . . . ,K} is an orthonormal system on HE.
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Using either of both methods to represent a quantum channel, one can show that
(cf. [34]) the entanglement generating capacity of a quantum channel N is

A(N) = lim
n→∞

1

n
max

ρ∈S(H)Qn
IC(ρ;N⊗n) . (102)

The Kraus representation describes the dynamics of the principal system without
having to explicitly consider properties of the environment, whose dynamics are often
unimportant. All that we need to know is the system of the receiver alone; this simpli-
fies calculations. In [43], an explicit construction of a quantum error correction code
(both perfect and approximate information recovery) with the Kraus operators is given.
In the Stinespring dilation, we have a natural interpretation of the system of the envi-
ronment. From the Stinespring dilation, we can conclude that the receiver can detect
almost all quantum information if and only if the channel releases almost no informa-
tion to the environment. In [59], an alternative way to build a quantum error correction
code (both perfect and approximate information recovery) is given using this fact. The
disadvantage is that we suppose it is suboptimal for calculating the entanglement gen-
erating capacity of a compound quantum channel without CSI at the encoder.

In [17], the entanglement generating capacity for the compound quantum channel
is determined, using a quantum error correction code of [43], which is built by Kraus
operators. Their result is the following. The entanglement generating capacity of a
quantum wiretap channel N = (Nt)t∈θ is

A(N) = lim
n→∞

1

n
max

ρ∈S(H)Qn
min
t∈θ

IC(ρ;Nt
⊗n) . (103)

This result is stronger than our result in Theorem 3.13. This is due to the fact that we
use for our proof a quantum error correction code of [59], which is based upon the
Stinespring dilation. If we use the Kraus operators to represent a compound quantum
channel, we have a bipartite system, and for calculating the entanglement generating
capacity of a compound quantum channel, we can use the technique which is similar
to the case of a single quantum channel. However, if we use the Stinespring dilation
to represent a compound quantum channel, we have a tripartite system which includes
the sender, the receiver, and in addition, the environment. Unlike in the case of a
single quantum channel, for compound quantum channel we have to deal with uncer-
tainty at the environment. If the sender knows the CSI, the transmitters can build an
(n, ε) code for entanglement generating with rate mint [χ(X;Qt)− χ(X;Et)] − δ =
mint∈θ IC(ρ;Nt) − δ (Proposition 3.14) for any positive δ and ε. This result is opti-
mal (cf. [17]). But if the sender does not know the CSI, he has to build an encoding
operator by considering every possible channel state for the environment. Therefore
the maximal rate that we can achieve is mint χ(X;Qt) − maxt χ(X;Et), but not
mint∈θ IC(ρ;Nt) = mint [χ(X;Qt)− χ(X;Et)]. This is only a lower bound of the
entanglement generating capacity. It is unknown if we can achieve the stronger result
(103) using the Stinespring dilation.

4 Classical-Quantum Arbitrarily Varying Wiretap Chan-
nel and Resources

The results in this section was published in [25], [26], and [27].
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4.1 Ahlswede Dichotomy for Arbitrarily Varying Classical-Quantum
Wiretap Channels

In this section we analyze the secrecy capacities of various coding schemes with re-
source assistance. Our goal is to see what the effects are on the secrecy capacities of
an arbitrarily varying classical-quantum wiretap channel if we use deterministic code,
randomness assisted code, or common randomness assisted code.

Theorem 4.1 (Ahlswede dichotomy). Let {(Wt, Vt) : t ∈ θ} be an arbitrarily vary-
ing classical-quantum wiretap channel.

1. (a) If the arbitrarily varying classical-quantum channel {Wt : t ∈ θ} is not
symmetrizable, then

Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) : t ∈ θ}; r) . (104)

(b) If {Wt : t ∈ θ} is symmetrizable,

Cs({(Wt, Vt) : t ∈ θ}) = 0 . (105)

2.
Cs({(Wt, Vt) : t ∈ θ}; cr) = Cs({(Wt, Vt) : t ∈ θ}; r) . (106)

Proof. Our proof is similar to the proof of Ahlswede Dichotomy for arbitrarily varying
classical-quantum channels in [6]. The difference between our proof and the proofs in
[6] is that we have to additionally consider the security.

i) Proof of Theorem 4.1. 2

At first we use random encoding technique to show the existence of a common
randomness assisted code.

Choose arbitrary positive ε and ζ. Assume we have an (n, Jn) randomness assisted
code ({Cγ : γ ∈ Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < ζ ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < ε .

Consider now n3 independent and identically distributed random variables C1, C2, · · · , Cn3

with values in {Cγ : γ ∈ Λ} such that Pr(Ci = C) = G(C) for all C ∈ {Cγ : γ ∈ Λ}
and for all i ∈ {1, · · · , n3}. For a fixed tn ∈ θn we have

Pr

 n3∑
i=1

χ
(
Runi, ZCi,tn

)
> n3λ
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= Pr

exp

 n3∑
i=1

1

n
2χ
(
Runi, ZCi,tn

) > exp(
1

n
2n3λ)


≤ exp

(
−2n2λ

) n3∏
i=1

EG exp

(
1

n
2χ
(
Runi, ZCi,tn

))

= exp
(
−2n2λ

)
EG exp

 n3∑
i=1

1

n
2χ
(
Runi, ZCi,tn

)
≤ exp

(
−2n2λ

) n3∏
i=1

EG

1 +

∞∑
k=1

2k 1
nχ
(
Runi, ZCi,tn

)
k!



= exp
(
−2n2λ

)1 +

∞∑
k=1

2k 1
nEGχ

(
Runi, ZCi,tn

)
k!

n
3

≤ exp
(
−2n2λ

) [
1 +

∞∑
k=1

2kε

nk!

]n3

= exp
(
−2n2λ

) [
1 +

1

n
ε exp 2

]n3

, (107)

the second inequality holds because the right side is part of the Taylor series.

We fix n ∈ N and define

hn(x) := n log(1 +
1

n
e2x)− x .

We have hn(0) = 0 and

h′n(x)

= n
1

1 + 1
ne

2x

1

n
e2 − 1

=
ne2

e2x+ n
− 1 .

ne2

e2x+n − 1 is positive if x < e2−1
e n, thus if ĉ < e2−1

e n, hn(x) is strictly mono-
tonically increasing in the interval ]0, ĉ]. Thus hn(x) is positive for 0 < x ≤ ĉ.
For every positive ĉ, ĉ < e2−1

e n holds if n > e
e2−1 ĉ. Thus for any positive ε,

ε ≤ n log(1 + 1
nε exp 2) if n is large enough. Choose λ ≥ 2ε and let n be sufficiently

large, we have λ ≥ log(1 + 1
nε exp 2), therefore

exp
(
−2λn2

) [
1 +

1

n
ε exp 2

]n3

= exp
(
−λn2

)
exp

(
n2(−λ+ n log(1 +

1

n
ε exp 2))

)
≤ exp

(
−λn2

)
. (108)
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By (107) and (108)

P

 n3∑
i=1

χ
(
Runi, ZCi,tn

)
> λn3 ∀tn ∈ θn


< |θ|n exp(−λn2)

= exp(n log |θ| − λn2)

= exp(−nλ) . (109)

In a similar way as (107), choose λ ≥ 2ζ, we can show that

Pr

 n3∑
i=1

Pe(Ci, tn) > λn3 ∀tn ∈ θn
 < e−λn . (110)

Let λ := max{2ε, 2ζ}, we have

Pr

 n3∑
i=1

Pe(Ci, tn) > λn3 or
n3∑
i=1

χ
(
Runi, ZCi,tn

)
> λn3 ∀tn ∈ θn


≤ 2e−λn

3

.

We denote the event

En :=

{
C1, C2, · · · , Cn3 ∈ C′ν :

1

n3

n3∑
i=1

Pe(Ci, tn) ≤ λ

and
1

n3

n3∑
i=1

χ (Runi, ZCi,tn) ≤ λ
}

.

If n is large enough, then P (En) is positive. This means En is not the empty set, since
P (∅) = 0 by definition. Thus there exist codes Ci =

(
Eni ,

{
Dn
j,i : j = 1, . . . , Jn

})
∈ C′ν for i ∈ {1, . . . , n3}, with a positive probability such that

1

n3

n3∑
i=1

Pe(Ci, tn) < λ and
1

n3

n3∑
i=1

χ (Runi, ZCi,tn) ≤ λ . (111)

By (111), for any n ∈ N and positive λ, if there is an (n, Jn) randomness assisted
code ({Cγ : γ ∈ Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < λ ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < λ ,

there is also an (n, Jn) common randomness assisted code {C1, C2, · · · , Cn3} such that

max
tn∈θn

1

n3

n3∑
i=1

Pe(Ci, tn) < λ ,
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max
tn∈θn

1

n3

n3∑
i=1

χ (Runi, ZCi,tn) < λ .

Therefore we have

Cs({(Wt, Vt) : t ∈ θ}; cr) ≥ Cs({(Wt, Vt) : t ∈ θ}; r) .

This and the fact that

Cs({(Wt, Vt) : t ∈ θ}; cr) ≤ Cs({(Wt, Vt) : t ∈ θ}; r) ,

prove Theorem 4.1. 2.

ii) Proof of Theorem 4.1. 1a

Now we are going to use Theorem 4.1. 2 to prove Theorem 4.1. 1a.
To show the lower bound in Theorem 4.1. 1a, we build a two-part code word,

which consists of a non-secure code word and a common randomness assisted secure
code word. The non-secure one is used to create the common randomness for the
sender and the legal receiver. The common randomness assisted secure code word is
used to transmit the message to the legal receiver.

Choose arbitrary positive ε and ζ. Assume we have an (n, Jn) randomness assisted
code ({Cγ : γ ∈ Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < ε ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < ζ ,

by Theorem 4.1. 2, there is also an (n, Jn) common randomness assisted code {C1, C2, · · · , Cn3}
such that

max
tn∈θn

1

n3

n3∑
i=1

Pe(Ci, tn) < λ , (112)

max
tn∈θn

1

n3

n3∑
i=1

χ (Runi, ZCi,tn) < λ , (113)

where λ := max{2ε, 2ζ}.

If the arbitrarily varying classical-quantum channel {Wt : x ∈ X} is not sym-
metrizable, then by [6], the capacity for message transmission of {Wt : x ∈ X} is
positive. By Remark 2.21 we may assume that the capacity for message transmission
of {Wt : x ∈ X} using deterministic encoder is positive. This means for any pos-

itive ϑ, if n is sufficiently large, there is a code
((

c
µ(n)
i

)
i∈{1,··· ,n3}

, {Dµ(n)
i : i ∈

{1, · · · , n3}}
)

with deterministic encoder of length µ(n), where 2µ(n) = o(n) such

that

1− 1

n3

n3∑
i=1

tr(Wtn(c
µ(n)
i )D

µ(n)
i ) ≤ ϑ . (114)
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We now can construct a code Cdet =

(
Eµ(n)+n,

{
D
µ(n)+n
j : j = 1, · · · , Jn

})
,

where for aµ(n)+n = (aµ(n), an) ∈ Aµ(n)+n

Eµ(n)+n(aµ(n)+n|j) =

{
1
n3E

n
i (an|j) if aµ(n) = c

µ(n)
i ,

0 else
,

and

D
µ(n)+n
j :=

n3∑
i=1

D
µ(n)
i ⊗Dn

i,j .

It is a composition of the code
(
c
µ(n)
i

)
i=1,··· ,n3

, {Dµ(n)
i : i = 1, · · · , n3}) and the

code Ci = (Eni , {Dn
i,j : j = 1, · · · , Jn}. This is a code of length µ(n) + n.

iii) This Code Is Secure Against Eavesdropping

We are going to show that the two-part code word is secure when the common
randomness assisted part is secure. Since the two-part code can be seen as a function
of its common randomness assisted part the idea is similar to applying the quantum
data processing inequality (cf. [66]) when we consider quantum mutual information as
security criterion.

For any i ∈ {1, · · · , n3} let

Zi,tµ(n)+n

:=

{
Vtµ(n)(c

µ(n)
i )⊗ Vtn(Eni ( | 1)), · · · , Vtµ(n)(c

µ(n)
i )⊗ Vtn(Eni ( | Jn))

}
.

For any tµ(n)+n = (tµ(n), tn) we have

χ
(
Runi,Zi,tµ(n)+n

)
= S

 1

Jn

Jn∑
j=1

∑
an∈An

Eni (an | j)Vtµ(n)(c
µ(n)
i )⊗ Vtn(an)


− 1

Jn

Jn∑
j=1

S

( ∑
an∈An

Eni (an | j)Vtµ(n)(c
µ(n)
i )⊗ Vtn(an)

)

= S
(
Vtµ(n)(c

µ(n)
i )

)
+ S

 1

Jn

Jn∑
j=1

∑
an∈An

Eni (an | j)Vtn(an)

− S (Vtµ(n)(c
µ(n)
i )

)

− 1

Jn

Jn∑
j=1

S

( ∑
an∈An

Eni (an | j)Vtn(an)

)

= S

 1

Jn

Jn∑
j=1

Vtn(Eni ( | j))

− 1

Jn

Jn∑
j=1

S (Vtn(Eni ( | j))) (115)

= χ (Runi, ZCi,tn) . (116)

By definition we have

ZCdet,tµ(n)+n
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=

{
Vtµ(n)+n(Eµ(n)+n( | 1)), · · · , Vtµ(n)+n(Eµ(n)+n( | Jn))

}

=

{
1

n3

n3∑
i=1

∑
an∈An

Eni (an | 1)Vtµ(n)+n

((
c
µ(n)
i , an

))
, · · · ,

1

n3

n3∑
i=1

∑
an∈An

Eni (an | Jn)Vtµ(n)+n

((
c
µ(n)
i , an

))}

=

{
1

n3

n3∑
i=1

∑
an∈An

Eni (an | 1)Vtµ(n)(c
µ(n)
i )⊗ Vtn(an), · · · ,

1

n3

n3∑
i=1

∑
an∈An

Eni (an | Jn)Vtµ(n)(c
µ(n)
i )⊗ Vtn(an)

}

=

{
1

n3

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | 1)), · · · ,

1

n3

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | Jn))

}
.

By (113) and (116) for any tµ(n)+n = (tµ(n)tn) we have

χ
(
Runi, ZCdet,tµ(n)+n

)
≤ χ

(
Runi, ZCdet,tµ(n)+n

)
− 1

n3

n3∑
i=1

χ (Runi, ZCi,tn) + λ

= χ
(
Runi, ZCdet,tµ(n)+n

)
− 1

n3

n3∑
i=1

χ
(
Runi,Zi,tµ(n)+n

)
+ λ

= S

 1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


− 1

Jn

Jn∑
j=1

S

 1

n3

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


− 1

n3

n3∑
i=1

S

 1

Jn

Jn∑
j=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


+

1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

S
(
Vtµ(n)(c

µ(n)
i )⊗ Vtn(Eni ( | j))

)
+ λ . (117)

Let HH be a n3-dimensional Hilbert space, spanned by an orthonormal basis {|i〉 :
i = 1, · · · , n3}. LetHJ be a Jn-dimensional Hilbert space, spanned by an orthonormal
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basis {|j〉 : j = 1, · · · , Jn}. We define

ϕJHHµ(n)+n

:=
1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

|j〉〈j| ⊗ |i〉〈i| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j)) .

We have

ϕJHµ(n)+n

= trH

(
ϕJHHµ(n)+n

)
=

1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

|j〉〈j| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j)) ,

ϕHHµ(n)+n

= trJ

(
ϕJHHµ(n)+n

)
=

1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

|i〉〈i| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j)) ,

ϕH
µ(n)+n

= trJH

(
ϕJHHµ(n)+n

)
=

1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j)) .

Furthermore,

S(ϕJHµ(n)+n

)

= S

 1

Jn

Jn∑
j=1

n3∑
i=1

|j〉〈j| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


= H(Runi) +

1

Jn

Jn∑
j=1

S

 1

n3

n3∑
i=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))

 ,

S(ϕHHµ(n)+n

)

= S

 1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

|i〉〈i| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


= H(Yuni) +

1

n3

n3∑
i=1

S

 1

Jn

Jn∑
j=1

Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))

 ,

S(ϕJHHµ(n)+n

)

= S

 1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

|j〉〈j| ⊗ |i〉〈i| ⊗ Vtµ(n)(c
µ(n)
i )⊗ Vtn(Eni ( | j))


= H(Runi) +H(Yuni) +

1

Jn

1

n3

Jn∑
j=1

n3∑
i=1

S
(
Vtµ(n)(c

µ(n)
i )⊗ Vtn(Eni ( | j))

)
,
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By strong subadditivity of von Neumann entropy it holds S(ϕJHµ(n)+n

)+S(ϕHHµ(n)+n

)

≥ S(ϕH
µ(n)+n

) + S(ϕJHHµ(n)+n

). Thus by (117) we have

χ
(
Runi, ZCdet,tµ(n)+n

)
≤ λ . (118)

iv) The Legal Receiver Is Able To Decode the Message

We now use Theorem 4.1. 2 to show that the legal receiver’s average error goes to
zero.

For any tµ(n)+n ∈ θµ(n)+n, by (112) and (113),

Pe(Cdet, tµ(n)+n)

= 1− 1

Jn

Jn∑
j=1

tr

( 1

n3

n3∑
i=1

Utµ(n)(c
µ(n)
i )⊗ Utn(Eni ( | j))

 ·
 n3∑
k=1

D
µ(n)
k ⊗Dn

k,j

)

≤ 1− 1

Jn

Jn∑
j=1

tr

(
1

n3

n3∑
i=1

[
Utµ(n)(c

µ(n)
i )⊗ Utn(Eni ( | j))

]
·
[
D
µ(n)
k ⊗Dn

k,j

])

= 1− 1

Jn

Jn∑
j=1

tr

(
1

n3

n3∑
i=1

[
Utµ(n)(c

µ(n)
i )D

µ(n)
k

]
⊗
[
Utn(Eni ( | j))Dn

k,j

])

= 1− 1

n3

n3∑
i=1

(
tr
[
Utµ(n)(c

µ(n)
i )D

µ(n)
k

]
· 1

Jn

Jn∑
j=1

tr
[
Utn(Eni ( | j))Dn

k,j

])

= 1− 1

n3

n3∑
i=1

(
tr
[
Utµ(n)(c

µ(n)
i )D

µ(n)
k

]
· (1− Pe(Ci, tn))

)
≤ 1− (1− ϑ− λ)

= λ+ ϑ , (119)

the second inequality holds because for non-negative numbers {αi, βi : i = 1, · · · ,M}
such that 1

M

∑M
i=1 αi ≤ ϑ and 1

M

∑M
i=1 βi ≤ λ we have 1

M

∑M
i=1(1− αi)(1− βi) ≥

1− ϑ− λ.

For any n ∈ N and positive λ, if there is an (n, Jn) randomness assisted code
({Cγ : γ ∈ Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < ε ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < ζ ,

choose δ = max{2ε, 2ζ} + ϑ, by (119) and (118), we can find a (µ(n) + n, Jn)

deterministic code Cdet =

(
Eµ(n)+n, {Dµ(n)+n

j : j = 1, · · · , Jn}
)

such that such

that
max

tµ(n)+n∈θµ(n)+n
Pe(Cdet, tµ(n)+n) < δ ,

max
tµ(n)+n∈θµ(n)+n

χ
(
Runi, ZCdet,tµ(n)+n

)
< δ .
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We know that 2µ(n) = o(n). For any positive ε, if n is large enough we have
1
n log Jn − 1

logn+n log Jn ≤ ε. Therefore, if the arbitrarily varying classical-quantum
channel {Wt : x ∈ X} is not symmetrizable, we have

Cs({(Wt, Vt) : t ∈ θ}; cr) ≥ Cs({(Wt, Vt) : t ∈ θ}; r)− ε . (120)

This and the fact that

Cs({(Wt, Vt) : t ∈ θ}; cr) ≤ Cs({(Wt, Vt) : t ∈ θ}; r)

prove Theorem 4.1. 1a (c.f. [6] for Ahlswede dichotomy for arbitrarily varying classical-
quantum channel Channels).

v) The Proof of Theorem 4.1. 1b

If {Wt : t ∈ θ} is symmetrizable, the deterministic capacity of {Wt : t ∈ θ}
using a deterministic encoder is equal to zero by [6]. Now we have to check whether
Cs({(Wt, Vt) : t ∈ θ}) using stochastic encoder remains equal to zero. The proof
is rather standard. Readers with experiences in information theory may pass over this
subsection.

For any n ∈ N and Jn ∈ N \ {1} let C =
(
En, {Dn

j : j ∈ {1, · · · Jn}}
)

be an
(n, Jn) deterministic code with a random encoder. We denote the set of all determin-
istic encoders by Fn :=

{
fn : {1, · · · , Jn} → An

}
. Since the deterministic capacity

of {Wt : t ∈ θ} using deterministic encoder is zero, there is a positive c such that for
any n ∈ N we have

max
tn∈θn

1

Jn

Jn∑
j=1

tr

(
Wtn(fn(j))Dn

j

)
< 1− c . (121)

For any tn ∈ θn, we have

1− c

= (1− c)
∑
fn∈Fn

Jn∏
k=1

En(fn(k) | k)

>
∑
fn∈Fn

Jn∏
k=1

En(fn(k) | k)
1

Jn

Jn∑
j=1

tr

(
Wtn(fn(j))Dn

j

)

=
1

Jn

Jn∑
j=1

∑
an∈An

En(an | j)tr
(
Wtn(an)Dn

j

)

=
1

Jn

Jn∑
j=1

tr

(
Wtn(En( | j))Dn

j

)
, (122)

the first equation holds because

∑
fn∈Fn

Jn∏
j=1

En(fn(j) | j)
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=
∑
an

∑
fn(1)=an

(∑
an

∑
fn(2)=an

(
· · ·
(∑
an

∑
fn(Jn−1)=an

(∑
an

∑
fn(Jn)=an

Jn∏
j=1

En(fn(j) | j)
))
· · ·
))

=
∑
an

∑
fn(1)=an

(∑
an

∑
fn(2)=an

(
· · ·
(∑
an

∑
fn(Jn−1)=an

(∑
an

En(an | Jn)

Jn−1∏
j=1

En(fn(j) | j)
))
· · ·
))

=
∑
an

∑
fn(1)=an

∑
an

∑
fn(2)=an

· · ·
∑

an

∑
fn(Jn−1)=an

Jn−1∏
j=1

En(fn(j) | j)

 · · ·


=
∑
an

∑
fn(1)=an

∑
an

∑
fn(2)=an

· · ·
∑

an

En(an | Jn)

Jn−1∏
j=1

En(fn(j) | j)

 · · ·


= · · ·

=
∑
an

∑
fn(1)=an

En(fn(1) | 1)

=
∑
an

En(an | 1)

= 1 ,

the second equation holds because because for any j ∈ {1, · · · , Jn}, we have

∑
fn∈Fn

Jn∏
k=1

En(fn(k) | k)tr

(
Wtn(fn(j))Dn

j

)

=
∑
an

∑
fn(j)=an

En(an | j)

∏
k 6=j

En(fn(k) | k)

 tr

(
Wtn(fn(j))Dn

j

)

=
∑
an

∑
fn(j)=an

En(an | j)tr
(
Wtn(fn(j))Dn

j

)

=
∑
an

En(an | j)tr
(
Wtn(an)Dn

j

)
.

By (122), for any n ∈ N, Jn ∈ N \ {1}, let C be any (n, Jn) deterministic code
with a random encoder, if {Wt : t ∈ θ} is symmetrizable, we have

max
t∈θ

Pe(C, tn) > c .

Thus the only achievable deterministic secrecy capacity of {(Wt, Vt) : t ∈ θ} is
log 1 = 0. Thus Cs({(Wt, Vt) : t ∈ θ}) = 0. (Actually, (122) shows that if
{Wt : t ∈ θ} is symmetrizable, even the deterministic capacity for message trans-
mission of {(Wt, Vt) : t ∈ θ} with random encoding technique is equal to zero. Since
the deterministic secrecy capacity Cs({(Wt, Vt) : t ∈ θ}) cannot exceed the determin-
istic capacity for message transmission, we have Cs({(Wt, Vt) : t ∈ θ}) = 0). This
completes the proof of Theorem 4.1. 1b.
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4.2 Secrecy Capacity under Common Randomness Assisted Quan-
tum Coding

In this Section we determine the secrecy capacities under common randomness assisted
coding of arbitrarily varying classical-quantum wiretap channels.

4.2.1 Compound-Arbitrarily Varying Wiretap Classical-Quantum Channel

Let A, B, H , θ, θ, and {(W s, Vt) : s ∈ θ, t ∈ θ} be defined as in Section 2.
Following the idea of [65], we first prove the following Theorem.

Theorem 4.2. Let θ := {1, · · · , T} and θ := {1, · · · , T} be finite index sets. Let
{(W s, Vt) : s ∈ θ, t ∈ θ} be a compound-arbitrarily varying wiretap classical-
quantum channel. We have

Ĉs({(W s, Vt) : s ∈ θ, t ∈ θ})

= lim
n→∞

1

n
max

U→An→{B⊗ns ,Ztn :s,tn}

(
min
s∈θ

χ(pU ;B⊗ns )− max
tn∈θn

χ(pU ;Ztn)
)

, (123)

whereBs are the resulting quantum states at the output of the legal receiver’s channels.
Ztn are the resulting quantum states at the output of wiretap channels. The maximum
is taken over all random variables that satisfy the Markov chain relationships: U →
An → B⊗ns Ztn for every s ∈ θ and tn ∈ θn. A is here a random variable taking
values on A, U a random variable taking values on some finite set U with probability
distribution pU .

Proof. We fix a probability distribution p ∈ P (A). Let

Jn = b2nmins∈θ χ(p;Bs)−logLn−2nµc .

Let p′(xn) :=

{
pn(xn)
pn(T np,δ)

; if xn ∈ T np,δ
0 , else.

Let Xn := {Xj,l}j∈{1,...,Jn},l∈{1,...,Ln} be a family of random variables taking
value according to p′, i.e. with the uniform distribution over T nP,δ . Here Ln is a natural
number which will be specified later.

We fix a tn ∈ θn and define a map V : P (θ)× P (A)→ S(H) by

V(t, p) := Vt(p) .

For t ∈ θ we define q(t) := N(t|tn)
n . tn is trivially a typical sequence of q. For

p ∈ P (A), V defines a map V(·, p) : P (θ)→ S(H).
Let

Qtn(xn) := ΠV(·,p),α(tn)ΠV,α(tn, xn) · Vtn(xn) ·ΠV,α(tn, xn)ΠV(·,p),α(tn) .

In view of the fact that ΠV(·,p),α(tn) and ΠV,α(tn, xn) are both projection matrices,
by (1), (7), and Lemma 3.3 for any t and xn, it holds that

‖Qtn(xn)− Vtn(xn)‖1 ≤
√

2−nβ(α) + 2−nβ(α)′′ . (124)

For our result, we use an alternative Covering Lemma
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Lemma 4.3. Let V be a finite-dimensional Hilbert space. Let M and M′ ⊂ M be
finite sets. Suppose we have an ensemble {ρm : m ∈M} ⊂ S(V) of quantum states.
Let p be a probability distribution on M.

Suppose a total subspace projector Π and codeword subspace projectors {Πm :
m ∈ M} exist, which project onto subspaces of the Hilbert space in which the states
exist and for all m ∈ M′ there are positive constants ε ∈]0, 1[, D, d such that the
following conditions hold:

tr(ρmΠ) ≥ 1− ε ,

tr(ρmΠm) ≥ 1− ε ,

tr(Π) ≤ D ,

and

ΠmρmΠm ≤
1

d
Πm .

We denote ω :=
∑
mM′ p(m)ρm. Notice that ω is not a density operator in general.

We define a sequence of i.i.d. random variables X1, . . . , XL, taking values in {ρm :
m ∈M}. If L� d

D , then

Pr

(
‖L−1

L∑
i=1

Π ·ΠXi ·Xi ·ΠXi ·Π− ω‖1

≤ 1− p(M′) + 4
√

1− p(M′) + 42 8
√
ε

)
≥ 1− 2D exp

(
−p(M′) ε3Ld

2 ln 2D

)
. (125)

Proof. We define a function 1M′ : M→M′ ∪ {0V} by

1M′(ρm) :=

{
ρm , if m ∈M′

0V , if m /∈M′ ,

where 0V is the zero operator on V , i.e. 〈j|0V |j〉 = 0 for all j ∈ V . Notice that 0V is
not a density operator.

We have

tr

(∑
m∈M

p(m)1M′(ρm)

)

= tr

( ∑
m∈M′

p(m)ρm

)
=
∑
m∈M′

p(m)tr (ρm)

= p(M′) . (126)

Let Π̂ be the projector onto the subspace spanned by the eigenvectors of
∑
m∈M′ p(m)ΠΠmρmΠmΠ

whose corresponding eigenvalues are greater than p(M′) εD .
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The following three inequalities can be shown by the same arguments as in the
proof of Lemma 3.4 in [66]:∑

m∈M

p(m)d · Π̂ΠΠm1M′(ρm)ΠmΠΠ̂ ≥ p(M′)dε
D

Π̂ . (127)

‖
∑
m∈M

p(m)Π ·Πm · 1M′(ρm) ·Πm ·Π−
∑
m∈M

p(m) · 1M′(ρm)‖1

≤
∑
m∈M′

p(m)‖Π ·Πmρm ·Πm ·Π− ρm‖1

≤
∑
m∈M′

p(m)

(
2
√
ε+ 2

√
ε+ 2

√
ε

)
= p(M′)

(
2
√
ε+ 2

√
ε+ 2

√
ε

)
≤ 2
√
ε+ 2

√
ε+ 2

√
ε

≤ 6 4
√
ε . (128)

The last inequality holds because
√
ε+ 2

√
ε ≤ 2 4

√
ε for 0 ≤ ε ≤ 1.

When {ρ1, · · · , ρL} fulfills

(1− ε)
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂

≤ L−1
L∑
i=1

Π̂Π ·Πρi · (1M′(ρi)) ·Πρi ·ΠΠ̂

≤ (1 + ε)
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂ ,

(i.e. we assume the event considered in (131) below),
then

‖L−1
L∑
i=1

Π̂Π ·Πρi · (1M′(ρi)) ·Πρi ·ΠΠ̂

−
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂‖1

≤ ε (129)

i) Application of the Operator Chernoff Bound

For all m ∈M′ we have

d · Π̂ΠΠm1M′(ρm)ΠmΠΠ̂

= d · Π̂ΠΠmρmΠmΠΠ̂

≤ Π̂ (130)
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as a consequence of the inequality A†BA ≤ A†A which is valid whenever B ≤ id.
By (130) and the fact that d · 0V ≤ Π̂ we have for all m ∈M

0V ≤ d · Π̂ΠΠm1M′(ρm)ΠmΠΠ̂ ≤ Π̂ .

Now we apply the Operator Chernoff Bound (cf. [66]) on the set of operator
{d1M′(ρm) : m ∈M} and the subspace spanned by the eigenvectors of

∑
m∈M′ p(m)ΠΠmρmΠΠm

whose corresponding eigenvalues are greater than p(M′) εD ; here Π̂ acts as the identity
on the subspace.

By (127) we obtain

Pr

(
(1− ε)

∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂

≤ L−1
L∑
i=1

Π̂Π ·ΠXi · (1M′(Xi)) ·ΠXi ·ΠΠ̂

≤ (1 + ε)L−1
L∑
i=1

Π̂Π ·ΠXi · (1M′(Xi)) ·ΠXi ·ΠΠ̂

= Pr

(
d(1− ε)

∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂

≤ dL−1
L∑
i=1

Π̂Π ·ΠXi · (1M′(Xi)) ·ΠXi ·ΠΠ̂

≤ d(1 + ε)
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂

)
≥ 1− 2D exp

(
−p(M′) ε3Ld

2 ln 2D

)
. (131)

ii) Upper Bound for ‖
∑
m∈M p(m)1M′(ρm)−

∑
m∈M p(m)Π̂ΠΠm1M′(ρm)ΠmΠΠ̂‖1

Let
∑
i λi|i〉〈i| be a spectral decomposition of

∑
m∈M′

p(m)
p(M′)ΠΠmρmΠmΠ. In

view of the fact that Π̂ is the projector onto the subspace spanned by the eigenvectors
of the density operator

∑
m∈M′

p(m)
p(M′)ΠΠmρmΠmΠ whose corresponding eigenvalues

are greater than ε
D , we have

tr

(∑
m∈M

p(m)

p(M′)
Π ·Πm · 1M′(ρm) ·Πm ·Π

)

− tr

(∑
m∈M

p(m)

p(M′)
Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂

)
=
∑
λi≥ ε

D

λi

≤ ε .
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We apply Lemma 3.3 to obtain

‖
∑
m∈M

p(m)Π ·Πm · 1M′(ρm) ·Πm ·Π−
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂‖1

= p(M′)‖
∑
m∈M

p(m)

p(M′)
Π ·Πm · 1M′(ρm) ·Πm ·Π−

∑
m∈M

p(m)

p(M′)
Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂‖1

≤ 2

√
ε+ 2

√
ε

≤ 4 4
√
ε . (132)

When {ρ1, · · · , ρL} fulfills

‖L−1
L∑
i=1

Π̂Π ·Πi · (1M′(ρi)) ·Πi ·ΠΠ̂

−
∑
m∈M

p(m)Π̂Π ·Πm · 1M′(ρm) ·Πm ·ΠΠ̂‖1

≤ ε

(i.e. we assume the event considered in (131) occurs and thus (129) holds), then by
(128) and (132) it holds

‖L−1
L∑
i=1

Π̂Π ·Πi · (1M′(ρi)) ·Πi ·ΠΠ̂−
∑
m∈M

p(m)1M′(ρm)‖1

≤ ε+ 10 4
√
ε

≤ 11 4
√
ε . (133)

iii) Upper Bound for ‖L−1
∑L
i=1 ΠΠi(1M′(ρi))ΠiΠ−L−1

∑L
i=1 Π̂ΠΠi(1M′(ρi))ΠiΠΠ̂‖1

When the event considered in (131) is true, i.e. when (133) holds, then by (126)

tr

(
L−1

L∑
i=1

Π̂Π ·Πi · (1M′(ρi)) ·Πi ·ΠΠ̂

)
≥ p(M′)− 11 4

√
ε .

We apply Lemma 3.3 to obtain

‖L−1
L∑
i=1

Π̂Π ·Πi · (1M′(ρi)) ·Πi ·ΠΠ̂− L−1
L∑
i=1

Π ·Πi · (1M′(ρi)) ·Πi ·Π‖1

≤ 2

√
1− p(M′) + 11 4

√
ε

≤ 2
√

1− p(M′) + 22 8
√
ε , (134)

the last inequality holds because
√
a+ b ≤

√
a+
√
b for positive a and b.
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iv) Upper Bound for ‖L−1
∑L
i=1 ΠΠiρiΠiΠ− L−1

∑L
i=1 ΠΠi(1M′(ρi))ΠiΠ‖1

In view of the fact that Π and Πi are projection matrices for every ρi ∈ {ρ1, · · · , ρL}
it holds

tr(ΠiρlΠi) ≤ tr(ρl) = 1

and

tr(L−1
L∑
i=1

ΠΠiρlΠiΠ)

≤ tr(L−1
L∑
i=1

ΠiρlΠi)

≤ 1 .

When {ρ1, · · · , ρL} fulfills

‖L−1
L∑
i=1

Π ·Πi · (1M′(ρi)) ·Πi ·Π−
∑
m∈M

p(m)1M′(ρm)‖1

≤ 2
√

1− p(M′) + 20 8
√
ε ,

i.e. we assume that the event considered in (131) is true, then by (126) and the triangle
inequality we have

tr (Π ·Πi · (1M′(ρi)) ·Πi ·Π)

≥ p(M′)− 2
√

1− p(M′)− 20 8
√
ε . (135)

Since

L−1
L∑
i=1

Π ·Πi · ρi ·Πi ·Π

= L−1
L∑
i=1

Π ·Πi · 1M′(ρi) ·Πi ·Π

+ L−1
∑
i/∈M′

Π ·Πi · ρi ·Πi ·Π , (136)

we have

‖L−1
∑
i/∈M′

Π ·Πi · ρi ·Πi ·Π‖1

= tr

(
L−1

∑
i/∈M′

Π ·Πi · ρi ·Πi ·Π

)
≤ 1− p(M′) + 2

√
1− p(M′) + 20 8

√
ε , (137)

which implies

‖L−1
L∑
i=1

Π ·Πi · ρi ·Πi ·Π−
∑
m∈M

p(m)1M′(ρm)‖1



4.2 SECRECY CAPACITY UNDER COMMON RANDOMNESS ASSISTED QUANTUM CODING71

≤ 1− p(M′) + 4
√

1− p(M′) + 42 8
√
ε . (138)

By (138) we have

Pr

(
‖L−1

L∑
i=1

Π ·ΠXi ·Xi ·ΠXi ·Π−
∑
m∈M

p(m) · 1M′(ρm)‖1

≤ 1− p(M′) + 4
√

1− p(M′) + 42 8
√
ε

)
≥ 1− 2D exp

(
−p(M′) ε3Ld

2 ln 2D

)
. (139)

By (2) we have

tr(ΠV(·,p),α(tn))

≤ 2n(S(V(·,p)|q)+δ(α))

= 2n(
∑
t q(t)V(t,p)+δ(α))

= 2n(
∑
t q(t)S(Vt(p))+δ(α)) . (140)

Furthermore, for all xn holds

ΠV,α(tn, xn)Vtn(xn)ΠV,α(tn, xn)

≤ 2−n(S(V|r)+δ(α)′)ΠV,α(tn, xn)

= 2−n(
∑
t,x r(t,x)S(V(t,x))+δ(α)′)ΠV,α(tn, xn) . (141)

We define
θ′ :=

{
t ∈ θ : nq(t) ≥

√
n
}

.

By properties of classical typical set (cf. [67] ) there is a positive β̂(α) such that

Pr
p′

(
xn ∈

{
xn ∈ An : (xIt) ∈ T

nq(t)
p,δ ∀t ∈ θ′

})
≥
(

1− 2−
√
nβ̂(α)

)|θ|
≥ 1−2−

√
n 1

2 β̂(α) ,

(142)
where It := {i ∈ {1, · · · , n} : ti = t} is an indicator set that selects the indices i in
the sequence tn = (t1, · · · , tn).

We denote the set {xn : (xIt) ∈ T
nq(t)
p,δ ∀t ∈ θ′} ⊂ An by Mtn . For all xn ∈Mtn ,

if n is sufficiently large, we have∣∣∣∣∣∑
t,x

r(t, x)S(V(t, x))−
∑
t

q(t)S(Vt|p)

∣∣∣∣∣
≤

∣∣∣∣∣∣
∑
t∈θ′,x

r(t, x)S(V(t, x))−
∑
t∈θ′

q(t)S(Vt|p)

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∑
t/∈θ′,x

r(t, x)S(V(t, x))−
∑
t/∈θ′

q(t)S(Vt|p)

∣∣∣∣∣∣
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≤
∑
t∈θ′

∣∣∣∣∣∑
x

r(t, x)S(V(t, x))− q(t)S(Vt|p)

∣∣∣∣∣+ 2|θ| 1√
n
C

≤ 2|θ| δ
n
C + 2|θ| 1√

n
C , (143)

where C := maxt∈θ maxx∈A(S(V(t, x)) + S(Vt|p)).
We set Θtn :=

∑
xn∈Mtn

p(xn)Qtn(xn). For given zn ∈ Mtn and tn ∈ θn,
〈zn|Θtn |zn〉 is the expected value of 〈zn|Qtn(xn)|zn〉 under the condition xn ∈Mtn .

We choose a positive β̄(α) such that β̄(α) ≤ min(2−nβ(α), 2−nβ(α)′), and set
ε := 2−nβ̄(α). In view of (141) we now apply Lemma 4.3, where we consider the set
Mtn ⊂ An: If n is sufficiently large for all j we have

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)−Θtn‖1 > 2−

√
n 1

8 β̂(α) + 40 8
√
ε

)
≤ 2n(

∑
t,x r(t,x)S(V(t,x))+δ(α))

· exp

(
−Ln

ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α)) · 2n(
∑
t q(t)S(Vt(p))−

∑
t q(t)S(Vt|p))+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C

)
= 2n(

∑
t,x r(t,x)S(V(t,x))+δ(α)

· exp

(
−Ln

ε3

2 ln 2
· (1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)

)
.

(144)

The equality holds since S(Vt(p))− S(Vt|p) = χ(p;Zt).
Furthermore,

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)−Θtn‖1 > 2−

√
n 1

8 β̂(α) + 40 8
√
ε ∀tn ∀j

)
≤ Jn|θ|n2n(

∑
t,x r(t,x)S(V(t,x))+δ(α)

· exp

(
−Ln

ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)

)
.

(145)

Let φjt be the quantum state at the output of wiretapper’s channel when the channel
state is t and j has been sent. We have

∑
t∈θ

q(t)χ (p;Zt)− χ

(
p;
∑
t

q(t)Zt

)

=
∑
t∈θ

q(t)S

 Jn∑
j=1

1

Jn
φjt

−∑
t∈θ

Jn∑
j=1

q(t)
1

Jn
S
(
φjt

)

− S

∑
t∈θ

Jn∑
j=1

q(t)
1

Jn
φjt

+

Jn∑
j=1

1

Jn
S

(∑
t∈θ

q(t)φjt

)
.
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Let HT be a |θ|-dimensional Hilbert space spanned by an orthonormal basis {|t〉 : t =
1, · · · , |θ|}. Let HJ be a Jn-dimensional Hilbert space, spanned by an orthonormal
basis {|j〉 : j = 1, · · · , Jn}. Similar to (118) we define

ϕJTHn :=
1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|j〉〈j| ⊗ |t〉〈t| ⊗ φjt .

We have

ϕJHn = trT

(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|j〉〈j| ⊗ φjt ;

ϕTHn = trJ

(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|t〉〈t| ⊗ φjt ;

ϕH
n

= trJT
(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)φjt .

Thus,

S(ϕJHn) = H(Runi) +
1

Jn

Jn∑
j=1

S

(∑
t∈θ

q(t)φjt

)
;

S(ϕTHn) = H(Yq) +
∑
t∈θ

q(t)S

 1

Jn

Jn∑
j=1

φjt

 ;

S(ϕJTHn) = H(Runi) +H(Yq) +
1

Jn

Jn∑
j=1

∑
t∈θ

q(t)S
(
φjt

)
,

where Yq is a random variable on θ with distribution q(t).
By strong subadditivity of von Neumann entropy it holds S(ϕJHn) + S(ϕTHn) ≥

S(ϕH
n

) + S(ϕjTHn), therefore

∑
t

q(t)χ (p;Zt)− χ

(
p;
∑
t

q(t)Zt

)
≥ 0 . (146)

For an arbitrary ζ we define Ln = d2maxtn χ(p;Ztn )+nζe, and choose a suitable α,
β̄(α), and sufficiently large n such that 6β̄(α) + 2δ(α) +2δ(α)′ +2|θ| δnC +2|θ| 1√

n
C

≤ ζ. By (146), if n is sufficiently large, we have Ln ≥ d2n(
∑
t q(t)χ(p;Zt)+ζ)e and

Ln
ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)
> 2

1
2nζ .

When n is sufficiently large for any positive ϑ

Jn|θ|n2n(
∑
t,x r(t,x)S(V(t,x))+δ(α) exp(−2

1
4nζ)

≤ 2−nϑ

and
2−
√
n 1

8 β̂(α) + 40 8
√
ε ≤ 2−

√
n 1

16 β̂(α) .
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Thus for sufficiently large n we have

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)−Θtn‖1 ≤ 2−

√
n 1

16 β̂(α) ∀tn ∀j
)

≥ 1− 2nϑ (147)

for any positive ϑ.

Now we have Jn · Ln < 2n(mins χ(p;Bs)−µ).
In [40], [51] and [17], the following was shown (using results of [41]). Let {Ẋj,l}j∈{1,...,Jn},l∈{1,...,Ln}

be a family of random variables taking value according to ṗ ∈ P (An). If n is suffi-
ciently large, and if Jn ·Ln ≤ 2mins n(χ(ṗ;Bs)−µ) for an arbitrary positive µ there exists
a projection qxn on H for every xn ∈ An and positive constants β and γ such that for
any (s, j, l) ∈ θ × {1, . . . , Jn} × {1, . . . , Ln} it holds

Pr
ṗ

[
tr
(
W
⊗n
s (Ẋj,l)DẊj,l

)
≥ 1− |θ|2−nβ

]
> 1− 2−nγ , (148)

where for j ∈ {1, . . . , Jn}, l ∈ {1, . . . , Ln} we have

DẊj,l
:=

∑
j′,l′

qẊj′,l′

− 1
2

qẊj,l

∑
j′,l′

qẊj′,l′

− 1
2

.

Notice that by this definition for any realization {ẋj,l : j, l} of {Ẋj,l : j, l} it holds that∑Jn
j=1

∑Ln
l=1Dẋj,l ≤ id.

(actually in [23] it was shown that there exists a collection of positive-semidefinite
operators {Ds,Ẋj,l

: s ∈ θ, j ∈ {1, . . . , Jn}, l ∈ {1, . . . , Ln}} such that for any s, j,
and l it holds

Pr
[
tr
(
W
⊗n
s (Ẋj,l)Ds,Ẋj,l

)
≥ 1− 2|θ|2−nβ

]
> 1− 2−nγ ,

and for any realization {ẋj,l : j, l} of {Ẋj,l : j, l} it holds that
∑
s∈θ
∑Jn
j=1

∑Ln
l=1Ds,ẋj,l ≤

id).

For any given s ∈ θ it holds

W
⊗n
s (pn)−W⊗ns (p′

n
)

=

(
1− 1

P (T np,δ)

) ∑
an∈T np,δ

pn(an)W
⊗n
s (an) +

∑
an /∈T np,δ

pn(an)W
⊗n
s (an) .

Thus we have
∣∣∣tr(W⊗ns (pn)−W⊗ns (p′

n
)
)∣∣∣ ≤ 2P (T np,δ) ≤ 2−nη(δ) for a positive

η(δ).

By Lemma 3.6 for any positive ω if n is sufficiently large we have

∣∣∣S (W⊗ns (pn)
)
− S

(
W
⊗n
s (p′

n
)
)∣∣∣

≤ 2−nη(δ) log(dn − 1) + h(2−nη(δ))
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≤ ω .

Furthermore, we have∣∣∣ ∑
an∈T np,δ

p′
n
(an)S

(
W
⊗n
s (an)

)
−

∑
an∈T np,δ

p′
n
(an)S

(
W
⊗n
s (an)

)∣∣∣
=
∣∣∣(1− 1

P (T np,δ)

) ∑
an∈T np,δ

pn(an)S
(
W
⊗n
s (an)

)
+

∑
an /∈T np,δ

pn(an)S
(
W
⊗n
s (an)

)∣∣∣
≤ 2P (T np,δ) max

an∈An
S
(
W
⊗n
s (an)

)
≤ ω .

for any positive ω if n is sufficiently large.

We now have∣∣χ(p;B⊗ns )− χ(p′;B⊗ns )
∣∣

≤
∣∣∣S (W⊗ns (pn)

)
− S

(
W
⊗n
s (p′

n
)
)∣∣∣

+
∣∣∣ ∑
an∈T np,δ

p′
n
(an)S

(
W
⊗n
s (an)

)
−

∑
an∈T np,δ

p′
n
(an)S

(
W
⊗n
s (an)

)∣∣∣
≤ 2ω .

for any positive ω if n is sufficiently large.
Thus, when Jn · Ln < 2mins nχ(p;Bs)−µ holds, we also have

Jn · Ln < 2mins nχ(p′;Bs)−µ . (149)

if n is sufficiently large.

By (149) we can apply (148) to Xj,l. We have: If n is sufficiently large, the event(⋂
s

{
max

j∈{1,...,Jn}
max

l∈{1,...,Ln}
tr
(
W
⊗n
s (Xj,l)DXj,l

)
≥ 1− |θ|2−nβ

})

∩
(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)−Θtn‖1 ≤ 2−

√
n 1

16 β̂(α) ∀tn ∀j
)

has a positive probability with respect to p′.
This means that for any ε > 0 if n is sufficiently large we can find a realization

xj,l of Xj,l with a positive probability such that for all s ∈ θ, tn ∈ θn, π ∈ Sn, and
j ∈ {1, . . . , Jn}, we have

Ln∑
l=1

tr
(
W
⊗n
s (xj,l)Dxj,l

)
≥ 1− ε , (150)

and

‖
Ln∑
l=1

1

Ln
Qtn(xj,l)−Θtn‖1 ≤ 2−

√
n 1

16 β̂(α) . (151)
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We define for π ∈ Sn its permutation matrix on H⊗n by Pπ . We have Vtn(π(xn))
= PπVπ−1(tn)(x

n)P †π . For π ∈ Sn, we define Θtn,π :=
∑
xn∈Tp,δ p

′(xn)Qtn(π(xn)).

We have Θtn,π = Pπ

(∑
xn∈Tp,δ p

′(xn)Qπ−1(tn)(x
n)
)
P †π = PπΘπ−1(tn)P

†
π .

We choose suitable a positive α. For any given j′ ∈ {1, . . . , Jn} we have∥∥∥∥∥
Ln∑
l=1

1

Ln
Vtn(π(xj′,l))−Θtn,π

∥∥∥∥∥
1

≤ ‖
Ln∑
l=1

1

Ln
Vtn(π(xj′,l))−

Ln∑
l=1

1

Ln
Qtn(π(xj′,l))‖1

+ ‖
Ln∑
l=1

1

Ln
Qtn(π(xj′,l))−Θtn,π‖1

≤
Ln∑
l=1

2−
√
n 1

16 β̂(α) + ‖PπQπ−1(tn)(xj′,l)P
†
π − PπΘπ−1(tn)P

†
π‖1

= 2−
√
n 1

16 β̂(α) + ‖
Ln∑
l=1

1

Ln
Qπ−1(tn)(xj′,l)−Θπ−1(tn)‖1

≤ 2−
√
n 1

16 β̂(α) +

√
2−

1
2nβ(α) + 2−

1
2nβ(α)′′

≤ 2−
√
n 1

32 β̂(α) , (152)

where the first inequality is an application of the triangle inequality, the second is again
the triangle inequality combined with (124). The following equality follows because
‖U · A · U†‖1 = ‖A‖1 for all A ∈ B(H⊗n) and unitary matrices U ∈ B(H⊗n). At
last, we use (151).

By (152) we have

‖ 1

Jn · Ln

Jn∑
j=1

Ln∑
l=1

Vtn(π(xj,l))−Θtn,π‖1

≤ 2−
√
n 1

32 β̂(α) .

By Lemma 3.6 and the inequality (152), for a uniformly distributed random variable
Runi with values in {1, . . . , Jn} and all π ∈ Sn and tn ∈ θn we have

χ(Runi;Ztn,π)

= S

 Jn∑
j=1

1

Jn

Ln∑
l=1

1

Ln
Vtn(π(xj,l))


−

Jn∑
j=1

1

Jn
S

(
Ln∑
l=1

1

Ln
Vtn(π(xj,l))

)

≤

∣∣∣∣∣∣S
 Jn∑
j=1

1

Jn

Ln∑
l=1

1

Ln
Vtn(π(xj,l))

− S (Θtn,π)

∣∣∣∣∣∣
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+

∣∣∣∣∣∣S(Θtn,π)−
Jn∑
j=1

1

Jn
S

(
Ln∑
l=1

1

Ln
Vtn(π(xj,l))

)∣∣∣∣∣∣
≤ 2 · 2−

√
n 1

32 β̂(α) log(nd− 1) + 2h(2−
√
n 1

32 β̂(α)) . (153)

By (153), for any positive λ if n is sufficiently large, we have

max
tn∈θn

χ(Runi;Ztn,π) ≤ λ . (154)

For an arbitrary positive δ let

Jn := 2nmins∈θ χ(p;Bs)−maxtn∈θn χ(p;Ztn )−nδ .

Now we define a code (E, {Dj : j = 1, . . . , Jn}), by E(xn | j) = 1
Ln

if xn ∈
{xj,l : l ∈ {1, . . . , Ln}}, and E(xn | j) = 0 if x 6∈ {xj,l : l ∈ {1, . . . , Ln}}, and
Dj := 1

Ln

∑Ln
l=1Dxj,l . For any positive λ and ε if n is sufficiently large by (150) and

(154) it holds

max
s∈θ

1

Jn

Jn∑
j=1

∑
an∈An

En(an|j)tr
(
W
⊗n
s (an)Dj

)
≥ 1− ε ,

max
tn∈θn

max
π∈Sn

χ (Runi;Ztn,π) ≤ ε .

We obtain

Ĉs({(W s, Vt) : s ∈ θ, t ∈ θ}) ≥ min
s∈θ

χ(p;Bs)− lim
n→∞

1

n
max
tn∈θn

χ(p;Ztn) . (155)

The achievability of limn→∞
1
n

(
mins∈θ χ(pU ;B⊗ns )−maxtn∈θn χ(pU ;Ztn)

)
is

then shown via standard arguments (cf. [34]).

Now we are going to prove the converse.

Let (Cn) = (E(n), {D(n)
j : j}) be a sequence of (n, Jn) code such that

max
s∈θ

Pe(Cn, s, n) ≤ λn ,

max
tn∈θn

max
π∈Sn

χ (Runi;Ztn,π) ≤ εn ,

where limn→∞ λn = 0 and limn→∞ εn = 0, where Runi is the uniform distribution
on {1, · · · Jn}.

Since the capacity of a compound classical-quantum channel (W s)s∈θ cannot ex-
ceed the worst channel in {W s : s ∈ θ}, its capacity is bounded by 1

n mins∈θ χ(pU ;Bs)

(cf. [67]). For any ξ > 0 we choose εn = 1
2ξ. The enhanced achievable secrecy rate

for the compound-arbitrarily varying wiretap classical-quantum channel cannot exceed
the capacity without wiretapper, thus , if n is sufficiently large, the secrecy rate of (Cn)
cannot be greater than

min
s∈θ

χ(Runi;Bs)−
1

n
max
tn∈θn

χ(Runi;Ztn)− ξ +
1

n
εn
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≤ 1

n
max

U→An→{B⊗ns ,Ztn :s,tn}

(
min
s∈θ

χ(pU ;Bns )− max
tn∈θn

χ(pU ;Ztn)

)
− 1

2
ξ . (156)

The inequality holds because Runi → An → {B⊗ns , Ztn : s, tn} is always a Markov
chain.

This and (155) prove Theorem 4.2.

Corollary 4.4. Let θ := {1, · · · , T} be a finite index set. Let θ be an infinite index set.
Let {(W s, Vt) : s ∈ θ, t ∈ θ} be a compound-arbitrarily varying wiretap classical-
quantum channel. We have

Ĉs({(W s, Vt) : s ∈ θ, t ∈ θ}) = lim
n→∞

1

n
max

U→An→{B⊗ns ,Ztn :s,tn}

(
inf
s∈θ

χ(pU ;B⊗ns )−max
tn∈θn

χ(pU ;Ztn)
)

.

Proof. We now consider a θ such that |θ| is not finite. We assume there is a series of
positive constants {τn : n ∈ N} such that ( 3

τn
)2d′4 ≥ 2−nβ/2 and limn→∞ nτn =

0. By Lemma 3.11 there exists a finite set θτn
′

with |θτn
′| ≤ ( 3

τn
)2d′4 and τn-nets(

W s′
)
s′∈θτn

′ , (Vs′)s′∈θτn
′ such that for every t ∈ θ we can find a s′ ∈ θτn

′
with∥∥W s −W s′

∥∥
♦
≤ τn.

We assume that the sender’s encoding is restricted to transmitting an indexed finite
set of quantum states {ρx : x ∈ A} ⊂ S(H ′

⊗n
).

By Theorem 4.2 the legal transmitters build now a code C2 = {E, {Dj : j}}. such
that for all s′′ ∈ θτn

′
, t ∈ θ, and π ∈ Sn it holds that

1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
(
W
⊗n
s′′ (ρxn)Dn

j

)
≥ 1− (

3

τn
)2d′42−nβ ≥ 1− 2−nβ/2 ,

(157)

χ(Runi;Z
n
t,π) ≤ 2−nυ . (158)

Let |ψxn〉〈ψxn | ∈ S(H ′
⊗n ⊗ H ′⊗n) be an arbitrary purification of the quantum

state ρxn , then tr
[(
W
⊗n
s −W⊗ns′

)
(ρxn)

]
= tr

(
trH′⊗n

[
id⊗nH′ ⊗ (W

⊗n
s −W⊗ns′ ) (|ψxn〉〈ψxn |)

])
.

We have

tr

∣∣∣∣∣ ∑
xn∈An

E(xn | j)
(
W
⊗n
s −W⊗ns′

)
(ρxn)

∣∣∣∣∣
= tr

( ∑
xn∈An

E(xn | j)trH′⊗n
∣∣∣id⊗NH′ ⊗ (W

⊗n
s −W⊗ns′ ) (|ψxn〉〈ψxn |)

∣∣∣)

= tr

∣∣∣∣∣ ∑
xn∈An

E(xn | j)id⊗nH′ ⊗ (W
⊗n
s −W⊗ns′ ) (|ψxn〉〈ψxn |)

∣∣∣∣∣
=

∑
xn∈An

E(xn | j)
∥∥∥id⊗nH′ ⊗ (W

⊗n
s −W⊗ns′ ) (|ψxn〉〈ψxn |)

∥∥∥
1

≤
∑

xn∈An

E(xn | j)‖W⊗ns −W⊗ns′ ‖♦ · ‖(|ψxn〉〈ψxn |)‖1
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≤ nτn .

The first inequality follows by the definition of ‖ · ‖♦. The second inequality follows
from the facts that ‖ (|ψxn〉〈ψxn |) ‖1 = 1 and

∥∥∥W⊗ns −W⊗ns′
∥∥∥
♦

=
∥∥∥∑n

k=1W
⊗k−1

s W
⊗n−k
s′

(
W s −W s′

)∥∥∥
♦

= n ·
∥∥W s −W s′

∥∥
♦

, since ‖ · ‖♦ is multiplicative and
∥∥W s

∥∥
♦

=
∥∥W s′

∥∥
♦

= 1.

It follows that∣∣∣∣ 1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
(
W
⊗n
s (ρxn)Dn

j

)

− 1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
(
W
⊗n
s′ (ρxn)Dn

j

)∣∣∣∣
≤ 1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)
∣∣∣tr [(W⊗ns −W⊗ns′

)
(ρxn)Dn

j

]∣∣∣
≤ 1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
[(
W
⊗n
s −W⊗ns′

)
(ρxn)Dn

j

]

≤ 1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
[(
W
⊗n
s −W⊗ns′

)
(ρxn)

]
≤ 1

Jn
Jnnτn

= nτn . (159)

By (159) we have

sup
s∈θ

1

Jn

Jn∑
j=1

∑
xn∈An

E(xn | j)tr
(
W
⊗n
s (ρxn)Dn

j

)
≥ 1− λτn − nτn .

Thus,

Ĉs({(W s, Vt) : s ∈ θ, t ∈ θ}) ≥ lim
n→∞

1

n
(inf
s∈θ

χ(p;B⊗ns )− max
tn∈θn

χ(p;Ztn)) . (160)

The achievability of limn→∞
1
n

(
mins∈θ χ(pU ;Bs) − maxtn∈θn χ(pU ;Ztn)

)
is

then shown via standard arguments.
The proof of the converse is similar to those given in the proof of Theorem 4.2.

Corollary 4.5. Let θ and θ be finite index sets. Let {(W s, Vt) : s ∈ θ, t ∈ θ} be a
compound-arbitrarily varying wiretap classical-quantum channel. The secrecy capac-
ity of {(W s, Vt) : s ∈ θ, t ∈ θ} is equal to

lim
n→∞

1

n
max

U→An→{B⊗ns ,Ztn :s,tn}

(
min
s∈θ

χ(pU ;B⊗ns )− max
tn∈θn

χ(pU ;Ztn)
)

.

Proof. The corollary follows immediately from the fact that the enhanced secrecy ca-
pacity of a compound-arbitrarily varying wiretap classical-quantum channel is less or
equal to its secrecy capacity.
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4.2.2 Secrecy Capacity Formula of Arbitrarily Varying Classical-Quantum Wire-
tap Channel under Common Randomness Assisted Quantum Coding

In this section we use the results of Section 4.2.1 to determine the formula for the
secrecy capacities under common randomness assisted coding of arbitrarily varying
classical-quantum wiretap channels.

Theorem 4.6. Let θ := {1, · · · , T} be a finite index set. Let (Wt, Vt)t∈θ be an arbi-
trarily varying classical-quantum wiretap channel. We have

Cs({(Wt, Vt) : t ∈ θ}; cr)

= lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
.

(161)

Here Conv((Bt)t∈θ) is the convex hull of {Bt : t ∈ θ}.

Proof. i) Achievement

Our idea is similar to the results for classical arbitrarily varying wiretap channel in
[65]: Applying Ahlswede’s robustification technique (cf. [16]), we use the results of
Section 4.2.1 to show the existence of a common randomness assisted quantum code.
Additionally, we have to consider the security.

We denote the set of distribution function on θ by P (θ). For every q ∈ P (θ) we de-
fine a classical-quantum channel W q :=

∑
s∈θ q(s)Ws. We now define a compound-

arbitrarily varying wiretap classical-quantum channel by

{(W q, Vt); q ∈ P (θ), t ∈ θ} .

We fix a probability distribution p ∈ A. We choose arbitrarily ε > 0, δ > 0, and
ζ > 0. Let

Jn = b2infBq∈Conv((Bs)s∈θ) χ(p;B⊗nq )−maxtn∈θn χ(p;Ztn )−nδc .

By Corollary 4.4 if n is sufficiently large there exists an (n, Jn) code C =
(
En, {Dn

j :

j = 1, · · · Jn}
)

such that

max
q∈P (θ)

1− 1

Jn

Jn∑
j=1

tr(W q(E
n( |j))Dn

j ) < ε ,

max
tn∈θn

max
π∈Sn

χ (Runi;Ztn,π) < ζ .

Similar to the proofs in [16] we now apply Ahlswede’s robustification technique.

Lemma 4.7 (cf. [3], [4], and [5]). Let S be a finite set and n ∈ N. If a function f :
Sn → [0, 1] satisfies ∑

sn∈Sn
f(sn)q(s1)q(s2) · · · q(sn) ≥ 1− ε ,

for all q ∈ P (θ) and a positive ε ∈ [0, 1], then

1

n!

∑
π∈Sn

f(π(sn)) ≥ 1− 3(n+ 1)|S|ε . (162)
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We define a function f : θn → [0, 1] by

f(tn) :=
1

Jn

Jn∑
j=1

tr(Wtn(En( |j))Dn
j ) .

For every q ∈ P (θ) we have∑
tn∈θn

f(tn)q(t1) · · · q(tn)

=
∑
tn∈θn

1

Jn

Jn∑
j=1

tr(Wtn(En( |j))Dn
j )q(t1) · · · q(tn)

=
1

Jn

Jn∑
j=1

tr

( ∑
tn∈θn

q(t1) · · · q(tn)Wtn(En( |j))Dn
j

)

=
1

Jn

Jn∑
j=1

tr(W q(E
n( |j))Dn

j )

> 1− 2−nβ/2 .

Applying Lemma 4.7 we have

1− 3(n+ 1)|θ|2−nβ/2

≤ 1

n!

∑
π∈Sn

f(π(tn))

=
1

n!

∑
π∈Sn

1

Jn

Jn∑
j=1

tr(Wπ(tn)(E
n( |j))Dn

j )

=
1

n!

∑
π∈Sn

1

Jn

Jn∑
j=1

∑
an∈An

En(an|j)tr(Wπ(tn)(a
n)Dn

j )

=
1

n!

∑
π∈Sn

1

Jn

Jn∑
j=1

∑
an∈An

En(an|j)tr(Wtn(π−1(an))P †πD
n
j Pπ) , (163)

where for π ∈ Sn, Pπ is its permutation matrix on H⊗n.
We now define our common randomness assisted quantum code by{(

π ◦ En, {PπDn
j P
†
π , j ∈ {1, · · · , Jn}}

)
: π ∈ Sn

}
.

PπD
n
j P
†
π is Hermitian and positive-semidefinite. Furthermore, it holds

∑Jn
j=1 PπD

n
j P
†
π

=
∑Jn
j=1 PπidH⊗nP

†
π = idH⊗n .

By (163) and by the fact that

1

n!

∑
π∈Sn

max
tn∈θn

χ (Runi;Ztn,π)

≤ max
tn∈θn

max
π∈Sn

χ (Runi;Ztn,π)
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< ζ ,

for any positive ε when n is sufficiently large it holds that:

Cs({(Wt, Vt) : t ∈ θ}; cr) ≥ inf
Bq∈Conv((Bs)s∈θ)

χ(p;Bq)− lim
n→∞

1

n
max
tn∈θn

χ(p;Ztn)−ε .

(164)
The achievability of limn→∞

1
n

(
minBq∈Conv((Bs)s∈θ) χ(pU ;B⊗nq )−maxtn∈θn χ(pU ;Ztn)

)
is then shown via standard arguments (cf. [34]).

ii) Converse

Now we are going to prove the converse. Similar to the results for classical arbi-
trarily varying wiretap channel in [65] we limit the amount of common randomness.

Let ({Cγn : γ ∈ Γ}) be a sequence of (n, Jn) common randomness assisted codes
such that

max
s∈θ

1

|Γ|

|Γ|∑
γ=1

Pe(Cγn, tn) ≤ λn , (165)

max
tn∈θn

1

|Γ|

|Γ|∑
γ=1

χ (Runi;ZCγ ,tn) ≤ εn , (166)

where limn→∞ λn = 0 and limn→∞ εn = 0.
We consider a |Γ|-long sequence of outputs (1, · · · , |Γ|) has been given by the

common randomness and a n |Γ|-long block has been sent. The legal receiver obtains
the quantum states {Bγq : γ ∈ Γ}. By (165) he is able to decode 2n|Γ| log Jn messages.
By [16], for every Bq ∈ Conv((Bs)s∈θ) we have

log Jn ≤
1

|Γ|
1

n

|Γ|∑
γ=1

χ(Runi;B
γ⊗n
q ) ,

and by (166), we have for and every tn ∈ θn

1

n
log Jn ≤

1

|Γ|
1

n

|Γ|∑
γ=1

(χ(Runi;B
γ⊗n
q )− χ(Runi;Z

γ
tn)) + εn .

Lemma 4.8 (cf. [26]). Let c > 0. For every q ∈ P (θ) and sn ∈ θn, let a function
Iq,sn : Γ → [0, c] be given. Assume these functions satisfy the following: for every
γ ∈ Γ and sn ∈ θn

|Iq,sn(γ)− Iq′,sn(γ)| ≤ f(δ) ,

if q, q′ ∈ P (θ) satisfy ‖q − q′‖1 ≤ δ, for some f(δ) which tends to 0 as δ tends to 0.
We write µ(Iq,sn) :=

∑
γ∈Γ µ(γ)Iq,sn(γ), where µ(γ) is the probability of γ. Then

for every ε > 0 and sufficiently large n, there are L = n2 realizations γ1, · · · , γL such
that

1

L

L∑
l=1

Iq,sn(γl) ≥ (1− ε)µ(Iq,sn)− ε

for every q ∈ P (θ) and sn ∈ θn.
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For q ∈ Conv({s : s ∈ θ}) we define

Iq,sn(γ) :=
1

n

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn)
)

.

In [29] the continuity of q → 1
nχ(Runi;B

γ⊗n
q ) has been shown; thus there is a f(δ)

such that |Iq,sn(γ)−Iq′,sn(γ)| 1
n

1
|Γ|
∑|Γ|
γ=1(χ(Runi;B

γ⊗n
q )− 1

n
1
|Γ|
∑|Γ|
γ=1(χ(Runi;B

γ⊗n
q′ )

≤ f(δ) for a f(δ) that fulfills f(δ) → 0 when ‖q − q′‖1 = δ → 0. By Lemma 4.8
there is a set Γ′ ⊂ Γ such that |Γ′| = n2 and

1

|Γ′|
1

n

∑
γ′∈Γ′

(
χ(Runi;B

γ′⊗n
q )− χ(Runi;Z

γ′

tn)
)

≥ (1− ε) 1

n

1

|Γ|
∑
γ∈Γ

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn)
)

,

where Bγ
′

q and Zγtn are the quantum states at the output of legal receiver channel and
the wiretapper’s channel, respectively, when the output of the common randomness is
γ′.

Thus

1

n
log Jn ≤

1

1− ε
1

n

1

|Γ′|
∑
γ∈Γ′

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn) + εn

)
. (167)

To prove the converse we now consider

1

|Γ′|
∑
γ∈Γ′

1

n

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn)
)
− 1

n

(
χ(Runi;B

⊗n
q )− χ(Runi;Ztn)

)
=

1

|Γ′|
∑
γ∈Γ′

1

n

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn)
)

− 1

n

χ(Runi;
1

|Γ′|
∑
γ∈Γ′

Bγ⊗nq )− χ(Runi;
1

|Γ′|
∑
γ∈Γ′

Zγtn)


=

1

n

1

|Γ′|
∑
γ∈Γ′

χ(Runi;B
γ⊗n
q )− χ(Runi;

1

|Γ′|
∑
γ∈Γ′

Bγ⊗nq )


− 1

n

1

|Γ′|
∑
γ∈Γ′

χ(Runi;Z
γ
tn) +

1

n
χ(Runi;

1

|Γ′|
∑
γ∈Γ′

Zγtn)

 .

Let ψj,γtn be the quantum state at the output of legal receiver channel when the
channel state is tn, the output of the common randomness is γ, and j has been sent.
We denote B̃jqn := {ψj,γqn : γ ∈ Γ′} and B̃qn := { 1

Jn
ψj,γqn : γ ∈ Γ′}. Let Guni be the

uniformly distributed random variable with value in Γ′.
We have

1

|Γ′|
∑
γ∈Γ′

χ
(
Runi;B

γ
q

)
− χ

Runi; 1

|Γ′|
∑
γ∈Γ′

Bγq
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=
1

|Γ′|
∑
γ∈Γ′

S

 1

Jn

Jn∑
j=1

ψj,γqn

− 1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

S
(
ψj,γqn

)

−

[
S

 1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

ψj,γqn

− 1

Jn

Jn∑
j=1

S

 1

|Γ′|
∑
γ∈Γ′

ψj,γqn

]

=
1

|Γ′|
∑
γ∈Γ′

S

 1

Jn

Jn∑
j=1

ψj,γqn

− S
 1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

ψj,γqn


−

[
1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

S
(
ψj,γqn

)
− 1

Jn

Jn∑
j=1

S

 1

|Γ′|
∑
γ∈Γ′

ψj,γqn

]

=
1

Jn

Jn∑
j=1

χ
(
Guni, B̃

j
qn

)
− χ

(
Guni, B̃qn

)

≤ 1

Jn

Jn∑
j=1

χ
(
Guni, B̃

j
qn

)

≤ 1

Jn

Jn∑
j=1

H (Guni)

= H (Guni)

= 2 log n . (168)

Let φj,γtn be the quantum state at the output of the wiretapper’s channel when the
channel state is tn, the output of the common randomness is γ, and j has been sent.

We have

1

|Γ′|
∑
γ∈Γ′

χ (Runi;Z
γ
tn)− χ

Runi; 1

|Γ′|
∑
γ∈Γ′

Zγtn


=

1

|Γ′|
∑
γ∈Γ′

S

 1

Jn

Jn∑
j=1

φj,γtn

− 1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

S
(
φj,γtn

)

− S

 1

|Γ′|
1

Jn

∑
γ∈Γ′

Jn∑
j=1

φj,γtn

+
1

Jn

Jn∑
j=1

S

 1

|Γ′|
∑
γ∈Γ′

φj,γtn

 . (169)

Let HG be a |Γ′|-dimensional Hilbert space, spanned by an orthonormal basis
{|i〉 : i = 1, · · · , |Γ′|}. Let HJ be a Jn-dimensional Hilbert space, spanned by an
orthonormal basis {|j〉 : j = 1, · · · , Jn}. Similar to (118) we define

ϕJGHn :=
1

Jn

1

|Γ′|

Jn∑
j=1

∑
γ∈Γ′

|j〉〈j| ⊗ |i〉〈i| ⊗ φj,γtn ,

By strong subadditivity of von Neumann entropy it holds S(ϕJHn) + S(ϕGHn) ≥
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S(ϕH
n

) + S(ϕJGHn), therefore

1

|Γ′|
∑
γ∈Γ′

χ (Runi;Z
γ
tn)− χ

Runi; 1

|Γ′|
∑
γ∈Γ′

Zγtn

 ≥ 0 . (170)

By (168) and (170) we have

χ(Runi;Bq)−
1

n
χ(Runi;Ztn)+2 log n ≥ 1

|Γ′|
∑
γ∈Γ′

1

n

(
χ(Runi;B

γ⊗n
q )− χ(Runi;Z

γ
tn)
)

.

Thus for every Bq ∈ Conv((Bs)s∈θ) and every tn ∈ θn we have

1

n
log Jn ≤

1

1− ε
1

n

(
χ(Runi;B

⊗n
q )− χ(Runi;Ztn) + εn + 2

1

n
log n

)
. (171)

Similar to the proof of Theorem 4.2 we have 1
n

(
infBq∈Conv((Bt)t∈θ) χ(Runi;B

⊗n
q )

−maxtn∈θn χ(Runi;Ztn)
)
≤ 1

n maxU→An→{B⊗nq ,Ztn :q,tn}

(
infBq∈Conv((Bt)t∈θ) χ(pU ;B⊗nq )

−maxtn∈θn χ(pU ;Ztn)
)

. The converse has been shown. (164) and (171) prove The-
orem 4.6.

Corollary 4.9. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel.

1) Let X and Y be finite sets. If I(X,Y ) > 0 holds for a random variable (X,Y )
which is distributed to a joint probability distribution p ∈ P (X,Y), then the (X,Y )
correlation assisted secrecy capacity of {(Wt, Vt) : t ∈ θ} is equal to

lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
.

2)If the arbitrarily varying classical-quantum channel {Wt : t ∈ θ} is not sym-
metrizable, then the deterministic secrecy capacity of {(Wt, Vt) : t ∈ θ} under weak
code concept is equal to

lim
n→∞

1

n
max

U→nA→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
.

Proof. 1) follows immediately from Theorem 4.6 and Theorem 4.14.

To show 2) we use a technique similar to the proof of Theorem 4.1: We build a two-
part code word which consists of a non-secure code word and a common randomness
assisted secure code word. The first part is used to create the common randomness for
the sender and the legal receiver. The second part is a common randomness assisted
secure code word transmitting the message to the legal receiver.

We consider the Markov chain U → An → {B⊗nq , Ztn : q, tn}, where we define
the classical channel U → A by TU . Let

Jn = b2n infBq∈Conv((Bs)s∈θ) χ(pU ;Bq)−maxtn∈θn χ(pU ;Ztn )−nδc .
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By Theorem 4.6 for any positive ε if n is sufficiently large there is an (n, Jn) code(
En, {Dn

j : j = 1, · · · Jn}
)

for the arbitrarily varying classical-quantum wiretap chan-
nel {(Wt ◦ TU , Vt ◦ TU ) : t ∈ θ} such that

1

n!

∑
π∈Sn

1

Jn

Jn∑
j=1

∑
an∈An

En(an|j)tr(Wtn(π−1(an))P †πD
n
j Pπ) ≥ 1− ε

and
1

n!

∑
π∈Sn

max
tn∈θn

χ (Runi;Ztn,π) ≤ ε .

By Theorem 4.1 for any positive λ if n is sufficiently large there is an (n, Jn) com-
mon randomness assisted code {C1, C2, · · · , Cn3} for the arbitrarily varying classical-
quantum wiretap channel {(Wt ◦ TU , Vt ◦ TU ) : t ∈ θ} such that

max
tn∈θn

1

n3

n3∑
i=1

Pe(Ci, tn) < λ ,

and

max
tn∈θn

1

n3

n3∑
i=1

χ (Runi, ZCi,tn) < λ .

Similar to the proof of Theorem 4.1, for any positive ϑ if {Wt : t ∈ θ} is not sym-

metrizable and n is sufficiently large there is a code
((

c
µ(n)
i

)
i∈{1,··· ,n3}

, {Dµ(n)
i : i ∈

{1, · · · , n3}}
)

with deterministic encoder of length µ(n), where 2µ(n) = o(n) for the

arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ} such that

1− 1

n3

n3∑
i=1

tr(Wtn(c
µ(n)
i )D

µ(n)
i ) ≤ ϑ .

We now can construct a code Cdet =

(
Eµ(n)+n,

{
D
µ(n)+n
j : j = 1, · · · , Jn

})
, where

for aµ(n)+n = (aµ(n), an) ∈ Aµ(n)+n

Eµ(n)+n(aµ(n)+n|j) =

{
1
n3E

n
i (an|j) if aµ(n) = c

µ(n)
i

0 else
,

and

D
µ(n)+n
j :=

n3∑
i=1

D
µ(n)
i ⊗Dn

i,j .

Similar to the proof of Theorem 4.1 for any positive λ if n is sufficiently large we have

max
tµ(n)+n∈θµ(n)+n

Pe(Cdet, tµ(n)+n) < λ ,

max
tµ(n)+n∈θµ(n)+n

χ
(
Runi, ZCdet,tµ(n)+n

)
< λ .
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Remark 4.10. For the proof of Corollary 4.9. 2) it is important to assume that
((

c
µ(n)
i

)
i∈{1,··· ,n3}

, {Dµ(n)
i :

i ∈ {1, · · · , n3}}
)

is a code for the channel {(Wt, Vt) : t ∈ θ} and not for {(Wt ◦

TU , Vt ◦ TU ) : t ∈ θ}, since it may happen that {Wt ◦ TU : t ∈ θ} is symmetrizable
although {Wt : t ∈ θ} is not symmetrizable, as the following example shows:

We assume that {Wt : t ∈ θ} :P (A)→ S(H) is not symmetrizable, but there is a
subset A′ ⊂ A such that {Wt : t ∈ θ} limited on A′ is symmetrizable. We choose a TU
such that for every u ∈ U there is a ∈ A′ such that TU (a | u) = 1, and TU (a | u) = 0
for all a ∈ A \A′ and u ∈ U. It is clear that {Wt ◦ TU : t ∈ θ} is symmetrizable (cf.
also [53] for an example for classical channels).

4.3 Secrecy Capacity under Strong Code Concept
The code concept of Corollary 4.9 still leaves something to be desired because we had
to reduce the generality of the code concept when we explicitly allowed a small part
of the code word to be non-secure. In light of the importance of shared randomness
for robustness the shared randomness is not allowed to be known by the jammer (cf.
Corollary 4.15). Thus the code concept of Corollary 4.9 does not work when there is
a two-way communication between the jammer and the eavesdropper. Hence, in this
Section we analyze arbitrarily varying classical-quantum wiretap channels with strong
code concept.

For classical arbitrarily varying wiretap channels the authors of [53] developed a
new method to overcome this problem: Applying a technique introduced in [33] they
made the first part secure and used it to send the message instead just the common
randomness. The code they constructed is thus a one-part deterministic secure code.
However, it is technically difficult to extend the random classical code technique intro-
duced in [33] to classical-quantum channels, thus we have to find another way.

4.3.1 Classical Arbitrarily Varying Quantum Wiretap Channel

At first we determine a capacity formula for a mixed channel model, i.e. the secrecy
capacity of the classical arbitrarily varying quantum wiretap channel. This formula
will be used for our result for secrecy capacity of arbitrarily varying classical-quantum
wiretap channels using secretly sent common randomness.

Theorem 4.11. Let t be a finite set and {(Ẁt, Vt) : t ∈ θ} be a classical arbitrarily
varying quantum wiretap channel. If {Ẁt : t ∈ θ} is not symmetrizable, then

Cs({(Ẁt, Vt) : t ∈ θ}) = lim
n→∞

1

n

(
max

U→An→{B⊗nq ,Ztn :q,tn}
min
q∈P (θ)

I(pU , B̀
n
q )− max

tn∈θn
χ(pU ;Ztn)

)
.

Here B̀t are the resulting classical random variables at the output of the legitimate
receiver’s channels and Ztn are the resulting quantum states at the output of wiretap
channels. The maximum is taken over all random variables that satisfy the Markov
chain relationships: U → An → {B⊗nq , Ztn : q, tn} for every B̀q ∈ Conv((B̀t)t∈θ)
and t ∈ θ. A is here a random variable taking values on A, U a random variable
taking values on some finite set U with probability distribution pU .
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Proof. We fix a probability distribution p ∈ P (A) and choose an arbitrarily positive δ.
Let

Jn = b2infB̀q∈Conv((B̀
t′ )t′∈θ) I(p;B̀

n
q )−maxtn∈θn χ(p;Ztn )−nδc ,

and
Ln = d2maxtn∈θn (χ(p;Ztn )+nδ)e .

Let p′(xn) :=

{
pn(xn)
pn(T np,δ)

if xn ∈ T np,δ ;

0 else
and Xn := {Xj,l}j∈{1,··· ,Jn},l∈{1,··· ,Ln} be a family of random matrices whose com-
ponents are i.i.d. according to p′.

We fix a tn ∈ θn and define a map V : P (θ)× P (A)→ S(H) by

V(t, p) := Vt(p) .

For t ∈ θ we define q(t) := N(t|tn)
n . tn is trivially a typical sequence of q. For

p ∈ P (A), V defines a map V(·, p) : P (θ)→ S(H).
Let

Qtn(xn) := ΠV(·,p),α(tn)ΠV,α(tn, xn) · Vtn(xn) ·ΠV,α(tn, xn)ΠV(·,p),α(tn) .

In view of the fact that ΠV(·,p),α(tn) and ΠV,α(tn, xn) are both projection matrices,
by (1), (7), and Lemma 3.3 for any t and xn, it holds that

‖Qtn(xn)− Vtn(xn)‖1 ≤
√

2−nβ(α) + 2−nβ(α)′′ . (172)

Now we are going to apply Lemma 4.3 on V.
By (2) we have

tr(ΠV(·,p),α(tn))

≤ 2n(S(V(·,p)|q)+δ(α))

= 2n(
∑
t q(t)V(t,p)+δ(α))

= 2n(
∑
t q(t)S(Vt(p))+δ(α)) . (173)

Furthermore, by (5) for all xn it holds that

ΠV,α(tn, xn)Vtn(xn)ΠV,α(tn, xn)

≤ 2−n(S(V|r)+δ(α)′)ΠV,α(tn, xn)

= 2−n(
∑
t,x r(t,x)S(V(t,x))+δ(α)′)ΠV,α(tn, xn) (174)

where r is a probability distribution on θ ×A such that r(t, x) = q(t) · p(x).

We define
θ′ :=

{
t ∈ θ : nq(t) ≥

√
n
}

.
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By properties of classical typical set (cf. [67] ) there is a positive β̂(α) such that

Pr
p′

(
xn ∈

{
xn ∈ An : (xIt) ∈ T

nq(t)
p,δ ∀t ∈ θ′

})
≥
(

1− 2−
√
nβ̂(α)

)|θ|
≥ 1−2−

√
n 1

2 β̂(α) ,

(175)
where It := {i ∈ {1, · · · , n} : ti = t} is an indicator set that selects the indices i in
the sequence tn = (t1, · · · , tn). Here Pr

p′
is the probability according to p′.

We denote the set {xn : (xIt) ∈ T
nq(t)
p,δ ∀t ∈ θ′} ⊂ An by Mtn . For all xn ∈ Mtn ,

if n is sufficiently large, we have∣∣∣∣∣∑
t,x

r(t, x)S(V(t, x))−
∑
t

q(t)S(Vt|p)

∣∣∣∣∣
≤

∣∣∣∣∣∣
∑
t∈θ′,x

r(t, x)S(V(t, x))−
∑
t∈θ′

q(t)S(Vt|p)

∣∣∣∣∣∣
+

∣∣∣∣∣∣
∑
t/∈θ′,x

r(t, x)S(V(t, x))−
∑
t/∈θ′

q(t)S(Vt|p)

∣∣∣∣∣∣
≤
∑
t∈θ′

∣∣∣∣∣∑
x

r(t, x)S(V(t, x))− q(t)S(Vt|p)

∣∣∣∣∣+ 2|θ| 1√
n
C

≤ 2|θ| δ
n
C + 2|θ| 1√

n
C , (176)

whereC := maxt∈θ maxx∈A(S(V(t, x))+S(Vt|p)). We set Ξtn :=
∑
xn∈Mtn p(x

n)Qtn(xn).
For any zn ∈ Mtn and tn ∈ θn, 〈zn|Ξtn |zn〉 is the expected value of 〈zn|Qtn(xn)|zn〉
under the condition xn ∈ Mtn .

We choose a positive β̄(α) such that β̄(α) ≤ min(β(α), β(α)′), and set ε :=
2−nβ̄(α). In view of (174) we now apply Lemma 4.3, where we consider the set Mtn

⊂ An. If n is sufficiently large, for all j we have

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)− Ξtn‖1 > 2−

√
n 1

8 β̂(α) + 40 8
√
ε

)
≤ 2n(

∑
t,x r(t,x)S(V(t,x))+δ(α))

· exp

(
−Ln

ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α)) · 2n(
∑
t q(t)S(Vt(p))−

∑
t q(t)S(Vt|p))+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C

)
= 2n(

∑
t,x r(t,x)S(V(t,x))+δ(α)

· exp

(
−Ln

ε3

2 ln 2
· (1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)

)
.

(177)

The equality holds since S(Vt(p))− S(Vt|p) = χ(p;Zt).
Furthermore, application of a union bound gives

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)− Ξtn‖1 > 2−

√
n 1

8 β̂(α) + 40 8
√
ε ∀tn ∀j

)
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≤ Jn|θ|n2n(
∑
t,x r(t,x)S(V(t,x))+δ(α)

· exp

(
−Ln

ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)

)
.

(178)

We denote the quantum state at the output of the wiretapper’s channel when the
channel state is t and j has been sent by φjt . We have

∑
t∈θ

q(θ)χ (p;Zt)− χ

(
p;
∑
t

q(t)Zt

)

=
∑
t∈θ

q(t)S

 Jn∑
j=1

1

Jn
φjt

−∑
t∈θ

Jn∑
j=1

q(t)
1

Jn
S
(
φjt

)

− S

 1

Jn

∑
t∈θ

Jn∑
j=1

q(t)φjt

+

Jn∑
j=1

1

Jn
S

(∑
t∈θ

q(t)φjt

)
.

Let HT be a |θ|-dimensional Hilbert space spanned by an orthonormal basis {|t〉 : t =
1, · · · , |θ|}. Let HJ be a Jn-dimensional Hilbert space spanned by an orthonormal
basis {|j〉 : j = 1, · · · , Jn}. We define

ϕJTHn :=
1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|j〉〈j| ⊗ |t〉〈t| ⊗ φjt .

We have

ϕJHn = trT

(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|j〉〈j| ⊗ φjt ;

ϕTHn = trJ

(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)|t〉〈t| ⊗ φjt ;

ϕH
n

= trJT
(
ϕJTHn

)
=

1

Jn

Jn∑
j=1

∑
t∈θ

q(t)φjt .

Thus,

S(ϕJHn) = H(Runi) +
1

Jn

Jn∑
j=1

S

(∑
t∈θ

q(t)φjt

)
;

S(ϕTHn) = H(Yq) +
∑
t∈θ

q(t)S

 1

Jn

Jn∑
j=1

φjt

 ;

S(ϕJTHn) = H(Runi) +H(Yq) +
1

Jn

Jn∑
j=1

∑
t∈θ

q(t)S
(
φjt

)
,

where Yq is a random variable on θ with distribution q(t).
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By strong subadditivity of von Neumann entropy, it holds that S(ϕJHn)+S(ϕTHn)
≥ S(ϕH

n

) + S(ϕjTHn), therefore

∑
t

q(t)χ (p;Zt)− χ

(
p;
∑
t

q(t)Zt

)
≥ 0 . (179)

For an arbitrary ζ, we define Ln = d2maxtn χ(p;Ztn )+nζe, and choose a suitable α,
β̄(α), and sufficiently large n such that 6β̄(α) + 2δ(α) +2δ(α)′ +2|θ| δnC +2|θ| 1√

n
C

≤ ζ. By (179), if n is sufficiently large, we have Ln ≥ d2n(
∑
t q(t)χ(p;Zt)+ζ)e and

Ln
ε3

2 ln 2
(1− 2−

√
n 1

2 β̂(α))2
n(−

∑
t q(t)χ(p;Zt)+δ(α)+δ(α)′+2|θ| δnC+2|θ| 1√

n
C)
> 2

1
2nζ .

When n is sufficiently large for any positive ϑ it holds that

Jn|θ|n2n(
∑
t,x r(t,x)S(V(t,x))+δ(α)) exp(−2

1
4nζ)

≤ 2−nϑ

and
2−
√
n 1

8 β̂(α) + 40 8
√
ε ≤ 2−

√
n 1

16 β̂(α) .

Thus for sufficiently large n we have

Pr

(
‖
Ln∑
l=1

1

Ln
Qtn(Xj,l)− Ξtn‖1 ≤ 2−

√
n 1

16 β̂(α) ∀tn ∀j
)

≥ 1− 2nϑ (180)

for any positive %.

In [33] , the following was shown: Let {Xj,l}j∈{1,...,Jn},l∈{1,...,Ln} be a family
of random variables that are distributed according to according to p′. We assume
{Ẁt : t ∈ θ} is not symmetrizable. If n is sufficiently large, and if Jn · Ln ≤
2
n(infB̀q∈Conv((B̀t)t∈θ) I(p;B̀q)−µ) for an arbitrary positive µ, there exists a set of mu-

tually disjoint sets {Dj,l : j ∈ {1, · · · , Jn}, l ∈ {1, · · · , Ln}} on Bn such that for all
positive ε, tn ∈ θn, and j ∈ {1, . . . , Jn},

Pr
p′

[
tr
(
Ẁtn(Xj,l)Dj,l

)
≥ 1− 2−nβ

]
> 1− 2−nγ . (181)

By (180) and (181), when {Ẁt : t ∈ θ} is not symmetrizable we can find with
positive probability a realization xj,l of Xj,l and a set of mutually disjoint sets {Dj,l :
j ∈ {1, · · · , Jn}, l ∈ {1, · · · , Ln}} such that for all positive ε, tn ∈ θn, and j ∈
{1, . . . , Jn}

max
t∈θ

1

Jn

Jn∑
j=1

Ẁtn(Dc
j,l|xj,l) ≤ ε , (182)

and

‖
Ln∑
l=1

1

Ln
Qtn(xj,l)− Ξtn‖1 ≤ ε . (183)
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Here we define E(xn | j) = 1
Ln

if xn ∈ {xj,l : l ∈ {1, . . . , Ln}}.
We choose a suitable positive α. For any given j′ ∈ {1, . . . , Jn}, by (172) and

(183) we have ∥∥∥∥∥
Ln∑
l=1

1

Ln
Vtn(xj′,l)− Ξtn

∥∥∥∥∥
1

≤ ‖
Ln∑
l=1

1

Ln
Vtn(xj′,l)−

Ln∑
l=1

1

Ln
Qtn(xj′,l)‖1

+ ‖
Ln∑
l=1

1

Ln
Qtn(xj′,l)− Ξtn‖1

≤ 2−
√
n 1

16 β̂(α) +

√
2−

1
2nβ(α) + 2−

1
2nβ(α)′′

≤ 2−
√
n 1

32 β̂(α) . (184)

Notice that by (184) we have ‖ 1
Jn·Ln

∑Jn
j=1

∑Ln
l=1 Vtn(xj,l)− Ξtn‖1 ≤ 2−

√
n 1

32 β̂(α).

By Lemma 3.6 and the inequality (184), for a uniformly distributed random variable
Runi with values in {1, . . . , Jn} a and tn ∈ θn, we have

χ(Runi;Ztn)

= S

 Jn∑
j=1

1

Jn

Ln∑
l=1

1

Ln
Vtn(xj,l)


−

Jn∑
j=1

1

Jn
S

(
Ln∑
l=1

1

Ln
Vtn(π(xj,l))

)

≤

∣∣∣∣∣∣S
 Jn∑
j=1

1

Jn

Ln∑
l=1

1

Ln
Vtn(xj,l)

− S (Ξtn)

∣∣∣∣∣∣
+

∣∣∣∣∣∣S(Ξtn)−
Jn∑
j=1

1

Jn
S

(
Ln∑
l=1

1

Ln
Vtn(xj,l)

)∣∣∣∣∣∣
≤ 2 · 2−

√
n 1

32 β̂(α) log(nd− 1) + 2h(2−
√
n 1

32 β̂(α)) . (185)

By (185), for any positive λ if n is sufficiently large, we have

χ (Runi;Ztn) ≤ λ . (186)

We define E(xn | j) =

{
1
Ln

if xn ∈ {xj,l : l ∈ {1, . . . , Ln}} ;
0 if x 6∈ {xj,l : l ∈ {1, . . . , Ln}} .

and Dj :=⋃
lDj,l. By (183) and (186), when {Ẁt : t ∈ θ} is not symmetrizable the deterministic

secrecy capacity of {(Ẁt, Vt) : t ∈ θ} is larger or equal to

lim
n→∞

1

n

(
inf

Bq∈Conv((Bt′ )t′∈θ)
χ(p; B̀nq )− max

tn∈θn
χ(p;Ztn)

)
− ε . (187)

The achievability of limn→∞
1
n maxU→An→{B⊗nq ,Ztn :q,tn} (infB̀q∈Conv((B̀t′ )t′∈θ) I(pU ; B̀nq )

− maxtn∈θn χ(pU ;Ztn)) and the converse are shown by the standard arguments (cf.
[34] and [15]).
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4.3.2 The Secure Message Transmission With Strong Code Concept

Now we are going to prove the secrecy capacity formula for arbitrarily varying classical-
quantum wiretap channels using secretly sent common randomness. In Corollary 4.9
we determined the secrecy capacity formula for arbitrarily varying classical-quantum
wiretap channels. Our strategy is to build a two-part code word, which consists of
a non-secure code word and a common randomness-assisted secure code word. The
non-secure one is used to create the common randomness for the sender and the legal
receiver. The common randomness-assisted secure code word is used to transmit the
message to the legal receiver.

We build a code in such a way that the transmission of both the message and the
randomization is secure. Since the technique introduced in [33] for classical channels
cannot be easily transferred into quantum channels, our idea is to construct a classical
arbitrarily varying quantum wiretap channel and apply Theorem 4.11. In [6], a tech-
nique has been introduced to construct a classical arbitrarily varying channel by means
of an arbitrarily varying classical-quantum channel. However this technique does not
work for the classical arbitrarily varying quantum wiretap channel since it cannot pro-
vide security. We have to find a more sophisticated way.

Theorem 4.12. If the arbitrarily varying classical-quantum channel {Wt : t ∈ θ} is
not symmetrizable, then

Cs({(Wt, Vt) : t ∈ θ}) = lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )−max

tn∈θn
χ(pU ;Ztn)

)
,

(188)
when we use a two-part code word where both parts are secure.

Here Bt are the resulting quantum states at the output of the legitimate receiver’s
channels. Ztn are the resulting quantum states at the output of wiretap channels. The
maximum is taken over all random variables that satisfy the Markov chain relation-
ships: U → An → BqZt for every Bq ∈ Conv((Bt)t∈θ) and t ∈ θ. Here A is
a random variable taking values on A, U a random variable taking values on some
finite set U with probability distribution pU .

Proof. Since the security of both the message and the randomization implies the secu-
rity of only the message, the secrecy capacity of {(Wt, Vt) : t ∈ θ} for the message and

the randomization transmission cannot exceed limn→∞
1
n

(
maxU→An→{B⊗nq ,Ztn :q,tn}

infBq∈Conv((Bt)t∈θ) χ(pU ;B⊗nq ) −maxtn∈θn χ(pU ;Ztn)

)
, which is the secrecy ca-

pacity of {(Wt, Vt) : t ∈ θ} for only the message transmission (cf. Theorem 4.6).
Thus the converse is trivial.

For the achievability, we at first assume that for all p ∈ P (U) we have limn→∞
1
n

maxU→An→{B⊗nq ,Ztn :q,tn}

(
infBq∈Conv((Bt)t∈θ) χ(pU ;B⊗nq )−maxtn∈θn χ(pU ;Ztn)

)
≤ 0. In this case the secrecy capacity of {(Wt, Vt) : t ∈ θ} for only the message trans-
mission is also zero and there is nothing to prove. Now let us assume that {Wt : t ∈ θ}
is not symmetrizable and for all sufficiently large n and a positive ε

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(p;Ztn)

)
> 2ε

(189)
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holds.

i) Construction of a Channel with Random Pre-coding That is Not Symmetrizable

We consider the Markov chain U → An → {B⊗nq , Ztn : q, tn}, where we define
the classical channel P (U)→ P (A) by TU . It may happen that {Wt ◦ TU : t ∈ θ} is
symmetrizable although {Wt : t ∈ θ} is not symmetrizable, as the following example
shows:

We assume that {Wt : t ∈ θ} :P (A) → S(H) is not symmetrizable, but that
there is a subset A′ ⊂ A such that {Wt : t ∈ θ} limited on A′ is symmetrizable. We
choose a TU such that for every u ∈ U there is a ∈ A′ such that TU (a | u) = 1, and
TU (a | u) = 0 for all a ∈ A \A′ and u ∈ U. It is clear that {Wt ◦ TU : t ∈ θ} is
symmetrizable (cf. also [53] for an example for classical channels).

We now use a technique introduced in [53] to overcome this: Without loss of gener-
ality we may assume that |An| = |U| in the optimizations carried out in (188). Further-
more, without loss of generality we may assume that A = U by relabeling the symbols.
For every n ∈ N \ {1} we define a new classical channel T̃nU : P (An) → P (An) by
setting T̃nU := Tn−1

U × idA, i.e.,

T̃nU (a1, · · · , an−1, an) := TnU (a1, · · · , an−1) · δan .

We have

Wtn ◦ T̃nU (a1, · · · , an−1, an) = Wtnn−1 ◦ TnU (a1, · · · , an−1)Wtn(an) , (190)

where for tn = (t1, · · · , tn−1, tn) we denote tn−1 := (t1, · · · , tn−1). Since {Wt : t ∈
θ} is not symmetrizable, {Wtn ◦ T̃nU : t ∈ θ} is not symmetrizable. Furthermore, for
any positive δ sufficiently large n we have

C({Wtn◦TnU : t ∈ θ}; r) ≤ C({Wtn−1◦Tn−1
U : t ∈ θ}; r)+δ ≤ C({Wtn◦T̃n−1

U : t ∈ θ}; r)+δ .

For every n > 1 and tn ∈ tnn we define W̌tn : P (Un)→ P (An) by

W̌tn := Wtn ◦ T̃nU . (191)

This shows that, if for a channel {Wt : t ∈ θ} that is not symmetrizable we have
(189), then

1

n
max

U→An→{B̌⊗nq ,Ztn :q,tn}

(
inf

B̌q∈Conv((B̌t)t∈θ)
χ(pU ; B̌⊗nq )− max

tn∈tn
χ(p;Ztn)

)
> ε

(192)
holds, where B̌tn are the resulting quantum states at the output of W̌tn as defined in
(191).

ii) Definition of a Classical Arbitrarily Varying Channel which is not Symmetriz-
able

We denote m := blog nc and define V̌t := Vt ◦ TU for all t ∈ θ. Now we con-
sider the arbitrarily varying wiretap classical-quantum channel {(W̌t, V̌t); t ∈ θ}. We
choose an arbitrary δ > 0. By (192), if m is sufficiently large we may assume that for
at least one p ∈ P (U)

2 ≤ 2mε ≤ b2m infB̌q∈Conv((B̌
t′ )t′∈θ) χ(p;B̌q)−maxtm∈θm χ(p;Ztm )−mδc .
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By Theorem 4.2, if m is sufficiently large we can find a (m, 2) code
(
Em, {Dm

j :

j ∈ {1, 2}}
)

and positive λ, ζ such that for all q ∈ P (θ)

1

2

2∑
j=1

tr
(
W̌⊗mq (Em( |j))Dm

j

)
≥ 1− 2−m

1/16λ (193)

and for all tm ∈ θm and π ∈ Πm

‖V̌tm (π(Em( |j)))− Ξtm‖1 < 2−
√
mζ (194)

for a Ξtm ∈ S(Hm) which is independent of j. Here, for π ∈ Sm, we define its matrix
representation on on H⊗m by Pπ .

Notice that
(
Em, {Dm

j : j ∈ {1, 2}}
)

is a deterministic code for a mixed channel
model called compound-arbitrarily varying wiretap classical-quantum channel which
we introduced in Section 4.2.1.

We now combine a technique introduced in [6] with the concept of the superposi-
tion code to define a set of classical channels.

We choose dm2 + 1 Hermitian operators Li ≥ 0, i = 1, · · · , dm2 + 1 which
span the space of Hermitian operators on Hm and fulfill

∑dm2+1
i=1 Li = idHm by

the technique introduced in [6]: We choose arbitrarily dm2 Hermitian operators L̄i ≥
0, i = 1, · · · , dm2 which span the space of Hermitian operators on Hm and denote
the trace of

∑dm2

i=1 L̄i by λ′. Now we define Li := 1
λ′ L̄i for i ∈ {1, · · · , dm2} and

Ldm2+1 := idHm −
∑dm2

i=1 Li.
Now we defined the classical arbitrarily varying channel {Ẁtm : tm ∈ θm} :

P (Um)→ P ({1, · · · , dm2 + 3}) by

Ẁtm(i | pm) :=

{
1
2 tr
(
W̌tm(pm)Dm

i

)
for i ∈ {1, 2} ;

1
2 tr
(
W̌tm(pm)Li−2

)
for i = 3, · · · , dm2 + 3 .

(195)

Since 1
2

∑2
j=1D

m
j + 1

2

∑dm2+1
i=1 Li = idHm we have

dm2+3∑
i=1

Ẁtm(i | pm) = 1

for all pm ∈ P (Um). Thus the definition in (195) is valid.

When {Ẁtm : tm ∈ θm} is symmetrizable then there is a {τ(· | am) : am ∈ Um}
on θm such that∑

tm∈θm
τ(tm | am)Ẁtm(i | a′m) =

∑
tm∈θm

τ(tm | a′m)Ẁtm(i | am)

for all i ∈ {1, · · · , dm2 + 3} and all am, a′m ∈ Um. This implies that

1

2

∑
tm∈θm

τ(tm | am)tr
(
W̌tm(a′

m
)Li
)

=
1

2

∑
tm∈θm

τ(tm | a′m)tr
(
W̌tm(am)Li

)
for all i ∈ {1, · · · , dm2 + 1} and all am, a′m ∈ Um.
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Since {Li : i = 1, · · · , dm2} span the space of Hermitian operators on Hm, and
all am, a′m ∈ Um we have∑

tm∈θm
τ(tm | am)W̌tm(a′

m
) =

∑
tm∈θm

τ(tm | a′m)W̌tm(am) .

This is a contradiction to our assumption that {W̌tm : tm ∈ θm} is not symmetrizable,
therefore {Ẁtm : tm ∈ θm} is not symmetrizable.

iii) The Deterministic Secrecy Capacity of {(Ẁtm , V̌tm) : tm ∈ θm} is Positive

By (193) for all q ∈ P (θ) and j ∈ {1, 2} we have

Ẁq(j | Em(· | j)) ≥ 1

2
− 1

2
2−m

1/16λ , (196)

and for all q ∈ P (θ) and j 6= i ∈ {1, 2}

Ẁq(j | Em(· | i)) ≤ 1

2
2−m

1/16λ . (197)

We denote the uniform distribution on {1, 2} by R′. For any positive ζ ′, if m is
sufficiently large by (196) and (197), for all q ∈ P (θ) we have

min
q∈P (tm)

I
(
Em(· | R′), B̀q

)
> (

1

2
− 1

2
2−m

1/16λ) log(
1

2
− 1

2
2−m

1/16λ)− (
1

2
+

1

2
2−m

1/16λ) log(
1

4
+

1

4
2−m

1/16λ)− ζ ′

≥ 1

2
− 2ζ ′ , (198)

where B̀q is the resulting distribution at the output of Ẁq .

Applying the Lemma 3.6 and (194), if m is sufficiently large for any n′ ∈ N, posi-
tive ζ ′, and for all tmn

′
= (tm1 , · · · , tmn′) = (t1, · · · , tm, tm+1, · · · , t2m, t2m+1, · · · , tmn′)

∈ θmn′ we have

1

n′
χ
(
R′
⊗n′

; Žtmn′
)

=
1

n′

(
S

 1

2n′
∑

j∈{1,2}n′
V̌tmn′ ((E

m)⊗n
′
(· | j))

− 1

2n′
∑

j∈{1,2}n′
S
(
V̌tmn′ ((E

m)⊗n
′
(· | j))

))

≤ 1

n′

∣∣∣∣∣∣S
 1

2n′
∑

j∈{1,2}n′
V̌tmn′ ((E

m)⊗n
′
(· | j))

− S (Ξtmn′ )

∣∣∣∣∣∣
+

1

n′

∣∣∣∣∣∣S (Ξtmn′ )−
1

2n′
∑

j∈{1,2}n′
S
(
V̌tmn′ ((E

m)⊗n
′
(· | j))

)∣∣∣∣∣∣
=

1

n′

∣∣∣∣∣∣
n′∑
i=1

(
S

1

2

∑
j∈{1,2}

V̌tmi ((Em)(· | j))

− S (Ξtmi ))
∣∣∣∣∣∣

+
1

n′

∣∣∣∣∣∣
n′∑
i=1

S (Ξtmi )− 1

2

∑
j∈{1,2}

S
(
V̌tmi ((Em)(· | j))

)∣∣∣∣∣∣
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≤ 2 · 2−
√
mζ log(dm − 1) + 2 · h(2−

√
mζ)

≤ ζ ′ , (199)

where Žtmn′ is the resulting quantum state at the output of V̌tmn′ .
We choose ζ ′ < 1

18 and a sufficiently largem such that (198) and (199) hold. Since
{Ẁtm : tm ∈ θm} is not symmetrizable, by Theorem 4.11 the deterministic secrecy
capacity of {(Ẁtm , V̌tm) : tm ∈ θm} is equal to

lim sup
n′→∞

1

n′
max

p∈P (Um)
min

q∈P (tnm)
I(p, B̀n

′

q )− max
tmn′∈θmn′

χ(p; Žtmn′ ) ≥
1

2
− 3ζ ′ >

1

3
.

iv) The Secure Transmission of the Randomization Index with a Deterministic Code

We define r(n) := b(log n)3c. Since (log n)2 > 3 log(n3) for sufficiently large n,
we can build a (b(log n)2c, n3) code (Ẽr(n), {S̃r(n)

i : i ∈ {1, · · · , n3}}) such that

1− min
tr(n)∈θr(n)

min
i∈{1,··· ,n3}

Ẁtr(n)

(
S̃
r(n)
i | Ẽr(n) (· | i)

)
≤ ε (200)

and

max
tr(n)∈θr(n)

∥∥∥V̌tr(n)

(
Ẽr(n) (· | i)

)
− Ξtr(n)

∥∥∥ ≤ ε (201)

for a Ξtr(n) ∈ S(Hr(n)) which is independent of j.
We define Dj := Lj−2 for j ∈ {3, · · · , dm2

+ 3}. For i ∈ {1, · · · , n3} we define

D̃
r(n)
i :=

1

2

∑
jm∈S̃r(n)

i

Djm .

Here for jm = (j1, · · · , jm) we set Djm = Dj1 ⊗ · · · ⊗ Djm . Since
∑n3

i=1 D̃
r(n)
i

= 1
2

∑
jm∈{1,··· ,dm2+3}m Djm = idHm , {D̃r(n)

i : i ∈ {1, · · · , n3}} is a valid set of
decoding operators.

(Ẽr(n), {D̃r(n)
i : i ∈ {1, · · · , n3}}) is a (r(n), n3) code which fulfills

min
tr(n)∈θr(n)

1

n3

n3∑
i=1

tr(W̌tr(n)(Ẽr(n)(·|i))D̃r(n)
i ) ≥ 1− 2−n

1/16λ . (202)

v) The Secure Transmission of Both the Message and the Randomization Index

We choose an arbitrary positive δ. Let

Jn =
1

n

(
max

U→An→{Bnq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

))
−δ .

By the results of Section 4.2.2 if n is sufficiently large there is a (n, Jn) common ran-
domness assisted quantum code

{(
π ◦ En, {PπDn

j P
†
π : j ∈ {1, · · · , Jn}}

)
: π ∈ Sn

}
such that for all tn ∈ θn

1

n!

1

Jn

∑
π∈Sn

Jn∑
j=1

tr
(
W̌tn (En(π(·|j)))PπDn

j P
†
π

)
≥ 1− 2−n

1/16λ , (203)
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and for all tn ∈ θn, j ∈ {1, · · · , Jn} and all π ∈ Sn

‖V̌tn (π(En(·|j)))− PπΞπ−1(tn)P
†
π‖1 < 2−

√
nζ (204)

where Ξtn is defined as in Section 4.3.1.
Using the technique in Section 4.1 to reduce the amount of common randomness if

n is sufficiently large, we can find a set {π1, · · · , πn3} ⊂ Sn such that

max
tn∈θn

1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

tr
(
W̌tn (πi(E

n(·|j)))PπiDn
j P
†
πi

)
≥ 1− 2 · 2−n

1/16λ , (205)

and

‖V̌tn (πi(E
n(·|j)))− PπiΞπ−1

i (tn)P
†
πi‖1 < 2 · 2−

√
nζ , (206)

Furthermore, for any π ∈ Sn we have V̌tn(π(xn)) = PπV̌π−1(tn)(x
n)P †π . Thus

PπΞπ−1(tn)P
†
π

= Pπ

 ∑
xn∈Tp,δ

p′(xn)Qπ−1(tn)(x
n)

P †π

=
∑

xn∈Tp,δ

p′(xn)Qtn(π(xn))

=
∑

π(xn)∈Tp,δ

p′(xn)Qtn(π(xn)) .

Since {π(xn) ∈ Tp,δ} = {xn ∈ Tp,δ} we have

Ξtn = PπΞπ(tn)P
†
π (207)

for all π ∈ Sn.

Now we can construct a (r(n)+n, n3Jn) code
(
Er(n)+n, {Dr(n)+n

i,j : i = 1, · · · , n3, j =

1, · · · Jn}
)

by

Er(n)+n(ar(n)+n | i, j) := Ẽr(n)(ar(n)|i) · En(πi(a
n)|j) , (208)

for every ar(n)+n = (ar(n), an) ∈ Ur(n)+n and

D
r(n)+n
i,j := D̃

r(n)
i ⊗ (PπiD

n
j P
†
πi) . (209)

By (202) and (205), for every tr(n)+n = (tr(n), tn) ∈ θr(n)+n, we have

1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

tr
(
W̌tr(n)+n(Er(n)+n(· | i, j))Dr(n)+n

i,j

)

=
1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

tr

([
W̌tr(n)(Ẽr(n)(·|i))⊗

(
W̌tn(πi(E

n(·|j)))
)] [

D̃
r(n)
i ⊗ (PπiD

n
j P
†
πi)
])
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=
1

n3

n3∑
i=1

tr

([
W̌tr(n)(Ẽr(n)(·|i))D̃r(n)

i

]
⊗

 1

Jn

Jn∑
j=1

(
W̌tn(πi(E

n(·|j)))
)
PπiD

n
j P
†
πi

)

=
1

n3

n3∑
i=1

(
tr
(
W̌tr(n)(Ẽr(n)(·|i))D̃r(n)

i

)
· tr

 1

Jn

Jn∑
j=1

(
W̌tn(πi(E

n(·|j)))
)
PπiD

n
j P
†
πi

)

≥ 1− 1

n1/16
2λ − 2 · 2−n

1/16λ

≥ 1− ε (210)

for any positive ε when n is sufficiently large.
By (201) and (206), for every tr(n)+n = (tr(n), tn) ∈ θr(n)+n and i ∈ {1, · · · , n3}

and j ∈ {1, · · · , Jn}, we have

‖V̌tr(n)+n(Er(n)+n(· | i, j))− Ξtr(n) ⊗ Ξtn‖1

= ‖V̌tr(n)

(
Ẽr(n) (· | i)

)
⊗ V̌tn (π(En(·|j)))− Ξtr(n) ⊗ Ξtn‖1

<
1√
n

2ζ + 2 · 2−
√
nζ . (211)

Let Rn3 be the uniform distribution on {1, · · · , n3}. We define a random variable
Rn3,uni on the set {1, · · · , n3} × {1, · · · , Rn} by Rn3,uni := Rn3 ×Runi. Applying
Lemma 3.6 we obtain

max
tr(n)+n∈θr(n)+n

χ
(
Rn3,Jn ;Ztr(n)+n

)
≤ max
tr(n)∈θr(n)

χ
(
Rn3 ;Ztr(n)+n

)
+

1

n3

n3∑
i=1

max
tn∈θn

χ
(
Runi; V̌tr(n)(Ẽr(n)(·|i))⊗ Ztn,πi

)

= max
tr(n)∈θr(n)

(
S

 1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

V̌tr(n)+n(Er(n)+n(· | i, j))


− 1

n3

n3∑
i=1

S

 1

Jn

Jn∑
j=1

V̌tr(n)+n(Er(n)+n(· | i, j))

)

+ max
tn∈θn

1

n3

n3∑
i=1

(
S

 1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

V̌tr(n)(Ẽr(n)(·|i))⊗
(
V̌tn(πi(E

n(·|j)))
)

− 1

Jn

Jn∑
j=1

S
(
V̌tr(n)(Ẽr(n)(·|i))⊗

(
V̌tn(πi(E

n(·|j)))
)))

≤ max
tr(n)∈θr(n)

(∣∣∣∣∣S
 1

n3

1

Jn

n3∑
i=1

Jn∑
j=1

V̌tr(n)+n(Er(n)+n(· | i, j))

− Ξtr(n) ⊗ Ξtn

∣∣∣∣∣
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+

∣∣∣∣∣Ξtr(n) ⊗ Ξtn −
1

n3

n3∑
i=1

S

 1

Jn

Jn∑
j=1

V̌tr(n)+n(Er(n)+n(· | i, j))

∣∣∣∣∣
)

+ max
tn∈θn

1

n3

(∣∣∣∣∣S
 1

Jn

Jn∑
j=1

V̌tr(n)(Ẽr(n)(·|i))⊗
(
V̌tn(πi(E

n(·|j)))
)− V̌tr(n)(Ẽr(n)(·|i))⊗ Ξtn

∣∣∣∣∣
+

∣∣∣∣∣V̌tr(n)(Ẽr(n)(·|i))⊗ Ξtn −
1

Jn

Jn∑
j=1

S
(
V̌tr(n)(Ẽr(n)(·|i))⊗

(
V̌tn(πi(E

n(·|j)))
))∣∣∣∣∣
)

≤ (
1√
n

2ζ + 2 · 2−
√
nζ) log(dr(n) − 1) + h(

1√
n

2ζ + 2 · 2−
√
nζ)

+ 2 · 2−
√
nζ log(dn − 1) + h(2 · 2−

√
nζ)

≤ ε (212)

for any positive ε when n is sufficiently large. Here Zi,tn is the resulting quantum state
at V̌tn after i ∈ {1, · · · , n3} has been sent with Er(n).

For any positive δ, if n is sufficiently large, we have 1
n log Jn− 1

(logn)3+n log Jn ≤
δ. Thus the secrecy rate of {(Wt, Vt) : t ∈ θ} to transmit both the message and the
randomization index is larger than

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
− 2δ .

Corollary 4.13 (Ahlswede Dichotomy under strong code concept). Let θ be a finite
set and {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum wiretap chan-
nel.

1) If the arbitrarily varying classical-quantum channel {Wt : t ∈ θ} is not symmetriz-
able, then

Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) : t ∈ θ}; r) . (213)

2) If {Wt : t ∈ θ} is symmetrizable,

Cs({(Wt, Vt) : t ∈ θ}) = 0 . (214)

Proof. 1) follows immediately from Theorem 4.12 and Theorem 4.6.
Let us assume that {Wt : t ∈ θ} is symmetrizable. By the Theorem 4.1, the secrecy

capacity of {(Wt, Vt) : t ∈ θ} for only the message transmission is zero. The secrecy
capacity for the message and the randomization transmission cannot exceed the secrecy
capacity for only the message transmission, thus 2) holds.
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4.4 Communication with Resources
As we learn from Example 4.23, there are indeed arbitrarily varying classical-quantum
wiretap channels which have zero deterministic secrecy capacity and positive random
secrecy capacity. Therefore, as Theorem 1 shows, randomness is indeed a very helpful
resource for the secure message transmission through an arbitrarily varying classical-
quantum wiretap channel. But the problem is: how should the sender and the receiver
know which code is used in the particular transmission?

Theorem 2 shows that common randomness assisted secrecy capacity is always
equal to the random secrecy capacity, even for the arbitrarily varying classical-quantum
wiretap channels of Example 4.23. Therefore, common randomness is an equally
helpful resource for the secure message transmission through an arbitrarily varying
classical-quantum wiretap channel. However, as [28] showed, common randomness is
a very “costly” resource. As Theorem 4.1 shows, for the transmission of common ran-
domness we have to require that the deterministic capacity for message transmission of
the sender’s and legal receiver’s channel is positive. In Section 4.4.1, we will see that
the much “cheaper” resource, them−a−(X,Y ) correlation, is also an equally helpful
resource for the message transmission through an arbitrarily varying classical-quantum
channel. The advantage here is that we do not have to require that the deterministic ca-
pacity for message transmission of the sender’s and legal receiver’s channel is positive.

4.4.1 Arbitrarily Varying Classical-Quantum Wiretap Channel with Correla-
tion Assistance

In this section we consider the m−a− (X,Y ) correlation assisted secrecy capacity of
an arbitrarily varying classical-quantum wiretap channel.

Theorem 2 shows that common randomness is a helpful resource for the secure
message transmission through an arbitrarily varying classical-quantum wiretap chan-
nel. The m − a − (X,Y ) correlation is a weaker resource than common randomness
(cf. [28]). We can simulate any m − a − (X,Y ) correlation by common randomness
asymptotically, but there exists a class of sequences of bipartite distributions which can-
not model common randomness (cf. Lemma 1 of [28]). However, the results of [28]
show that the “cheaper” m− a− (X,Y ) correlation is nevertheless a helpful resource
for message transmission through an arbitrarily varying classical-quantum channel.
Our following Theorem 4.14 shows that also in case of secure message transmission
through an arbitrarily varying classical-quantum wiretap channel, the m− a− (X,Y )
correlation assistance is an equally helpful resource as common randomness.

Theorem 4.14. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel. Let X and Y be finite sets. If I(X,Y ) > 0 holds for a random
variable (X,Y ) which is distributed according to a joint probability distribution p ∈
P (X×Y), then the randomness assisted secrecy capacity is equal to them−a−(X,Y )
correlation assisted secrecy capacity.

Proof. Our proof is similar to the capacity results of arbitrarily varying channels with
correlation assistance in [7] and [28].

i) When the Randomness Assisted Code Has Positive Secrecy Capacity

If the randomness assisted secrecy capacity of (Wt, Vt)t∈θ is positive, we can build
a new arbitrarily varying classical-quantum channel {Ũt : t ∈ θ} to create common
randomness for the sender and the legal receiver. We show that this channel does
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not have to be secure to be useful for a secure code for the original arbitrarily varying
classical-quantum wiretap channel. Then, similar to our proof of Theorem 1, the sender
and the legal receiver can build two-part code words, which consist of a non-secure
code words for {Ũt : t ∈ θ} to pass the index and common randomness assisted secure
code words to transmit the message.

At first we assume that them−a−(X,Y ) secrecy capacity of {(Wt, Vt) : t ∈ θ} is
positive, then the m−a− (X,Y ) capacity of the arbitrarily varying classical-quantum
channel {Wt : t ∈ θ} is positive. For the definition of the capacity of an arbitrarily
varying classical-quantum channel please see [28].

By Theorem 2, the randomness assisted secrecy capacity is equal to the common

randomness assisted secrecy capacity. Let δ > 0, ζ > 0, and ε > 0, and
{
Cγ =(

Enγ , {Dn
γ,j : j ∈ {1, · · · Jn}}

)
: γ ∈ Γ

}
be an (n, Jn) common randomness assisted

quantum code such that log Jn
n > Cs((Wt, Vt)t∈θ, r)− δ, and

max
tn∈θn

1

|Γ|

|Γ|∑
γ=1

Pe(Cγ , tn) < ε ,

max
tn∈θn

1

|Γ|

|Γ|∑
γ=1

χ (Runi, ZCγ ,tn) < ζ .

We denote F := {f : f is a function X → A}. Let HY be a Hilbert space of
dimension |Y| and {κ̆y : y ∈ Y} be a set of pairwise orthogonal and pure states on
HY. For every t ∈ θ,

Ũt(f) :=
∑
x

∑
y

p(x,y)κ̆y ⊗Wt (f(x)) (215)

defines a classical-quantum channel

Ũt : F→ S(H ⊗HY) .

{Ũt : t ∈ θ} defines an arbitrarily varying classical-quantum channel F → S(H) ⊗
HY.

In [28] (see also [7] for a classical version), it was shown that if I(X,Y ) is pos-
itive, the deterministic capacity of (Ũt)t∈θ is equal to the m − a − (X,Y ) capacity
of {Wt : t ∈ θ}. By Remark 2.21, we may assume that the deterministic capacity
of (Ũt)t∈θ using deterministic encoder is positive. This means that the sender and the
receiver can build a code

((
f
ν(n)
γ

)
γ=1,··· ,|Γ|

, {Dν(n)
γ : γ = 1, · · · , |Γ|}

)
with de-

terministic encoder for (Ũt)t∈θ of length ν(n), where 2ν(n) is in polynomial order of
n and fν(n)

γ (xν(n)) =
(
fγ,1(x1), · · · , fγ,ν(n)(xν(n))

)
for xν(n) = (x1, · · · ,xν(n)),

such that the following statement is valid. For any positive ϑ, if n is large enough, we
have

1− ϑ
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≤ min
tν(n)∈θν(n)

1

|Γ|

|Γ|∑
γ=1

tr

(
Ũtν(n)(fν(n)

γ )Dν(n)
γ

)

= min
tν(n)∈θν(n)

1

|Γ|
tr

( |Γ|∑
γ=1

∑
xν(n)∈Xν(n)

∑
yν(n)∈Yν(n)

p(xν(n),yν(n))

·
[
κ̆yn ⊗Wtν(n)(fν(n)

γ (xν(n)))
]
Dν(n)
γ

)

= min
tν(n)∈θν(n)

1

|Γ|

|Γ|∑
γ=1

∑
xν(n)∈Xν(n)

∑
yν(n)∈Yν(n)

p(xν(n),yν(n)) ·tr
(
Wtν(n)(c

ν(n)

xν(n),γ
)

D
ν(n)

(yν(n)),γ

)
, (216)

where for every γ ∈ Γ, xν(n) = (x1, · · · ,xν(n)) ∈ Xν(n), and yν(n) = (y1, · · · ,yν(n)) ∈
Yν(n), we set p(xν(n),yν(n)) =

∏
i,j p(xi,yj),

c
ν(n)

xν(n),γ
:= fν(n)

γ (xν(n)) ∈ Aν(n) ,

and
D
ν(n)

(yν(n)),γ
:= trH

Yν(n)

(
(κ̆yν(n) ⊗ idH⊗ν(n))Dν(n)

γ

)
.

The last equation of (216) holds because

tr

(
Wtν(n)(c

ν(n)

xν(n),γ
)trH

Yν(n)

(
(κ̆yν(n) ⊗ idH⊗ν(n))Dν(n)

γ

))
= tr

([
idH

Yν(n)
⊗Wtν(n)(c

ν(n)

xν(n),γ
)
][
κ̆yν(n) ⊗ idH⊗ν(n)

]
Dν(n)
γ

)
= tr

([
κ̆yν(n) ⊗Wtν(n)(c

ν(n)

xν(n),γ
)
]
Dν(n)
γ

)
.

Since
∑|Γ|
γ=1D

ν(n)

(yν(n)),γ
=
∑|Γ|
γ=1 trH

Yν(n)

(
(κ̆yν(n)⊗idH⊗ν(n))D

ν(n)
γ

)
= trH

Yν(n)

(
(κ̆yν(n)⊗

idH⊗ν(n))
∑|Γ|
γ=1D

ν(n)
γ

)
= idH⊗ν(n) , we can define an (X,Y )-correlation assisted

(ν(n), |Γ|) code (this is a code with deterministic encoder) by
((

c
ν(n)

xν(n),γ

)
γ∈{1,··· ,|Γ|}

,

{Dν(n)

(yν(n)),γ
: γ ∈ {1, · · · , |Γ|}}

)
.

Now we can construct an (X,Y )-correlation assisted (ν(n)+n, Jn) code C(X,Y ) ={(
Exν(n)+n , {Dyν(n)+n

j : j ∈ {1, · · · , Jn}}
)

: xν(n)+n ∈ Xν(n)+n,yν(n)+n ∈

Yν(n)+n

}
, where for xν(n)+n = (xν(n),xn), yν(n)+n = (yν(n),yn) and aν(n)+n =

(aν(n), an) ∈ Aν(n)+n

Exν(n)+n(aν(n)+n|j) =

{
1
|Γ|Eγ(an|j) if aν(n) = c

ν(n)

xν(n),γ
;

0 else
,
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and

Dyν(n)+n

j :=

|Γ|∑
γ=1

D
ν(n)

(yν(n)),γ
⊗Dn

γ,j .

For any γ ∈ {1, · · · , |Γ|} let

Zγ,tν(n)+n,xν(n)+n

:=

{
Vtν(n)

(
c
ν(n)

xν(n),γ

)
⊗ Vtn (Eγ(an|1)) , · · · ,

Vtν(n)

(
c
ν(n)

xν(n),γ

)
⊗ Vtn (Eγ(an|Jn))

}
.

Similar to (116), for any xν(n)+n ∈ Xν(n)+n, γ ∈ Γ, and tν(n)+n = (tν(n)tn) we
have

χ
(
Runi,Zγ,tν(n)+n,xν(n)+n

)
= χ (Runi, ZCγ ,tn) . (217)

By definition we have

Ztν(n)+n,xν(n)+n :={
1

|Γ|

|Γ|∑
γ=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |1)), · · · ,

1

|Γ|

|Γ|∑
i=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |Jn))

}
.

Similar to (117) let λ := max{2ε, 2ζ}, for any tν(n)+n = (tν(n), tn), xν(n)+n =
(xν(n),xn) and yν(n)+n = (yν(n),yn) we have

∑
xν(n)+n∈Xν(n)+n

∑
yν(n)+n∈Yν(n)+n

p(xν(n)+n,yν(n)+n)χ
(
Runi, Ztν(n)+n,xν(n)+n

)
≤

∑
xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)χ
(
Runi, Ztν(n)+n,xν(n)+n

)

−
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)
1

|Γ|

|Γ|∑
γ=1

χ (Runi, ZCγ ,tn) + λ

=
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)χ
(
Runi, Ztν(n)+n,xν(n)+n

)

−
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)
1

|Γ|

|Γ|∑
γ=1

χ
(
Runi,ZCγ ,tν(n)+n,xν(n)+n

)
+ λ

=
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)

[
S

 1

Jn

1

|Γ|

Jn∑
j=1

|Γ|∑
i=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))


− 1

Jn

Jn∑
j=1

S

 1

|Γ|

|Γ|∑
i=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))
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− 1

|Γ|

|Γ|∑
i=1

S

 1

Jn

Jn∑
j=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))


+

1

Jn

1

|Γ|

Jn∑
j=1

|Γ|∑
i=1

S
(
Vtν(n)(c

ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))

)]
+ λ

≤ λ . (218)

By (216), for any tν(n)+n ∈ θν(n)+n,∑
xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)Pe(C(xν(n)+n,yν(n)+n), tν(n)+n)

= 1−
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)
1

Jn

Jn∑
j=1

tr

([
1

|Γ|

|Γ|∑
γ=1

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))

]
·

 |Γ|∑
γ=1

D
ν(n)

(yν(n)),γ
⊗Dn

γ,j

)

≤ 1−
∑

xν(n)+n

∑
yν(n)+n

p(xν(n)+n,yν(n)+n)
1

Jn

Jn∑
j=1

tr

(
1

|Γ|

|Γ|∑
γ=1[

Vtν(n)(c
ν(n)

xν(n),γ
)⊗ Vtn(Eγ( |j))

]
·
[
D
ν(n)

(yν(n)),γ
⊗Dn

γ,j

])

= 1−
∑
xν(n)

∑
yν(n)

p(xν(n),yν(n))
1

Jn

Jn∑
j=1

tr

(
1

|Γ|

|Γ|∑
γ=1[

Vtν(n)(c
ν(n)

xν(n),γ
)D

ν(n)

(yν(n)),γ

]
⊗
[
Vtn(Eγ( |j))Dn

γ,j

])

= 1−
∑
xν(n)

∑
yν(n)

p(xν(n),yν(n))
1

|Γ|

|Γ|∑
γ=1

tr
(
Vtν(n)(c

ν(n)

xν(n),γ
)D

ν(n)

(yν(n)),γ

)

·

 1

Jn

Jn∑
j=1

tr(Vtn(Eγ( |j))Dn
γ,j)


≤ λ+ ϑ . (219)

We now combine (219) and (218) and obtain the following result.
If I(X,Y ) and the m − a − (X,Y ) secrecy capacity of {(Wt, Vt) : t ∈ θ} are

positive, we define λ := max{2ε, 2ζ} + ϑ and the following statement is valid. For
any n ∈ N and positive λ, if there is an (n, Jn) randomness assisted code ({Cγ : γ ∈
Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < ε ,

and
max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < ζ ,
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then there is also a (ν(n) + n, Jn) common randomness assisted code C(X,Y ) ={(
Exν(n)+n , D

yν(n)+n

j

)
: j ∈ {1, · · · , Jn},xν(n)+n ∈ Xν(n)+nyν(n)+n ∈ Yν(n)+n

}
such that

max
tν(n)+n∈θν(n)+n

∑
xν(n)+n∈Xν(n)+n

∑
yν(n)+n∈Yν(n)+n

p(xν(n)+n,yν(n)+n)

· Pe(C(xν(n)+n,yν(n)+n), tν(n)+n) < λ , (220)

and
max

tν(n)+n∈θν(n)+n
χ
(
Runi;Ztν(n)+n,xν(n)+n | X

)
< λ . (221)

(220) and (221) mean that

Cs({(Wt, Vt) : t ∈ θ}; corr(X,Y )) ≥ Cs({(Wt, Vt) : t ∈ θ}; r)− 1

n
·log Jn+

1

ν(n) + n
log Jn .

We know that 2ν(n) is in polynomial order of n. For any positive ε, if n is large enough
we have 1

n log Jn − 1
logn+n log Jn ≤ ε. Therefore, if I(X,Y ) and Cs({(Wt, Vt) : t ∈

θ}; corr(X,Y )) are both positive, we have

Cs({(Wt, Vt) : t ∈ θ}; corr(X,Y )) ≥ Cs({(Wt, Vt) : t ∈ θ}; r)− ε .

This and the fact that

Cs({(Wt, Vt) : t ∈ θ}; corr(X,Y )) ≤ Cs({(Wt, Vt) : t ∈ θ}; r) , (222)

prove Theorem 4.14 for the case that Cs((Wt, Vt)t∈θ; corr(X,Y )) is positive.

ii) When the Randomness Assisted Code Has Zero Secrecy Capacity

If the randomness assisted secrecy capacity of (Wt, Vt)t∈θ is equal to zero, with a
similar technique as the techniques in [7] and [28] we show that the (X,Y ) correlation
assisted secrecy capacity of (Wt, Vt)t∈θ is also equal to zero.

Now we assume that the m− a− (X,Y ) secrecy capacity of {(Wt, Vt) : t ∈ θ} is
equal to zero. If Cs({(Wt, Vt) : t ∈ θ}; r) is also equal to zero, then there is nothing
to prove. Thus let us assume that Cs({(Wt, Vt) : t ∈ θ}; r) is positive.

Assume that there is an (n, Jn) randomness assisted code ({Cγ : γ ∈ Λ}, G) for
{(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) < λ ,

max
tn∈θn

∫
Λ

χ (Runi, ZCγ ,tn) dG(γ) < λ .

We denote F and the arbitrarily varying classical-quantum channel (Ũt)t∈θ : F →
S(Hn|Y|) as above. If the deterministic capacity of (Ũt)t∈θ is positive, we can build, as

above, a (ν(n)+n, Jn) common randomness assisted code C(X,Y ) =

{(
Exν(n)+n , {Dyν(n)+n

j :

j ∈ {1, · · · , Jn}}
)

: xν(n)+n ∈ Xν(n)+n,yν(n)+n ∈ Yν(n)+n

}
such that

max
tν(n)+n∈θν(n)+n

∑
xν(n)+n∈Xν(n)+n,yν(n)+n∈Yν(n)+n

p(xν(n)+n,yν(n)+n)
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· Pe(C(xν(n)+n,yν(n)+n), tν(n)+n) < ε ,

max
tν(n)+n∈θν(n)+n

∑
yν(n)+n∈Yν(n)+n

p(xν(n)+n,yν(n)+n)χ
(
Runi;Ztν(n)+n,xν(n)+n

)
< ζ .

But this would mean

Cs({(Wt, Vt) : t ∈ θ}; corr(X,Y )) = Cs({(Wt, Vt) : t ∈ θ}; r) ,

and there is nothing to prove.

Thus we may assume that the the deterministic capacity of (Ũt)t∈θ is equal to zero.
This implies that (Ũt)t∈θ is symmetrizable (cf. [6]), i.e. there is a parametrized set of
distributions {τ(· | f) : f ∈ F} on θ such that for all f , f ′ ∈ F we have

∑
t∈θ

τ(t | f ′)
∑
x

∑
y

P (X×Y)κ̆y ⊗Wt (f(x)) =
∑
t∈θ

τ(t | f)
∑
x

∑
y

P (X×Y)κ̆y ⊗Wt (f ′(x))

⇒
∑
t∈θ

τ(t | f ′)
∑
x

P (X×Y)Wt (f(x)) =
∑
t∈θ

τ(t | f)
∑
x

P (X×Y)Wt (f ′(x))

(223)

for all y ∈ Y.

Our approach is similar to the technique of [7]. Let A = {0, 1, · · · , |A| − 1},
X = Y = {0, 1}. We define functions g∗ and gi ∈ F for i = 1, · · · , a − 1 such that
g∗(0) = g∗(1) = 0 and gi(u) := i + u mod |A| for u ∈ {0, 1}. Since (Ũt)t∈θ is
symmetrizable, by (223) there is a parametrized set of distributions {τ(t | f) : f ∈ F}
on θ such that for all a ∈ A, the following two equalities are valid∑

t∈θ

p(0, 0)τ(t | g∗)Wt(a)

+
∑
t∈θ

p(1, 0)τ(t | g∗)Wt(a+ 1 mod |A|)

=
∑
t∈θ

p(0, 0)τ(t | gi)Wt(a)

+
∑
t∈θ

p(1, 0)τ(t | gi)Wt(a)

=
∑
t∈θ

τ(t | gi)Wt(a) ;

∑
t∈θ

p(0, 1)τ(t | g∗)Wt(a)

+
∑
t∈θ

p(1, 1)τ(t | g∗)Wt(a+ 1 mod |A|)

=
∑
t∈θ

p(0, 1)τ(t | gi)Wt(a)

+
∑
t∈θ

p(1, 1)τ(t | gi)Wt(a)
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=
∑
t∈θ

τ(t | gi)Wt(a) .

If we choose an arbitrary orthonormal basis on H to write the following quantum
states in form of matrices

(mk,l)k,l=1,··· ,dimH =
∑
t∈θ

τ(t | g∗)Wt(a) ,

(m′k,l)k,l=1,··· ,dimH =
∑
t∈θ

τ(t | g∗)Wt(a+ 1 mod |A|) ,

(m∗k,l)k,l=1,··· ,dimH =
∑
t∈θ

τ(t | gi)Wt(a) ,

for all k, l ∈ {1, · · · ,dimH} we have

p(0, 0)mk,l + p(1, 0)m′k,l = m∗k,l ,

p(0, 1)mk,l + p(1, 1)m′k,l = m∗k,l .

Since I(X,Y ) is positive, p(0, 0) 6= p(1, 0) and p(0, 1) 6= p(1, 1), therefore

det

(
p(0, 0) p(1, 0)
p(0, 1) p(1, 1)

)
6= 0. Thusmk,l = m′k,l = m∗k,l for all k, l ∈ {1, · · · ,dimH},

this means ∑
t∈θ

τ(t | g∗)Wt(a) =
∑
t∈θ

τ(t | g∗)Wt(a+ 1 mod |A|)

for all a ∈ A.
Therefore, for any n ∈ N and any given (n, Jn) code Cγ =

(
Eγ , {Dγ

j : j =

1, · · · , Jn}
)

, the following statement is valid. Let a′n be an arbitrary sequence in An,
we have ∑

tn∈θn
τ(tn | g∗)Pe(Cγ , tn)

=
∑
tn∈θn

τ(tn | g∗)

1− 1

Jn

Jn∑
j=1

tr(Wtn(Eγ( |j))Dγ
j )


=
∑
tn∈θn

τ(tn | g∗)

1− 1

Jn

Jn∑
j=1

∑
an∈An

Eγ(an|j)tr(Wtn(an)Dγ
j )


= 1− 1

Jn

Jn∑
j=1

∑
an∈An

Eγ(an|j)tr

( ∑
tn∈θn

τ(tn | g∗)Wtn(an)Dγ
j

)

= 1− 1

Jn

Jn∑
j=1

∑
an∈An

Eγ(an|j)tr

( ∑
tn∈θn

τ(tn | g∗)Wtn(a′
n
)Dγ

j

)

= 1− 1

Jn

Jn∑
j=1

tr

( ∑
tn∈θn

τ(tn | g∗)Wtn(a′
n
)Dγ

j

)
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= 1− 1

Jn

∑
tn∈θn

τ(tn | g∗)tr

Wtn(a′
n
)

Jn∑
j=1

Dγ
j


= 1− 1

Jn

∑
tn∈θn

τ(tn | g∗)tr
(
Wtn(a′

n
)
)

= 1− 1

Jn
, (224)

where τ(tn | g∗) := τ(t1 | g∗)τ(t2 | g∗) · · · τ(tn | g∗) for tn = (t1, t2, · · · , tn). The
second and the fifth equations hold because the trace function and matrices’ multiplica-
tion are linear. The first, the fourth, and the last equations hold because

∑
tn∈θn τ(tn |

g∗) =
∑
an∈An Eγ(an|j) = tr

(
Wtn(a′

n
)
)

= 1 for all g∗, j, and a′n. The sixth equa-
tion holds because

∑Jn
j=1D

γ
j = id.

Thus for any n ∈ N, any Jn ∈ N \ {1}, and any (n, Jn) randomness assisted
quantum code ({Cγ : γ ∈ Λ}, G) we have

Jn − 1

Jn

=

∫
Λ

∑
tn∈θn

τ(tn | g∗)Pe(Cγ , tn)dG(γ)

=
∑
tn∈θn

τ(tn | g∗)
∫

Λ

Pe(Cγ , tn)dG(γ)

= E

(∫
Λ

Pe(Cγ ,Tn)dG(γ)

)
, (225)

where Tn is a random variable on θn such that Pr(Tn = tn) = τ(tn | g∗) for all
tn ∈ θn.

By (225) for any n ∈ N, any Jn ∈ N \ {1} and any (n, Jn) random assisted
quantum code ({Cγ : γ ∈ Λ}, G), there exists at least one tn ∈ θn such that∫

Λ

Pe(Cγ , tn)dG(γ) ≥ Jn − 1

Jn
. (226)

By (226) for any n ∈ N, any Jn > 1, there is no (n, Jn) randomness assisted code
({Cγ : γ ∈ Λ}, G) for {(Wt, Vt) : t ∈ θ} such that

max
tn∈θn

∫
Λ

Pe(Cγ , tn)dG(γ) <
1

2
,

therefore if the m− a− (X,Y ) secrecy capacity of {(Wt, Vt) : t ∈ θ} is equal to zero
and I(X,Y ) is positive, the randomness assisted secrecy capacity of {(Wt, Vt) : t ∈ θ}
is equal to log 1 = 0. But this is a contradiction to our assumption that Cs({(Wt, Vt) :
t ∈ θ}; r) is positive.

This result and the result for the case when the m − a − (X,Y ) secrecy capacity
of {(Wt, Vt) : t ∈ θ} is positive complete our proof for Theorem 4.14.

Theorem 4.14 shows that the correlation is a very helpful resource for the secure
message transmission through an arbitrarily varying classical-quantum wiretap chan-
nel. As Example 4.23 shows, there are indeed arbitrarily varying classical-quantum
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wiretap channels which have zero deterministic secrecy capacity, but at the same time
positive random secrecy capacity. Theorem 4.14 shows that if we have am−a−(X,Y )
correlation as a resource, even when it is insecure and very weak (i.e. I(X,Y ) needs
only to be slightly larger than zero), these channels will have a positivem−a−(X,Y )
secrecy capacity.

4.4.2 Further Notes on Resources

In Section 4.6.1 we gave an example when the deterministic capacity of an arbitrarily
varying classical-quantum wiretap channel is not equal to its randomness-assisted ca-
pacity. Thus having resources is very helpful for achieving a positive secrecy capacity.
For the proofs in Section 4.2 and Section 4.4.1 we did not allow the jammer to have
access to the shared randomness.

Now we consider the case when the shared randomness is not secure, i.e. when the
jammer can have access to the shared randomness (cf. Figure 3).

Corollary 4.15. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel. We have

Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) : t ∈ θ}; rns) (227)

Proof. Let C =
(
E, {Dn

j : j = 1, · · · Jn}
)

be an (n, Jn) code such

max
tn∈θn

Pe(C, tn) < ε ,

and
max
tn∈θn

χ (Runi;Ztn) < ζ .

We define a G′ such that G′({C}) = 1, it holds∫
Λ

max
tn∈θn

Pe(Cγ , tn)dG′(γ) < ε ,

∫
Λ

max
tn∈θn

χ (Runi, ZCγ ,tn) dG′(γ) < ζ .

Thus every achievable secrecy rate for {(Wt, Vt) : t ∈ θ} is also an achievable secrecy
rate for {(Wt, Vt) : t ∈ θ} under non-secure randomness assisted coding.

Now we assume that there is a G′′ such that∫
Λ

max
tn∈θn

Pe(Cγ , tn)dG′′(γ) < ε ,

∫
Λ

max
tn∈θn

χ (Runi, ZCγ ,tn) dG′′(γ) < ζ .

Then for any sn ∈ θn we have∫
Λ

Pe(Cγ , sn)dG′′(γ) ≤
∫

Λ

max
tn∈θn

Pe(Cγ , tn)dG′′(γ) < ε ,

∫
Λ

χ (Runi, ZCγ ,sn) dG′′(γ) ≤
∫

Λ

max
tn∈θn

χ (Runi, ZCγ ,tn) dG′′(γ) < ζ .
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Thus every achievable secrecy rate for {(Wt, Vt) : t ∈ θ} under non-secure random-
ness assisted coding is also an achievable secrecy rate for {(Wt, Vt) : t ∈ θ} under
randomness assisted coding.

Therefore,

Cs({(Wt, Vt) : t ∈ θ}) ≤ Cs({(Wt, Vt) : t ∈ θ}; rns) ≤ Cs({(Wt, Vt) : t ∈ θ}; r) .
(228)

At first let us assume that {Wt : t ∈ θ} is not symmetrizable. By Theorem 4.1 when
{Wt : t ∈ θ} is not symmetrizable it holds Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) :
t ∈ θ}; r). Thus when {Wt : t ∈ θ} is not symmetrizable we have

Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) : t ∈ θ}; rns) .

Now let us assume that {Wt : t ∈ θ} is symmetrizable. When {Wt : t ∈ θ} is
symmetrizable and Jn > 1 holds then by Section 4.1, for any (n, Jn) code C there is a
tn ∈ θn and a positive c such that

Pe(C, tn) > c .

Thus, when {Wt : t ∈ θ} is symmetrizable, for any G we have∫
Λ

max
tn∈θn

Pe(Cγ , tn)dG(γ) > c ,

which implies we can only have
∫

Λ
maxtn∈θn Pe(Cγ , tn)dG(γ) < c when Jn is less

or equal to 1. This means

Cs({(Wt, Vt) : t ∈ θ}; rns) = log 1 = 0 .

By Theorem 4.1 when {Wt : t ∈ θ} is symmetrizable it holds Cs({(Wt, Vt) : t ∈
θ}) = 0 and therefore when {Wt : t ∈ θ} is symmetrizable we have

Cs({(Wt, Vt) : t ∈ θ}) = Cs({(Wt, Vt) : t ∈ θ}; rns) .

Theorem 4.1 shows that an arbitrarily varying classical-quantum channel with zero
deterministic secrecy capacity allows secure transmission if the sender and the legal
receiver has the possibility to use shared randomness, as long as the shared randomness
is kept secret against the jammer. Corollary 4.15 shows that when the jammer is able
have access to the outcomes of the shared random experiment we can only achieve
the rate as when we do not use any shared randomness at all. This means the shared
randomness will be completely useless when it is known by the jammer.

Applying Theorem 4.12 we can now determine the random assisted secrecy capac-
ity with the strongest code concept for shared randomness, i.e., the randomness which
is secure against both the jammer and eavesdropping (cf. Figure 4).

Corollary 4.16. Let θ := {1, · · · , T} be a finite index set. Let {(Wt, Vt) : t ∈ θ} be
an arbitrarily varying classical-quantum wiretap channel.

When {Wt : t ∈ θ} is not symmetrizable, we have

Ckey({(Wt, Vt) : t ∈ θ}; gn)
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= min

(
lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
+ gn,

max
U→An→{B⊗nq :q}

inf
Bq∈Conv((Bt)t∈θ)

χ(pU ;B⊗nq )

)
. (229)

Here we use the strong code concept.

Remark 4.17. When gn is positive and independent of n, (229) always holds and we
do not have to assume that {Wt : t ∈ θ} is not symmetrizable.

Proof. We define Γ′n := {1, · · · , d n
3

|Γn|e}. It holds n! > |Γ′n × Γn| ≥ n3. Notice that
when gn is positive and independent of n we always have have n! ≥ 2ngn ≥ n3 for
sufficiently large n and thus Γ′n := {1}.

We fix a probability distribution p ∈ P (A). Let

Jn = min
(
b2nmins∈θ χ(p;Bs)−logLn+ngn−2nµc, b2nmins∈θ χ(p;Bs)−2nµc

)
,

Ln = max
(
d2maxtn χ(p;Ztn )−ngn+2nζe, 1

)
,

and p′(xn) :=

{
pn(xn)
pn(T np,δ)

, if xn ∈ T np,δ ;

0 , else .
Let Xn := {Xj,l : j ∈ {1, . . . , Jn}, l ∈

{1, . . . , Ln}} be a family of random variables taking value according to p′.
It holds JnLn < 2nmins∈θ χ(p;Bs) and Ln2gn > 2maxtn χ(p;Ztn ). Similar to the

proof of Theorem 4.2 and the proof of Theorem 4.14, with a positive probability there
is a realization {xj,l : j, l} of {Xj,l, : j, l} and a set {πγ : γ ∈ Γ′n × Γn} ⊂ Sn with
the following properties:

There exits a set of decoding operators {Dj,l : j = 1, · · · , Jn, l = 1, · · · , Ln, }
such that for every tn ∈ θn ε > 0, ζ > 0, and sufficiently large n,

1− 1

Jn

1

Ln

1

|Γ′n × Γn|

Jn∑
j=1

Ln∑
j=1

|Γ′n×Γn|∑
γ=1

tr
(
Wtn(π−1

γ (xj,l))P
†
πγDj,lPπγ

)
< ε

and

χ

Runi, 1

Jn

1

Ln

1

|Γ′n × Γn|

Jn∑
j=1

Ln∑
j=1

|Γ′n×Γn|∑
γ=1

Vtn(π−1
γ (xj,l))

 < ζ .

When |Γ′n| > 1 holds, we use the strategy of Theorem 4.12 by building a two-part
secure code word, the first part is used to send γ′ ∈ Γ′n, the second is used to transmit
the message to the legal receiver.

Thus,

Ckey({(Wt, Vt) : t ∈ θ}; gn)

≥ min

(
lim
n→∞

1

n
max
p

(
inf

Bq∈Conv((Bt)t∈θ)
χ(p;B⊗nq )− max

tn∈θn
χ(p;Ztn)

)
+ gn,

max
p

inf
Bq∈Conv((Bt)t∈θ)

χ(p;B⊗nq )

)
.
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The achievability of limn→∞
1
n

(
minq χ(pU ;Bq) − maxtn χ(pU ;Ztn)

)
+gn and

infBq∈Conv((Bt)t∈θ) χ(pU ;B⊗nq ) is then shown via standard arguments.

Now we are going to prove the converse.

Ckey({(Wt, Vt) : t ∈ θ}; gn) ≤ max
U→An→{B⊗nq :q}

inf
Bq∈Conv((Bt)t∈θ)

χ(pU ;B⊗nq )

(230)
holds trivially.

Let (Eγ,(n), {Dγ,(n)
j : j}) be a sequence of (n, Jn) code such that for every tn ∈

θn

1− 1

Jn

1

2ngn

Jn∑
j=1

2ngn∑
γ=1

tr
(
Wtn(Eγ,(n)(j))D

γ,(n)
j

)
< εn

and

χ

Runi, 1

Jn

1

2ngn

Jn∑
j=1

2ngn∑
γ=1

Vtn(Eγ,(n)(j))

 < ζn ,

where limn→∞ εn = 0 and limn→∞ ζn = 0. It is known that for sufficiently large n
we have

log Jn ≤
1

2ngn

2ngn∑
γ=1

χ
(
Runi, B

γ⊗n
q

)
− χ (Runi, Ztn) . (231)

Let ψj,γ⊗nq := W⊗nq (Eγ,(n)(j)). We denote B̃j⊗nq := {W⊗nq (Eγ,(n)(j)) : γ ∈
Γn} and B̃⊗nq := { 1

Jn
W⊗nq (Eγ,(n)(j)) : γ ∈ Γn}. Let Guni be the uniformly dis-

tributed random variable with value in Γn.
We have

1

2ngn

2ngn∑
γ=1

χ
(
Runi;B

γ⊗n
q

)
− χ

(
Runi;

1

2ngn

2ngn∑
γ=1

Bγ⊗nq

)

=
1

2ngn

2ngn∑
γ=1

S

 1

Jn

Jn∑
j=1

ψj,γ⊗nq

− 1

2ngn
1

Jn

2ngn∑
γ=1

Jn∑
j=1

S
(
ψj,γ⊗nq

)

−

[
S

 1

2ngn
1

Jn

2ngn∑
γ=1

Jn∑
j=1

ψj,γ⊗nq

− 1

Jn

Jn∑
j=1

S

(
1

2ngn

2ngn∑
γ=1

ψj,γ⊗nq

)]

=
1

2ngn

2ngn∑
γ=1

S

 1

Jn

Jn∑
j=1

ψj,γ⊗nq

− S
 1

2ngn
1

Jn

2ngn∑
γ=1

Jn∑
j=1

ψj,γ⊗nq


−

[
1

2ngn
1

Jn

2ngn∑
γ=1

Jn∑
j=1

S
(
ψj,γ⊗nq

)
− 1

Jn

Jn∑
j=1

S

(
1

2ngn

2ngn∑
γ=1

ψj,γ⊗nq

)]

=
1

Jn

Jn∑
j=1

S
(
Guni, B̃

j⊗n
q

)
− S

(
Guni, B̃

⊗n
q

)

≤ 1

Jn

Jn∑
j=1

S
(
Guni, B̃

j⊗n
q

)
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≤ 1

Jn

Jn∑
j=1

H (Guni)

= H (Guni)

= ngn . (232)

By (230), (231), and (232) we have

Ckey({(Wt, Vt) : t ∈ θ}; gn)

≤ lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )

− max
tn∈θn

χ(pU ;Ztn)

)
+ gn .

4.5 Investigation of Secrecy Capacity’s Continuity
In this section we show that the secrecy capacity of an arbitrarily varying classical-
quantum wiretap channel under common randomness assisted quantum coding is con-
tinuous in the following sense:

Corollary 4.18. For an arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) :
t ∈ θ}, where Wt : P (A) → S(H) and Vt : P (A) → S(H ′), and a positive δ let Cδ

be the set of all arbitrarily varying classical-quantum wiretap channels {(W ′t, V ′t) :
t ∈ θ}, where W ′t : P (A)→ S(H) and V ′t : P (A)→ S(H ′), such that

max
a∈A
‖Wt(a)−W ′t(a)‖1 < δ

and
max
a∈A
‖Vt(a)− V ′t(a)‖1 < δ

for all t ∈ θ.
For any positive ε there is a positive δ such that for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ

we have

|Cs({(Wt, Vt) : t ∈ θ}; cr)− Cs({((W ′t, V ′t) : t ∈ θ}; cr)| ≤ ε . (233)

Proof. By Theorem 4.11 the secrecy capacity of {(Wt, Vt) : t ∈ θ} is

lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

Bq∈Conv((Bt)t∈θ)
χ(pU ;B⊗nq )− max

tn∈θn
χ(pU ;Ztn)

)
,

and for every {(W ′t, V ′t) : t ∈ θ} ∈ Cδ the secrecy capacity of {(W ′t, V ′t) : t ∈ θ}
is

lim
n→∞

1

n
max

U→An→{B⊗nq ,Ztn :q,tn}

(
inf

B′q∈Conv((B′t)t∈θ)
χ(pU ;B′

⊗n
q )−max

tn∈θn
χ(pU ;Z ′tn)

)
,

where B′t is the resulting quantum state at the output of W ′t and Z ′t is the resulting
quantum state at the output of V ′t.

To analyze |χ(p;Ztn) − χ(p;Z ′tn)| we use the technique introduced in [46] and
apply the following lemma given in [9].
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Lemma 4.19 (Alicki-Fannes Inequality). Suppose we have a composite system PQ
with components P and Q. LetGP andGQ be Hilbert space of P and Q, respectively.
Suppose we have two bipartite quantum states φPQ and σPQ in S(GPQ) such that
‖φPQ − σPQ‖1 = ε < 1, it holds

S(P | Q)ρ − S(P | Q)σ ≤ 4ε log(d− 1)− 2h(ε) , (234)

where d is the dimension of GP and h(ε) is defined as in Lemma 3.6.

The difference to [9] is we consider here classical-quantum channels instead of
quantum-quantum channels.

We fix an n ∈ N and a tn = (t1, · · · tn) ∈ θn. For any an ∈ An we have

|S (Vtn(an))− S (V ′tn(an))|

=

∣∣∣∣ n∑
k=1

S
(
V(t1,···tk−1) ⊗ V ′(tk,···tn)(a

n)
)
− S

(
V(t1,···tk) ⊗ V ′(tk+1,···tn)(a

n)
)∣∣∣∣

≤
n∑
k=1

∣∣∣∣S (V(t1,···tk−1) ⊗ V ′(tk,···tn)(a
n)
)
− S

(
V(t1,···tk) ⊗ V ′(tk+1,···tn)(a

n)
)∣∣∣∣ .

For a k ∈ {1, · · · , n} and an = (a1, · · · an) ∈ An by Lemma 4.19 we have∣∣∣∣S (V(t1,···tk+1) ⊗ V ′(tk,···tn)(a
n)
)
− S

(
V(t1,···tk+1) ⊗ V ′(tk+1,···tn)(a

n)
)∣∣∣∣

=

∣∣∣∣S (V(t1,···tk) ⊗ V ′(tk,···tn)(a
n)
)
− S

(
V(t1,···tk−1) ⊗ V ′(tk+1,···tn)((a1, · · · ak−1, ak+1, · · · an))

)
− S

(
V(t1,···tk) ⊗ V ′(tk+1,···tn)(a

n)
)

+ S
(
V(t1,···tk−1) ⊗ V ′(tk+1,···tn)((a1, · · · ak−1, ak+1, · · · an))

)∣∣∣∣
=

∣∣∣∣S (V ′tk(ak) | V(t1,···tk−1) ⊗ V ′(tk+1,···tn)((a1, · · · ak−1, ak+1, · · · an))
)

− S
(
Vtk(ak) | V(t1,···tk−1) ⊗ V ′(tk+1,···tn)((a1, · · · ak−1, ak+1, · · · an))

)∣∣∣∣
≤ 4δ log(dE − 1)− 2 · h(δ) ,

where dE is the dimension of HE.

Thus

|S (Vtn(an))− S (V ′tn(an))| ≤ 4nδ log(dE − 1)− 2n · h(δ) . (235)

For any probability distribution p ∈ P (A), n ∈ N, and tn ∈ θn we have

|χ(p;Ztn)− χ(p;Z ′tn)|

=
∣∣∣S(
∑
a

p(a)Vtn(a))−
∑
a

p(a)S(Vtn(a))

− S(
∑
a

p(a)V ′tn(a)) + S(
∑
a

p(a)V ′tn(a))
∣∣∣

≤
∣∣∣S(
∑
a

p(a)Vtn(a))− S(
∑
a

p(a)V ′tn(a))
∣∣∣
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+
∣∣∣∑
a

p(a)S(V ′tn(a))−
∑
a

p(a)S(V ′tn(a))
∣∣∣

≤ 8nδ log(dE − 1)− 4n · h(δ) . (236)

We fix a probability distribution q on θ, a probability distribution p ∈ P (A), and
an n ∈ N. By Lemma 3.6 we have

|χ(p;Bq)− χ(p;B′q)|

=
∣∣∣∑
t

q(t)S(
∑
a

p(a)Wt(a))−
∑
t

∑
a

q(t)p(a)S(Wt(a))

−
∑
t

q(t)S(
∑
a

p(a)W ′t(a)) + S(
∑
t

∑
a

q(t)p(a)W ′t(a))
∣∣∣

≤
∣∣∣∑
t

q(t)S(
∑
a

p(a)Wt(a))−
∑
t

q(t)S(
∑
a

p(a)W ′t(a))
∣∣∣

+
∣∣∣∑
t

∑
a

q(t)p(a)S(Wt(a))− S(
∑
t

∑
a

q(t)p(a)W ′t(a))
∣∣∣

≤ 8δ log(dB − 1)− 4 · h(δ) , (237)

where dB is the dimension of HB.

Thus for any probability distribution q on θ, n ∈ N, p ∈ P (A), tn ∈ θn we have
for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ∣∣∣(χ(p;Bq)−

1

n
χ(p;Ztn))− (χ(p;B′q)−

1

n
χ(p;Z ′tn))

∣∣∣
≤ 8δ log(dB − 1) + 8δ log(dE − 1)− 8 · h(δ) . (238)

For any positive εwe can find a positive δ such that 8δ log(dB−1) + 8δ log(dE−1)
− 8 · h(δ) ≤ ε.

Thus for all n ∈ N and any positive ε we can find a positive δ such that for all
{(W ′t, V ′t) : t ∈ θ} ∈ Cδ∣∣∣(max

p
inf

Bq∈Conv((Bt)t∈θ)
χ(p;Bq)− max

tn∈θn
χ(p;Ztn))

− (max
p

inf
B′q∈Conv((B′t)t∈θ)

χ(p;B′q)−
1

n
max
tn∈θn

χ(p;Z ′tn))
∣∣∣

≤ ε . (239)

When infq∈P (θ) χ(p;Bq) − maxtn∈θn χ(p;Ztn) achieves its maximum in p, and
when infq′∈P (θ) χ(ṕ;B′q′) − 1

n maxtn′∈θn χ(ṕ;Z ′tn′) achieves its maximum in ṕ a
ṕ ∈ P (A), the following inequality holds.

For all n ∈ N and any positive εwe can find a positive δ such that for all {(W ′t, V ′t) :
t ∈ θ} ∈ Cδ ∣∣∣(max

p
inf

q∈P (θ)
χ(p;Bq)− max

θn∈Θn
χ(p;Ztn))

− (max
ṕ

inf
q′∈P (θ)

χ(ṕ;B′q′)−
1

n
max
tn′∈θn

χ(ṕ;Z ′tn′))
∣∣∣
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≤ 3ε , (240)

since else we would have

inf
q∈P (θ)

χ(p;B′q)−
1

n
max
tn∈θn

χ(p;Z ′tn) > inf
q′∈P (θ)

χ(ṕ;B′q′)−
1

n
max
tn′∈θn

χ(ṕ;Z ′tn′) .

(240) shows Corollary 4.18.

Corollary 4.20. The deterministic secrecy capacity of an arbitrarily varying classical-
quantum wiretap channel is in general not continuous.

Proof. We show Corollary 4.20 by giving an example.

Let θ := {1, 2}. Let A= {0, 1}. LetHB =C5. Let {|0〉B, |1〉B, |2〉B, |3〉B, |4〉B}
be a set of orthonormal vectors on HB. Let λ be ∈ [0, 1].

For r ∈ [0, 1] let Pr be the probability distribution on A such that Pr(0) = r and
Pr(1) = 1− r. We define a channel Wλ

1 : P (A)→ S(HB) by

Wλ
1 (Pr) = (1− λ)r|0〉〈0|B + (1− λ)(1− r)|1〉〈1|B + λ|3〉〈3|B ,

and a channel Wλ
2 : P (A)→ S(HB) by

Wλ
2 (Pr) = (1− λ)r|1〉〈1|B + (1− λ)(1− r)|2〉〈2|B + λ|4〉〈4|B .

In other words:

Wλ
1 (0) = (1− λ)|0〉〈0|B + λ|3〉〈3|B ,

Wλ
1 (1) = (1− λ)|1〉〈1|B + λ|3〉〈3|B ,

Wλ
2 (0) = (1− λ)|1〉〈1|B + λ|4〉〈4|B ,

Wλ
2 (1) = (1− λ)|2〉〈2|B + λ|4〉〈4|B .

Let HE = C5. Let {|0〉E, |1〉E, |2〉E, |3〉E, |4〉E be a set of orthonormal vectors on
HE.

We define a channel V λ1 : P (A)→ S(HE) by

V λ1 (Pr) = λr|0〉〈0|E + λ(1− r)|1〉〈1|E + (1− λ)|3〉〈3|E ,

and a channel V λ2 : P (A)→ S(HE) by

V λ2 (Pr) = λr|1〉〈1|E + λ(1− r)|2〉〈2|E + (1− λ)|4〉〈4|E .

In other words:
V λ1 (0) = λ|0〉〈0|E + (1− λ)|3〉〈3|E ,

V λ1 (1) = λ|1〉〈1|E + (1− λ)|3〉〈3|E ,

V λ2 (0) = λ|1〉〈1|E + (1− λ)|4〉〈4|E ,
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V λ2 (1) = λ|2〉〈2|E + (1− λ)|4〉〈4|E .

For every a ∈ A and t ∈ θ we have

‖W 0
t (a)−Wλ

t (a)‖1
= ‖λ|t+ a− 1〉〈t+ a− 1|B − λ|t+ 2〉〈t+ 2|B‖1
= 2λ

and

‖V 0
t (a)− V λt (a)‖1

= ‖ − λ|t+ a− 1〉〈t+ a− 1|E + λ|t+ 2〉〈t+ 2|E‖1
= 2λ .

{(Wλ
t , V

λ
t ) : t ∈ θ} defines an arbitrarily varying classical-quantum wiretap chan-

nel for every λ ∈ [0, 1].

At first, we consider {(W 0
t , V

0
t ) : t ∈ θ}.

i) The Deterministic Secrecy Capacity of {(W 0
t , V

0
t ) : t ∈ θ} Is Equal to Zero

We set

τ(1 | 0) = 0 ; τ(2 | 0) = 1 ;
τ(1 | 1) = 1 ; τ(2 | 1) = 0 .

It holds ∑
t∈θ

τ(t | 0)W 0
t (1) = |1〉〈1|B =

∑
t∈θ

τ(t | 1)W 0
t (0) ,

and of course for every a ∈ A∑
t∈θ

τ(t | a)W 0
t (a) =

∑
t∈θ

τ(t | a)W 0
t (a) .

{(W 0
t ) : t ∈ θ} is therefore symmetrizable. By Corollary 4.13 we have

Cs({(W 0
t , V

0
t ) : t ∈ θ}) = 0 . (241)

ii) The Secrecy Capacity of {(W 0
t , V

0
t ) : t ∈ θ} Under Common Randomness

Assisted Quantum Coding Is Positive

We denote by p′ ∈ P (A) the distribution on A such that p′(1) = p′(2) = 1
2 . Let

q ∈ [0, 1]. We define Q(1) = q, Q(2) = 1− q. We have

χ
(
p′, {W 0

Q(a) : a ∈ A}
)

= −1

2
q log

1

2
q +

1

2
(1− q) log

1

2
(1− q)− 1

2
log

1

2
+ q log q + (1− q) log(1− q) .
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When we differentiate this term by q we obtain

1

log e

(
−1

2
log

1

2
q − 1

2
+

1

2
log

1

2
(1− q) +

1

2
+ log q + 1− log(1− q)− 1

)
=

1

2 log e
(log q − log(1− q)) .

log q − log(1 − q) is equal to zero if and only if q = 1
2 . By further calculation, one

can show that χ
(
p′, {W 0

Q(a) : a ∈ A}
)

achieves its minimum when q = 1
2 . This

minimum is equal to − 1
2 log 1

4 + 1
2 log 1

2 = 1
2 > 0. Thus

max
p

min
q
χ
(
p,B0

q

)
≥ 1

2
.

For all t ∈ θ it holds V 0
t (0) = V 0

t (1); therefore for all tn ∈ θn and any pn ∈
P (An) we have

χ(p;Z0
tn)

= S(V 0
tn(pn))−

∑
an∈An

pn(an)S(V 0
tn(an))

= S(V 0
tn(0n))−

∑
an∈An

pn(an)S(V 0
tn(0n))

= 0 .

Thus

Cs({(W 0
t , V

0
t ) : t ∈ θ}, cr) ≥ 1

2
− 0 > 0 . (242)

Now we consider {(Wλ
t , V

λ
t ) : t ∈ θ} when λ 6= 0.

iii) When λ 6= 0 the Deterministic Secrecy Capacity of {(Wλ
t , V

λ
t ) : t ∈ θ} Is

Equal to Its Secrecy Capacity Under Common Randomness Assisted Quantum Coding

We suppose that for any a, a′ ∈ A there are two distributions τ(· | a) and τ(· | a′)
on θ such that∑
t∈θ

τ(t | a′) ·Wλ
t (a) =

∑
t∈θ

τ(t | a) ·Wλ
t (a′)

⇒ (1− λ)
∑
t∈θ

τ(t | a′)|t+ a− 1〉〈t+ a− 1|B + λτ(1 | a′)|3〉〈3|B + λτ(2 | a′)|4〉〈4|B

= (1− λ)
∑
t∈θ

τ(t | a)|t+ a′ − 1〉〈t+ a′ − 1|B + λτ(1 | a)|3〉〈3|B + λτ(2 | a)|4〉〈4|B .

(243)

Since |t+ a− 1〉〈t+ a− 1|B ∈
{
|0〉〈0|B, |1〉〈1|B, |2〉〈2|B

}
for all t and a, if λ 6= 0

(243) implies that
τ(t | a′) = τ(t | a)

for all t ∈ θ. This means we have a distribution ṕ on θ such that ṕ(t) = τ(t | a) for all
a ∈ A.
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But there is clearly no such distribution ṕ such that
∑
t∈θ ṕ(t)W

λ
t (0) =

∑
t∈θ ṕ(t)W

λ
t (1),

because then we would have

ṕ(1)|0〉〈0|B + ṕ(2)|1〉〈1|B

= ṕ(1)|1〉〈1|B + ṕ(2)|2〉〈2|B .

This would mean ṕ(1) = ṕ(2) = 0, which obviously cannot be true. Thus (Wλ
t )t∈θ is

not symmetrizable.
By Corollary 4.13, if λ 6= 0

Cs({(Wλ
t , V

λ
t ) : t ∈ θ}) = Cs({(Wλ

t , V
λ
t ) : t ∈ θ}, cr) . (244)

When λ↘ 0 for every a ∈ A and t ∈ θ we have ‖W 0
t (a)−Wλ

t (a)‖1 = ‖V 0
t (a)−

V λt (a)‖1 = 2λ↘ 0.
By Corollary 4.18 the secrecy capacity of {(Wλ

t , V
λ
t ) : t ∈ θ} under common

randomness assisted quantum coding is continues. Thus for any positive ε there is a δ
such that for all λ ∈]0, δ[ we have

Cs({(Wλ
t , V

λ
t ) : t ∈ θ}) ≥ Cs({(W 0

t , V
0
t ) : t ∈ θ}, cr)− ε ≥ 1

2
− ε . (245)

In other words, when λ 6= 0 tends to zero, the deterministic secrecy capacity of
{(Wλ

t , V
λ
t ) : t ∈ θ} tends to the secrecy capacity of {(W 0

t , V
0
t ) : t ∈ θ} under

common randomness assisted quantum coding, which is positive, but the deterministic
secrecy capacity of {(W 0

t , V
0
t ) : t ∈ θ} is equal to zero. Hence the deterministic

secrecy capacity of {(Wλ
t , V

λ
t ) : t ∈ θ} is not continues at zero.

Corollary 4.20 shows that small errors in the description of an arbitrarily vary-
ing classical-quantum wiretap channel may have severe consequences on the secrecy
capacity. Corollary 4.18 shows that resources are very helpful to protect these conse-
quences.

Now we are going to deliver the sufficient and necessary conditions for the continu-
ity of the capacity function of arbitrarily varying classical-quantum wiretap channels.

Corollary 4.21. For an arbitrarily varying classical-quantum channel {Wt : t ∈ θ}
we define

F ({Wt : t}) := min
τ∈C(θ|A)

max
a,a′

∥∥∥∥∥∑
t∈θ

τ(t | a)Wt(a
′)−

∑
t∈θ

τ(t | a′)Wt(a)

∥∥∥∥∥
1

,

where C(θ | A) the set of parametrized distributions sets {τ(· | a) : a ∈ A} on θ. The
statement F ({Wt : t}) = 0 is equivalent to {Wt : t ∈ θ} being symmetrizable.

For an arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) : t ∈ θ},
where Wt : P (A) → S(H) and Vt : P (A) → S(H ′), and a positive δ let Cδ be
defined as in Corollary 4.18.

Cs({(Wt, Vt) : t}), the deterministic secrecy capacity of arbitrarily varying classical-
quantum wiretap channel is discontinuous at {(Wt, Vt) : t ∈ θ} if and only if the fol-
lowing hold:

1) the secrecy capacity of {(Wt, Vt) : t ∈ θ} under common randomness assisted
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quantum coding is positive;
2) F ({Wt : t}) = 0 but for every positive δ there is a {(W ′t, V ′t) : t ∈ θ} ∈ Cδ such
that F ({W ′t : t}) > 0.

Proof. At first we assume that the secrecy capacity of {(Wt, Vt) : t ∈ θ} under com-
mon randomness assisted quantum coding is positive and F ({Wt : t}) = 0. We
choose a positive ε such that Cs({(Wt, Vt) : t}; cr) −ε := C > 0. By Corollary 4.18
the secrecy capacity under common randomness assisted quantum coding is continu-
ous. Thus there exists a positive δ such that the for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ we
have

Cs ({(W ′t, V ′t) : t ∈ θ}; cr) ≥ Cs ({(Wt, Vt) : t}; cr)− ε .

Now we assume that there is a {(W ′′t, V ′′t) : t ∈ θ} ∈ Cδ such that F ({W ′′t :
t}) > 0. This means that {W ′′t : t} is not symmetrizable. By Corollary 4.13 it holds

Cs ({(W ′′t, V ′′t) : t ∈ θ}) = Cs ({(W ′′t, V ′′t) : t}; cr) ≥ C > 0 .

Since F ({Wt : t}) = 0, {Wt : t} is symmetrizable. By Corollary 4.13,

Cs({(Wt, Vt) : t ∈ θ}) = 0 .

Therefore the deterministic secrecy capacity is discontinuous at {(Wt, Vt) : t ∈ θ}
when 1) and 2) hold.

Now let us consider the case when the deterministic secrecy capacity is discontin-
uous at {(Wt, Vt) : t ∈ θ}.

We fix a τ ∈ C(θ | A) and a, a′ ∈ A. The map

{(Wt, Vt) : t ∈ θ} →

∥∥∥∥∥∑
t∈θ

τ(t | a)Wt(a
′)−

∑
t∈θ

τ(t | a′)Wt(a)

∥∥∥∥∥
1

is continuous in the following sense: When
∥∥∑

t∈θ τ(t | a)Wt(a
′)−

∑
t∈θ τ(t | a′)Wt(a)

∥∥
1

= C holds, then for every positive δ and any {(W ′t, V ′t) : t ∈ θ} ∈ Cδ we have∣∣∣∣∣‖∑
t∈θ

τ(t | a)W ′t(a
′)−

∑
t∈θ

τ(t | a′)W ′t(a)‖1 − C

∣∣∣∣∣ ≤ 2δ .

Thus if for a τ ∈ C(θ | A) we have
∥∥∑

t∈θ τ(t | a)Wt(a
′)−

∑
t∈θ τ(t | a′)Wt(a)

∥∥
1

= C > 0 for all a, a′ ∈ A, we also have∥∥∥∥∥∑
t∈θ

τ(t | a)W ′t(a
′)−

∑
t∈θ

τ(t | a′)W ′t(a)

∥∥∥∥∥
1

≥ C − 2δ .

This means that when F ({Wt : t}) > 0 holds we can find a positive δ such that
F ({W ′t : t}) > 0 holds for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ . By Corollary 4.13 it holds

Cs ({(W ′t, V ′t) : t ∈ θ}) = Cs ({(W ′t, V ′t) : t}; cr) ≥ C > 0 .

By Corollary 4.18, Cs ({(W ′t, V ′t) : t}; cr) is continuous.
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Therefore, when the deterministic secrecy capacity is discontinuous at {(Wt, Vt) :
t ∈ θ}, F ({Wt : t}) cannot be positive.

We consider now that F ({Wt : t}) = 0 holds. By Corollary 4.13,

Cs({(Wt, Vt) : t ∈ θ} = 0 .

When for every {(W ′t, V ′t) : t ∈ θ} ∈ Cδ we have F ({W ′t : t}) = 0, then by
Corollary 4.13

Cs({(W ′t, V ′t) : t ∈ θ}) = 0

and the deterministic secrecy capacity is thus continuous at {(Wt, Vt) : t ∈ θ}.
Therefore, when the deterministic secrecy capacity is discontinuous at {(Wt, Vt) :

t ∈ θ}, for every positive δ there is a {(W ′t, V ′t) : t ∈ θ} ∈ Cδ such that F ({W ′t :
t}) > 0.

When for every positive δ there is a {(W ′t, V ′t) : t ∈ θ} ∈Cδ such that F ({W ′t :
t}) > 0 and Cs({(Wt, Vt) : t ∈ θ}, cr) = 0 holds, then by Corollary 4.13 we have

Cs({(W ′t, V ′t) : t ∈ θ}) = Cs({(W ′t, V ′t) : t ∈ θ}, cr) ,

and the deterministic secrecy capacity is continuous at {(Wt, Vt) : t ∈ θ}.
Therefore, when the deterministic secrecy capacity is discontinuous at {(Wt, Vt) :

t ∈ θ}, Cs({(Wt, Vt) : t ∈ θ}, cr) must be positive.

Corollary 4.22. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel. When the secrecy capacity of {(Wt, Vt) : t ∈ θ} is positive, then
there is a δ such that for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ we have

Cs ({(W ′t, V ′t) : t ∈ θ}) > 0 .

Proof. Suppose we have Cs({(Wt, Vt) : t ∈ θ}) > 0. Then {Wt : t ∈ θ} is not
symmetrizable, which means that F ({Wt : t}) is positive. In the proof of Corollary
4.21 we show that F is continuous. Thus there is a positive δ′ such that F ({W ′t : t})
> 0 for all {(W ′t, V ′t) : t ∈ θ} ∈ Cδ′ . When {Wt : t ∈ θ} is not symmetrizable
then we have Cs({(Wt, Vt) : t ∈ θ}, cr) = Cs({(Wt, Vt) : t ∈ θ}) > 0. By Corollary
4.18, the secrecy capacity under common randomness assisted quantum coding is con-
tinuous. Thus there is a positive δ′′ such that Cs({(W ′t, V ′t) : t ∈ θ}, cr) > 0 for all
{(W ′t, V ′t) : t ∈ θ} ∈ Cδ′′ . We define δ := min(δ′, δ′′) and the Corollary is shown.

4.6 Applications and Further Notes
In Subsection 4.6.1 we will discuss the importance of the Ahlswede Dichotomy for
arbitrarily varying classical-quantum wiretap channels. We will show that it can oc-
cur that the deterministic capacity of an arbitrarily varying classical-quantum wiretap
channel is not equal to its randomness assisted capacity.

In Subsection 4.6.2 we will show that the research in quantum channels not only
sets limitations, but also offers new fascinating possibilities. Applying the Ahlswede
Dichotomy, we can prove that two arbitrarily varying classical-quantum wiretap chan-
nels, both with zero security capacity, allow perfect secure transmission, if we use them
together. This is a phenomenon called “super-activation” which appears in quantum in-
formation theory (cf. [48]).
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4.6.1 Further Notes on Ahlswede Dichotomy

In this subsection we give some notes on resource theory and the Ahlswede Dichotomy.

The Ahlswede Dichotomy states that either the deterministic security capacity of
an arbitrarily varying classical-quantum wiretap channel is zero or it equals its random-
ness assisted security capacity. There are actually arbitrarily varying classical-quantum
wiretap channels which have zero deterministic security capacity, but achieve a positive
security capacity if the sender and the legal receiver can use a resource, as the following
example shows. This shows that the Ahlswede Dichotomy is indeed a “dichotomy”,
and how helpful it a resource can be for the robust and secure message transmission.

Example 4.23. Let {(Wt, Vt) : t ∈ θ} be an arbitrarily varying classical-quantum
wiretap channel. By Theorem 1, Cs({(Wt, Vt) : t ∈ θ}) is equal to Cs({(Wt, Vt) :
t ∈ θ}; r) if {Wt : t ∈ θ} is not symmetrizable, and equal to zero if {Wt : t ∈
θ} is symmetrizable. If {Wt : t ∈ θ} is symmetrizable, it can actually occur that
Cs({(Wt, Vt) : t ∈ θ}) is zero, but Cs({(Wt, Vt) : t ∈ θ}; r) is positive, as following
example shows (c.f. [6] for the case arbitrarily varying classical-quantum channel
without wiretap).

Let θ := {1, 2}. Let A = {0, 1}. Let HB = C3. Let {|0〉B, |1〉B, |2〉B be a set of
orthonormal vectors on HB.

For r ∈ [0, 1] let Pr be the probability distribution on A such that Pr(0) = r and
Pr(1) = 1− r. We define a channel W1 : P (A)→ S(HB) by

W1(Pr) = r|0〉〈0|B + (1− r)|1〉〈1|B ,

and a channel W2 : P (A)→ S(HB) by

W1(Pr) = r|1〉〈1|B + (1− r)|2〉〈2|B .

In other word
W1(0) = |0〉〈0|B ,

W1(1) = |1〉〈1|B ,

W2(0) = |1〉〈1|B ,

W2(1) = |2〉〈2|B .

Let HE = C2. Let {|3〉E, |4〉E be a set of orthonormal vectors on HE.
We define a channel V1 : P (A)→ S(HE) by

V1(Pr) = |3〉〈3|E ,

and a channel V2 : P (A)→ S(HE) by

V1(Pr) = |4〉〈4|E .

{(Wt, Vt) : t ∈ θ} defines an arbitrarily varying classical-quantum wiretap chan-
nel.
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We set

τ(1 | 0) = 0 ; τ(2 | 0) = 1 ;

τ(1 | 1) = 1 ; τ(2 | 1) = 0 .

It holds∑
t∈θ

τ(t | 0)Wt(0) =
∑
t∈θ

τ(t | 0)Wt(0) ,
∑
t∈θ

τ(t | 1)Wt(1) =
∑
t∈θ

τ(t | 1)Wt(1) ,

and ∑
t∈θ

τ(t | 0)Wt(1) = |1〉〈1|E =
∑
t∈θ

τ(t | 1)Wt(0) .

{(Wt) : t ∈ θ} is therefore symmetrizable. By Theorem 1 we have

Cs({(Wt, Vt) : t ∈ θ}) = 0 . (246)

By [21], for any arbitrarily varying classical-quantum wiretap channel {(Wt, Vt) :
t ∈ θ}, we have

Cs({(Wt, Vt) : t ∈ θ}; r)

≥ max
P∈P

(
min
Q∈Q

χ
(
P, {UQ(a) : a ∈ A}

)
− lim
n→∞

max
tn∈θn

1

n
χ(Pn, {Vtn(an) : an ∈ An})

)
, (247)

whereP is the set of distributions on A,Q is the set of distributions on θ, andUQ(a) =∑
t∈θ Q(t)Wt(a) for Q ∈ Q.
For all n ∈ N, tn ∈ θn, and Pn ∈ Pn we have χ(Pn, {Vtn(an) : an ∈ An}) =

1 log 1− 1 log 1 = 0, therefore

Cs({(Wt, Vt) : t ∈ θ}; r) ≥ max
P∈P

min
Q∈Q

χ
(
P, {UQ(a) : a ∈ A}

)
.

We denote by p′ ∈ P (A) the distribution on A such that p′(1) = p′(2) = 1
2 . Let

q ∈ [0, 1]. We define Q(1) = q, Q(2) = 1− q. We have

χ
(
p′, {W 0

Q(a) : a ∈ A}
)

= −1

2
q log

1

2
q +

1

2
(1− q) log

1

2
(1− q)− 1

2
log

1

2
+ q log q + (1− q) log(1− q) .

By the differentiation by q, we obtain

1

log e

(
−1

2
log

1

2
q − 1

2
+

1

2
log

1

2
(1− q) +

1

2
+ log q + 1− log(1− q)− 1

)
=

1

2 log e
(log q − log(1− q)) .
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This term is equal to zero if and only if q = 1
2 . By further calculation, one can show

that χ
(
p′, {W 0

Q(a) : a ∈ A}
)

achieves its minimum when q = 1
2 . This minimum is

equal to − 1
2 log 1

4 + 1
2 log 1

2 = 1
2 > 0. Thus

max
p

min
q
χ
(
p,B0

q

)
≥ 1

2
.

For all t ∈ θ it holds V 0
t (0) = V 0

t (1), therefore for all tn ∈ θn and any pn ∈
P (An) we have

χ(p;Z0
tn)

= S(V 0
tn(pn))−

∑
an∈An

pn(an)S(V 0
tn(an))

= 0 .

By (247),

Cs({(W 0
t , V

0
t ) : t ∈ θ}, cr) ≥ 1

2
− 0 > 0 . (248)

This shows an example of an arbitrarily varying classical-quantum channel such
that its deterministic capacity is zero, but its random capacity is positive.

Thus, a “useless” arbitrarily varying classical-quantum channel, i.e. with zero de-
terministic secrecy capacity, allows secure transmission if the sender and the legal re-
ceiver have the possibility to use a resource, either randomness, common randomness,
or even a “cheap”, insecure, and weak correlation. Here we say “cheap” and “weak” in
the sense of the discussion in Section 4.4.1.

4.6.2 Super-Activation

One of the properties of classical channels is that in the majority of cases, if we have a
channel system where two sub-channels are used together, the capacity of this channel
system is the sum of the two sub-channels’ capacities. Particularly, a system consisting
of two orthogonal classical channels, where both are “useless” in the sense that they
both have zero capacity for message transmission, the capacity for message transmis-
sion of the whole system is zero as well (“0 + 0 = 0”). For the definition of “two
orthogonal channels” in classical systems please see [38].

In contrast to the classical information theory, it is known that the capacities of
quantum channels can be super-additive, i.e., there are cases in which the capacity of
the product W1 ⊗W2 of two quantum channels W1 and W2 are larger than the sum of
the capacity of W1 and the capacity of W2 (cf. [48] and [39]). “The whole is greater
than the sum of its parts” - Aristotle.

Particularly in quantum information theory, there are examples of two quantum
channels, W1 and W2, with zero capacity, which allow perfect transmission if they are
used together, i.e., the capacity of their productW1⊗W2 is positive, (cf. [62], [61], [55]
and also [30] for a rare case result when this phenomenon occurs using two classical
arbitrarily varying wiretap channels). This is due to the fact that there are different
reasons why a quantum channel can have zero capacity. If we have two channels which
have zero capacity for different reasons, they can “remove” their weaknesses from
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each other, or in other words, “activate” each other. We call this phenomenon “super-
activation” (“0 + 0 > 0”).

It is known that arbitrarily varying classical-quantum wiretap channels with posi-
tive secrecy capacities are super-additive. This means that the productW1⊗W2 of two
arbitrarily varying classical-quantum wiretap channels W1 and W2, both with positive
secrecy capacities, can have a capacity which is larger than the sum of the capacity of
W1 and the capacity of W2 (cf. [48]).

Using Theorem 4.1, we can demonstrate the following Theorem,

Theorem 4.24. Super-activation occurs for arbitrarily varying classical-quantum wire-
tap channels.

Note that the results of [48] (super-additivity of arbitrarily varying classical-quantum
wiretap channels with positive secrecy capacities) do not imply super-activation of ar-
bitrarily varying classical-quantum wiretap channels, since here we consider channels
with zero secrecy capacity.

We will prove Theorem 4.24 by giving an example (Example 4.25) in which two
arbitrarily varying classical-quantum wiretap channels, which are themselves “useless”
in the sense that they have both zero secrecy capacity, acquire positive secrecy capacity
when used together. This is due the following.

Suppose we have an arbitrarily varying classical-quantum wiretap channel with
positive randomness assisted secrecy capacity. By Theorem 2, the randomness assisted
secrecy capacity is equal to the common randomness assisted secrecy capacity. But the
problem for the sender and the legal receiver is that each party does not know which
code is used in the particular transmission if the channel that connects them has zero
deterministic capacity for message transmission. However, suppose we have another
arbitrarily varying classical-quantum wiretap channel which has a positive determin-
istic capacity for message transmission. Then the sender and the legal receiver can
use it to transmit which code is used in the particular transmission. This is possible
even when the second arbitrarily varying classical-quantum wiretap channel has zero
randomness assisted secrecy capacity, since we allow the wiretapper to know which
specific code is used.

We may see it in the following way. If we have two arbitrarily varying classical-
quantum wiretap channels, one of them is relatively secure, but not very robust against
jamming, while the other one is relatively robust, but not very secure against eaves-
dropping. We can achieve that they “remove” their weaknesses from each other, or in
other words, “activate” each other.

We now give an example of super-activation for arbitrarily varying classical-quantum
wiretap channels.

Example 4.25. Let θ, A, HB and HE be defined as in Example 4.23. We define
{(Wt, Vt) : t ∈ θ} as in Example 4.23.

For r ∈ [0, 1] let Pr be the probability distribution on A such that Pr(0) = r and
Pr(1) = 1− r. We define a channel W ′1 : P (A)→ S(HB) by

W ′1(Pr) =
3

4
r|0〉〈0|B +

3

4
(1− r)|1〉〈1|B +

1

4
|2〉〈2|B ,

and a channel W ′2 : P (A)→ S(HB) by

W ′2(Pr) =
3

4
r|0〉〈0|B +

3

4
(1− r)|1〉〈1|B +

1

4
|2〉〈2|B .
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In other words

W ′1(0) =
3

4
|0〉〈0|B +

1

4
|2〉〈2|B

W ′1(1) =
3

4
|1〉〈1|B +

1

4
|2〉〈2|B

W ′2(0) =
3

4
|0〉〈0|B +

1

4
|2〉〈2|B

W ′2(1) =
3

4
|1〉〈1|B +

1

4
|2〉〈2|B . (249)

We define a channel V ′1 : P (A)→ S(HE) by

V ′1(Pr) = r|0〉〈0|E + (1− r)|1〉〈1|E ,

and a channel V ′2 : P (A)→ S(HE) by

V ′2(Pr) = r|0〉〈0|E + (1− r)|1〉〈1|E .

In other words

V ′1(0) = |0〉〈0|E

V ′1(1) = |1〉〈1|E

V ′2(0) = |0〉〈0|E

V ′2(1) = |1〉〈1|E . (250)

{(W ′t, V ′t) : t ∈ θ} defines an arbitrarily varying classical-quantum wiretap
channel.

We denote the uniform distribution on A by P . We have P (0) = P (1) = 1
2 . The

capacity of {W ′t : t ∈ θ} is larger or equal to minQ∈Q χ
(
P, {UQ(a) : a ∈ A}

)
= log 3− 1 > 0.

However, for all (n, Jn) code
(
En, {Dn

j : j = 1, · · · Jn}
)

the wiretapper can
define a set of decoding operators {Dn

j,wiretap : j = 1, · · · Jn} by Dn
j,wiretap :=∑

an E
n (an | j)

(⊗
i |ai〉B

) (⊗
i〈ai|B

)
. For any probability distributionQn on An,

denote the wiretapper’s random output using {Dn
j,wiretap : j = 1, · · · Jn} at channel

state tn by Ctn , then χ(Qn, Ztn) ≥ I(Qn, Ctn) = H(Qn), where I(·, ·) is the mutual
information, and H(·) is the Shannon entropy (please see [32] for the definitions of
the mutual information and the Shannon entropy for classical random variables). If
χ(Runi, Ztn) < 1

2 holds, we also have log Jn = H(Runi) < 1
2 , but this implies

Jn = 1. Thus
Cs∗({(W ′t, V ′t) : t ∈ θ}) = 0 . (251)

Let us now consider the arbitrarily varying classical-quantum wiretap channel{(
Wt1 ⊗W ′t2 , Vt1 ⊗ V ′t2

)
: (t1, t2) ∈ θ2

}
, where

{(
Wt1 ⊗W ′t2

)
: (t1, t2) ∈ θ2

}
is an arbitrarily varying classical-quantum channel {(00), (01), (10), (11)} → H⊗2,

(a, a′) → Wt1(a) ⊗ W ′t2(a′), and
{(
Vt1 ⊗ V ′t2

)
: (t1, t2) ∈ θ2

}
is an arbitrar-

ily varying classical-quantum channel {(00), (01), (10), (11)} → HB2

, (a, a′) →
Vt1(a)⊗ V ′t2(a′), if the channel state is (t1, t2).
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We have

Cs

({(
Wt1 ⊗W ′t2 , Vt1 ⊗ V ′t2

)
: (t1, t2) ∈ θ2

}
; r

)
≥ 1

2
> 0 . (252)

Assume
{(
Wt1 ⊗ W ′t2

)
: (t1, t2) ∈ θ2

}
is symmetrizable, then there exists a

parametrized set of distributions {τ(· | (a, a′)) : (a, a′) ∈ {(00), (01), (10), (11)}} on
θ2 such that for all (a, a′), (b, b′) ∈ {(00), (01), (10), (11)} it holds∑
(t1,t2)∈θ2

τ((t1, t2) | (b, b′))Wt1(a)⊗W ′t2(a′) =
∑

(t1,t2)∈θ2

τ((t1, t2) | (a, a′))Wt1(b)⊗W ′t2(b′) .

(253)
(253) implies that∑

(t1,t2)∈θ2

τ((t1, t2) | (0, 0))Wt1(0)⊗W ′t2(1) =
∑

(t1,t2)∈θ2

τ((t1, t2) | (0, 1))Wt1(0)⊗W ′t2(0)

⇒ (τ((1, 1) | (0, 0)) + τ((1, 2) | (0, 0))) |0〉〈0|B ⊗
(

3

4
|1〉〈1|B +

1

4
|2〉〈2|B

)
+ (τ((2, 1) | (0, 0)) + τ((2, 2) | (0, 0))) |1〉〈1|B ⊗

(
3

4
|1〉〈1|B +

1

4
|2〉〈2|B

)
= (τ((1, 1) | (0, 1)) + τ((1, 2) | (0, 1))) |0〉〈0|B ⊗

(
3

4
|0〉〈0|B +

1

4
|2〉〈2|B

)
+ (τ((2, 1) | (0, 1)) + τ((2, 2) | (0, 1))) |1〉〈1|B ⊗

(
3

4
|0〉〈0|B +

1

4
|2〉〈2|B

)
⇒ 3

4
(τ((1, 1) | (0, 0)) + τ((1, 2) | (0, 0))) |0〉〈0|B ⊗ |1〉〈1|B

+
1

4
(τ((1, 1) | (0, 0)) + τ((1, 2) | (0, 0))) |0〉〈0|B ⊗ |2〉〈2|B

+
3

4
(τ((2, 1) | (0, 0)) + τ((2, 2) | (0, 0))) |1〉〈1|B ⊗ |1〉〈1|B

+
1

4
(τ((2, 1) | (0, 0)) + τ((2, 2) | (0, 0))) |1〉〈1|B ⊗ |2〉〈2|B

=
3

4
(τ((1, 1) | (0, 1)) + τ((1, 2) | (0, 1))) |0〉〈0|B ⊗ |0〉〈0|B

+
1

4
(τ((1, 1) | (0, 1)) + τ((1, 2) | (0, 1))) |0〉〈0|B ⊗ |2〉〈2|B

+
3

4
(τ((2, 1) | (0, 1)) + τ((2, 2) | (0, 1))) |1〉〈1|B ⊗ |0〉〈0|B

+
1

4
(τ((2, 1) | (0, 1)) + τ((2, 2) | (0, 1))) |1〉〈1|B ⊗ |2〉〈2|B

⇒ τ((1, 1) | (0, 0)) + τ((1, 2) | (0, 0))

= τ((2, 1) | (0, 0)) + τ((2, 2) | (0, 0))

= τ((1, 1) | (0, 1)) + τ((1, 2) | (0, 1))

= τ((2, 1) | (0, 1)) + τ((2, 2) | (0, 1))

= 0

⇒  . (254)
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Therefore
{(
Wt1 ⊗W ′t2

)
: (t1, t2) ∈ θ2

}
is not symmetrizable, and by Theorem

1,

Cs∗

({(
Wt1 ⊗W ′t2 , Vt1 ⊗ V ′t2

)
: (t1, t2) ∈ θ2

})
= Cs

({(
Wt1 ⊗W ′t2 , Vt1 ⊗ V ′t2

)
: (t1, t2) ∈ θ2

}
; r

)
> 0 . (255)

This example shows that although both {(Wt, Vt) : t ∈ θ} and {(W ′t, V ′t) : t ∈
θ} are themselves useless, they allow secure transmission using together (“0+0 > 0”).
Thus Theorem 4.24 is proven. This shows that the research in quantum channels with
channel uncertainty and eavesdropping can lead to some promising applications.

Corollary 4.26. Let {(Wt, Vt) : t ∈ θ} and {(W ′t, V ′t) : t ∈ θ} be two arbitrarily
varying classical-quantum wiretap channels.

1) If Cs∗({(Wt, Vt) : t ∈ θ}) = Cs∗({(W ′t, V ′t) : t ∈ θ}) = 0 then Cs∗({Wt ⊗
W ′t′ , Vt ⊗ V ′t′ : t, t′ ∈ θ}) is positive if and only if {Wt ⊗W ′t′ : t, t′ ∈ θ} is not
symmetrizable and Cs({Wt ⊗W ′t′ , Vt ⊗ V ′t′ : t, t′ ∈ θ}, cr) is positive.

2) If the secrecy capacity under common randomness assisted quantum coding
shows no super-activation for {(Wt, Vt) : t ∈ θ} and {(W ′t, V ′t) : t ∈ θ} then
the secrecy capacity can only show super-activation for {(Wt, Vt) : t ∈ θ} and
{(W ′t, V ′t) : t ∈ θ} if one of {(Wt, Vt) : t ∈ θ} and {(W ′t, V ′t) : t ∈ θ} has
positive secrecy capacity under common randomness assisted quantum coding and a
symmetrizable legal channel while the other one has zero secrecy capacity under com-
mon randomness assisted quantum coding and a non-symmetrizable legal channel.

Proof. By Theorem 4.1, Cs∗({Wt⊗W ′t′ , Vt⊗V ′t′ : t, t′ ∈ θ}) is equal to Cs({Wt⊗
W ′t′ , Vt ⊗ V ′t′ : t, t′ ∈ θ}, cr) when {Wt ⊗W ′t′ : t, t′ ∈ θ} is not symmetrizable
and to zero when {Wt ⊗W ′t′ : t, t′ ∈ θ} is symmetrizable. Thus 1) holds.

When {Wt : t ∈ θ} and {W ′t : t ∈ θ} are both symmetrizable then there exists
two parametrized set of distributions {τ(· | a) : a ∈ A}, {τ ′(· | a) : a ∈ A} on θ
such that for all a, a′ ∈ A, we have

∑
t∈θ τ(t | a)Wt(a

′) =
∑
t∈θ τ(t | a′)Wt(a),∑

t∈θ τ
′(t | a)W ′t(a

′) =
∑
t∈θ τ ; (t | a′)W ′t(a). We can set τ((t, t′) | (a, a′)) :=

τ(t | a)τ ′(t′ | a′) and obtain∑
(t,t′)∈θ×θ

τ((t, t′) | (a1, a
′
1))Wt(a2)⊗W ′t′(a′2) =

∑
(t,t′)∈θ×θ

τ((t, t′) | (a2, a
′
2))Wt(a1)⊗W ′t′(a′1)

for all (a1, a
′
1), (a2, a

′
2) ∈ A × A, which means that {Wt ⊗ W ′t : t, t′ ∈ θ} is

symmetrizable and super-activation does not occur because of 1).
When {Wt : t ∈ θ} and {W ′t : t ∈ θ} are both not symmetrizable then their

secrecy capacities are equal to their secrecy capacities under common randomness as-
sisted quantum coding. When Cs({(Wt, Vt) : t ∈ θ}, cr) = Cs({(W ′t, V ′t) : t ∈
θ}, cr) = 0. Because of our assumption, Cs({Wt ⊗W ′t′ , Vt ⊗ V ′t′ : t, t′ ∈ θ}, cr)
= 0. By 1), super-activation cannot occur.

When one of {Wt : t ∈ θ} and {W ′t : t ∈ θ}, say {Wt : t ∈ θ}, is not symmetriz-
able while the other one is symmetrizable, then the assumption that Cs∗({(Wt, Vt) :
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t ∈ θ}) = 0 indicating that Cs({(Wt, Vt) : t ∈ θ}, cr) = 0. When Cs({(W ′t, V ′t) :
t ∈ θ}, cr) is also zero, then by our assumption, super-activation cannot occur. Thus
2) holds.
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