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Abstract

This cumulative thesis is devoted to the modeling and simulation of multi-region
interfacial flows where more than two regions/phases and interface networks are
involved. In particular, a high-resolution regional level-set method is proposed to
capture the evolution of interface networks in multi-region systems, a high-order
time marching method is developed to compute distance function for the regional
level-set function, and a conservative interface-interaction method is developed to
solve compressible multi-material flows.

Simulating time evolution of a system with a large number of regions is a chal-
lenging task due to the existence of interface networks, singular structures, and
complex topology changes, which pose a serious accuracy and efficiency limitation
for traditional interface capturing methods. The first part of this thesis contributes
to developing a robust interface-network capturing method with significantly im-
proved accuracy and computational efficiency. Using the regional level-set function
to represent the multi-region systems, the memory overhead is significantly allevi-
ated. In detail, this method contains three novel numerical strategies: (i) employing
any high-order spatial discretization scheme by temporarily generating local level-
sets via a simple construction operation, (ii) local transporting the interface network
by solving multiple advection equations for improved representation of complex
topologies, and (iii) avoiding the numerical inconsistency, e.g overlaps and voids, by
applying an efficient reconstruction operation. A number of two and three dimen-
sional numerical examples are considered to demonstrate that the present method is
able to simulate a wide range of multi-region evolution problems with good robust-
ness, high accuracy, and low computational costs.

The second part of this thesis considers to improve the accuracy of the reini-
tialization step in solving the multi-region system evolution. Thus a high-order
time-marching numerical method is developed for redistancing the regional level-
set function. This method employs the closest point finding procedure and the itera-
tive updating procedure for different types of cells. The main features of this method
include (i) high-order accuracy, (ii) simplified updating of the regional level-set func-
tion by imposing the interface-preserving property, and (iii) low computational cost
which is independent of the number of regions N. In addition, to avoid convergence
failure of the closest point finding procedure in three dimensions, a novel multiple
junction treatment is proposed, and the directional optimization algorithm is ap-
plied near the multiple junctions. The reinitialization results for various complex
cases demonstrate high accuracy and robustness of the proposed method for arbi-
trary number of regions N.

With the proposed high-resolution transport formulation of the regional level-
set function, a conservative interface-interaction method is developed to solve com-
pressible multi-material flows with N > 2. The interface network is accurately rep-
resented and evolved by the high-resolution regional level-set method. Previous
two-phase conservative sharp-interface method is extended to cases with N > 2
by proposing a conservation correction and a simplified interface-interaction calcu-
lation in each multi-material cell. In this way, conservation is strictly maintained,
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with the sharp-interface treatment of different materials. For stabilizing the high-
resolution computer simulations of the complex multi-material flows, a multi-material
interface scale separation model is proposed to consistently remove non-resolved
interface structures. Accuracy, capability and robustness of this method are demon-
strated by a range of numerical examples.
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Chapter 1

Introduction

1.1 Multi-region systems

Many systems in science and engineering can be viewed as a union of multiple re-
gions. When the number of region N > 2, these multi-region systems contain inter-
face network that separates connected regions, and multiple junctions where more
than two regions meet. The interactions between different regions, determined by
the local mechanical, physical and biological properties, drive the motion of inter-
face.

1.1.1 Typical examples

Foam is an ubiquitous multi-region system where a random coarse dispersions of
gas bubbles is separated by thin liquid films [1]. In a soap foam, the thin film of
liquid surrounded by air forms a complex topology as shown in Fig. 1.1(a). A dry
foam (referred as foam hereafter) contains four typical elements: (i) the air which is
both inside and outside the bubble, (ii) the curved film which is liquid-containing

(a)

(b)

(d)

(c)

(f)

(e)

FIGURE 1.1: (a) A typical soap foam, (b) shock and interface evolution during the iner-
tial confinement fusion (reproduced from Ref. [2]), (c) computer simulations of super-
nova explosions (reproduced from Ref. [3]), (d) leukemia cell damage during sonopo-
ration (reproduced from Ref. [4]), (e) groups of cone cells inside each facet of Drosophila
compound eye (reproduced from Ref. [5]), and (f) ectoderm cells of a zebrafish aggre-
gate (reproduced from Ref.[6]).
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membrane separating the air, and (iii) the Plateau border which is shared by three
film patches, (iv) the vertex at which four Plateau border meet. The interactions be-
tween multiple gas-filled bubbles, liquid-filled films and Plateau borders complicate
the dynamics of a foam. Many high energy processes occur in multi-region systems,
such as the inertial confinement fusion, supernova explosion, and ultrasound driven
biophysical phenomena, see Figs. 1.1(b), (c), and (d), respectively. Additionally, liv-
ing cells and multicellular tissue exhibit similar multi-region structures, as shown in
Figs. 1.1(e) and (f).

1.1.2 Interface networks

Let the domain Ω be an open set in Rd, let x ∈ Ω be an interior point of Ω, and
let ∂Ω be the boundary of the domain, where d is the spatial dimension. Assuming
that there are N regions within this domain, we define the index set for all regions
as X = {r ∈N|1 6 r 6 N}. Canonical two-region systems have regular shape, and
only contains two subdomains, Ω1 and Ω2 (can be non-simply connected), and the
interface Γ that separating them. While the multi-region system can be abstracted
by a more complex structure which contain the following elements

• The region domain Ωr which contains all interior points of the region r.

• The region boundary ∂Ωr which contains the set of boundary points of Ωr.

• The pairwise interfaces Γab = ∂Ωa ⋂ ∂Ωb which separates two connected re-
gions a and b, with a, b ∈ X and a 6= b.

• The interface network Γ =
⋃

a 6=b Γab is the union of all pairwise interfaces.

• Multiple junctions (high order junctions) J =
⋂

a 6=b Γab are intersections of pair-
wise interfaces. In most practically relevant applications they are triple points
(2D) or triple lines (3D).

Canonical interface (N=2) Network structure

node

edge

interface

triple point

quadruple

  point

Interface network (N>2)

FIGURE 1.2: A schematic representation example of interface structure in two-region
systems, typical network structure, and interface network in multi-region systems.

The interface structures of multi-region systems are different with those in two-
region situations. As shown in Fig. 1.2, the interface of a canoical two-region system
(N = 2) is a codimension manifold in Rd. While the interface network of a multi-
region system (N > 2) resembles a typical network structure while the edges are
connected by the nodes. Particularly for a 2D interface network in Fig. 1.2, the
multiple junctions and pairwise interfaces mimic the nodes and edges of a network
structure, respectively.
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1.2 Previous numerical methods

A range of numerical methods have been proposed to compute the evolution of
interface networks for multi-region problems. Basically, these methods can be clas-
sified as Lagrangian or Eulerian methods according to the representation of the in-
terface and how the interface elements are evolved.

1.2.1 Lagrangian methods

In Lagrangian methods, interface is represented explicitly by conforming discretiza-
tion elements, and the coordinates of interface elements are updated according to
the driven velocity fields. These methods, such as the front-tracking [7], immersed-
boundary [8], and arbitrary Lagrangian–Eulerian (ALE) [9] methods, have been suc-
cessfully extended to simulate interface-network evolution of multi-region systems
[10, 11, 12, 13, 14, 15]. However, it is difficult to handle complex topological changes
during interface-network evolution, especially in three dimensions.

1.2.2 Eulerian methods

Unlike the Lagrangian methods, in Eulerian methods the interface is reconstructed
from scalar fields such as the volume-fraction field. The mostly widely used meth-
ods are the volume-of-fluid (VOF) [16] and the level-set method [17]. The inter-
face is represented implicitly and captured by solving the corresponding transport
equations. Compared to Lagrangian methods, these methods are more robust, as
topological changes are automatically handled during interface evolution, and more
straightforward to implement in three dimensions. The main drawback is that they
usually generate large numerical dissipation due to the transport-equation discretiza-
tion.

1.3 Objectives

The fundamental objective of the present work is to address the issues of previ-
ous numerical methods for multi-region problems. The proposed method should
be sufficiently accurate for evolving complex interface networks, with the computa-
tion and memory costs being irrespective of the number of regions. Specifically, a
recently developed method inherits the advantages of the original level-set method
and the regional level-set method. This work is detailed in Paper I

• S Pan, XY Hu, NA Adams, High-resolution method for evolving complex in-
terface networks, Comput. Phys. Commun, 225, 10-27, 2018,

which has been attached in Section A.1.
As the reinitialization step is frequently required by the level-set method, espe-

cially for cases with complex topology, the accuracy of any level-set based method
is dominated by that of the employed reinitialization method. The next objective is
to develop a high-order reinitialization method to redistance the level-set function.
Paper II,

• S Pan, X Lyu, XY Hu, NA Adams, High-order time-marching reinitialization
for regional level-set functions, J. Comp. Phys, 354, 311-319, 2018,
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provides a time-marching reinitialization method for distance computing in multi-
region systems. High-order accuracy is achieved, with a computational effort inde-
pendent of N.

The final objective of this thesis is to develop a numerical method for compress-
ible multi-material flows. Although the interface-network capturing method in Pa-
per I can be easily coupled with the ghost fluid method [18], this non-conservative
formulation may lead to wrong shock locations or nonlinear numerical instability
[19] by violating the Lax-Wendroff theorem. Thus a fully conservative method, with
suitable treatment of material interactions inside multi-material cells, are urgently
required for solving compressible multi-material flows. The author has developed
such method in Paper III,

• S Pan, L Han, XY Hu, NA Adams, A conservative interface-interaction method
for compressible multi-material flows, J. Comp. Phys, in press, 2018,

1.4 Outline

This thesis is structured as follows. In Chapter 2, the author revisits the levelset
method and the existing reinitialization methods which are used for solving in-
terface evolution problems. The conservative sharp-interface method [20] for two-
phase compressible flows is briefly reviewed in Chapter 3. The main work of this
thesis is focused on solving numerical and physical problems related to multi-region
interfacial flows. Particularly, as detailed in Chapter 4, a high-resolution multi-
region level-set method [21] is proposed to solve interface-network evolution of
multi-region systems, a high-order two-step regional level-set reinitialization method
[22] is developed to compute distance function in multi-region systems, and a con-
servative interface-interaction model [23] is developed to simulate compressible multi-
material flows. Finally, in Chapter 5 the state of proposed methods is concluded and
potential applications in the future are discussed.
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Chapter 2

The level-set method

2.1 The level-set function

2.1.1 Interface representation

The level-set method, proposed in the seminal paper by Osher & Sethian [17], is a
popular interface capturing method in fluid mechanics, image processing, material
science, and shape optimization [24, 25, 26]. Using the level-set function φ : Rd → R,
the interface Γ or the boundary of the geometry is implicitly embedded as the zero
contour Γ := {x ∈ Rd|φ(x) = 0}, where d is the spatial number. The domain Ω is
partitioned into Ω+ := {x ∈ Rd|φ(x) > 0} and Ω− := {x ∈ Rd|φ(x) < 0}. Usually
the level-set function is chosen to be the sign distance function

φ(x) = ±dist(x) = ±min |x− x∗|,

to improve numerical accuracy and stability [17, 24, 25], where x∗ ∈ Γ is the point
located at the interface. The sign depends on whether the point x belongs to Ω+ or
Ω−.

2.1.2 Geometric information calculation

In addition, geometric information of the interface can be accurately calculated using
the level-set function. For example, the normal direction is obtained by

n =
∇φ

|∇φ| ,

where the gradient ∇φ is numerically approximated by finite difference schemes,
e.g. the derivative

(
∂φ
∂x

)
i

at the grid point i can be computed by(
∂φ

∂x

)
i
=

φi+1 − φi−1

2∆x
,

where ∆x is the grid spacing in the x direction. Then the curvature tensor K, defined
as the Jacobian of n, becomes

K = J(n) =


∂nx
∂x

∂nx
∂y

∂nx
∂z

∂ny
∂x

∂ny
∂y

∂ny
∂z

∂nz
∂x

∂nz
∂y

∂nz
∂z

 ,

where nx, ny, and nz are the normal direction components in the x, y, and z di-
rections, respectively. The mean curvature κ is the trace of the curvature tensor K,
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κ = tr(K), and the Gaussian curvature κG is the determinant of the matrix A

κG = |A| = |K + n⊗ n|.

As the principal curvatures κ1 and κ2 satisfy the equalities, κ1 + κ2 = 2κ and κ1κ2 =
κG, the principal curvatures are computed by

κ1,2 = κ ±
√

κ2 − κG.

2.2 The level-set evolution equation

For a moving interface Γ(t), the level-set method captures its evolution by numeri-
cally solving an advection equation,

∂φ

∂t
+ u · ∇φ = 0, (2.1)

where the velocity field u = (u, v, w) is determined by geometric information or by
solving additional physical equations. Note that in some specific cases, the velocity
is only available at the interface which means one needs extend the velocity to at
least a narrow band around the interface [27]. One can rewrite Eq. (2.1) as a 1st-
order Hamilton-Jacobi (HJ) equation

∂φ

∂t
+ un|∇φ| = 0, (2.2)

where un is the velocity component in the normal direction of Γ. The level-set
method belongs to the Eulerian interface evolution method, and unlike some in-
terface tracking methods mentioned in Chapter 1, it does not require explicit dis-
cretization of the interface. In this way, the method becomes robust and flexible, as
complex topology changes are automatically handled.

2.3 Numerical discretization

2.3.1 Space discretization

Suppose the Explicit Euler scheme is used for time marching, the semi-discrete form
of Eq. (2.1) is

φn+1 − φn

∆t
+ un

(
∂φ

∂x

)n

+ vn
(

∂φ

∂y

)n

+ wn
(

∂φ

∂z

)n

= 0, φn = φ(tn) (2.3)

where the time-step ∆t is determined by the Courant-Friedrichs-Lewy (CFL) condi-
tion,

∆t =
a

max (|u|/∆x + |v|/∆y + |w|/∆z)

with 0 < a < 1 being the CFL number. The derivatives in Eq. (2.3) can be numeri-
cally approximated by upwind-biased finite difference schemes 1 like the essentially
non-oscillatory (ENO) [32, 33] and weighted essentially non-oscillatory (WENO) [34,

1Other stable schemes such as the Semi-Lagrangian method [28, 29, 30, 31] has also been applied to
solve the level-set evolution equation.
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35, 36] schemes used in shock capturing problems. The discrete form of Eq. (2.2) is

φn+1 − φn

∆t
+ un

nHG(D+
x φ, D−x φ, D+

y φ, D−y φ, D+
z φ, D−z φ) = 0,

where HG is the Godunov numerical Hamiltonian [17] 2,

HG(a, b, c, d, e, f ) =



√
max(|a−|2, |b+|2) + max(|c−|2, |d+|2) + max(|e−|2, | f+|2)

if un
n > 0√

max(|a+|2, |b−|2) + max(|c+|2, |d−|2) + max(|e+|2, | f−|2)
otherwise

with f+ = max( f , 0) and f− = min( f , 0). The forward and backward derivatives in
HG are obtained by HJ-ENO [37] or HJ-WENO [38] schemes. For example, one can
approximate the derivative D+

x φ at the grid point (i, j, k) by the 5th-order HJ-WENO
scheme,

D+
x φ = w0

2∆+
x φi−3,j,k − 7∆+

x φi−2,j,k + 11∆+
x φi−1,j,k

6∆x

+ w1
−∆+

x φi−2,j,k + 5∆+
x φi−1,j,k + 2∆+

x φi,j,k

6∆x

+ w2
2∆+

x φi−1,j,k + 5∆+
x φi,j,k − 1∆+

x φi+1,j,k

6∆x
,

where ∆+
x φi,j,k = φi+1,j,k − φi,j,k. w0, w1, and w2 are the weighting factors defined in

Ref. [38].

2.3.2 Time discretization

To improve the accuracy in time, the strong stability-preserving (SSP) Runge-Kutta
schemes [39] are usually employed. Consider the 3rd-order SSP Runge-Kutta scheme,
the ODE ∂φ

∂t = L(φ) is updated from tn to tn+1 by

φ̃n+1 = φn + ∆tL(φn)

φ̄n+1 =
3
4

φn +
1
4

φ̃n+1 +
1
4

∆tL(φ̃n+1).

φn+1 =
1
3

φn +
2
3

φ̄n+1 +
2
3

∆tL(φ̄n+1)

2.4 Improved methods

Although being successful in many applications, the level-set method has some in-
trinsic drawbacks, e.g. the non-conservation issue, which motivates the develop-
ment of numerous numerical approaches to improve the level-set method, such as
the particle level-set method [40, 41], the conservative level-set method [42, 43], and
the hybrid level-set/VOF method [44, 45]. In addition, to increase the efficiency, the
narrow-band technique [46] is usually employed for large-scale simulations, espe-
cially in three dimensions. In two dimensions, this treatment reduces the operation
complexity from O(N2) to O(KN), where N is the number of grid points in any
direction of the domain, and K is the band width.

2Other monotone schemes such as the Lax-Friedrichs numerical Hamiltonian [37] can also be used.
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2.5 Coupling with fluid dynamics

The level-set method is straightforward to be coupled with external physics [24, 25,
26]. As this thesis focuses on fluid dynamics, the coupling between the level-set
method and numerical methods for fluid dynamics is reviewed in this section.

2.5.1 Incompressible multi-phase flows

First, consider the two-phase incompressible flow problem [47]. The fluid motion is
governed by the incompressible Navier-Stokes equations

O · u = 0
∂u
∂t

+ (u ·O)u =
1
ρ
(−Op +O · τ + σκδn) + g (2.4)

where ρ is the mass density, p is the pressure, σ is the surface-tension coefficient,
δ is the Dirac-delta function of the distance to the interface, g is the gravity vector,
and τ is the viscous stress tensor. According to the Newtonian fluid assumption,
τ = −2/3µO · u I + µ(Ou + OuT), where µ is the viscosity of the fluid and I is
the unit tensor. As the flow states of the two fluids are usually different, smoothing
treatments are applied to regularize the discontinuity of the fluid properties (density
and viscosity) across the interface,

ρ = H(φ)ρ1 + (1− H(φ))ρ2

µ = H(φ)µ1 + (1− H(φ))µ2,

where H(φ) is the Heaviside function. Numerically, the Heaviside function and the
Dirac-delta function are approximated by the smoothed ones,

Hε(φ) =


1 if φ < −ε
1
2 +

φ
2ε −

1
2π sin(πφ

ε ) if − ε 6 φ 6 ε,
0 otherwise

and δε(φ) =
dHε(φ)

dφ
, with ε ∼ O(∆x)

which effectively introduce a thickness of the interface that is proportional to the
spatial mesh size [47]. Eq. (2.4) can be solved by the projection method [48, 49].
Afterwards, the velocity field u is used to drive the interface evolution by solving
Eq. (2.1) or Eq. (2.2) with the level-set method.

2.5.2 Compressible multi-phase flows

For two-phase compressible flows, fluids are assumed to be immiscible, and the dy-
namics are described by the mass, momentum, and energy conservation equations,

ρt +O · (ρu) = 0
(ρu)t +O · (ρu⊗ u) = −Op +O · τ + σκδn (2.5)
(ρE)t +O · ((ρE + p) u) = O · (kOT) +O · (τu) + σκδu · n

where T is the temperature, E is the total energy density, and k is the thermal con-
ductivity. To close the equations, different equation of state (EOS) is required, e.g.
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• Ideal gas is modelled by p(ρ, e) = (γ − 1)ρe, where e is the internal energy
density and γ is the ratio of specific heats.

• Stiff gas is modelled by stiffened gas EOS, p(ρ, e) = (γ− 1)ρe− γB, where B
accounts for the material stiffness.

• Weakly compressible fluid (water) is modelled by Tait’s EOS, p = B
(

ρ
ρ0

)γ
−

B + p0, where ρ0 and p0 are the reference density and pressure.

• Explosive product is modelled by the Jones-Wilkins-Lee EOS

p = A0 exp
(
−R1ρ0

ρ

)(
1− ρ

R1ρ0

)
+ B0 exp

(
−R2ρ0

ρ

)(
1− ρ

R2ρ0

)
+Γ0ρ(e+ e0),

where Γ0, ρ0, A0, B0, R1, R2, and e0 are constants.

• Solid is modelled by the Mie-Grüneisen EOS, p = pr + Γ(ρ)ρ(e − 1
2 pr

ρ−ρ0
ρρ0

),
where

pr = ρ0c2
0

1− ρ0/ρ

(1− S (1− ρ0/ρ))2 and Γ(ρ) =
ρ0

ρ
Γ0,

with c0 and S being constant parameters.

Unlike incompressible cases, coupling of the level-set method and compressible
fluid dynamic methods requires specific strategies, otherwise it leads to spurious
oscillations of pressure or velocity near the interface [50]. One popular method that
addresses this issue is the ghost fluid method proposed by Fedkiw et al. in Ref. [18].
The basic idea is to explicitly consider a boundary condition for the fluid interface
and construct the ghost cells. The pressure and velocity defined on ghost cells are
defined by duplicating those of the other fluid, while the entropy is extrapolated
from the real fluid domain 3.

3In some cases, the isobaric fix technique [51] is required to reduce the overheating errors.
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Chapter 3

Two-phase sharp-interface method

Here we first review the conservative sharp-interface method developed by Hu et
al. [20] for two-phase compressible flows. Some numerical treatments will be used
to develop the multi-material flow solver in Paper III. Consider two-dimensional
inviscid fluids for simplicity, the governing equation of the flow, Eq. (2.4), can be
rewritten as a system of conservation laws

∂U
∂t

+O · F = 0,

where U = [ρ, ρu, ρv, ρE]T denotes the vector of flow state variables, and F denote
the convective flux tensor. For the two-phase problems, the interface Γ(t) decom-
poses the computational domain Ω into two parts, Ω1(t) and Ω2(t), and evolves in
time by the underlying fluid dynamics. For each fluid r, Eq. (3.1) is integrated over
its the own subdomain Ωr(t),∫ n+1

n

∫
Ωr(t)

(
∂U
∂t

+O · F
)

dx dy dt

=
∫ n+1

n

∫
Ωr(t)

∂U
∂t

dx dy dt +
∫ n+1

n

∫
Ωr(t)

F · n dx dy dt = 0,

for time interval t ∈ [tn, tn+1].

3.1 Numerical discretization

Let the flow equation defined on two-dimensional Cartesian grids. Then the dis-
cretized form of the governing equations for each of the phases in a finite-volume
cell (i, j) using explicit Euler time-marching is given by

αn+1
i,j Un+1

i,j = αn
i,jU

n
i,j +

∆t
∆x
(

Ai−1/2,jF̂i−1/2,j − Ai+1/2,jF̂i+1/2,j
)

+
∆t
∆y
(

Ai,j−1/2F̂i,j−1/2 − Ai,j+1/2F̂i,j+1/2
)
+

∆t
∆x∆y

X̂(∆Γi,j), (3.1)

where αi,j is the volume fraction of the respective fluid in this cell. Γi,j and A stand
for the interface segments inside this cell and the cell face after intersection by the
interface Γ, respectively. The vector of conservative states αi,jUi,j is defined at the cell
center of the cell (i, j) for each fluid, where Ui,j is the vector of cell-averaged states.
The numerical flux at the cell faces F̂ is interpolated from the physical fluxes using
the WENO scheme [39], and the calculation of interface fluxes X̂ is detailed in Sec.
3.2. Note that away from the interface, the method recovers a standard finite volume
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scheme on a two-dimensional Cartesian grid [20]. For each fluid, different EOS listed
in Sec. 2.5.2 can be employed to close the governing equations. To increase accuracy
for time marching, Runge-Kutta schemes can be used, e.g. the 2nd-order Strong
Stability-Preserving Runge-Kutta scheme [39], with Eq. (3.1) being synonymous for
a substep. The time-step ∆t is constrained by the CFL condition,

∆t = a min(
∆x
|u|+ c

,
∆y
|v|+ c

),

where c is the sound speed and a = 0.6.

3.2 Interface treatments

To ensure strict conservation for each fluid, maintain the sharp-interface property,
and improve numerical stablity, Hu et.al [20] introduced several numerical proce-
dures. First, the momentum and energy exchange across Γi,j, represented by last
term on the right-hand-side of Eq. (3.1), X̂(∆Γi,j), are determined by a local Riemann
problem. To solve this problem, iterative approximate Riemann solvers [52] or the
Harten-Lax-van Leer solver with contact restoration (HLLC) [53, 54] are employed
to compute the interface velocity u∗ = (u∗, v∗) and pressure p∗. Thus the interface
flux becomes

X̂(∆Γi,j) =
[
0 , p∗∆Γi,jnx , p∗∆Γi,jny , p∗∆Γi,jn · u∗

]T ,

where the interface segment length ∆Γi,j is approximated by

∆Γi,j =
√(

Ai+1/2,j − Ai−1/2,j
)2

+
(

Ai,j+1/2 − Ai,j−1/2
)2.

Note that before applying the Riemann solver and the interpolation of physical
fluxes, the flow states defined on real-fluid domain are extrapolated to ghost-fluid
domain by solve the extending equation [18]

∂W
∂t
± n · ∇W = 0,

where W = [ρ, u, v, p]T is fluid state vector to be extended.
In addition, as the time-step ∆t is determined by the full cell CFL condition,

numerical instabilities may occur due to the existence of small cells (the volume
fraction α � 1). In order to maintain numerical stability without reducing the time
step, the mixing procedure [20] is applied after each Runge–Kutta sub-step. This
stabilization technique is simialr with cell-merging [55], cell-linking [56], and flux
redistribution methods [57]. For each fluid, the conservative quantities of a cell with
small volume fraction are merged with those of the cells with large volume fraction
in a conservative way. During this procedure, the exchanges of the conservative
quantities, M, are calculated according to the averaged values, see Ref. [20]. Then
the conservative quantities for each fluid in the near interface cells are updated by

αn+1
i,j Un+1

i,j ← αn+1
i,j Un+1

i,j + ∑ Mx + ∑ My,

where ∑ Mx and ∑ My represent the sum of all mixing exchanges of this cell in the
x and y directions, respectively.
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3.3 Two-phase multi-resolution method

Most simulations of this work require high mesh resolution to resolve small-scale
features. To increase computational efficiency and reduce memory storage of these
simualtions, Han et al. [58] have developed a multi-resolution method for solv-
ing two-phase compressible flows. In this method, the two-phase sharp-interface
method [20] is employed to solve fluid dynamics. And the multi-resolution method
of Harten [59] is incorporated for mesh refinement due to its higher rate of data
compression [60] than adaptive mesh refinement method [61, 62] and rigorous reg-
ularity analysis [63]. The projection and prediction operators in Ref. [64] are used to
perform the cell-averaged multi-resolution representation. For simplicity, the one-
dimensional conservative projection and prediction operators are written as

P`+1
` (U`+1) : U`,i =

1
2
(U`+1,2i + U`+1,2i+1),

and

P`
`+1(U`) : Û`+1,2i = U`,i +

r

∑
m=1

βm(U`,i+m + U`,i−m),

Û`+1,2i+1 = U`,i −
r

∑
m=1

βm(U`,i+m + U`,i−m),

where ` is index of levels, βm is the interpolation coefficient of the (2r + 1)-th order
prediction. Mesh refinement and coarsening are triggered by comparing the pre-
diction error D`,i = U`,i − Û`,i with a level-dependent threshold ε` = 2d(`−`max)ε,
where ε is a user-defined parameter, and `max is the maximum level of the adaptive
data structure. For time marching, a Runge-Kutta local time stepping scheme [65] is
employed to achieve time adaptivity and thus obtain additional speed-up. The con-
servative flux correction in Ref. [65] is adopted between different levels to ensure
strict conservation.

3.4 Interface scale separation

The high-resolution simulations in this work usually generate numerous non-resolved
interface segments, such as thin filaments and small droplets. To avoid prolifera-
tion of these artifacts, which may lead to numerical instability, a numerical proce-
dure that can consistently remove non-resolved interface segments is required [66,
67]. Han el al. [68] recently developed an interface-scale-separation model based
on the constrained stimulus-response procedure. The first step of this method is to
identifying the “oddball cells” where non-resolved interface segments exist. This is
achieved by shifting the level-set function to each fluid domain and checking the
local connectivity of the interface structures. Then a reinitialization procedure is re-
voked on the modified level-set field, which automatically separates resolvable and
non-resolvable interface scales. An efficient version of the interface-scale-separation
model in Ref. [68] is developed by Luo et al. [69].
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Chapter 4

Accomplishments

In this chapter, the state-of-the-art of relevant numerical methods is briefly reviewed,
and the major achievements of this thesis are stated.

4.1 High-resolution method for evolving complex interface
networks

Multi-region interfacial flows contain more than two immiscible fluids and the in-
terface network that separates the different fluid regions. Here a numerical method
developed in Paper I [21] for solving interface-network transporting is summarized.

4.1.1 State of the art

To predict the evolution of the interface network under interactions of the different
fluids across interface segments in multi-region systems, a range of numerical mod-
els have been proposed in the literature. For Lagrangian methods mentioned in Sec.
1.2, although successful extension to multi-region systems has been reported [10,
12, 13, 14], they usually suffer from complex topological changes during interface-
network evolution, especially in three dimensions. Eulerian methods, such as the
volume-of-fluid method and the level-set method, offer an implicit way to capture
the interface evolution. However, volume-of-fluid simulations of dynamical multi-
region systems require complex reconstruction algorithm to detect sub-cell interface
structures from the volume-fraction field [70, 71].

When applied to simulate the interface-network evolution in multi-region sys-
tems, two main level-set based approaches are developed, i.e., the multiple level-set
method and the regional level-set method. The multiple level-set method, first de-
veloped by Merriman et al. in Ref. [72], defines multiple level-set functions which
are assigned to corresponding regions. Then level-set transport equations are solved
for all level-set functions to capture the evolution of multiple regions. Two numer-
ical issues arise when this method is applied to multi-region problems. The first
one is the memory and computation overhead due to the increased number of scalar
fields [73]. The other issue, observed in many papers [74, 73, 75], is the spuriously
generated voids and overlaps, due to the inconsistent numerical dissipation near
the multiple junctions. To address these issues, various numerical methods have
been developed in the literature. The method of Zhao et.al [74], named as the vari-
ational level-set method, applies the Lagrange multiplier to prevent the generation
of voids and overlaps during the interface reconstruction. Starinshak et al. [75] pro-
pose to use a pairwise voting strategy to remove overlaps and voids. However, the
algorithm requires N(N − 1)/2 level-set functions to be stored and evolved in time.
The method of Vese and Chan [76] reduces the number of level-set fields from N to
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log2 N [73], with the generation of voids and overlaps being remedied. These meth-
ods does not completely avoid artifacts or reduce the computation/memory cost to
the same with of the original level-set method.

The optimal strategy to address the computation/memory overhead is using a
single level-set function to represent arbitrary number of regions. In the community
of image science, Lie et al. [77] and Chung and Vese [78] develop such methods
for image segmentation. Recently, the regional level-set method [79] addresses the
problem of multiple level-set fields by employing a single unsigned level-set field
and an integer region indicator function. A low-order Semi-Lagrangian scheme is
applied to capture the interface motion. The drawback is that this low-order Semi-
Lagrangian scheme is more dissipative than high-order finite-difference schemes.
The Voronoi implicit interface method [80, 81], as an improved regional level-set
method, uses a transported ε-level-set and reconstructs the interface network by
a reinitialization step based on Voronoi diagrams. This method usually requires
frequently reinitialization which is significantly more costly than solving the level-
set advection equation. The conflict between high accuracy and low computational
efficiency has not been addressed for the regional level-set method.

4.1.2 Summary of the presented method

To overcome the drawbacks of previous regional level-set methods, i.e, high com-
putational cost and low prediction accuracy, Paper I proposes a high-resolution
interface-network capturing method based on the regional level-set function. This
method inherits the advantages of the original level-set method and the low-order
regional level-set method [79] but is modified in such a way that it is suitable for
high- resolution finite-difference discretization of the level-set transport equations.

By defining cell neighborhoods and cell types and using the regional level-set
function (a combination of a unsigned level-set function and an integer indicator
function), the elements of a multi-region system, including the region domain, re-
gion boundary, pairwise interface, and interface network, are implicitly represented
in an efficient way to reduce the computational effort significantly. Specifically, the
square-shaped near neighborhood and the cross-shaped stencil neighborhood are
defined for each finite-volume cell to detect potential indicator change during evolu-
tion and perform local construction of the auxiliary level-set functions, respectively.
According to the number of regions existing in the square-shaped near neighbor-
hood, a finite-volume cell is categorized as a cell with full type, with two-region
type, or with complex-region type.

A simple construction operator is proposed to generate multiple local signed
level-set fields from the global unsigned level-set field. Thus the normal direction
and curvature can be computed by the constructed local level-set functions. And
numerical approximation of derivatives in the level-set evolution operating on con-
structed local level-set functions in the cross-shaped stencil neighborhood permits
the implementation of high-order schemes in a straightforward way.

According to the cell type, different strategies for solving the evolution equation
are developed, which further increase the efficiency of the interface-network captur-
ing method. For each local constructed level-set function, the corresponding local
level-set advection equation is formulated and numerically solved by high-order
schemes. This method recovers the high-order accuracy of the original level-set
method for cells that are sufficiently far away from multiple junctions. After solving
the advection equation we obtain multiple updated level-set values, defined at the
cell center, with each being approximately the distance to the corresponding region
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boundary. Paper I also proposes a physically reasonable reconstruction operator in
the sense that no artificial overlaps or voids are generated when reconstructing the
global unsigned level-set from multiple evolved local level-set functions. The com-
bination of the construction and the reconstruction procedures is consistent for static
interface networks.

Simple triple-point advection cases demonstrate that this interface-network cap-
turing method has high-order accuracy away from the multiple junctions and 1st-
order near the multiple junctions. A range of pure interface-network evolution
test cases, such as the normal-driven flow and mean curvature flow, show that this
method is accurate and robust. Its computational efficiency is approximately similar
to the Semi-Lagrangian regional level-set method, with significantly improved ac-
curacy. This method has been successfully coupled with a high-order finite-volume
Navier-Stokes method to solve foam dynamics, and with the ghost fluid method to
simulation multiple material shock-bubble interaction problem.

My contribution to this work was the development of the method and the cor-
responding computer code for its implementation. I have performed simulations,
analyzed the results, and wrote the manuscript for the publication.

4.2 High-order time-marching reinitialization for regional level-
set functions

Multi-region level-set methods, such as the multiple level-set method and regional
level-set method, require frequent redistancing of the level-set during interface-network
evolution. This section provides an overview of level-set reinitialization, especially
for multi-region systems, and a conclusion of a novel regional level-set reinitializa-
tion method developed in Paper II.

4.2.1 State of the art

In fact, as the signed distance function is not the solution of Hamilton-Jacobi equa-
tion, the level-set method does not intrinsically preserve the signed distance prop-
erty during evolution [82, 83, 84]. Thus, the level-set contours near the interface
become distorted, leading to large numerical errors. To address this issue, the level-
set function needs to be reinitialized periodically throughout the simulation. Let the
level-set function after the advection be φ0. The objective of the reinitialization pro-
cedure is to ensure the function φ after reinitialization is the distance to the interface
implicitly represented by Γ0 = {x|φ0(x) = 0}, with the sign of φ being the same
with that of φ0.

A number of successful numerical methods have been developed for solving this
problem, such as the fast marching method [85, 86, 87], the fast sweeping method
[88, 89, 90], and the Hopf-Lax formula based method [91, 92, 93]. Indeed, all these
methods solve the Eikonal equation

|φ| = 1 with sgn(φ) = sgn(φ0). (4.1)

The most widely used method, introduced in Ref. [94], transforms the stationary
boundary value problem (4.1) to a time-marching problem

∂φ

∂t
+ sgn(φ0)(|φ| − 1) = 0, (4.2)
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which is a HJ equation with a discontinuous coefficient across the interface. Com-
pared to sequential-updating-based methods like the fast marching method, this
time-marching method is considered to be more flexible and easier to parallelize [95].
However, as the numerical discretization may employ erroneous level-set informa-
tion from the other side of the interface [96], this method generates distinct inter-
face displacement which in turn leads to order degeneration of high-order schemes
specially developed for HJ equations [38] and mass loss during the iterations [97].
Improvement of the methods has been proposed to cope with spurious interface
oscillations in the literature [97, 96, 95, 98, 99, 100].

In the multiple level-set methods, the reinitialization procedure is usually ap-
plied to each level-set function [75]. While for regional level-set methods, the fast
marching method has been employed [81], however, high-order accuracy has not
been demonstrated in the literature for regional level-set reinitialization. In Paper I,
the employed reinitialization method is limited to 1st-order accuracy without pre-
serving the interface location, and its computational cost depends on the number of
regions due to the region-by-region updating.

4.2.2 Summary of the presented method

The drawbacks of previous regional level-set reinitialization methods motivate the
work in Paper II to achieve high order accuracy, preserve interface location, and re-
duce the computational cost. The proposed regional level-set reinitialization method
is based on the time-marching PDE (4.2), which is flexible and easy to parallelize.

A high-order two-step time marching method is developed in Paper II, which is
a combination of the closest point method and the numerical HJ method. During the
fist step, like the fast marching method [85], the cell is tagged as Alive if it is close to
the interface network, others as Far. For every Alive cell, multiple bicubic/tricubic
polynomials are constructed using the local level-set functions obtained by applying
the construction operator proposed in Paper I, implying a 4th-order accuracy near
the interface. Then within the cells containing interface segments, a modified New-
ton method [101] is applied to find the closest points which are subsequently used
to update the level-set values of Alive cells.

In the second step, a 5th-order HJ-WENO scheme is employed to iteratively solve
the time-dependent reinitialization equation for Far cells. Here, unlike the interface-
network capturing methods in Paper I, the construction operator is only revoked
with respect to the indicator define on the cell center. This ensure the invariant
of indicator function defined at Far cells. The data on Alive cells is frozen during
iteration to achieve strict interface-preserving property.

In addition, to address the convergence issue encountered especially in three-
dimensional cases during the closest finding procedure, Paper II has managed to
incorporate the directional optimization method of Elsey & Esedoglu [102] with a
modified formulation. An efficient multiple-junction treatment algorithm is pro-
posed to handle potential convergence issue near multi-material cells, and to pro-
vide a fast and accurate explicit interface extraction method for post-processing of
multi-region interface networks.

The proposed numerical method is validated by a range of static and dynamical
reinitialization examples. It has been demonstrated that this method can (i) achieve
high-order accuracy, (ii) simplify the updating of the regional level-set function by
imposing the interface-preserving property, and (iii) reduce the computational cost
to be approximately the same as the original level-set reinitialization problem for
two phases.
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My contribution to this work was the development of the method and the cor-
responding computer code for its implementation. I have performed simulations,
analyzed the results, and wrote the manuscript for the publication.

4.3 A conservative interface-interaction method for compress-
ible multi-material flows

In a broad range of scientific and engineering applications, especially high energy
physics and astrophysics, compressible multi-material problems are commonly en-
countered, e.g. inertial confinement fusion (ICF) [103], core-collapse supernova [104],
and hypervelocity impact [105]. The numerical method for solving these problems
in Paper III is discussed in this section, with a brief review on related work in the
literature.

4.3.1 State of the art

In compressible multi-material flows, different materials separated by the interface
exhibit distinct material properties, e.g. viscosity and equation of state. Numeri-
cal modelling has received increasing attention in recent years due to its versatility
as complement to experimental investigations. However, the discontinuity of den-
sity or pressure profile across the interface requires high accuracy of the numerical
method to solve such complex flow field and interface evolution.

Among many well-established numerical approaches for two-phase compress-
ible flows, such as the front-tracking method, the arbitrary-Lagrangian-Eulerian (ALE)
method, the volume-of-fluid (VOF) and the level-set method, methods with sharp
interface property have the advantage of introducing no numerical mixing artifacts
for immiscible materials and fast shock-driven progresses of miscible materials. Com-
pared to front-tracking and ALE methods, VOF and level-set methods are more ro-
bust as complex geometries of interfaces are automatically captured as due to im-
plicit representation of the interface. Regarding the extension of the VOF method to
multi-region flows, explicit interface reconstruction algorithms, such as the onion-
skin [70] and serial-dissection [71], are required to map the volume-fraction field
to the interface location, which are computationally costly and numerically incon-
sistent due to the material ordering strategy. Due to mixed treatment inside multi-
material cells, the VOF method lacks the sharp interface property.

For multi-material flows containing more than two fluids and the interface net-
work, in previous work Paper I, the coupling of the high-resolution regional level-set
method and the ghost fluid method successfully capture interface-network evolu-
tion in a 3-material shock bubble interaction problem, with a sharp interface prop-
erty. However, the conservation is violated, which may cause the wrong solution
of shock-wave locations. Conservative interface interaction models have been de-
veloped for two-phase flows [20, 42, 54, 106, 107, 108, 58, 109] and solid/fluid in-
teractions [106, 110, 111], however, have not yet been proposed for more than two
fluids.

4.3.2 Summary of the presented method

To achieve the sharp-interface property and conservation for multiple compressible
fluids with N > 2, Paper III provides a conservative interface-interaction method
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based on the high-resolution interface-network capturing scheme proposed in Pa-
per I. This method is robust, efficient, accurate, and has the ability to handle dif-
ferent types of materials, including perfect gases, stiffened gases, water-like fluids,
detonation products, and solids.

First, the conservative sharp-interface method in Ref. [20] is extended to multi-
ple materials. The finite-volume method and the high-resolution regional level-set
method [21] are employed for solving the fluid dynamics and the interface-network
evolution, respectively. Second, to avoid complex interface fluxes calculation and
explicit interface reconstruction, a reduced interface-interaction model is proposed
inside multi-material cells. The interaction between each connected material pair
is computed by solving a local Riemann problem using the HLLC Riemann solver,
following Ref. [54]. In addition, an efficient volume-fraction correction procedure
is proposed to strictly preserve conservation for multi-material cells, without explic-
itly reconstructing the sub-cell structures. This method is successfully coupled with
the multi-resolution method and local time stepping scheme to achieve significant
speedup for high-resolution simulations.

One drawback of the conservative sharp-interface method in Ref. [20] is the nu-
merical instabilities for high-resolution simulations due to the non-resolved inter-
face segments. Thus, at a given spatial resolution non-resolved interfacial scales,
such as thin filaments and small droplets, need to be removed in order to avoid pro-
liferation of artifacts. Although the interface scale separation methods for two-phase
flows have been developed [66, 67, 68, 69], currently there are no successful numeri-
cal methods for separating of resolvable and non-resolvable interface scales in flows
involving more than 3 materials. Another achievement of Paper III is the developing
a numerical procedure to consistently remove non-resolved interface segments and
thus to increase the robustness of high-resolution low numerical dissipation multi-
material simulations. Following the constrained stimulus-response concept in Ref.
[68], the non-resolved interface structures in multi-material cells are deleted. Then
new interfaces are constructed between these materials in a way that these different
materials stay separated, however with a different connection relation.

A variety of numerical test cases, including the 3-material shock tube problem,
inertial confinement fusion implosion, triple-point shock interaction, and shock in-
teraction with multi-material bubbles, demonstrate that the proposed method is
robust and accurate for simulating a wide range of complex compressible multi-
material flows.

My contribution to this work was the development of the method and the cor-
responding computer code for its implementation. I have performed simulations,
analyzed the results, and wrote the manuscript for the publication.
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Chapter 5

Conclusions and outlooks

In this thesis, a series of numerical methods have been proposed to simulate the
interface-network evolution, level-set reinitialization, and the compressible fluid dy-
namics in the multi-region interfacial flows where the number of phases (or fluids)
is larger than 2. A high-resolution regional level-set method is developed for cap-
turing the motion of interface networks with high accuracy and high efficiency. A
high-order time-marching reinitialization approach is developed to impose the dis-
tance function property for the regional level-set function. In addition, a conserva-
tive interface-interaction model is proposed to simulate compressible material flows.

5.1 Concluding remarks

The drawbacks of previous multiple level-set methods and regional level-set meth-
ods, e.g. numerical artifacts generation, low accuracy, and high computational cost,
are addressed by the proposed high-resolution regional level-set method. Using the
regional level-set function, the multi-region system is efficiently represented. Unlike
the multiple level-set functions used previously, the memory cost is approximately
the same with that of the single level-set function for two-phase systems. By defining
a construction operator on the regional level-set function and applying this operator
on a small stencil of each finite-volume cell, classical high-order spatial discretization
schemes are able to be applied to solve local evolution equations, which increases
the accuracy of this method. By formulating a reconstruction operator based on the
evolved local level-set values, the global regional level-set data is efficiently restored,
without generating voids or overlaps. A number of multi-region validation tests in-
volving interface networks show that the proposed method is robust, accurate, and
capable of handling complex systems with arbitrary number of regions in an effi-
cient way. Moreover, this method has been coupled with the ghost fluid method
and successfully applied to solve the 3-material shock-bubble interaction problem.

Although the high-resolution regional level-set method mentioned above is suit-
able to solve complex multi-region systems evolution, its accuracy is dominated by
the reinitialization procedure which is frequently revoked during simulations. Con-
sidering the high-order accuracy has not been achieved for reinitializing regional
level-set function, a high-order time marching method is developed for computing
distance in multi-region systems. The closet point finding algorithm and the 5th-
order finite-difference WENO scheme are applied for redistancing in the Alive and
Far finite-volume cells, respectively. In this way, the high-order accuracy and strict
interface-preserving property are maintained. Also, an efficient multiple-junction
reconstruction algorithm is developed to ensure convergence near multi-material
cells. Two-dimensional and three-dimensional static and dynamic numerical exam-
ple problems indicate that this method outperforms previous reinitialization meth-
ods for multi-region systems.
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Based on the proposed interface-network capturing method in Paper I, a con-
servative interface-interaction method is developed to simulate compressible multi-
material flows. Using the finite-volume method and an efficient volume-fraction
correction algorithm, conservation of each fluid is strictly preserved. Complex inter-
face fluxes calculation inside the multi-material cells are simplified by introducing a
reduced interface-interaction model. Besides, this method achieve improved robust-
ness in high-resolution simulations by developing a multi-material interface-scale
separation method. Numerous challenging test cases indicate that this method has
the intended properties and demonstrate that the method is very robust, flexible and
efficient for simulations of compressible flows with multiple fluid-like materials.

5.2 Potential applications and future work

The main part of this thesis focuses on developing a numerical method for multi-
region interfacial problems and its application in simulating multi-material flows.
This work offers a general and flexible framework to represent the interface network
and track its motion driven by external physics, implying many other potential ap-
plications. Several possibilities for future work are

• Multi-phase image segmentation and multi-region shape optimization. Similar to the
numerical cases in this thesis, the image segmentation and shape optimization
problems requires evolution of the interface networks embedded in a multi-
region system subject to minimizing specific energy functionals. For example,
prevoius work uses the multiple level-set method for multi-phase image seg-
mentation [76] and shape optimization [112, 113]. With the method presented
in this thesis, one may achieve additional efficiency and accuracy in solving
these problems.

• Domain decomposition. Domain decomposition can be viewed as a multi-region
problems. As pointed out by Zhao et al. [74], the density of the computational
workload on each computing node and the density of communication data
drive the motion of the boundary of each region which represent the union
of assigned to the corresponding node. In Ref. [114], the interface-network
capturing method of Paper I has been successfully applied to solve domain
decomposition problems for block-structured meshes. Additionally, as men-
tioned in Ref. [114], by replacing the energy functional, this method can be
applied to other applications such as the development of multi-scale coupling
frameworks [115, 116].

• Fluid-structure interaction. Although the work in this thesis is limited to simu-
lation of pure fluid materials, the proposed method can be extended to more
complex materials by adding additional physical models, such as elastic-plastic
model for fluid-structure interaction problems or cell membrane models for
simulating biological systems.
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a b s t r a c t

In this paper we describe a high-resolution transport formulation of the regional level-set approach for
an improved prediction of the evolution of complex interface networks. The novelty of this method is
twofold: (i) construction of local level sets and reconstruction of a global level set, (ii) local transport of the
interface network by employing high-order spatial discretization schemes for improved representation
of complex topologies. Various numerical test cases of multi-region flow problems, including triple-point
advection, single vortex flow, mean curvature flow, normal driven flow, dry foam dynamics and shock–
bubble interaction show that the method is accurate and suitable for a wide range of complex interface-
network evolutions. Its overall computational cost is comparable to the Semi-Lagrangian regional
level-setmethodwhile the prediction accuracy is significantly improved. The approach thus offers a viable
alternative to previous interface-network level-set method.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Multi-region problems can occur when the motion of more
than two immiscible fluids is to be described. In this case the
interface network, separating the different fluid regions, evolves
in time due to interactions of the different fluids across inter-
face segments. These interactions often can be described by lo-
cal fluid properties. Important applications include shock-driven
multiphase flows [1–3], astrophysical events [4–6], foamdynamics
[7–10], multi-cellular tissue dynamics [11–15], and grain coarsen-
ing in polycrystalline materials [16–19].

A range of numerical models have been proposed to compute
the evolution of interface networks for multi-region problems.
Generally, they can be classified as Lagrangian or Eulerianmethods
according to the representation of the interface. With Lagrangian
methods, such as front-tracking [20], immersed-boundary [21],
or arbitrary Lagrangian–Eulerian (ALE) [22] methods, the in-
terface is represented explicitly by conforming discretization
elements. Although these methods have been extended to
multi-region systems [23–27,10], it is difficult to handle complex
topological changes during interface-network evolution, especially
in three dimensions. With Eulerian methods, such as volume-of-
fluid (VOF) [28] and level-set methods [29], the interface is recon-
structed from scalar fields, i.e., volume fraction or level-set field.
The interface is represented implicitly and captured by solving the
corresponding transport equations. These methods generally can
handle complex interface evolution with topological changes and

* Corresponding author.
E-mail addresses: xiangyu.hu@aer.mw.tum.de, xiangyu.hu@tum.de (X.Y. Hu).

are straightforward to implement in three dimensions. However,
they often exhibit low accuracy due to numerical dissipation in-
troduced by the transport-equation discretization.

Two additional problems are encounteredwhen Eulerianmeth-
ods are applied to multi-region problems [30–32]. One is that the
number of scalar fields increases with the number of regions and
entails additional computational operations andmemory cost [33].
The other is that the interface reconstruction can produce voids
and overlapswheremore than two regionsmeet [31–33]. There are
two main level-set-based approaches for capturing the evolution
of multiple regions. One is to define multiple level-set functions
(referred to as multiple level-set method in this paper) and to
assign these to corresponding regions [30–32], followed by solving
separate level-set transport equations for each region. Different
numerical procedures may be employed to prevent the gener-
ation of voids and overlaps during the interface reconstruction.
For example, Starinshak et al. [32] propose N(N − 1)/2 level-set
functions to represent all interfaces of N regions and an additional
pairwise voting strategy to remove overlaps and voids. The algo-
rithmcopeswith the interface reconstructionproblembut requires
that a larger number of different level-set fields are stored and
evolved in time than with multiple level-set methods [30,31]. The
method of Vese and Chan [34] reduces the number of level-set
fields fromN to log2N [33] and it avoids the generation of voids and
overlaps. Naturally, using a single level-set function to represent
an arbitrary number of regions is the optimal strategy to address
the memory overhead [33]. Lie et al. [35] and Chung and Vese [36]
develop such methods for image segmentation. Also, the regional
level-set method [37] addresses the problem of multiple level-
set fields [38] by employing a combination of a single unsigned

https://doi.org/10.1016/j.cpc.2018.01.001
0010-4655/© 2018 Elsevier B.V. All rights reserved.
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Fig. 1. A 4-region system on a square domain Ω . The index set for all regions is X = {1, 2, 3, 4}. The region domain and the interface network Γ are shown in (a). The region
boundary ∂Ωχ for each region is shown in (b). The pairwise interfaces Γαβ (α, β ∈ X and α ̸= β) are represented by different colors in (c) where two multiple junctions J
are observed.

level-set field and an integer region indicator function which is
termed as the global level-set function in this paper. Interface
reconstruction for more than two regions, is handled by employ-
ing a low-order Semi-Lagrangian scheme. We note that this low-
order Semi-Lagrangian scheme ismore dissipative than high-order
finite-difference schemes. As further development of the regional
level-setmethod, the Voronoi implicit interfacemethod [39] uses a
transported ϵ-level-set and reconstructs the interface network by
a reinitialization step based on Voronoi diagrams.

Our objective is to develop a regional level-set method that
has computational cost comparable to Semi-Lagrangian regional
level-set methods [37,38], but significantly improves prediction
accuracy. Specifically, the method inherits the advantages of the
original level-set method and the Semi-Lagrangian regional level-
setmethod but ismodified in such away that it is suitable for high-
resolution finite-difference discretization of the level-set transport
equations. We define local level-set fields to capture the evolu-
tion of the interface network by a simple construction operator,
followed by a reconstruction operator to obtain the global level-
set field. The multi-region system and the definition of the global
level-set field are revisited in Section 2. The proposedmulti-region
method is detailed in Section 3. Accuracy and robustness are as-
sessed in Section 4, followed by a brief conclusion in Section 5.

2. Multi-region system and regional level set method

First we introduce the representation of a multi-region system
by implicit functions. Let the domain Ω be an open set in Rd, let
x ∈ Ω be an interior point of Ω , and let ∂Ω be the boundary of the
domain, where d is the spatial dimension. Assuming that there are
N regions within this domain,Ω is the union of a family of disjoint
subsets, Ω =

⋃
χ∈X

Ωχ , where Ωχ is the subdomain of the region χ ,

and X = {χ ∈ N|1 ≤ χ ≤ N } is the index set for all regions. The
entire multi-region system consists of the following elements:
• The region domain Ωχ which contains all interior points of the
region χ .
• The region boundary ∂Ωχ which contains the set of boundary
points of Ωχ .
• The pairwise interfacesΓαβ = ∂Ωα

∩∂Ωβ (α, β ∈ X and α ̸= β),
each as codimension manifold in Rd that separates two connected
regions.
• The interface network Γ =

⋃
α,β∈X,α ̸=β

Γαβ is the union of all

pairwise interfaces.
• Multiple junctions (high order junctions) J =

⋂
α,β∈X,α ̸=β

Γαβ are

intersections of pairwise interfaces. In most practically relevant
applications they are triple points (2D) or triple lines (3D).

An example with 4 regions on a square domain Ω in Fig. 1
illustrates these definitions. In Fig. 1(a), the 4 region domains, Ωχ ,

with χ ∈ [1, 4], are separated by the interface network Γ . The
region boundaries, ∂Ω1, ∂Ω2, ∂Ω3 and ∂Ω4, Fig. 1(b). The system
contains 5 pairwise interfaces (Γ12, Γ13, Γ23, Γ24 and Γ34) and 2
multiple junctions (J), Fig. 1(c).

If there are only two regions (N = 2) in the system, the above
elements can be implicitly defined by a level-set field (or signed
distance function) [29] φ : Rd

→ R. The two region domains,
Ω1 and Ω2, are identified by the sign of the level-set function:
Ω1
= {x ∈ Rd

|φ(x) > 0} and Ω2
= {x ∈ Rd

|φ(x) < 0}. The
region boundaries of Ω1 and Ω2 coincide and are identical to the
pairwise interface and interface network, ∂Ω1

= ∂Ω2
= Γ1,2 =

Γ = {x ∈ Rd
|φ(x) = 0}. There are no multiple junctions in this

system. When more than two regions (N > 2) exist, as shown in
Fig. 2(a), the global level-set function used in the regional level-set
method [37,39] can be used to represent the system implicitly. For
the global level-set function, a mapping ϕχ

: Ω ⊂ Rd
→ R × N

is defined as ϕχ (x) = (ϕ(x), χ (x)), where ϕ(x) ≥ 0 is the unsigned
distance function and χ (x) is a positive integer region indicator.
A subdomain Ωα is identified by region indicators, Ωα

= {x ∈
Ω|χ (x) = α} and the interface network is defined as the zero
distance contour Γ = {x ∈ Rd

|ϕ(x) = 0}. However, the region
boundary, the pairwise interface and multiple junctions cannot be
identified directly by the global level-set field ϕχ . An additional
operation, such as the Voronoimethod described in [39] is required
for this purpose. In this paperwe propose as an alternative a simple
construction operator to define these surface contours.

3. Numerical method

Before we proceed to numerical details of our method, we first
list the main notations in Table 1 to enhance the readability of our
algorithm.

3.1. Global and local index sets of regions

In this section, we develop the numerical method for the rep-
resentation of the multi-region system and the evolution of the
interface network. For this purpose we consider the multi-region
system defined by ϕ

χ

i,j = (ϕi,j, χi,j) at the centers of finite-volume
(FV) cells with indices i in x1 and j in x2 coordinate directions on a
two-dimensional uniform Cartesian grid, Fig. 2(a). An extension of
the two-dimensional definitions to three dimensions is straightfor-
ward.We recall that globally there areN regions in the considered
domain. We assume that for a multi-region system, although N
may be very large, locally the number of regions that occur in
a neighborhood of a cell is limited to a small integer number.
Interface networks typically exhibit only very few FV cells which
contain multiple junctions. Thus, multiple signed level-set func-
tions defined only locally to capture the evolution of the interface
network allow to reduce the computational effort significantly. The
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Fig. 2. A schematic representation example of cell neighborhoods and cell types. In (a), a 4-region system is defined on 9× 9 FV cells. Cells are colored by yellow (χ = 1),
blue (χ = 2), red (χ = 3) and green (χ = 3) according to the indicator on cell centers. The brightness of each color indicates cells with different type of Vs . The definition of
cell neighborhoods Vs and Vc of the cell C in (a) is illustrated in (b). In (c), the local indicators in Vs of the chosen 4 cells (A, B, C and D) in (a) are categorized as the primary
and secondary indicators which are represented by black and gray, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)

Table 1
Summary of mathematical notations.

Symbols Descriptions

N The number of regions in the domain
Ns The number of regions in Vs
NC The number of regions that share a particular finite-volume cell
X Global index set, a vector with N elements, {1, 2, . . .N }
Xs Local index set for Vs , a vector with Ns elements
XC Local index set for a particular finite-volume cell, a vector with NC

elements
Vs Square-shaped near neighborhood, a 3× 3 cell matrix
Vc Cross-shaped stencil neighborhood, a vector with 2S + 1 cells
ϕχ Global level-setfield, n× nmatrix with elements ∈ R× N
φ Local level-set field: a 3× 3 matrix on Vs , a vector with 2S + 1

elements on Vs and a vector with min(3d,N ) elements for advection

required global and local definitions on a two-dimensional uniform
Cartesian grid are as follows:
•N global regions are labeled by the global index set X. The center
xi,j of each FV cell Ci,j is assigned to one region by an indicator χi,j
even though Ci,j may containmore than one region. Here i, j are the
global indices for cells.
•A local subdomain is defined asω ⊂ Ω . TheNω regions contained
in this local subdomain are labeled by a local index set Xω = {r ∈
N|1 ≤ r ≤ Nω}. We map the local region indicators into the global
index set X, and identify the corresponding global region indicator
as χr . A local subdomain Ωα

ω of the global region Ωα is defined by
Ωα

ω = {x ∈ ω|χr (x) = α, r ∈ Xω} ⊂ Ωα . Here, ω can be a FV
cell Ci,j or a neighborhood, i.e., a set of cells Ck,l of Ci,j, which will be
defined in Section 3.2. (k, l) denotes the local index pair for cells in
such a neighborhood of Ci,j.

3.2. Cell neighborhoods and cell types

For a FV cell Ci,j one can define two types of neighborhoods,
i.e. cell sets: a square-shaped near neighborhood

Vs = {Ck,l|i− 1 < k < i+ 1, j− 1 < l < j+ 1}, (1)

and a cross-shaped stencil neighborhood

Vc = {Ck,l|i− S < k < i+ S, l = j}
∪ {Ck,l|k = i, j− S < l < j+ S}, (2)

where 2S + 1 is the required width of the stencil for the level-set
transport discretization schemes. The number of separate regions
NC contained in cell Ci,j and the number of region indicators in the
square-shaped near neighborhood Ns have the relation 1 ≤ NC ≤

Ns ≪ N whenN is large.We also haveNs ≤ min(3d,N ) as the size
of Vs is 3× 3 (2D) or 3×3×3 (3D). AndNC ≤ min(2d,N ) as there
are atmost 2d different indicators assigned at 2d vertices of this cell

if the interface is resolved. Accordingly, the local index sets Xω of
Section 3.1 specifically for Vs and Vc are Xs = {r ∈ N|1 ≤ r ≤ Ns}

and XC = {r ∈ N|1 ≤ r ≤ NC }, respectively. Note that Vc , Vs, NC
and Ns are defined for each cell Ci,j and thus depend on the index
pair (i, j).

According to the value of Ns, a cell Ci,j is categorized as a cell
with full type Vs (Ns = 1), as a cell with two-region type Vs
(Ns = 2), or as a cell with complex-region type Vs (Ns > 2). The
brightness of each cell in Fig. 2(a) represents cell with different
types of Vs. The definitions of Vs and Vc for cell C (i = 3, j = 11)
in Fig. 2(a) are illustrated in Fig. 2(b). By counting the number of
unique indicators in Vs, we find that this cell is a cell with complex-
region type Vs and its local index set is Xs = {1, 2, 3}. We clarify
that the square-shaped near neighborhood Vs serves as a search
stencil to identify all local regions that may share the cell Ci,j and
to generate the local index set Xs. As shown in Fig. 2(c), we identify
χ1 = χi,j as ‘‘primary indicator’’, and other region indicators χr ,
r ∈ Xs, r > 1, if they exist, are called ‘‘secondary indicators’’.

After knowing the type of Vs, a cell is denoted as a ‘‘full cell’’
if it is not intersected by an interface, i.e. NC = 1, as a ‘‘two-
region cut cell’’ if it is intersected by an interface segment shared
by two regions, i.e.NC = 2, or as a ‘‘complex-region cut cell’’ if the
interface segment is shared by more than two regions, i.e.NC > 2,
see Fig. 3. To identify the cell types, the first step is to constructNs
(3 for Fig. 3) local level-set functions on cell centers (‘‘◦’’ in Fig. 3) by
a mapping (5), followed by interpolating data on vertices (‘‘×’’ in
Fig. 3). Then the cell is shared by the region χr if its vertices values
φr have different signs. The cell is determined by the number of
regions that share this cell, as shown in Algorithm 1 and Fig. 3.
For example, the cell in Fig. 3(a) is intersected by regions χ1 = 3
and χ2 = 1, indicating it is a ‘‘two-region cut cell’’. While the
cell in Fig. 3(b) is a ‘‘complex-region cut cell’’ as it is intersected
by 3 regions. We note here that the identification of cell types is
required for post-processing and coupling with external physics.
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Fig. 3. Cell type determination for (a) cell A and (b) cell C in Fig. 2(a). The data on the left side of the arrow is the unsigned level-set ϕ and local level-set functions on cell
centers (◦) of the right side, φ1 , φ2 and φ3 , are obtained by mapping (5). The local level-set field on vertices (×) is calculated by bilinear interpolation.

And the region numberNC indicates the number of region bound-
aries segments reconstructed in a multi-region cell. On the cross-
shaped stencil neighborhood Vc , Ns auxiliary local level-set fields
(see Section 3.3) corresponding to the local regions identified in
Vs are constructed in order to evolve the interface network by dis-
cretized evolution equations and represent the region boundaries
from the zero level set.

Algorithm1Determination of the cell type for Ci,j. Assume the type
of Vs for this cell has been determined.
1: if Ns = 1 then
2: NC ← 1 ▷ as 1 ≤ NC ≤ Ns = 1
3: else if Ns ≥ 2 then
4: NC ← 0
5: for r = 1 to Ns do
6: for k = i− 1 to i+ 1, l = j− 1 to j+ 1 do
7: φr

k,l ← Cr (ϕ
χ

k,l) ▷ Constructing local level-set fields
in Vs

8: end for
9: Let (p, q) be the index of vertices (‘‘×’’ in Fig. 3) of cell

Ci,j,
10: for p = 0 to 1, q = 0 to 1 do
11: φr,v

p,q = 0.25
(
φr
i+p−1,j+q−1 + φr

i+p,j+q−1 + φr
i+p−1,j+q +

φr
i+p,j+q

)
▷ Bilinear interpolation

12: end for
13: if the vertices values φr,v

p,q have different signs then
14: NC ← NC + 1 ▷ Ci,j is intersected by ∂Ωχr

15: end if
16: end for
17: end if
18: Determine cell type according to NC by the definition in Sec.

3.2.

3.3. Description of the local construction and reconstruction operators

For any cell Ck,l in the neighborhood of the cell Ci,j, we can apply
a construction operator for generating the local multiple signed
level-set fields and a reconstruction operator for reconstructing
the global level-set field from the local level-set fields, see Fig. 4.
Note that in our method there are one global level-set function
and multiple local level-set functions. The global one, defined on
the whole domain, is a imax × jmax matrix if there are imax cells in
the x direction and jmax cells in the y direction. The local one is
temporarily computed on a small size cell neighborhood (Vs or Vc).

3.3.1. The local construction operator
The construction operator is used to generate theNs local level-

set fields φr
k,l := φk,l(χr ) from the global level-set field ϕ

χ

k,l at the
center of cellCk,l for each region indicatorχr ∈ Xs. The construction
operator Cr : R× N→ R is defined as

φr
k,l = Cr

(
ϕ

χ

k,l

)
=

{
ϕk,l if χk,l = χr

−ϕk,l otherwise,
(3)

and the local level-set function φr (x) := φ(x, χr ) at any point can
be obtained by interpolation.

Upon construction of the local multiple signed level-set fields,
the normal direction and curvature are obtained at the FV cells by

n =
∇φr

|∇φr |
and κ = ∇ ·

∇φr

|∇φr |
, (4)

respectively. Unlike with the original level-set method, the normal
direction always points away from the interface network. The local
construction operator Cr may be inaccurate for curvature calcula-
tion when the signed level set is not strictly a distance function,
which may happen near multiple junctions, as demonstrated in
4.1.4. This issue can be handled by a construction operator C⋆

r on
Vs which additionally invokes a re-initialization procedure for re-
covering the signed-distance property of the local multiple signed
level-set fields

φr
k,l = C⋆

r

(
ϕ

χ

k,l

)
=

{
Cr

(
ϕ

χ

k,l

)
if χk,l = χr

Cr (min (∆x, ds(k, l))) otherwise,
(5)

where ds(k, l) is the distance of the cell center xk,l from the local
interface segment in Vs.

Note that discrete derivatives in the local level-set advection
equation Eq. (8), see below, which operate on constructed local
level-set functions in the stencil neighborhood Vc , now can be
calculated by high-resolution spatial discretization schemes.

3.3.2. The local reconstruction operator
The global level-set field at an arbitrary point can be recon-

structed from the multiple auxiliary local level sets for all region
indicators in Vs by the reconstruction operator R : RNs → R × N
given by

ϕχ (x, y) = R
(
φr (x, y), r ∈ Xs

)
=

(⏐⏐maxφr (x)
⏐⏐ , argmax

χr
φr (x)

)
. (6)
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Fig. 4. A schematic representation example of local construction and reconstruction operators. Globally the system has 5 regions and the local index set in this 3× 3 stencil
is Xs = {r|r = 1, 2, 3}. The corresponding region index χr is {χr |r ∈ Xs} = {4, 2, 5}. The mapping from (a) to each field in (b) is defined as the construction operator
C : R × N → R. The inverse mapping from all fields in (b) to (a) is defined as the reconstruction operator R : R3

→ R × N. (a) The global level-set field is ϕχ . The center
of cells whose region indicator equals 4, 2, and 5 is colored by red, green, and blue, respectively. (b) The multiple local level-set functions are φ1 , φ2 and φ3 after applying
C on ϕχ . The gray part and white part correspond to the negative and positive φr , respectively. The dashed line in each local level-set field is the region boundary and is
represented by the zero contour of φr . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Note that if the interface network is static, application of the
construction operation followed by the reconstruction operation
leaves the original global level-set field invariant. Consider the
example in Fig. 4. If the global level set at the central cell (colored by
red) is ϕχ

= (0.2, 4), upon local construction, the 3 generated local
level-set data {φr

|r = 1, 2, 3} at this point are {0.2,−0.2,−0.2}.
Upon applying the reconstruction, we obtain the original global
level-set data ϕχ

= (0.2, 4).
This reconstructed field is unique. The reconstruction generates

topologies without artificial overlaps or voids. Thus it is suitable
for determining the global level set when the interface network
has been evolved in time through updating multiple local level-
set fields. After solving the advection equation we obtain multiple
updated level-set values, φr , 1 ≤ r ≤ Ns, defined at the cell center,
with each being the distance to the corresponding region boundary
∂Ωχr , see Section 3.4. Naturally, if φr > 0, the larger value of φr

indicates that the cell center is farther away from the boundary
of the region χ r , and thus the cell center is located further inside
the region Ωχr . Similarly, if φr < 0, smaller φr (larger magnitude)
indicates the current cell center is further away from the region
Ωχr . Eq. (6) assigns the indicator withmaximum positive values to
the cell center.

3.4. Evolution of the interface network

The evolution of the interface network in amulti-region system
is equivalent to that of a signed level-set field whose interface
advection is determined by the advection equation
∂φ

∂t
+ v · ∇φ = 0, (7)

where v is the advection velocity. The advection equation in our
method is formulated locally for each region, identified by the re-
gion indicator, and recovers the original level-set method for cells
that are sufficiently far away from a multiple junction. More de-
tailed considerations are necessary to predict the evolution of the
interface for cells in which more than two regions meet. Consider
the situation in Fig. 5. The cell contains three regions colored by red,
blue, and yellow. Initially, the largest fraction of the cell is occupied
by regionΩχ1 , withχ1 being the primary indicator. After advection
by one time step, the interface has three possible configurations, as
illustrated in Fig. 5(a). The first is that the cell center still resides
within Ωχ1 , so that the primary indicator of the cell does not
change. In the other two cases, the primary indicator changes to
the secondary indicator, either χ2 or χ3. After solving an advection
equation for the local level-set field of the three regions separately,
each region boundary may shrink (dashed line) or expand (dash-
dotted line), see Fig. 5(b). For example, when the boundary ∂Ωχ1

ofΩχ1 moves away from the cell center its local level-set φχ1 value
increases (positive). For the converse case, ∂Ωχ1 moves across the

cell center, so that it does not belong to Ωχ1 any longer, resulting
in a corresponding sign change to φχ1 < 0. That the cell center
is not in Ωχ1 does not necessarily imply that it is in Ωχ2 or Ωχ3 .
A direct combination of all three independently advected region
boundaries may introduce an overlap or a void. To address this
issue, we apply the reconstruction operator R to determine the
global level set ϕχ from the three candidate local level-set fields
{φχ1 , φχ2 , φχ3}. This is physically reasonable because R identifies
the most likely indicator corresponding to the region domain in
which the current cell center will be located after one advection
time step.

The update of the global level set of each FV cell ϕ
χ,n
i,j =

(ϕi,j, χ1)n at time-step n, by a sub-step of an explicit time-
integration scheme, such as a strongly stable Runge–Kutta
scheme [40], consists of three sub-steps: (1) construction of the
local multiple signed level-set fields in the stencil neighborhood
Vc ; (2) computation of the new intermediate multiple local level-
set fields by updating the locally constructed advection equations,
see below; (3) reconstruction of the global level set from the mul-
tiple local level-set fields. The local construction of the advection
equations depends on the type of Vs (full, two-region or complex-
region). Note that we assume that under the Courant–Friedrichs–
Lewy (CFL) condition, i.e. CFL ≤ 1.0, the type of Vs does not
change and the region indicators within the square-shaped near
neighborhood remain unchanged during one sub-step of the time-
integration scheme,whereas the actual FV cellmay change its type.
Only Ns local level-sets are constructed and evolved as the cell
center can only be occupied by the region in Vs if CFL ≤ 1.0.
Unlike the ‘‘repairing’’ (or ‘‘modification’’) procedure in Ref. [30],
no a posteriori operations are required after advection. A simple
T-junction advection is shown in Fig. 6 as an illustrative example
to describe the evolution method (Section 3.4.1, 3.4.2 and 3.4.3)
for different types of cells. In Fig. 6, the computational domain is a
4 × 4 square and contains 4 × 4 cells. The background velocity is
v = (0, 1) and time step is set as ∆t = 0.5.

3.4.1. Updating a cell with full type Vs
For a cell with full type Vs, the local level set φ

1,(n)
i,j = φn

i,j(χ1)
and the intermediate data φ

1,(s)
k,l = φ

(s)
k,l(χ1) in the stencil neigh-

borhood are constructed referring to the primary indicator χ1. The
intermediate-step update φ

1,(s+1)
i,j is obtained from

φ
1,(s+1)
i,j = αsφ

1,(s)
i,j + (1− αs)

[
φ

1,(s)
i,j −∆tvni,j ·

(
∇φ1)(s)

i,j

]
,

s = 0, . . . ,m,

φ
1,(0)
i,j = φ

1,n
i,j , φ

1,(m+1)
i,j = φ

1,n+1
i,j (8)

wherem is the number of sub-steps, αs is the parameter of Runge–
Kutta sub-step s, and

(
∇φ1

)(s)
i,j is the finite difference (FD) approx-

imation of the spatial derivative at the center of a FV cell Ci,j.
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Fig. 5. A schematic representations of a 3-region (region domains are colored by blue (χ = 1), yellow (χ = 3) and red (χ = 2)) cell. (a) The evolution of this complex-region
cut cell consisting of 3 regions, Ns = 3. Initially the primary indicator is χ1 = χi,j = 2, and the secondary indicators are χ2 = 1 and χ3 = 3. After one sub-step of advection,
the primary indicator may be unchanged, or have changed to χ1 = 1 or χ1 = 3. (b) the surface for each individual region may shrink (dashed line) or expand (dash-dotted
line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The updated global level set at the sub-step s + 1 is ϕ
χ,(s+1)
i,j =

(φ1,(s+1)
i,j , χ1). For example, consider the cell A in Fig. 6(a) which is a

cell with full type Vs. After solving the advection equation (8), the
evolved local level-set value is φ1(∆t) = 0.7. Thus the global level
set at t = ∆t is updated by ϕχ (∆t) = (0.7, 1).

3.4.2. Updating a cell with two-region type Vs
For a cell with two-region type Vs, the construction of the

multiple local level-set fields and the global level-set field updates
are obtained essentially by the same operations as for a full cell.
The difference is that the intermediate global level-set field update
depends on the sign of φ1,(s+1)

i,j

ϕ
χ,(s+1)
i,j =

{
(φ1,(s+1)

i,j , χ1) if φ1,(s+1)
i,j ≥ 0

(−φ
1,(s+1)
i,j , χ2) otherwise.

(9)

As shown in Fig. 6(a), cell B changes its region indicator after
one time-step. As the evolved local level-set value becomes neg-
ative, φ1(∆t) = −0.3, the global level-set becomes ϕχ (∆t) =
(−(φ1(∆t)), χ2) = (0.3, 1).

3.4.3. Updating a cell with complex-region type Vs
For a cell with complex-region type Vs, the local level-set field

is constructed and updated referring to the primary indicator χ1.
If φ

1,(s+1)
i,j does not change sign, the new intermediate local level

set is ϕ
χ,(s+1)
i,j = (φ1,(s+1)

i,j , χ1). Otherwise, the local level-set field is
constructed and updated referring to the secondary indicators

φ
m,(s+1)
i,j = αsφ

m,(s)
i,j + (1− αs)

[
φ

m,(s)
i,j −∆tvni,j ·

(
∇φm)(s)

i,j

]
,

χm ∈ Vs, (10)

and the global level set is reconstructed by the operatorR. This case
is illustrated by Fig. 6(d) where the cell C in Fig. 6(a) is advected
from t = 0 to t = ∆t . After solving 3 advection equations, the
corresponding local level-set values are φ1(∆t) = −0.3, φ2(∆t) =
0.3 and φ3(∆t) = −0.32, respectively. Then according to the
reconstruction operator (6), the global level-set value is ϕχ (∆t) =
R(φ1(∆t), φ2(∆t), φ3(∆t)) = (0.3, 1).

Note that our algorithm does not depend on how the indicator
function χ is assigned for different regions as χ is only an auxiliary
function to identify whether different cells in the domain belong
to the same region or not. For example, if one changes the χ values
in Fig. 6(a), say χ = 1 for blue, χ = 2 for yellow and χ = 3 for red,
one obtains the same interface locations after advection. The rea-
son for using different advection strategies based on the cell types
is the following. A direct transport of the global unsigned level-
set function which exhibits a discontinuity across the interface

Fig. 6. A schematic representation example of evolution step for different types of
cells. In (a), a T-junction is advected from t = 0 to t = ∆t = 0.5 under a constant
velocity field v = (0, 1). The interface location at t = ∆t is represented by dashed
line and the corresponding global level-set function are updated in the right side of
(a). The three chosen cells, A, B, and C , have different types of Vs and are updated
in (b), (c) and (d), respectively.

requires numerical diffusion for stabilization and thus produces
a smeared interface. Consequently, the unsigned scalar function
does not maintain the distance function property. Advection with
a high-order, low dissipation scheme of the local signed level-set
functions, however, maintains the sharp interface and the distance
property much more accurately. We advect the unsigned level-set
function for full type cells and the local constructed signed level-set
functions for other cells. This essentially is an adaptive algorithm
which first determines the cell type as the indicator of the local
smoothness of the unsigned level-set. Then the unsigned level-
set field is advected wherever the unsigned level-set is smooth or
the signed level-set field is advected wherever the unsigned level-
set is singular. The re-initialization is not subject to regularization
constraints, and our numerical examples show that it is required
only as frequently as with the original level-set method.
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Computational efficiency can be further increased by employ-
ing the narrow band technique [41]. For simple test cases, such as
in Sections 4.1.2 and 4.1.3, this is not necessary. For more complex
cases, such as in Sections 4.2.2 and 4.3.1, it is applied. The operation
count of our method per time step is O(n2) (same as with the
Semi-Lagrangian regional level-set method and original level-set
method) and can be reduced to O(kn) by employing the narrow
band technique [41], where k is the bandwidth and n is the number
of cells in any direction. For the entire system the construction
and reconstruction operators are applied d(2t + 1)N1 + 2d(2t +
1)N2 + Nsd(2t + 1)N3 and N3 times respectively, where N1, N2
and N3 are the number of cells with full type, two-region type and
complex-region type Vs in the narrow band of interface network,
respectively. At every Runge–Kutta sub-step we solve the local
advection equations N1 + N2 + NsN3 times.

3.5. Re-initialization

It is important to re-initialize the global level set when neces-
sary for maintaining its distance-function property with respect to
the interface network. We employ two re-initialization methods.
One widely used method is that of Sussman et al. [42] where a
re-initialization equation is solved iteratively until steady-state is
reached. The implementation for the regional level-set method
involves the following steps region by region. For each subdomain
Ωχ , χ ∈ X, first the local level set φr is constructed and the
re-initialization equation according to Ref. [42] is iterated until a
steady state is reached. Alternatively, the explicit one-stepmethod
developed by Fu et al. [43] can be used which is significantly faster
than iterative methods.

3.6. Summary of the numerical method

Here we summarize our high-resolution regional level-set
method and comment on the description above. The entire numer-
ical method contains the following steps:
1. The initialization step. According to the description in
Section 3.1, we define an initial global level set ϕ

χ

i,j = (ϕi,j, χi,j)
at each FV cell Ci,j center xi,j, where ϕi,j is the distance from
the interface network and χi,j indicates which region domain the
center of Ci,j is located at.
2. The evolution step contains three sub-steps for Ci,j: (1) con-
struction of the Ns local level-set fields φ

r,n
k,l for the current time-

step n at the center of each cell Ck,l which belongs to the stencil
Vc of Ci,j; (2) computation of φ

r,n+1
i,j at the next time-step n+ 1 by

solving the Ns local advection equations; (3) reconstruction of the
new global level set ϕ

χ

i,j at the center of Ci,j from the Ns new local
level-set fields φ

r,n+1
i,j by the reconstruction operator R.

3. The re-initialization step. Enforce the distance function prop-
erty of the global level set ϕ

χ

i,j as the distance from the interface
network. We emphasize that the interface-network transport re-
initialization is not always necessary, see Section 4.
4. The postprocessing step. If necessary, extract the interface
network by the triangulation method of Ref. [44].

The detailed scheme for numerical implementation is listed in
Algorithm 2 . Our method only requires two global fields, ϕ and
χ (imax × jmax matrix). The operational complexity is almost the
same as that of the Semi-Lagrangian regional level-set method.
It should be mentioned that except for a postprocessing step the
method does not need to extract explicitly the interface network,
so the interface is fully implicit formulti-region problems. Another
important feature of our method is that unlike using neighboring
ϵ-level-set contours to reconstruct the interface network [39], our
method directly captures the evolution of the interface network.
The method is not a hybrid of the multiple level-set method and
the original level-set method. It rather can be viewed as a regional

level-set method employing locally signed level-set fields. As most
of the operations are localized, the currentmethod, like the original
level-set method, is well suited for to parallelization. It is possible
that the number of local region indicators isNs = 3d for every cell,
for example, Ns = 9 everywhere for a 2D 9-region system. In this
case, the efficiency of ourmethod is reduced to that of themultiple
level-set method. However, for most multi-region systems such as
that in Fig. 3(a), there are a small number of cells that have more
than two local region indicators.

Algorithm 2 Algorithm for evolving a global level-set function
defined on imax × jmax FV cells, part I.
1: Allocate memory for ϕ and χ (imax× jmax matrix) and initialize

their values. Initialize the velocity field v (imax× jmax matrix). ▷
the initialization step

2: Define cell neighborhoods, Vs (3× 3 cell pointers) and Vc (two
2S + 1× 1 cell pointers), for each cell.

3: Construct the local level-set functions by a vector (N elements)
φr . Create constructed intermediate local level-set fields by a
3× 3 matrix (φs) and a vector (φc) with 2S + 1 elements.

4: Update the velocity field v (Optional).
5: Update the time step ∆t (Optional).
6: Apply boundary conditions.
7: for i = 1 to imax, j = 1 to jmax do
8: Update the local index set Xs for Ci,j according to Vs, e.g., for

cell C in Fig. 6, Xs = {1, 2, 3}with χ1 = 2, χ2 = 1, and χ3 = 3.
And update Ns ← n(Xs).

9: for r = 1 to n do ▷ If Ns > 2, n← Ns, otherwise n← 1.
10: for k = i− S to i+ S do
11: φs

k ← Cr (ϕ
χ

k,j) ▷ Constructing local level sets in x
direction of Vs

12: Use high-order FD scheme, e.g. WENO, to approxi-
mate ∂φs/∂x.

13: end for
14: for l = j− S to j+ S do
15: φs

k ← Cr (ϕ
χ

i,l) ▷ Constructing local level sets in y
direction of Vs

16: Use high-order FD scheme to approximate ∂φs/∂y.
17: end for

Algorithm 3 Algorithm for evolving a global level-set function
defined on imax × jmax FV cells, part II.
18: Update n and κ by local level-set φc in Vc (Optional).
19: Update local level-set value, φr

← φs
1,1 − vi,j · ∇φs

▷

Explicit Euler time-integration scheme
20: end for
21: Reconstruct new global level set ϕ

χ

i,j from the Ns evolved
local level-set fields φr :

22: if Ns = 1 then
23: ϕ

χ

i,j ← (φ1, χ1).
24: else if Ns = 2 then ▷ Cell D in Fig. 6(a)
25: if φ1 > 0 then
26: ϕ

χ

i,j ← (φ1, χ1).
27: else
28: ϕ

χ

i,j ← (−φ1, χ2).
29: end if
30: else ▷ Cell A in Fig. 6(a)
31: ϕ

χ

i,j = R (φr , r ∈ Xs).
32: end if
33: end for
34: Re-initialize the level-set field ϕ (Optional).
35: Postprocessing step (Optional).
36: update t ← t +∆t and continue to step 4 until the final time.
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Fig. 7. Errors ε1 , ε∞ and εd with increasing resolution (a) and the interfaces segmentation (16× 16 grid points) at t = 0.2 (b) for a circle expansion. Present method (empty
symbols and red line) is compared with Semi-Lagrangian regional level-set method (gray symbols and blue line). The exact interfaces at t = 0 and t = 0.2 are plotted with
solid lines. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

4. Numerical validation

In this section, we assess accuracy and efficiency, the present
method by a range of numerical examples. Our intention is to
show that we recover the high computational efficiency of the
Semi-Lagrangian (SL) method, whilst significantly improving the
prediction accuracy. First, we compare different high-order dis-
cretizations of the level-set transport equation with SL results for
constant rotation motion of a three-region case. Afterwards, two
simplemean curvature flows are considered to verify the construc-
tion operators and re-initialization methods. Subsequently, the
single vortex flow is used to demonstrate the ability of the present
method to resolve long thin filaments. The computations of normal
driven flow, mean curvature flow and their combination serve to
assess the accuracy of the present method. Finally, we couple the
presentmethodwithNavier–Stokes equations applied to dry-foam
dynamics which undergo sudden breakups and interface evolution
driven by shock–bubble interactions, in order to demonstrate the
capability for coping with complex configurations.

4.1. Simple test cases

Three simple cases are considered to test suitable high-
resolution finite-difference schemes, construction operators, and
re-initialization methods for the simulation of multi-region
problems. We consider the 5th-order weighted essentially
non-oscillatory scheme (WENO) [45] and the central-upwind
weighted essentially non-oscillatory scheme (WENO_CU6) [46].
Both are compared with the SL scheme of the regional level-set
method [37].

4.1.1. Circle expansion
We start with a 2-region expansion case in Ref. [44]. A circle

with radius of 0.2 expands with a uniform speed to t = 0.2. The
computational domain is [0, 1]× [0, 1]. The explicit Euler scheme
is used for time marching with a CFL number of 0.5. The 5th-
orderWENO scheme is employed for spatial discretization. Fig. 7(a)
shows three error measures

ε1 =

∫ T

0
∥ϕ∥1 dx, ε∞ =

∫ T

0
∥ϕ∥∞ dx,

εd =

∫ T

0
dH (Γ n, Γ e) dx,

(11)

with

∥ϕ∥1 =
1

n(B)

∑
(i,j)∈B

|ϕn
i,j − ϕe

i,j|, ∥ϕ∥∞ = max
(i,j)∈B
|ϕn

i,j − ϕe
i,j|,

B = {(i, j)|ϕn
i,j < 10∆x}. (12)

The Hausdorff distance is

dH (Γ n, Γ e) = max( sup inf
y∈Γ e x∈Γ n

∥x− y∥2, sup inf
x∈Γ e y∈Γ n

∥x− y∥2). (13)

The superscripts ‘e’ and ‘n’ stand for the exact and the nu-
merical solutions. Our method achieves the expected 5th-order
convergence rate for all three error measures. The SL method is
1st-order, as expected, as is the Voronoi implicit interface method,
see Fig. 4 of Ref. [44]. Fig. 7(b) shows the interfaces of our method
and SL method at t = 0.2, compared the exact solution.

4.1.2. Triple point advection
We assess the prediction accuracy of ourmethod by triple point

advection cases which have analytical solutions. The first configu-
ration contains only one triple point which initially is located at
(0.2, 0.5). The second is a circle of radius r0 = 0.3 divided into
two parts. The computational domain is [0, 1]× [0, 1]. The velocity
field is given by (u, v) = (1.0, 0.0). The explicit Euler scheme is
used for time marching with a CFL number of 0.6. The 5th-order
WENO scheme is used for spatial discretization. The simulations
are performed until time t = 0.4. Re-initialization is not employed.
Error measures of Eq. (11) are computed within a narrow band

B = {(i, j)|ϕn
i,j < 1.2∆x ∩ ∥xi,j − xs∥2 < 0.05L}, (14)

where xi,j and xs are the locations of cell center and triple points,
respectively. Due to the smoothness properties of the exact so-
lution at most first order accuracy in εd can be achieved. This is
reproduced by our method, as shown in Fig. 8(a) and (b). The
benefit of the high-resolution discretization becomes evident for
the global measures ε1 and ε∞. The interface recovers the exact
solution as the resolution increases. A comparison with the SL re-
gional level-set method, shown in Fig. 8(b), demonstrates that the
errormagnitude of the SL regional level-set method is significantly
larger than that of our method.

4.1.3. Constant rotation of three regions
A two-dimensional circle of radius r0 = 0.3 is divided into two

equal parts which undergo constant rotation. The computational
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Fig. 8. Errors ε1 , ε∞ and εd with increasing resolution for the single (a) and double (b) triple point advection. Present method (empty symbols) is compared with SL regional
level-set method (gray symbols).

Fig. 9. Unsigned level-set contours ranging from 0.015 to 0.07: (a) t = 1
8π , (b) t = 1

4π , (c) t = 1
2π . The results are obtained by using three different schemes: SL (first row),

5th-order WENO (middle row) and WENO_CU6 (last row).
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Fig. 10. (a) Error εd with increasing grid resolution for constant rotation case. (b) Segmentation of the interface networks at t = 1
2π .

Fig. 11. Unsigned level-set contours ranging from 0.02 to 0.06: (a) initial contours; (b) t = 0.02, explicit re-initializationmethod and Cr ; (c) t = 0.02, explicit re-initialization
method and C⋆

r ; (d) t = 0.02, iterative re-initialization method and C⋆
r .

Fig. 12. Convergence for mean curvature flows in Fig. 11: (a) interface segmentation and (b) error of triple point locations.

domain is [0, 1] × [0, 1]. Symmetry conditions are employed at
all boundaries. The grid spacing is h = 1

64 . The explicit Euler
scheme is used for time marching with a CFL number of 0.6. Two
high-resolution schemes (5th-order WENO and WENO_CU6), see
the last two rows of Fig. 9, are compared with respect to their
ability to capture the two triple points, in comparison with the

results of the 1st-order SL scheme, see the first row of Fig. 9. Three
unsigned level-set contours are shown in Fig. 9 at t = 1

8π , t =
1
4π , and t = 1

2π . Apparently, in each simulation, the deflection
angles of the separation interface at all times agree with the the-
oretical values. However, the level-set contours surrounding the
interface alter slightly. The SL method results in more smeared



20 S. Pan et al. / Computer Physics Communications 225 (2018) 10–27

Fig. 13. Interface deformation for the single vortex flow at t = 0, 1.5, 3.0, and 6.0 with different resolutions: (a) h = 1
256 , (b) h =

1
512 , and (c) h = 1

1024 .

contours near the triple points due to numerical dissipation. The
two high-resolution schemes have less numerical dissipation and
thus preserve sharp corners. The relative radius difference |△r|/r0
of the circle for the WENO andWENO_CU6 results at t = 0.5π are
0.211% and 0.285%, respectively, and aremuch smaller than for the
SL result which is 3.42%, indicating better area conservation with
WENO and WENO_CU6. An error analysis for this case, shown in
Fig. 10(a), indicates 1st-order convergence of the interface location.
The extracted interface network converges to the exact solution
asymptotically as the resolution increases, as shown in Fig. 10(b).

4.1.4. Two dimensional mean curvature flows
The interface network of three-region and five-region systems

is evolved under mean curvature flow with u = κn, where n

and κ are calculated by Eq. (4). In our simulation we employ the
5th-orderWENO scheme for advection and consider different con-
struction operators and re-initialization methods. Since the mean
curvature uses 2nd-order derivatives of φr , it is more sensitive to
the local constructed level-set fields. The computational domain
extent is [0, 1] × [0, 1] in x and y directions. Symmetry boundary
conditions are employed at all domain boundaries. The explicit
Euler scheme is used for timemarching, and the time step∆t is the
same as that in [44], ∆t = h2

4 . As depicted in Fig. 11, the T junction
transforms to a Y junction under the effect of mean curvature.
The different columns in this figure show results for different
re-initialization methods and construction operators. When we
use the construction operator Cr , the displacement of the triple
point is overestimated in both cases, see Fig. 11(b). Significant
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Fig. 14. Outer (red line) and inner (blue line) interfaces deformation for the single vortex flow with Semi-Lagrangian scheme (dotted line) and 5th-order WENO scheme
(solid line). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 15. (a) Area conservation error (%) and (b) CPU times (in seconds) of the Semi-Lagrangian regional level-set method (dashed lines) and our high-resolution method
(solid lines) for simulating the single vortex flow. The area loss ∆A(t0) = (∆A1(t0), ∆A2(t0)) and ∆A(t1) = (∆A1(t1), ∆A2(t1)) are measured at physical time t0 = 3.0 and
t1 = 6.0, where the superscripts 1 and 2 indicate the outer and inner circles, respectively. The CPU time is measured at t = 3.0.

improvement is observed by the operator C⋆
r where χ (x) ̸= χr ,

irrespective of the employed re-initializationmethod, see Fig. 11(c)
and (d). Note that noise in the contours far away from the interface
visible for the explicit re-initialization is irrelevant to our method
as only the smooth inner contours are used for extracting the
interface.

We conclude that the construction operator C⋆
r is more suit-

able for mean curvature flows. Both re-initialization methods are
suitable for capturing the interface network. We obtain converged
interface locations, as shown in Fig. 12(b), where the interface
networks are extracted by the triangulation method of Ref. [44].
As shown in Fig. 12(b), first order convergence is achieved for the
triple-point locations.

4.2. Interface advection

4.2.1. Single vortex flow
For the single vortex flow case, we use the setup introduced by

Bell et al. [47] to test the ability and accuracy on resolving thin
filaments under the deformation by the velocity field:

u = −sin2 (πx) sin (2πy) cos (2πy)

v = sin2 (πy) sin (2πx) .
(15)

Again, we employ the 5th-order WENO scheme for advection.
The initial circle deforms into a filament wrapping around the
center of the domain. This structure wraps back into the initial
circle upon reversing the velocity at t = 3. The centers of con-
centric circles are (0.5, 0.75) and their radii are 0.08 and 0.22,
respectively. Symmetric boundary conditions and a second-order
strongly stable Runge–Kutta scheme [48] with a CFL number of
0.6 are employed. The grid size is refined from h = 1

256 to
h = 1

1024 .
It can be seen from Fig. 13 that two spirals of long filaments

are successfully captured at t = 1.5 and 3.0. With increasing
grid resolution the filaments become longer, especially the inner
one. At t = 6.0 with h = 1

256 two additional unresolvable triple
points are generated such that the two initial circle contours are
connected. This phenomenon can be attributed to the fact that for
extremely stretched filaments the two interfaces may reside in the
same cell, and a small numerical perturbation leads to a topology
change while reverse rotation does not disconnect the interface.
We emphasize that although we use 256 × 256 cells overall, the
number of cells across the initial inner circle is only 40 × 40.
Increasing mesh resolution removes such artifacts, as shown in
Fig. 13(b) and (c). Both circles recover their initial shapeswith good
area conservation.
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Fig. 16. Constant normal driven flow of three regions at t = 0, 0.072, 0.144, 0.216, and 0.288 with different resolutions (h = 1
64 , h =

1
128 , h =

1
256 , and h = 1

512 ).

Fig. 17. 3D normal driven flow at t = 0.072, 0.144, 0.216, and 0.288 with h = 1
128 .

Fig. 18. Number of spirals for normal driven flow: (a) temporal evolution and (b) relation with resolution.
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Fig. 19. Numerical result of the 15-region system evolution under mean curvature.

In Fig. 14, we compare the results of our method with that of
the SL regional level-set method. We observe that the SL method
shows large numerical dissipation and cannot reproduce the long
filament. The area conservation errors are listed in Fig. 15(a). Note
that the inner circle is very poorly resolved, i.e., for h = 1

64 , we
have only 12 × 12 cells across the initial inner circle. With such
low resolution 100% mass loss of the inner circle is inevitable for
any method. At all three grid resolutions, our method exhibits
significantly smaller area loss compared to the SLmethod. The CPU
time measurement indicates that our method is nearly as fast as
the SL regional level-set method even thoughwe employ the high-
order spatial schemes, as shown in Fig. 15(b).We conclude that our
approach achieves improved accuracy and comparable computa-
tional cost compared with the SL regional level-set method.

4.2.2. Normal driven flow
The constant normal driven flow has been studied in [44].

The pairwise Γab interface separating region domains Ωa and Ωb

moves in its normal direction with a constant speed. As shown in
Fig. 16, two initially neighboring region domains Ωb (colored by
green) and Ωc (colored by blue) are surrounded by a background
region domainΩa (colored bywhite). We define the normal veloc-
ity of the interface of each region as

uΓab = nb,uΓbc = nc,uΓca = na, (16)

where uΓab is the velocity at the pairwise interface Γab and nb
is the normal direction of the region boundary ∂Ωb at Γab. Thus
the flow wraps Ωa into Ωb which in turn is wrapped into Ωc .
The computation is carried out on a unit square with different
resolutions employing the 5th-orderWENOschemes for advection.
Symmetry boundary conditions and the explicit Euler scheme are
employed with a CFL number of 0.6.

For a comparison between the results of our method and those
in [44] we plot five snapshots at the same time instants as those
of [44], from t = 0 to t = 0.288. During evolution, the number of
spirals increases quickly, and we observe that our results actually
exhibit more visible spirals compared to that in [44], both on the
same 256 × 256 grid, see third row of Fig. 16. This observation
can be attributed to the high-resolution scheme employed in our

Fig. 20. Area as a function of time in the 15-region system. The colored lines indicate
von Neumann-Mullins’ law in Eq. (17). (For interpretation of the references to color
in this figure legend, the reader is referred to the web version of this article.)

method. Another reason is that we directly advect the interface
network.

The number of spirals increases linearly with time and propor-
tionally to grid resolution, see Fig. 18(a) and 18(b), respectively. In
order to demonstrate the validity of our method in three dimen-
sions, a 3D example of normal driven flow on a 128 ×128 ×128
grid, is shown in Fig. 17.

4.2.3. Von Neumann-Mullins’ law validation
We consider a case involving more regions and which serves to

verify our method in a configuration with multiple triple points
within a multi-region system. Initially 15 regions are randomly
placed in a domain [0, 1] × [0, 1] and evolve under a mean cur-
vature generated velocity u = κn. Periodic boundary conditions
are imposed at the domain boundaries. The explicit Euler scheme
is employed for temporal discretization. The time-step size is
∆t = h2

4 and the grid spacing is h = 1
128 . We want to verify that

the vonNeumann-Mullins’ law is reproduced,which states that the
rate of area A growth or decay is a function of the number of edges
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Fig. 21. Foam dynamics driven by surface tension and the background Taylor–Green vortex flow. The interface network is obtained by solving the N–S equations and global
level-set advection equation with a grid size of h = 1

512 . The area loss for the two bubbles is measured at t = 3.5.

n of the phase [44]
dA
dt
= 2πγ (

n
6
− 1), (17)

where we set γ = 1.0. The initial number of regions 15 is succes-
sively reduced to 6 under the effect of mean curvature, as shown
in Fig. 19. According to Fig. 19, region ‘‘h’’ initially has four edges
and shrinks under mean curvature, leading to region destruction,
consistent with von Neumann-Mullins’ law. More specifically, the

temporal growth and decay of the selected 8 regions is shown in
Fig. 20 which exhibits a piecewise linear profile for each region, in
agreement with von Neumann-Mullins’ law which is indicated by
a colored line in Fig. 20.

4.3. Coupled with fluid dynamics

To demonstrate the capability of our method to handle com-
plex applications we couple the high-resolution regional level-set
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Fig. 22. Four-bubble cluster dynamics subject to sudden rupture. The breakup of regions Ωχa and Ωχb occurs at t = 3.0 and t = 6.0, respectively.

method with the Navier–Stokes (N–S) equations,
∂U
∂t
+∇ · Fc = ∇ · Fv + σκδn, (18)

where U = (ρ, ρu, ρv, ρw, ρE)T , in which ρ, u, v, ρw, and
ρE are the density, the three velocity components, and the total
energy, respectively. Fc and Fv are the convective and viscous
flux tensor, respectively. The surface tension term σκδn on the
right-hand side describes foam dynamics, with σ being the surface
tension and δ being a smoothed Dirac delta function. The surface
tension force is calculated by Eq. (14) of Ref. [44]. We note that
the above surface-tension model may be improved by Eq. (16) in
Ref. [44], which is, however, not our main concern here. We use
the 5th-order WENO scheme and a 4th-order central scheme for
spatial discretization and a second-order strongly stable Runge–
Kutta scheme for temporal discretization, both for solving the N–S
equation and level-set advection. The CFL number is 0.6.

4.3.1. Dry foam dynamics
First we simulate dry-foam dynamics driven by surface tension

and a background Taylor–Green vortex flow [49],

u = −U cos(2πx) sin(2πy)
v = U sin(2πx) cos(2πy).

(19)

In a dry-foam cluster the gas bubbles are separated by thin liquid
films, which corresponds to the interface network of our method.
As we are not concerned with a specific physical problem, iner-
tia and gravity effects of liquid membranes, gas exchange across
permeable membranes, and Marangoni forces at the liquid–gas
interface are neglected here for simplicity. We consider the in-
terconnected membranes as massless and infinitely thin. Periodic
boundary conditions are applied. The Reynolds number is Re =
ρUL/µ = 100 and theOhnesorge number is Oh = µ/

√
ρσ L = 0.1.

So the inertial force, viscous force and surface tension force cannot
be neglected. We show the interface evolution at different time
instants in Fig. 21. The initial foam cluster is not at the equilibrium
state and evolves under the background vortex flow. The surface
tension takes long time to enforce the foam cluster to an equilib-
rium state (t ⩾ 3.5) as the Ohnesorge number is large. The area
loss is measured at t = 3.5 and exhibits 1st-order convergence in
Fig. 21.

The next foam dynamics problem has an Ohnesorge number
of Oh = 0.00024, i.e., the flow is surface-tension dominated.

Symmetry boundary conditions are applied and the grid size is
h = 1

256 . Initially, four bubbles evolve from an artificial initial
configuration to an equilibrium state, as shown in the first row of
Fig. 22. Following the breakup of Ωa, a second equilibrium state
is attained under the surface tension force, see the second row of
Fig. 22. ThenΩb breaks up, and a similar process is observed for the
remaining two bubbles. Note that the bubble breakup is triggered
explicitly, which is unphysical. However, it serves our purpose
of demonstrating that our method has the capability to capture
the interface evolution of a foam cluster subjected to stimulated
bubble breakup.

4.3.2. Shock–bubble interaction driven interface evolution
Weconsider the interface evolution is driven by a shock–bubble

interaction, where a light gas bubble (helium) is initially accel-
erated by a Mach 6.0 planar shock and then impacts on a heavy
bubble (R22). The shock wave, helium bubble center, and R22
bubble center are located at x = 0.1, x = 0.15 and x = 0.22,
respectively. The bubble has a radius of 0.025. The initial condition
is given by

(ρ, p, u, v, γ )

=

⎧⎪⎨⎪⎩
(5.268, 41.83, 5.752, 0, 1.4) post-shocked air
(1, 1, 0, 0, 1.4) pre-shocked air
(0.138, 1, 0, 0, 1.667) helium bubble
(3.154, 1, 0, 0, 1.249) R22 bubble

(20)

and the ideal gas equation of state is used. The surface tension
and viscosity are neglected, as the flow is advection dominated.
This is a typical compressible multi-phase problem and we notice
that our interface capturing method can be straightforward cou-
pled with the ghost fluid method proposed in Ref. [50] to solve
the dynamics of the three different materials. The computational
domain is [0, 0.356]×[0, 0.0445]. Symmetry boundary conditions
are employed at the upper and lower boundaries, while inflow and
outflow conditions are prescribed at the left and right boundaries.
We perform high-resolution simulation (h = 4.35 × 10−5) to
generate complex flow fields and validate our interface captur-
ing method in resolving complex topology changes. As shown in
Fig. 23(a) and (b), the density gradient and vorticity are plotted and
complex shock reflection patterns are observed. The helium and
R22 bubbles are colored by blue and green, respectively. After the
helium bubble impacts on the heavy bubble, many triple points,
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Fig. 23. Interface evolution driven by shock–bubble interactions at t = 1× 10−2 , t = 1.4× 10−2 , t = 2.2× 10−2 and t = 2.5× 10−2 . The density gradient (a) and vorticity
fields are plotted. The regions of helium bubble, R22 bubble and the ambient air are colored by blue, green and white, respectively. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)

droplets and filaments are generated, as shown in the inserts of
Fig. 23(a), indicating the ability of our method for resolving the
evolution of these interface structures.

5. Concluding remarks

The proposed method employs locally constructed level-
set fields and the regional level-set method to overcome typ-
ical problems encountered with the numerical simulation of
multi-region problems. The proposed numerical approach for
multi-region problems and its algorithmic formulation have the
following main properties: (1) As the proposed regional level-
set method employs local signed level-set fields generated from
the global level-set field with a simple construction operator, it
permits the implementation of high-resolution schemes for level-
set transport in a straightforwardway. (2) Instead of explicitly con-
structing the interface at every time step, we use a reconstruction
operator to assemble the global level set frommultiple local level-
set fields. This waywe can ensure that the implicitly defined topol-
ogy has no void or overlap artifacts. Moreover, a simple algorithm

allows to distinguish different types of cells. It can be concluded
from a range of test cases that the proposed method is more
accurate than the Semi-Lagrangian regional level-setmethod. High
order accuracy is demonstrated for some simple test cases where
analytical results are known. Several increasingly complex config-
urations serve to demonstrate that improved accuracy and effi-
ciency transfer to such test cases. A region-deconstruction example
in foam dynamics and a shock–bubble interaction driven interface
deformation demonstrate the feasibility of themethod for complex
applications.
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In this work, the time-marching reinitialization method is extended to compute the 
unsigned distance function in multi-region systems involving arbitrary number of regions. 
High order and interface preservation are achieved by applying a simple mapping that 
transforms the regional level-set function to the level-set function and a high-order two-
step reinitialization method which is a combination of the closest point finding procedure 
and the HJ-WENO scheme. The convergence failure of the closest point finding procedure 
in three dimensions is addressed by employing a proposed multiple junction treatment 
and a directional optimization algorithm. Simple test cases show that our method exhibits 
4th-order accuracy for reinitializing the regional level-set functions and strictly satisfies 
the interface-preserving property. The reinitialization results for more complex cases with 
randomly generated diagrams show the capability our method for arbitrary number of 
regions N , with a computational effort independent of N . The proposed method has been 
applied to dynamic interfaces with different types of flows, and the results demonstrate 
high accuracy and robustness.

© 2017 Elsevier Inc. All rights reserved.

1. Introduction

The level-set method [15] is a well-established interface-capturing method and is being widely used for multiphase flow 
computation, image processing and computer vision [14]. A reinitialization process is employed to replace the distorted 
level-set function φ0 : Rd → R during advection by the signed distance function φ : Rd → R which is the solution of the 
Eikonal equation,

|�φ| = 1 with sgn(φ) = sgn(φ0). (1)

Successful numerical methods for directly solving this stationary boundary value problem include the fast marching method 
[21] and the fast sweeping method [27]. One can also transform Eq. (1) to a time-marching problem [25,24],

φt + sgn(φ0)(|�φ| − 1) = 0, (2)

which is a Hamilton–Jacobi (HJ) equation with a discontinuous coefficient across the interface. Numerical approximations 
of Eq. (2) may exhibit oscillations or interface shifting [18], as the discretization of the derivatives across the interface may 
employ erroneous level-set information from the other side of the interface. High-order schemes specially developed for HJ 

* Corresponding author.
E-mail addresses: shucheng.pan@tum.de (S. Pan), xiuxiu.lyu@tum.de (X. Lyu), xiangyu.hu@tum.de (X.Y. Hu), nikolaus.adams@tum.de (N.A. Adams).

https://doi.org/10.1016/j.jcp.2017.10.054
0021-9991/© 2017 Elsevier Inc. All rights reserved.



312 S. Pan et al. / Journal of Computational Physics 354 (2018) 311–319

equations [11] may suffer from order degeneration and large truncation errors [18,5]. Modifications [24,18,13,5,9,3] have 
been proposed to cope with spurious displacement of the interface and successfully reduce the mass loss [7].

The level-set method has been extended to simulate the interface evolution of a multi-region system involving arbi-
trary number of regions by using multiple level-set functions [26,23] or a single regional level-set function [28,20,17], i.e., 
a combination of the unsigned distance function ϕ(x) ≥ 0 and the integer region indicator χ(x), where x ∈ � is a point 
in the computational domain �. For multiple level-set functions, reinitialization is applied to each level-set function [23]. 
Reinitialization for the regional level-set function can be accomplished by the fast marching method [20]. Although the 
time-marching method is considered to be more costly, it is more flexible and easier to parallelize [3]. When applied to the 
regional level-set method, high-order accuracy, to our knowledge, has not been demonstrated in the literature. For example, 
the time-marching reinitialization method used in Ref. [17] to regularize the regional level-set functions is limited to 1st 
order without preserving the interface location. Its computational cost depends on the number of regions due to the region-
by-region updating. These drawbacks motivate this paper which is dedicated to demonstrating how to achieve high order 
and strict interface preservation for reinitializing regional level-set functions. We employ a simple mapping, which previ-
ously has been used to construct multiple local level-sets for solving regional level-set advection in Ref. [17], to transform 
the regional level-set function to the level-set function and apply a high-order two-step reinitialization method which is a 
combination of the closest point finding procedure [4] and the HJ-WENO method [11]. Compared to the time-marching re-
gional level-set reinitialization method in Ref. [17], the present method can (i) achieve high-order accuracy, (ii) simplify the 
updating of the regional level-set function by imposing the interface-preserving property, and (iii) reduce the computational 
cost to be approximately the same as the original level-set reinitialization problem for two phases.

2. Reinitialization of a regional level-set function

Let X = {r ∈ N|1 ≤ r ≤ N } be the index set for all regions. Regional level-set reinitialization corresponds to finding the 
solution of

|�ϕ| = 1 with χ = χ0 (3)

on each region domain �χ which is an open subset of �, such that Eq. (1) is decomposed into N sub-problems. A good 
reinitialization method for regional level-set functions should preserve the interface and achieve high-order accuracy with a 
computational effort weakly depending on the number of the regions N . The displacement of the interface may lead to a 
sign change of ϕ , corresponding to a region-indicator change, which is difficult to handle for N > 2. Thus, we require that 
the developed method does not change the sign of ϕ so that the indicator χ remains invariant during the reinitialization. 
Although many methods, especially the subcell fix scheme [18,5,13], work well for reinitializing original level-set or signed 
distance function [7], the sign of ϕ is not ensued to be invariant when those methods are applied to solve the regional 
level-set reinitialization problem.

Direct implementation of the time-marching reinitialization method on a regional level-set function gives

ϕt + |�ϕ| = 1 (4)

which is incorrect near the interface for reinitialization as �ϕ gives the wrong characteristic direction across the interface. 
To address this issue, we employ a mapping Cr : R × N → R defined as

φr(x) = Cr (ϕ(x),χ(x)) =
{
ϕ(x) if χ(x) = χr

−ϕ(x) otherwise
, χr ∈ X. (5)

It transforms the regional level-set function to a level-set function for each region χr . Eq. (4) is reformulated as

ϕt + |�φr | = ϕt + |�Cr(ϕ)| = 1, (6)

which is a standard HJ equation. Now, reinitialization can be performed region by region [17], or by solving N scalar 
evolution equations [3]. Both have computational cost scaling linearly with N due to global mapping from ϕ and χ to φ. 
The same cost can be achieved with time-marching reinitialization methods [25,13,5,9].

To reduce the computational cost to be approximately the same as for the original level-set reinitialization method, we 
can locally apply the mapping on every stencil of the spatial discretization schemes. Considering a 2D multi-region system 
defined by ϕi, j and χi, j on a uniform Cartesian grid, with i and j being the indices of the coordinate directions, we apply 
a mapping for each grid point on the stencil of the discretization scheme,

φr
i+k, j = Cr

(
ϕi+k, j,χi+k, j

)
, φr

i, j+l = Cr
(
ϕi, j+l,χi, j+l

)
, χr = χi, j (7)

where −t � k � t , −t � l � t , and 2t + 1 is the required stencil width. Note that Eq. (7) is a local operation and the local 
level-set functions, φr

i+k, j and φr
i, j+l , are temporary variables, unlike the regional level-set (ϕ, χ) which is defined globally. 

Thus (ϕ, χ) at other grid points remains invariant. Now the information is propagated from the region boundary ∂�χi, j

to the interior of the region domain �χi, j . The mapping Cr serves the same purpose as the signum term in Eq. (2). The 
semi-discrete form of Eq. (6) is
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ϕt + H G(D+
x Cr(ϕ), D−

x Cr(ϕ), D+
y Cr(ϕ), D−

y Cr(ϕ)) = 1 (8)

where H G is the Godunov numerical Hamiltonian [15,11], H G(a, b, c, d) = √
max(|a−|2, |b+|2) + max(|c−|2, |d+|2), with 

f + = max( f , 0) and f − = min( f , 0). If N = 2, this is identical to traditional time-marching level-set formulation which 
can be solved by existing high-order schemes [16,11]. However directly applying these high-order schemes requires addi-
tional operations when N > 2. When the solution of Eq. (8) changes its sign after one time-step, updating of χ is required, 
which is not encountered with the original level-set problem. We emphasize that unlike traditional level-set reinitializa-
tion where interface-preservation serves to achieve good mass conservation and high accuracy of the interface location, in 
our problem we require the interface-preservation property as it implies that the sign change of the solution in Eq. (8) is 
avoided and thus the corresponding χ updating. Note that only strict interface-preservation allows to omit updating of χ , 
although high-order may be achieved without satisfying this condition [13,5].

2.1. High-order two-step reinitialization method

To ensure interface-preservation and high-order accuracy, we perform 2 operations. First, as with the initialization step 
of the fast marching method [21], we tag the grid point (i, j) adjacent to the interface as Alive, others as Far. A cell 
[i − 1, i] ×[ j − 1, j] is a cut-cell if it contains an Alive grid point. Inside every cut-cell, the level-set function is approximated 
by a bicubic polynomial [4] whose coefficients are determined by interpolation using all 16 grid-point values around this 
cell to achieve 4th-order accuracy. If the cut-cell [i − 1, i] × [ j − 1, j] is shared by more than 2 regions, say {χa,χb,χc}, we 
need to reconstruct multiple polynomials,

pr
i, j(x, y) =

3∑
ξ=0

3∑
η=0

cr
ξηxξ yη, r = a,b, c , (9)

where cr
ξη is determined by interpolating φr

i+i′, j+ j′ = Cr(ϕi+i′, j+ j′ ), with χr ∈ {χa,χb,χc} and i′, j′ ∈ [−2, 1]. A modified 
Newton method [4] is used to find the closest point x′ that satisfies pr(x′) = 0 and �pr(x′) · (x′ − x) = 0 simultaneously, 
where x is the location of an Alive grid point. The distance of an Alive grid point (i, j) to its region boundary is ϕi, j =
minp∈Pr ‖xi, j − x′

p‖ with χr = χi, j , where Pr is the set of all polynomials in cut-cells that share the grid point (i, j).
The second step is to update iteratively all Far grid-point values by solving Eq. (8). To ensure that global accuracy is 

at least the same as that of the 4th-order accurate approximation of Alive grid values, we employ a 5th-order HJ-WENO 
scheme [11] for approximation of the derivatives in H G ,

D−
x Cr(ϕ) = w0

2	+
x φr

i−3, j − 7	+
x φr

i−2, j + 11	+
x φr

i−1, j

6	x
+ w1

−	+
x φr

i−2, j + 5	+
x φr

i−1, j + 2	+
x φr

i, j

6	x
(10)

+ w2
2	+

x φr
i−1, j + 5	+

x φr
i, j − 	+

x φr
i+1, j

6	x

where 	+
x φr

i, j = φr
i+1, j − φr

i, j . The weighting factors, w0, w1 and w2, are defined in Ref. [11]. Thus a fully 4th-order reini-
tialization method is achieved that prevents spurious sign change of ϕ . In the following sections we compare the high-order 
method with a low-order two-step regional level-set reinitialization method which uses piecewise linear functions to ap-
proximate Alive values and an upwind finite difference scheme for Far values. The high-order subcell fix method in Ref. [13]
is applied to the solution of Eq. (8) for reducing the interface oscillation. Note that we replace the one-sided ENO scheme 
with the 3rd-order HJ-WENO scheme [11] for grid points away from the interface to achieve fully 3rd-order accuracy.

Note that bicubic interpolation degenerates to 1st-order accuracy near triple points. In this case, one can use piecewise 
linear interpolation which gives 2nd-order accuracy. A simple possibility is to employ a common triangulation algorithm, 
such as marching cubes [12] or marching tetrahedra [1], after mapping Cr . Such simple methods, however, may generate 
invalid interface segments in a cut-cell with more than two regions. As shown in Fig. 1, the interface deviates from the 
expected symmetric configuration for the first case. Also, it can not resolve quadruple points and octuple points. We propose 
a method to improve the triangulation results for multi-region systems. A complete interface is the union of all segments 
between different regions, 
 = ⋃

α,β∈[1,N ]×[1,N ] 
αβ . Suppose that the cut-cell [i − 1, i] ×[ j − 1, j] is shared by Ni j regions, 
where Ni j � 4 in 2D for resolved cases. The main steps to find 
αβ are: (i) apply mapping Cα(ϕ) for α ∈ [1, Ni j]; (ii) for 
every vertex of the cell apply piecewise linear interpolation pα(x, y) = cα

0 + cα
1 x + cα

2 y and modify the vertex level-set data 
by ϕ∗

α = minp∈Pα dp , where dp is the distance to the plane pα = 0 and Pα is the set of all piecewise linear functions 
in every simplex that contains the current vertex; (iii) construct the piecewise linear function pαβ(x, y) by interpolating 
Cα(ϕ∗

α) − Cβ(ϕ∗
β) and extract the interface segments of pαβ(x, y) = 0; (iv) apply the chop operation of Ref. [19], i.e., cut the 

interface where Cα(ϕ∗
α) < Cγ (ϕ∗

γ ) for γ 	= α, β . Typical examples shown in Fig. 1(b) indicate that this procedure improves 
the triangulation results in Fig. 1(a). Unlike with the method in Ref. [19], it is not necessary to calculate the distance 
function by solving the reinitialization equation. Moreover, this procedure is needed only near triple points. It can be used 
also for explicit interface extraction of multi-region systems, as shown in Fig. 4(f). Finally, we can update the level-set data 
by simply computing the distance to each interface element, ϕi, j = minp∈Pr

αβ
‖xi, j − x′

p‖ with χr = χi, j , where Pr
αβ is the 

set of all piecewise linear polynomials with r = α or r = γ .
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Fig. 1. Triangulation results for (a) 2D and (b) 3D cases. The regional level-set functions are defined at vertices, where color indicates χ and data indicate ϕ . 
The extracted interface patches are labeled by different colors for each pairwise interface. The results of the simple linear interpolation method and the 
proposed method are represented by red and blue lines in (a) and upper and lower rows in (b). (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

Extension to three dimensions (3D) encounters an issue with the closest point finding algorithm of Ref. [4] which may 
not converge within a prescribed number of iterations, as reported in Ref. [10] for two region cases. This issue becomes 
more serious near multiple junctions due to the existence of discontinuities in the multi-region cases. Without additional 
modification, the multi-region 3D test cases with an initially highly distorted level-set function such as that in Fig. 4(f) 
fail to converge near the sharp corner. For cut-cells with Ni j > 2, the above piecewise linear method has no convergence 
problems. For cut-cells near multiple junctions with Ni j = 2, we can address this issue by an improved closest point finding 
algorithm. We choose the directional optimization algorithm developed in Ref. [6] as a safeguard to guarantee convergence 
if the closest point finding algorithm does not converge. This algorithm is more robust as it employs Newton iteration in 
the azimuthal direction. In addition, we make minor modifications to achieve the high-order convergence in the L∞ norm. 
In the line search procedure of Ref. [6] which is used to find a projection x0 of a point x on the interface, the magnitude of 
Iφ(x0) is enforced to be lower than a given tolerance, e.g. 0.01	x3, where Iφ is the tricubic interpolation operation of φ. In 
most of our numerical examples, this safeguard is rarely invoked. For example, if the grid resolution is 2563, about 0.47%
and 1.93% of all Far grid points employ the directional optimization algorithm for the 3D case with N = 3 and the 3D 
randomly generated Voronoi diagrams case with N = 5 shown in Fig. 6, respectively.

3. Numerical examples

In this section, we assess the capability and accuracy of our time-marching regional level-set reinitialization method by 
a range of numerical examples. Both 2D and 3D cases are considered. For all test cases, Eq. (8) is solved by a 3rd-order 
strongly stable Runge–Kutta scheme [22] with a CFL number of 0.5.

3.1. Two-region system

Two cases with 2 regions are considered to test the accuracy and interface-preserving property of our reinitialization 
method for regional level-set functions. First, we test a simple case with an initial unsigned regional level-set function ϕ0,χ

given by
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Fig. 2. Reinitialization for 2-region cases: errors of the first (a) and second (b) case, and (c) time history of area of the fist case. The blue, red, and black 
symbols indicate results of the low-order, subcell fix, and the high-order two-step method, respectively. The solid, dashed, and dash-dotted lines indicate 
results of high-order two-step, subcell fix and low-order methods, respectively. The green symbols are the 3D results of the high-order two-step methods. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

ϕ0(x, y) = | f (x, y)|, f (x, y) = e
√

(x−5)2+(y−5)2−2.313 − 1, χ0(x, y) =
{

0 if f (x, y) < 0

1 otherwise
, (11)

on a rectangular domain [0, 10] × [0, 10]. For comparison of accuracy, we compute the error measures, L1(ϕ), L∞(ϕ), L1(κ)

and L∞(κ), where κ = � ·
(

�φr

|�φr |
)

is the mean curvature. The errors are measured on the full domain, with the kink 
of (5,5) excluded. As shown in Fig. 2(a), the high-order two-step method achieves 4th-order accuracy for error norms 
of ϕ and the corresponding 2nd-order accuracy for error norms of κ , which are higher than those for the subcell fix 
method (3rd-order ϕ and 1st-order κ ) and the low-order method (1st-order ϕ and nonconvergent κ ), indicating significantly 
reduced truncation errors. The area-conservation property of region χ = 0 is given in Fig. 2(c), and corresponds to interface 
preservation. Although the high-order subcell fix method estimates the area better than the low-order method, it still 
exhibits distinct interface oscillations. Such oscillations are eliminated by our high-order two-step method. All methods show 
2nd-order accuracy for area errors due to the 2nd-order approximation of the area estimate [8]. The absolute error level of 
the low-order method is higher than for the high-order methods. The second 2-region case has a asymmetrical distribution 
of initial regional level-set function [13], f (x, y) = [(x − 0.75)2 + (y − 0.75)2 + 0.025][√(x − 0.5)2 + (y − 0.5)2 − 0.25], on a 
unit square. The errors in Fig. 2(b) indicate similar accuracy for 2D. The results of the 3D test case with

ϕ0(x, y, z) =
[
(x − 0.75)2 + (y − 0.75)2 + (z − 0.75)2 + 0.025

] ∣∣∣∣∣
√

(x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2 − 0.25

∣∣∣∣∣,
(12)

are represented by green symbols in Fig. 2(b) and show that the expected order of accuracy is achieved.

3.2. Multi-region system

The first case is a 2D circle of radius r = 0.3 which is divided into two equal parts on the computational domain 
[0,1] × [0,1] with initial regional level-set function being

ϕ0(x, y) = | f (x, y)| = |
√

(x − 0.5)2 + (y − 0.5)2 − 0.3|, χ0(x, y) =

⎧⎪⎨
⎪⎩

0 if f (x, y) < 0 and x < 0.5

1 if f (x, y) < 0 and x � 0.5

2 otherwise

, (13)

which means the ϕ0 function is not consistent with the χ function, as shown in Fig. 3(a). After reinitialization, the unsigned 
level-set function matches the χ function very well. Error measures, L1(ϕ) and L∞(ϕ), are computed within a narrow band, 
{(i, j)|ϕi, j < 3	x ∧ ‖xi, j − xs‖ < 0.05}, where xi, j and xs are the locations of grid point and triple points, respectively. As 
expected, in Fig. 3(c), we achieve the same order of accuracy as with that for the 2-region cases. The errors of the 3D case 
with

ϕ0(x, y, z) = | f (x, y, z)| = |
√

(x − 0.5)2 + (y − 0.5)2 + (z − 0.5)2 − 0.3|,

χ0(x, y, z) =

⎧⎪⎨
⎪⎩

0 if f (x, y, z) < 0 and x < 0.5

1 if f (x, y, z) < 0 and x � 0.5

2 otherwise

,

(14)
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Fig. 3. Reinitialization for multi-region cases: ϕ contours for the 3-region (a) and the 5-region (b) case, errors of the 3-region (c) and the 5-region (d) 
case, and (e) time history of area of the 3-region case. The red and black symbols stand for results of the subcell fix and the high-order two-step methods, 
respectively. The solid and dashed lines indicate results of high-order two-step and subcell fix methods, respectively. The green symbols are the 3D results 
of the high-order two-step methods. The insert of (c) shows the L∞ errors near the triple points. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

indicate similar accuracy, and the subfigure shows that the bicubic interpolation exhibits order degeneration near the triple 
points, which can be improved by the piecewise linear method. The subcell fix produces oscillatory results for the area 
of region χ = 0, indicating an oscillatory interface during iterations. The two-step method provides a better interface-
preservation, see Fig. 3(e). Analogously, for 5 regions our method produces a reasonable ϕ function after reinitialization in 
Fig. 3(b) and exhibits 4th-order convergence rate of error measures, L1(ϕ) and L∞(ϕ), in Fig. 3(d).

We consider cases with randomly generated Voronoi diagrams to test the capability and performance of our method for 
a multi-region system with arbitrary N . The diagrams are either generated inside a circle or on a square with a periodic 
configuration. Both cases have a region number N ranging from 5 to 100 and the initial ϕ is assigned to be ϕ0 = ed − 1, 
where d is the distance to the Voronoi edges. The reinitialization is performed on a domain [0, 10] × [0, 10] with 512 × 512
grid points. As shown in Figs. 4(b) and (c), after the reinitialization the incorrect ϕ of the circle-bounded case is replaced by 
the distance to Voronoi edges. The reconstructed interface network in Fig. 4(a) coincides with exact one. The errors in the 
case N = 100 are 4.5 × 10−6 for L1 norm and 1.8 × 10−5 for L∞ norm. The second random case shows similar results, see 
Figs. 4(d) and (e). The execution times in Table 1 indicate that the computational effort is approximately independent of the 
region number if the number of iterations is constant, m = 512/CFL [13]. The largest Voronoi cell in Fig. 4(a) with N = 100
is only 1/10 of the domain size, thus a very small m suffices in this situation, and the CPU time can be reduced by 20
times, as shown in Table 1. A 3D random generated diagram case with N = 5 is also considered, as shown in Fig. 4(f). The 
initial distorted level-set function is defined the same way for the 2D cases. The computation is performed with 2563 grid 
points and its errors are 2.6 × 10−7 for L1 norm and 1.1 × 10−6 for L∞ norm. The interface extracted by the triangulation 
method is colored by gray, and the isosurfaces with ϕ ranging from 0.02 to 0.08 are also shown. The 2D contours plotted 
in the plane y = 0.5 indicate a regularized level-set field.

3.3. Level-set motion with reinitialization

Different types of flows are tested to demonstrate the ability of the present regional level-set reinitialization method. 
To make sure the numerical error generated during advection is not dominant, the advection of the interface is solved by 
a high-order regional level-set method [17], where the 5th-order HJ-WENO scheme [11] and 3rd-order SSP Runge–Kutta 
scheme [22] are used to discretize the level-set advection equation. Reinitialization is performed after every timestep.

The first case is the normal driven flow with 2 regions, where the velocity u is determined by the normal direction n. 
A circle with a radius of r = 0.2 at t = 0 expands with a uniform speed to r = 0.4 at t = 0.2. As expected, a 4th-order 
method for level-set functions produces 3rd-order errors, as u is the first derivative of the level-set function, see Fig. 5(a). 
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Fig. 4. Reinitialization for randomly generated cases with different N . The value of the χ indicator for the cases with random diagrams inside a circle and 
periodic random diagrams are represented by different colors in (a) and (d), respectively, where the Voronoi edges and the circle are reconstructed from 
the ϕ function after reinitialization. ϕ contours before and after the reinitialization for the first case are plotted in (b) and (c), respectively, where the 
dashed lines indicate the circular boundary. (e) shows ϕ contours after the reinitialization for the second case. The extracted interface and ϕ contours at 
y = 0.5 of a 3D case are shown in (f). (For interpretation of the colors in this figure, the reader is referred to the web version of this article.)

Table 1
CPU time (in seconds) of the reinitialization for two randomly generated diagrams. The reinitialization is performed by the high-order two-step method 
with a grid resolution of 512 × 512.

N
5 10 20 50 100

Circle bounded diagramsa constant m 65.782 66.122 65.755 60.703 59.126
case dependent m 13.100 9.204 5.908 4.217 3.028

Periodic diagrams constant m 65.893 65.997 64.931 59.764 57.868
case dependent m 16.565 13.912 9.472 5.849 4.113

a In this case, the number of Voronoi cell is N − 1.

The second example is the triple-point advection under constant velocity u = (1, 0). A 2D circle of radius r = 0.2 is divided 
into two equal parts and transported by the flow field until t = 0.4. As shown in Fig. 5(b), the L1 and L∞ norms indicate 
that the reinitialization errors dominate. To assess the robustness of the reinitialization method in more complex flows, we 
employ the vortex flow u = ( ∂�

∂ y , − ∂�
∂x ), where � = sin2(πx) cos2(π y) cos(πt/3)/π [2]. The circle of the previous case is 

located at (0.5, 0.75) with a radius of 0.15. The initial two triple points move due to the background flow fields, and the 
interface deforms into a filament wrapping around the center of the domain. At t = 3 the interface reaches its maximum 
deformation, and each region becomes a thin filament with sharp corners, as shown in Fig. 5(d). Then the interface wraps 
back into the initial configuration at t = 6, see Fig. 5(d). In Fig. 5(c), the error of area loss is measured at t = 6 and exhibits 
2nd-order convergence rate.

Finally we consider 3D cases with velocity u = (1, 0, 0). First we extend the 2D triple-point advection to 3D, where a 
sphere of radius r = 0.2 is divided into two equal parts. This system is transported until t = 0.4. Second we advect the 3D 
cases with randomly generated Voronoi diagrams, Fig. 4(f), and N = 5 until t = 0.2. As shown in Fig. 6, the L1 and L∞
norms indicate that the reinitialization errors dominate. The extracted interface network (ϕ = 0) and interior iso-surfaces 
(ϕ = 0.02 − 0.08) at t = 0.2 correspond to a regularized level-set field with 2563 grid points.

4. Concluding remarks

In this short note we demonstrate how to achieve high-order accuracy for computing distance functions in multi-region 
systems involving arbitrary number of regions by solving the time-marching reinitialization equation. We employ a simple 
map of the regional level-set function onto the level-set function inside the stencil of a finite difference scheme, fol-
lowed by solving the discretized HJ equation by a high-order two-step reinitialization method, which is a combination 
of a closest point finding procedure and the 5th-order HJ-WENO scheme. In 3D, the accuracy and robustness is improved by 
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Fig. 5. Applications of the regional reinitialization method for different types of flows. The convergence results of the normal driven flow, triple-point 
advection and vortex flows are shown in (a), (b) and (c), respectively. The interface of the vortex flows is extracted at t = 3 (d) and t = 6 (e). The dashed 
line indicates the exact interface.

Fig. 6. Three-dimensional advection with the regional reinitialization method. The convergence results of the 3-region and 5-region advection are shown 
in (a) and (b), respectively. The extracted interfaces, ϕ = 0, 0.02, 0.04, 0.06 and 0.08, are shown in (c) for t = 0.2.

employing a proposed multiple junction treatment and the directional optimization algorithm. 2D and 3D test cases demon-
strate that our method exhibits 4th-order accuracy for reinitializing the regional level-set functions and strictly satisfies the 
interface-preserving property. The reinitialization results for more complex cases with randomly generated diagrams show 
the capability our method for arbitrary N cases with a computational effort that effectively is independent of N . The time-
marching regional level-set reinitialization method has been applied successfully to level-set motion with different types of 
flows to assess its robustness and accuracy.
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In this paper we develop a conservative interface-interaction method dedicated to 
simulating multiple compressible fluids with sharp interfaces. Numerical models for finite-
volume cells cut by more than two material-interface are proposed. First, we simplify the 
interface interaction inside such a cell to avoid the need for explicit interface reconstruction 
and very complex flux calculation. Second, conservation is strictly preserved by an efficient 
conservation correction procedure for the cut cell. To improve robustness, a multi-material 
scale separation model is developed to remove consistently non-resolved interface scales. 
In addition, a multi-resolution method and a local time-stepping scheme are incorporated 
into the proposed multi-material method to speed up high-resolution simulations. Various 
numerical test cases, including the multi-material shock tube problem, inertial confinement 
fusion implosion, triple-point shock interaction and shock interaction with multi-material 
bubbles, show that the method is suitable for a wide range of complex compressible multi-
material flows.

© 2018 Elsevier Inc. All rights reserved.

1. Introduction

Compressible multi-material problems occur in a broad range of scientific and engineering areas such as high energy 
physics and astrophysics. Typical examples include inertial confinement fusion (ICF) [1], core-collapse supernova [2] and 
hypervelocity impact [3]. In these problems, different materials separated by the interface have significantly different ma-
terial properties and equation of states (EOS). Large density or pressure jumps inside the material or across the interface 
may occur and may lead to complex flow fields and interface evolution. For such compressible multi-material problems, 
numerical modeling has received increasing attention in recent years due to its versatility as complement to experimental 
investigations. Many well-established methods have been proposed to simulate two-phase compressible flows, such as the 
front-tracking method [4], the arbitrary-Lagrangian–Eulerian (ALE) method [5], the volume-of-fluid (VOF) [6] and the level-
set method [7]. Among these, sharp interface methods have the advantage of introducing no numerical mixing artifacts due 
to the interface model for immiscible materials or shock-driven miscible materials.

Unlike front-tracking and ALE methods, VOF and level-set methods can avoid the problem of capturing complex geome-
tries of interfaces as they implicitly define the interface and solve its evolution. Although VOF inherently is conservative, it 
treats the interface with a smeared interface representation which is disadvantageous for immiscible materials problems or 
extremely fast high energy processes. When more than two materials are involved, complex interface reconstruction algo-
rithms, such as onion-skin [8] and serial-dissection [9], are needed to generate interface locations from the volume-faction 
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data, usually relying on a material ordering strategy. The mixed treatment for fluid states inside a cell occupied by more 
than two materials (hereafter referred to as multi-material-cell) in the VOF method does not ensure a sharp-interface repre-
sentation [10]. In the level-set method, the interface reconstruction is straightforward via a signed distance function as the 
interface implicitly is represented by the zero contour which can be considered as a non-smeared interface representation. 
The sharp-interface property can be imposed by interface-interaction treatment [11] for two-phase flows. For multi-material 
flows involving more than two fluids, problems arise when the interface-network motion needs to be captured and inter-
face interaction occurs inside a multi-material-cell. The former issue can be addressed by a recently developed multi-region 
level-set method [12] which offers higher computational efficiency than the multiple level-set method [13] and better ac-
curacy than the regional level-set method [14]. The latter issue can be handled by applying the ghost fluid method [15]
on the multiple level-set functions to avoid complex interface interaction. This, however, leads to violation of conservation 
[16,13]. Conservative interface interaction models have been developed for two-phase flows [17,18], but, to our knowledge, 
have not yet been proposed for more than two fluids.

Numerical methods may suffer from a lack of robustness when complex interface topology changes, such as sudden gen-
eration and destruction of thin filaments and isolated droplets, are encountered. Interface scale separation models based on 
the refined level-set method [19,20] and identifying resolved/non-resolved interface segments [21] have been proposed for 
two-phase flows to remove non-resolved structures. More recently a model employing the constrained stimulus-response 
procedure [22,23] has been developed for interface scale separation and increases the robustness for the simulations of com-
pressible interfacial flows. However, scale separation for more than two materials has not been presented in the literature, 
and the extension of previous models [19,20,22,23] is not straightforward.

The objective of the present paper is to develop an efficient and robust numerical method for compressible multi-
material flows. In order to ensure conservation and the sharp-interface property, several operations related to the interface 
network are proposed. First, the interface-network evolution is captured accurately and efficiently by a multi-region level-set 
method, which is a combination of the original level-set method and he regional level-set method, to adopt the respective 
advantages of these two methods. In order to maintain conservation and impose a sharp-interface treatment, we extend the 
two-phase conservative sharp-interface method by introducing a conservation correction and a reduced interface-interaction 
model in each multi-material-cell. A multi-material interface scale separation model is proposed to remove non-resolved in-
terface segments and thus to increase the robustness of high-resolution low numerical dissipation simulations. The paper 
is structured as follows. In Sec. 2, the multi-material sharp-interface method, including the multi-region level-set method, 
conservative finite volume method, reduced interface-interface model and multi-material interface scale separation oper-
ation, is detailed. The proposed method gains computational efficiency by the employed multi-resolution method and a 
local time-stepping scheme. Accuracy, capability and robustness of the method are demonstrated in Sec. 3 by a range of 
numerical examples, followed by a concluding remark.

2. Numerical method

2.1. Governing equations

The governing equations of inviscid compressible flows are

∂U
∂t

+ ∇ · F(U) = 0, (1)

where U = (ρ, ρu, ρv, ρw, ρE)T , in which ρ , u, v , ρw , and ρE are the density, the three velocity components and the total 
energy with relation E = e + 1

2 (u2 + v2 + w2), with e being the internal energy per unit mass. The inviscid flux tensor F is

F(U) =

⎡

⎢⎢⎢⎢⎣

ρu ρv ρw
ρu2 + p ρvu ρwu

ρuv ρv2 + p ρw v
ρuw ρv w ρw2 + p

u(ρE + p) v(ρE + p) w(ρE + p)

⎤

⎥⎥⎥⎥⎦
. (2)

To close the governing equations EOS is required to describe the thermodynamic properties of the materials. The EOS for an 
idea gas is

p = (γ − 1)ρ, (3)

where γ is the ratio of specific heats. For water-like fluids, the pressure can be determined by Tait’s equation of state

p = B
(

ρ

ρ0

)γ

− B + p0, (4)

where ρ0 and p0 are the reference density and pressure, and B is a constant. Other EOS may also be employed in compress-
ible multi-material flows, such as the stiffened gas EOS for water under very high pressure, the Jones–Wilkins–Lee (JWL) 
EOS for gaseous detonation-products and the Mie–Grüneisen (MG) EOS for solids [24].
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Multi-material fluid dynamic problems contain multiple different fluids. We assume that there are N materials (or fluids) 
in the problem and partition the entire domain, $ = ⋃

χ∈X $χ , where $χ is the material domain and X = {χ ∈ N|1 ≤ χ ≤
N } is the index set for all materials. Given ξ, η ∈ X and ξ ≠ η, we define ∂$χ as the material boundary, (ξη = ∂$ξ

⋂
∂$η

as the pairwise material interface that separates two material domains, ( = ⋃
(ξη as the interface network, and J = ⋂

(ξη

as multiple junctions. Each material has its individual material parameters (e.g. viscosity) and EOS.

2.2. Interface capturing

To capture the evolution of complex interface networks, we have developed the multi-region level-set method which 
is a combination of the original level-set method [7] and the regional level-set method [14]. Globally we use a single 
regional level-set for representing the multi-region (or multi-material) system to significantly reduce the memory cost. 
Locally we construct multiple local level-set functions to capture directly the evolution of the interface network in order 
to save computational effort and avoid inaccuracies in reconstructing the interface network. Although the total number of 
materials may be very large, locally the number is limited, such that solving multiple locally constructed level-set advection 
equations is efficient. This method has demonstrated to achieve high-order accuracy for typical test cases without generation 
of artifacts [12].

The total system can be represented by the regional level-set function ϕχ (x) = (ϕ(x), χ(x)), where ϕ(x) ≥ 0 is the 
unsigned distance function and χ(x) is an integer material indicator. The material domain $a is identified by the indicator, 
$ξ = {x|χ(x) = ξ}, and the interface network is defined as ( = {x|ϕ(x) = 0}. On a two-dimensional uniform Cartesian grid, 
the regional level-set ϕχ

i, j = (ϕi, j, χi, j) is defined at the center of the finite-volume cell Ci, j . The Ns materials contained in 
a local set of cells

V s = {Ck,l|i − 1 < k < i + 1, j − 1 < l < j + 1} (5)

are identified by a local index set Xs = {r ∈ N|1 ≤ r ≤ Ns}.
By using a construction operator for generating the local multiple level-set fields and a reconstruction operator for 

reconstructing the global regional level-set field from the local level-set fields, the evolution step contains three main 
operations for Ci, j :

(1) Construct Ns local level-set fields φr,n
k,l for the current time-step n at the center of each cell Ck,l which belongs to the 

spatial discretization stencil of Ci, j

φr,n
k,l = Cr

(
ϕ

χ
k,l

)
=

{
ϕk,l if χk,l = χr

−ϕk,l otherwise,
r ∈ Xs (6)

(2) Compute the updated φr,n+1
i, j at the next time-step n + 1 by solving Ns local advection equations. The formulation of the 

local advection equation depends on Ns . If Ns ≤ 2 it recovers the original level-set advection equation while if Ns ≥ 3 it 
can be rewritten as

φ
r,(s+1)
i, j = βpφr,n

i, j + (1 − βp)
[
φ

r,(s)
i, j − ,tvn

i, j ·
(
∇φr)(p)

i, j

]
, 0 ≤ p ≤ m, r ∈ Xs,

φ
r,(0)
i, j = φr,n

i, j , φ
r,(m+1)
i, j = φr,n+1

i, j , (7)

where m is the number of Runge–Kutta sub-steps, βp is the parameter in the p-th sub-step, v is the advection velocity, and 
(
∇φr

)(p)

i, j is the finite difference approximation of the spatial derivative at the center of a finite-volume cell Ci, j .

(3) Reconstruct the new regional level-set ϕχ
i, j at the center of Ci, j from the Ns new local level-set fields φr,n+1

i, j by the 
reconstruction operator R as

ϕ
χ
i, j = R

(
φr,n+1

i, j , r ∈ Xs

)
=

(∣∣∣maxφr,n+1
i, j

∣∣∣ ,arg max
χr

φr,n+1
i, j

)
. (8)

We consider a 1D two-region case in Fig. 1 to illustrate the interface capturing scheme above. Suppose we have the 
regional level-set function ϕχ ,n (solid line in Fig. 1(a)) at time step n, and we want to obtain ϕχ ,n+1 (dashed line in 
Fig. 1(a)). The velocity field u is set as constant for simplicity. Following the algorithm above, first we use the construction 
operator to construct the local level-set functions. For instance, as the local index set of the cut-cell i = 6 is Xs = {1, 2}, the 
two local level-set functions defined on the stencil of cell i = 6, φ1,n , φ2,n , are shown in Fig. 1(b). We use Eq. (7) to advect 
these local level-sets,

φ1,n+1
i=6 = φ1,n

i=6 + ,tu
(

∂φ1

∂x

)n

i=6
, φ2,n+1

i=6 = φ2,n
i=6 + ,tu

(
∂φ2

∂x

)n

i=6
, (9)



JID:YJCPH AID:7845 /FLA [m3G; v1.231; Prn:21/02/2018; 10:01] P.4 (1-26)

4 S. Pan et al. / Journal of Computational Physics ••• (••••) •••–•••

Fig. 1. Schematic of the interface capturing method in Sec. 2.2 for a 1D two-region system. (a) The regional level-set function ϕχ ,n at tn is illustrated by the 
solid line. The dashed line indicates the exact ϕχ ,n+1 profile at tn+1 driven by a constant velocity u. (b) The local level-set functions φ1,n and φ2,n on the 
stencil (the gray box) of cell i = 6 are plotted by the blue solid line and the red solid line for the regions χ = 1 and χ = 2, respectively. The corresponding 
evolved local level-set functions, φ1,n+1 and φ2,n+1, are shown by the dashed lines. (For interpretation of the references to color in this figure, the reader 
is referred to the web version of this article.)

where for simplicity an explicit Euler time marching is used for illustration. The numerical approximation of 
(

∂φ1

∂x

)n
depends 

on the specific spatial discretization scheme. The updated values for cell i = 6, φ1,n+1
i=6 and φ2,n+1

i=6 , are plotted in Fig. 1(b). 
Applying the reconstruction operator gives

ϕ
χ
i=6 = R

(
φ1,n+1

i=6 ,φ2,n+1
i=6

)
=

(∣∣∣φ1,n+1
i=6

∣∣∣ ,1
)

, (10)

which indicates that cell i = 6 does not change its material indicator. For cell i = 7 one has

ϕ
χ
i=7 =

(∣∣∣φ1,n+1
i=7

∣∣∣ ,1
)

(11)

which corresponds to an indicator change from χn
i=7 = 2 to χn+1

i=7 = 1. For more complex 2D examples involving multiple 
junctions we refer to Ref. [12].

2.3. Conservative sharp-interface method

We extend the two-phase discretized governing equation of the conservative sharp-interface method [18] to multiple 
materials. On a two-dimensional uniform Cartesian grid with grid spacings ,x and ,y, the flow variable U is defined at 
the center of each finite-volume cell. For each material χ residing in cell Ci, j , we can integrate Eq. (2) over the space-time 
volume Ci, j ∩ $χ (t) and apply the Gauss theorem to obtain

n+1∫

n

dt
∫

α
χ
i, j(t)

dxdy
∂U
∂t

+
n+1∫

n

dt
∫

∂Ci, j∩$χ (t)

dxdy F · n = 0, (12)

where αχ
i, j(t) is the time dependent volume fraction of material χ in Ci, j . ∂Ci, j ∩ $χ (t) contains two parts: one is the 

combination of the four segments of the cell faces after being cut by the material interface, which can be written in the 
form of Aχ

i+1/2, j(t),y, Aχ
i, j+1/2(t),x, Aχ

i−1/2, j(t),y, and Aχ
i, j−1/2(t),x, where Aχ (t) is the aperture, see Fig. 3(a); the other 

one, denoted as ,$
χ
i, j , is the segment of material boundary ∂$χ inside cell Ci, j . This integral equation can be discretized 

with an explicit Euler time marching scheme as

α
χ ,n+1
i, j Un+1

i, j = α
χ ,n
i, j Un

i, j + ,t
,x

[
Aχ

i−1/2, j F̂i−1/2, j − Aχ
i+1/2, j F̂i+1/2, j

]

+ ,t
,x

[
Aχ

i, j−1/2F̂i, j−1/2 − Aχ
i, j+1/2F̂i, j+1/2

]
+ ,t

,x,y
X̂(,$

χ
i, j), (13)
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Fig. 2. A schematic representation of volume fraction correction for a multi-material finite-volume cell to maintain conservation: (a) without modification, 
(b) sub-cell reconstruction and (c) conservation modification.

where ,t is the time step size determined by CFL condition. αχ
i, jUi, j is the conservative quantity vector in Ci, j , with Ui, j

being the cell-averaged quantity vector of the material χ . F̂ is the numerical flux at cell-face and X̂(,$
χ
i, j) is the momentum 

and energy exchange flux determined by the interface interaction model discussed in Sec. 2.3.3. For Runge–Kutta time 
discretization, Eq. (13) is synonymous for a substep.

To update the volume fraction from the regional level-set function we use the algorithm in Ref. [25]. For computing 
the volume fraction αr of a particular material r in a cut-cell with Ns materials the algorithm, as in Ref. [26], recursively 
subdivides a cut-cell into 4 (8 in 3D) sub-cells with equal size. The volume fraction of each sub-cell αs is determined by 
the sign of its local level-set data φr at vertices (obtained by bilinear/trilinear interpolation), i.e., αs = 1 for full sub-cells 
(all vertex level-set values are positive), αs = 0 for empty sub-cells (all vertex level-set values are negative), and αs = 0.5
for cut sub-cells. We set the maximal subdivision level to be 5 for 2D cases. For 3D cases this algorithm is computationally 
expensive, and we prefer to use the volume-estimation method of Ref. [23] (see Appendix A therein) or a recently derived 
analytical formulation [27].

2.3.1. Conservation correction for a multi-material-cell
For the material χ summing Eq. (13) over its material domain $χ yields

∑

i, j

α
χ ,n+1
i, j Un+1

i, j =
∑

i, j

α
χ ,n
i, j Un

i, j +
∑

i, j

,t
,x,y

X̂(,$
χ
i, j) + boundary terms (14)

For two-phase flows, overall conservation can be achieved by summing Eq. (14) for the two fluids because interface-
exchange terms in cut cell always have opposite sign for each of the interacting materials, and the sum of volume 
fractions of the two fluids equals 1. For multi-material flows, although the volume fractions in a two-material-cell sat-
isfy αχ1 + αχ2 = 1, in a multi-material-cell where more than two materials meet the sum of volume fractions may be ∑

r∈Xs
αχr ≠ 1.0 if we assume that the material boundary segments are piecewise linear inside the cell. For example in 

Fig. 2(a), the linear material boundary segments of three materials never coincide, resulting in a void region, and thus 
αa + αb + αc < 1.0. To correct this total volume fraction deficiency, the piecewise linear assumption no longer can be ap-
plied to this cell. A straightforward way is to explicitly reconstruct the sub-cell topology inside this multi-material-cell as 
shown in Fig. 2(b). The new volume fraction for each material is updated by

αa = αa + αa,∗, αb = αb + αb,∗, αc = αc + αc,∗. (15)

Although this procedure is considered to be accurate as long as the explicit reconstruction method is sufficiently accurate, 
it is computationally expensive, especially in three dimensions. An alternative efficient way is shown in Fig. 2(c). Instead 
of explicitly reconstructing the sub-cell structure, we only modify the volume fraction corresponding to the smallest mass 
fraction inside this cell:

αχ∗ = αχ∗ + αχ∗,∗, αχ∗,∗ = 1 −
∑

αχ , χ∗ = arg min
χ

(αχρχ ). (16)

Thus this method is efficient especially in 3D as no reconstruction is needed. Although it does not resolve the sub-cell 
structure and is generally less accurate than the first method, the error is limited as the material dominating the cell 
properties labeled by the primary indicator) has a volume fraction larger than 0.5 which is not affected by the correction.

2.3.2. Material interface interaction model
The interface interaction for each connected material pair ($ξ , $η) occurs at the pairwise interface (ξη and can be 

described by a Riemann problem. The solution of this Riemann problem produces the interface condition which is used to 
calculate the exchange flux X̂ in Eq. (13) and the interface advection velocity v in Eq. (7). Hu et al. [24] have shown that 
the HLLC Riemann solver [28] is robust, accurate and efficient in handling two-phase flow with very strong interactions and 
large jumps of material properties. In this paper, we employ this approach to solve multi-material interface interactions.
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Fig. 3. Schematic of conservative discretization for a 3-material cell. (For interpretation of the references to color in this figure, the reader is referred to the 
web version of this article.)

Consider that the finite-volume cell Ci, j in Fig. 3(a) is occupied by three materials a, b and c, which are colored by blue, 
red and green, respectively. With our method, the multi-material cell Ci, j contains one regional level-set ϕχ

i, j and multiple 
fluid states. For the cell in Fig. 3(a), the flow states of material a are obtained by solving Eq. (13), and the states of the 
other material are extended from the respective material domains by using the extending algorithm [15,18]. According to 
Fig. 3(b), the interface condition at each pairwise interface segment (ξη is obtained by solving a corresponding 1D Riemann 
problem R(W L, W R) along a local normal direction nξη of (ξη . The constant left and right states of the Riemann problem, 
(W L, W R), are defined as

(W L, W R) =
{

(Ŵξ , Ŵη) if αξρξ < αηρη

(Ŵη, Ŵξ ) otherwise,
Ŵξ =

{
Wξ if ξ = χ1

W g
ξ otherwise,

(17)

where the superscript “g” indicates the ghost state at the cell center and χ1 is the primary material indicator with αχ1 >

0.5. We rewrite the EOS with a general form

p = p(ρ, e), (18)

and the speed of sound

cs = ∂ p
∂ρ

∣∣∣∣
e
+ p

ρ2

∂ p
∂e

∣∣∣∣
ρ

= . + ϒ
p
ρ

, (19)

where ϒ is the Grüneisen coefficient and . determines the material properties [24]. Afterwards, the HLLC approximate 
Riemann solver is invoked to obtain the two intermediate states, W ∗,L

ξη and W ∗,R
ξη , see Fig. 3(b), which have the relation

u∗,L
ξη = u∗,R

ξη = SM = u∗, p∗,L
ξη = p∗,R

ξη = p∗, (20)

where SM is the speed of the contact wave or the material interface. Toro et al. [28] use the jump conditions and the 
integral form of the conservation law to obtain the normal contact wave velocity

u∗ = SM = (S R − uR)ρR uR + (uL − SL)ρLuL + pL − pR

(S R − uR)ρR + (uL − SL)ρL
(21)

and the intermediate pressure

p∗ = pL + ρL(SL − uL)(SM − uL) = pR + ρR(S R − uR)(SM − uR) (22)

which describe the interface condition. The minimum and maximum wave speed S L and S R are estimated by

SL = min[uL − cs,L, ũ − c̃s], S R = max[ũ + c̃s, uR + cs,R ]. (23)

For two adjacent states described by different EOS, the average speed of sound c̃s is obtained by

c̃s
2 = .̃ + ϒ̃

(̃
p
ρ

)
, (24)

where the tilde on the right side indicates Roe-averaged values
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ρ̃ = √
ρLρR , f̃ = µ( f ) =

√
ρL f L + √

ρR f R√
ρL + √

ρR
, f = .,ϒ (25)

and
(̃

p
ρ

)
= µ

(
p
ρ

)
+ 1

2
ρ̃

(
uR − uL√
ρL + √

ρR

)2

. (26)

We can calculate the interface flux between materials ξ and η according to the interface condition (u∗
ξη, p∗

ξη) obtained 
above, where u∗

ξη = u∗
ξηnξη . For a two-material-cell, the flux X̂ in Eq. (13) has the same form as that in Ref. [11]. The 

multi-material-cell, e.g. the three-material-cell in Fig. 3, has the more complex interface flux

X̂(,$a
i, j) = X̂(,(ab) + X̂(,(ac) = X̂(,(O A) + X̂(,(O C )

X̂(,$b
i, j) = −X̂(,(ab) − X̂(,(bc) = −X̂(,(O A) − X̂(,(O B) ,

X̂(,$c
i, j) = X̂(,(bc) − X̂(,(ac) = X̂(,(O B) − X̂(,(O C ) (27)

where the interface inside the cell, ,(O C , are the line segments shown in Fig. 3(b). The interface condition is used to 
calculate these fluxes, e.g.

X̂(,(O A) =
[
0, p∗

ab,(O Anx
ab, p∗

ab,(O Any
ab, p∗

ab,(O Anab · u∗
ab

]T
. (28)

This model represents the full set of interactions. However, it is computationally expensive due to the fact that an explicit 
reconstruction of the interface-network is necessary to calculate the length and normal direction of ,(O A , ,(O B and 
,(O C . Moreover, it is difficult to extend to 3D since the number of interface segments for each material may become 
every large. As alternative, we propose a reduced interaction model for a multi-material-cell. The basic idea is that one only 
considers the interaction between the two materials with largest mass fraction inside a multi-material-cell. Assuming the 
mass fraction of each material is ordered as αaρa > αbρb > αcρc in Fig. 3, the reduced model is

X̂(,$a
i, j) = X̂(,(ab) ≈ X̂(,$a

AC
)

X̂(,$b
i, j) = −X̂(,(ab) ≈ −X̂(,$a

AC
), (29)

where ,$a
AC

is the material boundary of material a represented by its local level set. The normal direction nξη in the full 
interaction model can be approximated by the normal of a particular material boundary. As shown in Fig. 2(a), the three 
normal directions of material a, b and c are defined at the cell center and can be calculated by their corresponding local 
level-set fields

nχr = ∇φr

|∇φr | , χr = a,b, c. (30)

Note that the normal direction points into the respective material. The direction of the local Riemann problem R(W L , W R)

is

nξη =
{

nξ if αξρξ ≥ αηρη

nη otherwise.
(31)

Additionally, the interface flux is modified by

X̂(,$a
AC

) =
[

0, p∗
ab,$a

AC
nx

a, p∗
ab,$a

AC
ny

a , p∗
ab,$a

AC
na · u∗

ab

]T
, (32)

where na replaces nac as αaρa > αcρc . The averaged flow variable of the two subvolumes separated by ,$a
O A

are Wa and 
Wb , respectively, indicating that the flow state of material c is approximated by the data of material b. By this procedure we 
reduce the multiple interactions to a single interaction, irrespectively of the number of materials inside a cell. Moreover an 
explicit interface reconstruction no longer is needed to calculate the normal directions. Thus the reduced model significantly 
improves computational efficiency, especially in 3D.

The rationale of the reduced-model formulation is based on the assumption that the material with largest mass fraction 
αaρa in a multi-material cell dominates inertial dynamics. Under this assumption it suffices to determine the interaction 
between this material a with the mixture of b and c, without resolving the subcell details of the multi-material interactions. 
The flow state Um of the mixture (denoted by “m”) can be determined following e.g. [29] as

ρm =
∑

r=b,c

αrρr, (ρu)m =
∑

r=b,c

αrρrur, (ρE)m =
∑

r=b,c

αrρr(er + 1
2
|ur |2), (33)
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Fig. 4. Simple test cases for multi-material interface scale separation model: (a) A thin filament and (b) a small droplet. The solid blue line and dashed red 
line indicate the interfaces before and after applying the scale separation model. (c) and (d) show the level-set contours before and after applying the scale 
separation model. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

where the volume fractions have been normalized by the total volume of the mixture 
∑

r=b,c αr . If the mass fraction of c is 
sufficiently small,

αcρc ≪ αbρb, (34)

and the density of the materials constituting the mixture satisfies

ρc ≃ ρb, (35)

the state of the mixture can be approximated by

ρm ≃ ρb, (ρu)m ≃ ρbub, (ρE)m ≃ ρb(eb + 1
2
|ub|2) , (36)

which essentially implies that the interaction between material a and the mixture m can be replaced by the interaction of 
the reduced model (29). Note that for highly compressible flow the assumptions (34) and (35) may be not valid. Never-
theless even for complex test cases shown in Sec. 3 the simplified model produces good results with high computational 
efficiency. We emphasize that the current model formulation is limited to fluid-like materials. For more complex material 
combinations, such as fluid–solid interactions, e.g. Ref. [30], the model requires further extensions as the materials cannot 
be described by the same EOS family.

Global conservation is also achieved as can be seen from summing over all materials
∑

χ∈X

∑

i, j

α
χ ,n+1
i, j Un+1

i, j =
∑

χ∈X

∑

i, j

α
χ ,n
i, j Un

i, j + boundary terms. (37)

The interface fluxes for the two interacting materials have opposite sign in all multi-material-cells, i.e. X̂(,$
ξ
i, j) +

X̂(,$
η
i, j) = 0.
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Fig. 5. The multi-resolution representation of 3-material compressible flows in 1D. (a) The computational domain is partitioned by 3 materials (a, b, c). 
Two interfaces (ab and (ac separate these materials, and a shock wave occurs inside material a. (b) The circles indicate the non-existing blocks. The black 
dots are the non-leaf blocks which have child blocks. The leaf blocks, colored by blue, red and yellow are blocks containing single material a, b and c, 
respectively. (c) The final multi-resolution representation shows the single-material block of material b is located at the coarsest level as no shock wave 
or interface occur near it. The single-material block of material c is refined to ℓ = 2 because it is close to the interface (ac . The single-material blocks of 
material a are either refined by interface or shock wave. All multi-material blocks are refined to the finest level. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.)

Table 1
Initial conditions for 1D test cases I and III.

Location Case Ia Case III

0 ≤ x < 0.4 0.4 ≤ x < 0.6 0.6 ≤ x ≤ 1.0 0 ≤ r < 1.0 1.0 ≤ r < 1.2 1.2 ≤ r ≤ 1.5

χ 1 2 3 1 2 3
ρ 0.125 1.0 0.125 0.05 1.0 0.1
p 0.1 1.0 0.1 0.1 0.1 13.0
γ 1.667 1.4 1.667 1.667 1.667 1.667

Note: the velocity u is zero everywhere.
a For the helium–air–R22 shock tube problem, just change γ to 1.249 in 0.6 ≤ x ≤ 1.0.

Note that the small volume fraction of a particular material may lead to numerical instability if the time step of an 
explicit time integration scheme is calculated according to the full cell CFL condition. In order to maintain numerical stability 
without reducing the time step, we apply the mixing procedure [18] after each Runge–Kutta sub-step. For each material, the 
conservative quantities of a small volume fraction cell are mixed with those of the larger neighboring cells in a conservative 
way. The exchanges of the conservative quantities M are calculated according to the averaged values, see Ref. [18]. The 
conservative quantities for each material in the near interface cells are updated by

α
χ ,n+1
i, j Un+1

i, j = (α
χ ,n+1
i, j Un+1

i, j )∗ +
∑

Mx +
∑

My, (38)

where the second and third terms on the right hand side represent the sum of all mixing exchanges of cell Ci, j in the x
and y directions, respectively.

Given the flow states αnUn and the regional level-set data ϕχ ,n at time step n, the coupling between the interface 
capturing method in Sec. 2.2 and the fluid evolution described by Eq. (13) advances the interface ϕχ ,n+1 and flow states 
αn+1Un+1 to the next time step n + 1 through the following operation sequence:

• Update the volume fraction αn , aperture A, and normal direction n using the regional level-set function.
• Obtain the flow states Un from αnUn and the updated volume fractions.
• For each material χ , extend the fluid states defined on $χ to the ghost fluid domain $ \ $χ .
• Solve the material interaction to obtain the exchange flux X̂ and the interface velocity u∗ by the reduced model (29).
• Evolve the conservative flow states by Eq. (13) to obtain αn+1Un+1.
• Solve the interface advection equation (7) to obtain the new regional level-set function ϕχ ,n+1.
• Invoke the mixing procedure (38) for small cut cells.

2.3.3. Interface scale separation model
In this section, we discuss a numerical procedure for consistent removal of non-resolved interface segments during 

multi-material simulations. For a given spatial resolution non-resolved interfacial scales, such as thin filaments and small 
droplets, need to be removed in order to avoid proliferation of artifacts. For this purpose, the separation of resolvable and 
non-resolvable interface scales is necessary. The scale separation operation for two-material-cells is performed with the 
model in Refs. [22,23] without need for modifications. In multi-material-cells non-resolved interface structures may occur 
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Fig. 6. Three-material shock tube problem.

across different material domains, so that the scale separation model must be adapted to multi-material interfaces. After 
the removal of non-resolved structures the new interface needs to be constructed between these materials in such a way 
that these different materials stay separated, however with a different connection relation.

The basic idea of the multi-material-interface scale separation model resembles that of the two-material model [22,23]: 
each material domain is simply connected as long as the interface is resolved; non-resolved interface segments, however, 
show up as not simply connected sub-domains when the level-set field is slightly shifted. This observation is used to find 
“oddball cells” where non-resolved interface segments exist. We define the ϵ±-material-interface as

(
χ
ϵ± = {x ⊂ $χ |φχ (x) ± ϵ = 0,χ ∈ X} (39)

where ϵ is a small positive parameter [22] and can be set to 0.75h for 2D and 0.9h for 3D in order to remove interface 
segment whose scales are smaller than grid scale h [22]. The set of cut cells S0 which contains the segments of the interface 
network is defined as

S0 = {Ci, j|∂Ci, j ∩ ( ̸= ∅}. (40)

For each material χ we define Sχ
± as the sets of cut cells containing the segments of ∂$

χ
ϵ±

Sχ
± = {Ci, j|∂Ci, j ∩ ∂$

χ
ϵ± ̸= ∅}. (41)

The scale separation operation consists of three main steps. First, we identify the oddball cells where non-resolved interface 
segments reside. The selection criterion of oddball cells is similar as that of Ref. [23], which requires that to each oddball 
no neighbor exists that belongs to Sχ1

−

S∗ = {Ci, j|(Ci, j ∈ S0) ∧ (∀i0, j0 ∈ {−1,0,1}, Ci+i0, j+ j0 ∉ Sχ1
− )}, (42)

where χ1 = χi, j is the primary indicator of Ci, j . Second, the local non-resolved topology of the oddball cell in S∗ is altered 
to a new resolved topology by replacing its indicator with the indicator corresponding to the second largest volume fraction



JID:YJCPH AID:7845 /FLA [m3G; v1.231; Prn:21/02/2018; 10:01] P.11 (1-26)

S. Pan et al. / Journal of Computational Physics ••• (••••) •••–••• 11

Table 2
Initial conditions and EOS parameters for 1D copper–TNT–copper and aluminum–TNT–copper impact problems.

Location Case IIa

0 ≤ x < 0.3 (copper plate) 0.3 ≤ x < 0.7 (detonation products) 0.7 ≤ x ≤ 1.0 (copper plate)

χ 1 2 3
ρ 8.924 2.48537 8.924
p 0 37 0
(0 1.96 0.25 1.96
ρ0 8.924 1.84 8.924
A0 / 854.5 /
B0 / 20.5 /
R1 / 4.6 /
R2 / 1.35 /
e0 / 8.15 /
c0 3.91 / 3.91
S 1.51 / 1.51

Note: the velocity u is zero everywhere.
a For the aluminum–TNT–copper impact problem, just change ρ to 2.785 in 0 ≤ x < 0.3. Its EOS parameters are modified 

by (0 = 3, ρ0 = 2.785, c0 = 5.238, and S = 1.338.

χ∗
1 = arg max

χr≠χ1

αχr (43)

as changing from χ1 to χ∗
1 requires the least stimulus of level-set values for this cell and thus χ∗

1 has the largest possibility 
to occupy this cell after scale separation. Note that this procedure automatically generates a new interface. Third, the 
unsigned distance function of cell containing non-resolved interface segment is assigned with new data that fit the interface 
network of the new resolved topology. This is accomplished by the same operation as in Ref. [23]. Because the considered 
cell Ci, j in S∗ belongs to $χ∗

1 after scale separation, we calculate the distance from its center to ∂$
χ∗

1
ϵ+

d =
√[

i − i0,x + (ϕi0, j0 + ϵ)nx
]2 +

[
j − j0,y + (ϕi0, j0 + ϵ)ny

]2
, (44)

where (i0, j0) is the index pair of the cell in S
χ∗

1
+ within a search stencil i − 3 ≤ i0 ≤ i + 3, j − 3 ≤ j0 ≤ j + 3. 

{
nx,ny

}
is the 

unit normal vector at the center of Ci0, j0 . Subsequently, we update the regional level-set with

φ∗
i, j = (ϕ∗

i, j,χ
∗
1 ), ϕ∗

i, j = |dmin − ϵ|. (45)

Fig. 4 shows two illustrative test cases (a thin filament and a small droplet) where non-resolved interface scales exist. The 
computational domain is a unit square with the grid size ,x = ,y = 0.1. The thickness of the thin filament is 1.2,x, and 
the radius of the small droplet is 1.5,x. In Fig. 4(a), two interfaces that separates three materials merge to one after using 
the scale separation model, indicating that the material in the filament is entirely removed. The small droplet in Fig. 4(b) 
becomes an isolated bubble and the filament connecting the droplet and the main body collapses to a single interface while 
the other interface segments remain invariant. Two additional triple points are generated as expected. The level-set contours 
remain regular after scale separation and the contours inside the bubble do not change by the scale-separation operation, 
as shown in Figs. 4(c) and 4(d).

2.4. Space-time adaptivity

To achieve high computational efficiency and low memory storage, the space-time adaptivity strategy developed in 
Ref. [25] is incorporated into our compressible multi-material method with minor changes. In detail, the multi-resolution 
method [31] is used for mesh refinement due to its high rate of data compression. The projection and prediction operators 
[32] are defined based on the cell-averaged multi-resolution representation. For simplicity, the 1D operators with 5th-order 
interpolation are

Pℓ+1→ℓ : ūℓ,i = 1
2
(ūℓ+1,2i + ūℓ+1,2i+1), (46)

and

Pℓ→ℓ+1 : ûℓ+1,2i = ūℓ,i +
2∑

m=1

γm(ūℓ,i+m + ūℓ,i−m), (47)

ûℓ+1,2i+1 = ūℓ,i −
2∑

m=1

γm(ūℓ,i+m + ūℓ,i−m),
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Fig. 7. Three-material explosive driving and high-speed impact problems: (a) the copper–TNT–copper configuration and (b) the aluminum–TNT–copper 
configuration.

where ℓ is the index of levels, and γm is the interpolation coefficient. Mesh refinement and coarsening are accomplished 
by comparing the prediction error d̄ℓ,i = ūℓ,i − ûℓ,i with a level-dependent threshold [25]. A multi-step Runge–Kutta local 
time stepping scheme [33] is employed to achieve time adaptivity and thus obtain additional speed-up. To maintain strict 
conservation a conservative flux correction [33] is adopted between cells with different levels.

The pyramid data structure and storage-and-operation-splitting approach proposed in Ref. [25] are used here. The block 
containing cells which reside in the narrow band of the interface network is refined to the finest level ℓmax and denoted 
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Fig. 8. Trajectories of the inner (blue lines) and outer (red lines) interfaces of the shell in 1D ICF implosion problems. (For interpretation of the references 
to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Parameter study of the ICF implosion problem: (a) different shell thickness and (b) different γ2/γ1.

as “multi-material block”, otherwise as “single-material block”. In such way operations related to the interface, including 
interface interaction, mixing procedure, scale separation and level-set advection, are only conducted at the finest level. The 
block position identifier [25] is used to distinguish the block location. The identifier at the finest level is 1 whenever the 
block has cells which occur in the narrow band of any cut cell, otherwise it is 0. A cell Ci, j contains the interface network 
if it is intersected by the zero contour of local level-set field

∃r ∈ Xs, Ci, j ∩ {x|φr(x) = 0} ̸= ∅, (48)

or the indicator field in V s differs from χi, j ,

∃Ck,l ∈ V s,χk,l ≠ χi, j. (49)

The position identifier of blocks at other levels are obtained according to Ref. [25]. The final multi-resolution representation 
of a multi-material problem is generated by locations of interface and shock waves, see e.g. Fig. 5.

Note that a “single-material block” may also exist at the finest level if a shock wave resides in this block. For a “multi-
material block”, we allocate memory for one single regional level-set field and Nb flow state fields, where Nb is determined 
by searching all unique indicator inside the inner and buffer zone of this block and satisfies the relation Nb ≪ N when N
is large. For a “single-material block”, the volume fraction and apertures become unity, and the interface exchange terms 
vanish. Thus the governing equation Eq. (13) degenerates to a standard finite volume scheme on a Cartesian grid.

3. Numerical validation

In this section, we assess the accuracy and robustness of the present method by a number of test cases. The materials 
are assumed to be inviscid compressible fluids whose dynamics are governed by Eq. (1), with different EOS for different 
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Fig. 10. Internal energy distributions at t = 0.2, 1.0, 2.0, 3.0, 4.0 and 5.0 for 2D compressible triple point problem with ℓ = 5.

materials, and for which the interaction between each material pair can be written as in Eq. (29). A model extension 
may be required for other types of materials. Although a recently developed interface extraction algorithm [34] helps to 
determine the sub-cell interface geometrical information (normal direction and volume fraction), the development of a 
computationally efficient model that fully takes into account the interaction of more than three materials within a single 
cell is not straightforward. Applications of the present numerical model are limited to fluid-like materials.

First, the 1D multi-material shock tube and ICF implosion are considered. Then more complex 2D cases, including 2D ICF 
implosion, compressible triple point and shock wave interactions in multiple materials serve to demonstrate the robustness 
of interface interaction model and multi-material scale separation method in high-resolution simulations. For all test cases, 
discretization of the flow and interface evolution equation is performed by a 5th-order WENO [35] and a 2nd-order strongly 
stable Runge–Kutta scheme [36], with a CFL number of 0.6.

3.1. Shock-tube problem (I)

The three-material shock-tube problem of two helium gases and one air gas modeled by an ideal-gas EOS is an extension 
of the two-material shock-tube problem in Refs. [18,15]. Reflective boundary conditions are applied at x = 0 and x = 1. The 
initial condition is listed in Table 1. The grid spacing is ,x = 5.0 × 10−3 which we compare with a high-resolution result 
with ,x = 2.5 × 10−4. At t = 0, two Riemann problems occur at x = 0.4 and x = 0.6 and generate symmetric wave types. 
Two shock waves move towards the left and right boundaries while two rarefaction waves approach to each other. Finally, 
at t = 0.1 these two rarefaction waves impact and interact with each other, as shown in Fig. 6. Good agreement with the 
reference solution is observed and the distributions of flow variables exhibits symmetric profiles. When we modify the ratio 
of specific heats in 0.5 ≤ x ≤ 1.0 to R22, i.e. γ = 1.249. The problem becomes asymmetric, as can be seen in Fig. 6. The 
results demonstrate the conservation of mass for each individual material.

3.2. 1D Explosive driving and high-speed impact problem (II)

Now we consider three-material explosive driving and high-speed impact problems which contain more complex EOS. 
Following Refs. [37,29,24], we model the explosive by the JWL EOS

p = A0 exp
(−R1ρ0

ρ

)(
1 − ρ

R1ρ0

)
+ B0 exp

(−R2ρ0

ρ

)(
1 − ρ

R2ρ0

)
+ (0ρ(e + e0), (50)

and the impacting materials by the MG EOS,
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Fig. 11. Snapshots of density gradient at t = 0.2, 1.0, 3.0, 3.5, 4.0 and 5.0 for 2D compressible triple point problem with ℓ = 5.

Fig. 12. Vorticity contours at 5.0 for 2D compressible triple point problem with ℓ = 5.

p = pr + ((ρ)ρ(e − 1
2

pr
ρ − ρ0

ρρ0
), (51)

where

pr = ρ0c2
0

1 − ρ0/ρ

(1 − S (1 − ρ0/ρ))2 and ((ρ) = ρ0

ρ
(0. (52)
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Fig. 13. Volume fraction contours of χ = 1 (a), χ = 2 (b), and χ = 3 (c) at time t = 3.0 for 2D compressible triple point problem with ℓ = 5. The extracted 
interfaces (red lines) are shown in the insets. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.)

The parameters in Eqs. (50) and (52), (0, ρ0, A0, B0, R1, R2, e0, c0, S , are listed in Table 2 for the different materials. 
The mesh resolution and boundary conditions are the same as that of the above shock-tube case. First we test a symmetric 
configuration where the domain is decomposed into three parts: (i) a copper plate (0 ≤ x < 0.3), (ii) a product gas of the 
explosive TNT (0.3 < x ≤ 0.7), and (iii) another copper plate (0.7 < x ≤ 1). The initial condition is shown in Table 2, and the 
final time is t = 0.05. Then we replace the material of the first part (0 ≤ x < 0.3) by an aluminum plate. As shown in Fig. 7, 
our coarse-resolution (,x = 5.0 × 10−3) numerical results agree well with high-resolution results (,x = 2.5 × 10−4).

3.3. 1D cylindrical ICF implosion (III)

The setup of the ICF implosion simulations in a cylindrical geometry is taken from Ref. [38]. The computational domain 
is [0, 1] and 1D axisymmetrical grids with different resolutions are used. There are three materials in the domain. A light 
fluid is located in the core region of the target and is surrounded by a shell of dense fluid. Outside the shell is an ambient 
material which is not solved during the simulation. Thus we treat the interface between the shell and the ambient material 
as a free surface boundary. To drive the implosion the pressures p(t) imposed on that boundary are initially constant and 
then decrease linearly as
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Fig. 14. Comparison between the present numerical method (left column) and other existing methods [42,41] (right column) for the 2D compressible 
triple point problem. The internal energy contours obtained by our numerical method with ℓ = 2 (an effective resolution of 448 × 192) and ℓ = 5 (an 
effective resolution of 3584 × 1536) are plotted in (a) and (c), respectively. The internal energy contours of the ALE method (reproduced from [41] with 
permission of Elsevier BV 2017) with resolution 140 × 60 and 560 × 240 are shown in (b) and (d), respectively. The density contours (logarithm scale) 
of our numerical method with ℓ = 5 and the curvilinear finite element method [42] (high-resolution results are available at https :/ /computation .llnl .gov /
projects /blast /triple-point-shock-interaction) are shown in (e) and (f), respectively.

p(t) = 13 − 12.5(t − 0.04)

0.125 − 0.04
, (53)

according to Ref. [38].
The evolution of the locations of inner and outer interfaces of the shell are shown in Fig. 8. Fig. 8(a) shows that our re-

sults converge to the Lagrangian result [38] with the cell number increasing from 160 to 1280. At the initial stage the outer 
interface moves inward under a constant pressure, leading to a shrinking of the shell until t = 0.047. Both the interfaces 
move towards the core. As the contraction speed of the inner interface is larger than that of the outer one, the thickness 
of the shell increases. The deceleration of the light fluid is observed from t = 0.17 to t = 0.24 when the radius of inner 
interface reaches its minimum value (referred to as “stagnation time” [38]). Afterwards the light fluid exhibits a expansion.

In order to demonstrate the versatility of the method, we conduct multiple simulations with varying parameters r2
and γ2, which are the radius of the outer interface and the ratio of specific heats of the heavy fluid, respectively. Such 
a parameter study represents a typical design issue for an ICF capsule, as the thickness of the shell and the EOS used in 
the previous simulations [38] are not realistic. As shown in Fig. 9(a), the thickness of the shell during the simulation, the 
stagnation time and the compression rate reduce with the initial thickness ,r = r2 − r1 decreasing from 0.30 to 0.05. When 
the ratio γ2/γ1 varies from 1.0 to 10.0, the profiles for the inner and outer interfaces are shifted downwards and upwards, 
respectively, as shown in Fig. 9(b). Thus the achieved minimum radius of inner interface decreases as γ2/γ1 increase, 
indicating that stiffer shell materials generate higher compression rates.

3.4. Compressible triple point problem (IV)

In this section we consider a compressible triple point problem which contains three perfect gases and is often used to 
validate the accuracy and robustness of Lagrangian or ALE methods for multi-material compressible flow simulations [38,39]. 
The computational domain is a rectangle [0,7] × [0,3] and is partitioned into three sub-domains: (i) [0,1] × [0,3] which 
is filled with a high pressure high density fluid (ρ, p, γ , χ) = (1, 1, 1.5, 1), (ii) [1,1] × [0,1.5] which is occupied by a low 
pressure high density fluid (ρ, p, γ , χ) = (1, 0.1, 1.4, 2), and (iii) [1,7] × [1.5,3] which has a low pressure low density flow 
state (ρ, p, γ , χ) = (0.125, 0.1, 1.5, 3). Accordingly, a triple point exists initially at (1, 1.5). Reflective boundary conditions 
are employed, and the final time of the simulation is 5.0. The coarsest level has 7 × 3 blocks and are refined to the finest 
level by the mesh refinement criterion in Sec. 2.4.

First, we show numerical results of a high-resolution simulation conducted with ℓmax = 5 and an effective resolution of 
3584 ×1536 at the finest level. Upon comparing Fig. 10 with previous results in the literature [38,40], it can be seen that the 
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Fig. 15. Grid convergence tests for 2D compressible triple point problem. (a) The interface networks at t = 5.0 with different finest levels, ℓ = 0, ℓ = 2
and ℓ = 4. (b) Convergence study of the interface location at the lower (red lines) and upper (blue lines) boundaries with increasing ℓ from 0 (the second 
resolution with ℓ = 0 is half of the first one) to 5. The coarsest resolution is obtained with ℓ = 0 and the number of inner cells is 8 while in other 
simulations the number of inner cells is 16. (c) The pressure profiles along x direction at y = 0.5 (red lines) and y = 2.5 (blue lines) with t being 4.0. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

internal energy contours at t = 0.2, 1.0, 3.0, 3.5, 4.0 and 5.0 are in good agreement. The development of the shock system 
is illustrated in Fig. 11. The initial Riemann problems at the discontinuities (13 and (12 generate a contact discontinuity 
(C1 or C2), a leftward rarefaction wave (R1 or R2) and a rightward shock wave (S1 or S2), see Fig. 11(a). The shock S1
moves faster than S2 as the acoustic impedance has a relation ρ2cs,2 > ρ3cs,3. As a consequence, a distinct roll-up region 
appears around the triple point, as shown in Fig. 11(b). Near the triple point the shock reflection pattern is more complex 
as different waves interact with each other. Meanwhile, the development of disturbance can be observed in Fig. 11(c) due 
to the strong shear along all contact discontinuities C1, C2 and C3, which is not observed in numerical results of previous 
papers [38,40] and is indicative of less numerical dissipation. Fig. 11(d) shows the shock wave system just after S1 impacts 
the right boundary and is reflected. At this time instant, the interface inside the roll-up is strongly perturbed, leading to the 
shedding of small droplets. Afterwards, S1 moves upstream and is partially refracted to generate a transmitted shock T S1, 
as shown in Fig. 11(e). After S1 has reached the contact discontinuity C1, it becomes a transmitted shock T S2 inside the 
material 1 and a reflected shock R S1 is produced to maintain the mechanical equilibrium at the interface (13, see Fig. 11(f). 
Due to the Kelvin–Helmholtz instabilities along the contact discontinuities, vortical structures are produced, as shown in 
Fig. 12. The volume fraction contours, computed by the recursive subdivision algorithm [25], are consistent with the density 
gradient contours and interface locations for all materials, as shown in Fig. 13.

In Fig. 14 we compare our results with that of an ALE method [41] and of a curvilinear-coordinate finite element method 
[42]. Generally, all results show similar large-scale vortex structures and shock reflection patterns at t = 0.5. Our results 
show the generation of finer small-scale structures upon grid refinement, as shown in Figs. 14(a) and (c), which is con-
sistent with inviscid dynamics. A similar observation is made for the ALE simulations of Ref. [41], see Figs. 14(b) and (d). 
Also, our results exhibit enhanced physical interface instabilities with decreasing grid size, which again is consistent with 
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Fig. 16. Snapshots of density gradient before the stagnation time for 2D cylindrical ICF implosion with a 5-mode perturbation.

inviscid dynamics as smaller-scale Kelvin–Helmholtz instabilities along the contact discontinuities (e.g. C3) can be resolved 
on finer grids and are no longer suppressed by numerical dissipation. For high resolution simulations, vortical structures and 
smallscale features inside the primary vortex core are predicted consistently with the results of the curvilinear-coordinate 
finite-element method [42], see Figs. 14(e) and (f). As shown in Fig. 15(b), the interface locations at the upper and lower 
boundaries exhibit grid convergence. At t = 4.0, the shock waves and contact discontinuities corresponding to Fig. 11(e) 
are represented by the pressure and density profiles along the x direction at y = 0.5 and y = 2.5, see Figs. 15(c) and (d). 
The pressure and density jumps become sharper with increasing resolution from ℓmax = 0 to ℓmax = 5 and do not develop 
overshoots.

3.5. 2D cylindrical ICF implosion with perturbed interface (V)

Increasing the complexity of the configuration considered in Sec. 3.3, we investigate a 2D cylindrical ICF implosion with 
initial perturbations. This configuration demonstrates that the method can handle interface and small-scale flow instabilities 
from linear to highly nonlinear stages. The interface between light and heavy fluid has a single-mode perturbation [38,43]
with

r′
0 = r0[1 + A cos(mθ)], (54)

where r0 and r′
0 are the initial unperturbed and perturbed radii of the light fluid, and θ is the polar coordinate. The mode 

number m is 5 and 47 for low-mode and high-mode perturbations, respectively. The amplitude A of the initial perturbation 
is 2% of the wavelength of low-mode perturbation. A free surface boundary condition is prescribed at the outer interface. 
There is one block at the coarsest level and the maximum refinement level is ℓmax = 8. With each block containing 16 × 16
inner cells, the effective grid resolution at the finest level is 40962. Other parameters follow from the 2D extension of the 
1D case in Section 3.3.

Figs. 16 and 17 show four snapshots of the density gradient before and after the stagnation time, respectively. At the 
early stage, t = 0.12 in Fig. 16, the shock wave passes the inner perturbed interface, and a slight distortion of the shell 
and light gas bubble is observed due to Richtmyer–Meshkov instability. The length scale in Fig. 16 decreases slowly. After 
maximum compression, Rayleigh–Taylor instability develops as the high pressure inside the light fluid bubble accelerates 
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Fig. 17. Snapshots of density gradient after the stagnation time for 2D cylindrical ICF implosion with a high-mode perturbation.

the heavy shell. The low-mode instability has grown substantially from the stagnation time, which is confirmed by the rapid 
increase of the length scale in Fig. 17. Secondary instabilities near the inner interface can be seen, as shown in the snapshot 
t = 0.28. At time t = 0.40, the length scale shown in Fig. 17 indicates that the entire structure has significantly expanded 
and exhibits small-scale mixing [43]. For the high-mode case, the selected two snapshots in Fig. 18, t = 0.22, t = 0.27, 
are just before and after the maximum compression time. The outer boundary is composed of 47 fingers and show good 
symmetry preservation. The mixing zone containing most small scales at t = 0.28 is larger than that at t = 0.27, see the 
vorticity contours in Fig. 18. A wide range of resolved small interface scales are generated, indicating our method is very 
robust due to the multi-material scale separation model.

3.6. Shock wave interaction with a multi-material bubble (VI)

This problem represents a complex shock-accelerated inhomogeneous flow [44], and is a combination of a 2D air–helium 
[45,18,46,25] and an air-R22 [25,47,48] shock bubble interaction. A Mach 6.0 shock wave in air interacts with a cylindrical 
helium bubble with a R22 shell. The computational domain and initial conditions are shown in Fig. 19(a) and Table. 3, 
respectively. Symmetry boundary conditions are employed at the upper and lower boundaries, while inflow and outflow 
conditions are prescribed at the left and right boundaries. Simulations are performed with 4 × 1 blocks at the coarsest level 
and ℓmax = 7, leading to an effective resolution of 8192 × 2048 at the finest level.

In Fig. 20, the density gradient fields and materials distributions at 6 time instants illustrate the development of the 
shock system and the bubble deformation inside a medium with inhomogeneous flow states. At t = 5.0 × 10−3, the incident 
shock wave is refracted after crossing the upstream front of the R22 shell. As a result of the acoustic impedance mismatch 
ρ3cs,3 > ρ1cs,1 at the air–helium interface, the transmitted shock wave has a concave curvature while the shock in the 
ambient air keeps planar. This convergent shock refraction pattern agrees with the numerical results in Refs. [25,48]. A re-
flected shock is generated at the upstream front and then propagates upstream inside the air [49,44]. When the concave 
transmitted shock wave impacts on the R22–helium interface, the reflected rarefaction occurs and moves upstream inside 
the R22 shell. The acoustic impedance mismatch ρ2cs,2 > ρ3cs,3 at the air–helium interface produces a convex transmitted 
shock inside the helium bubble. This shock propagates downstream and subsequently impacts on the downstream surface 
of helium bubble. At t = 1.0 × 10−2, it moves across the interface entirely and becomes a re-transmitted shock in the R22 
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Fig. 18. Snapshots of density gradient and vorticity at t = 0.22 and 0.27 for 2D cylindrical ICF implosion with a high-mode perturbation.

Fig. 19. Computational domains for 2D compressible 3-material flows: (a) case V and (b) case VI.

material, as shown in Fig. 20(b). Correspondingly, a Mach stem, triple point, slip line and re-transmitted reflected shock 
(moves to the upstream of the helium bubble in Fig. 20(b)) are produced in R22 material during this process [49]. Along 
the vertical direction one can observe a “fast–slow–fast–slow–fast” type of shock speed according to definition of Zabusky 
and Zeng [50]. The deformed helium bubble has a similar shape with previous numerical results [18,46,25], although its 
incident shock is not planar. The materials helium and R22 are accelerated with significantly different shock speed. The 
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Fig. 20. Density gradient fields and materials distribution of case V at (a) t = 5.0 × 10−3, (b) t = 1.0 × 10−2, (c) t = 1.5 × 10−2, (d) t = 2.0 × 10−2, 
(e) t = 2.5 × 10−2 and (f) t = 3.0 × 10−2. A multi-resolution representation is outlined at t = 1.0 × 10−2.

global shape is extremely distorted, corresponding to “fast–slow–fast–slow–fast” shock wave, see Figs. 20(c) and 20(d). Sev-
eral upstream-directed reflected shock waves with different shock strength occur at different locations in either R22 shell 
or helium bubble. These shocks interact with each other and finally with the reflected shock in Fig. 20(a), see Figs. 20(e) 
and 20(f). From t = 1.0 × 10−2 to t = 3.0 × 10−2, R22 and helium are mixed with the ambient air. The generation of many 
isolated R22 and helium droplets are captured by our simulation, as shown in Figs. 20(e) and 20(f) and in Fig. 21. The multi-
resolution representation shown in Fig. 20(b) demonstrates that all blocks near the interfaces and the shock structures are 
refined to the finest level, ℓmax = 7.

3.7. Shock wave interaction with an Helium bubble and a water column (VII)

In this case, we consider a combination of shock-helium interaction [45,18,46,25] and shock-water interaction [25,48,
51], where a helium bubble is initially accelerated by a Mach 6.0 planar shock and then impacts on a water column. 
The computational domain and initial conditions are detailed in Fig. 19(b) and Table 3 while the boundary conditions are 
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Fig. 21. Vorticity contours of case V at (a) t = 2.0 × 10−2 and (b) t = 3.0 × 10−2.

the same as in Sec. 3.6. We refine 4 × 1 blocks at the coarsest level to ℓmax = 6 to obtain an effective grid resolution of 
4096 × 1024 at the finest level.

We plot 4 density gradient fields in Fig. 22 at t = 1.0 × 10−2, 1.2 × 10−2, 1.5 × 10−2 and 1.8 × 10−2, with helium 
colored by blue to track its evolution after impact on the water column. Note that the bubble deformation, the transmitted 
and reflected shocks, and the reflected rarefaction wave at t = 1.0 × 10−2 are in good agreement with those in Ref. [25], 
see Fig. 22(a). Triple point, Mach stem and slip line are observed at this time instant. The deformed helium bubble moves 
downstream and impacts on the water column at t = 1.2 × 10−2. A transmitted shock and reflected shock are generated 
at the helium–water interface. As the speed of sound in helium is comparable with that in water, the transmitted shock 
in water and re-transmitted shock in the ambient air together form a bow shock wave. Due to the high stiffness of the 
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Fig. 22. Density gradient fields of case VI at (a) t = 1.0 × 10−2, (b) t = 1.2 × 10−2, (c) t = 1.5 × 10−2 and (d) t = 1.8 × 10−2. The distribution of helium is 
colored by blue to capture its interaction with water column (light gray). (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.)

Table 3
Initial conditions for 2D test cases.

Locationa Case VI Case VII

Post-shocked air Pre-shocked air Helium bubble R22 shell Post-shocked air Pre-shocked air Helium bubble Water 
column

χ 1 1 2 3 1 1 2 3
ρ 1.0 5.268 0.138 3.154 1.0 5.268 0.138 1000.0
p 1.0 41.83 1.0 1.0 1.0 41.83 1.0 1.0
u 5.752 0.0 0.0 0.0 5.752 0.0 0.0 0.0
γ b 1.4 1.4 1.667 1.249 1.4 1.4 1.667 7.15

a See Fig. 19(a) for details.
b Tait’s EOS is used for water column and idea gas EOS is for other gaseous materials.

water column, the helium keeps closely touched to the water column, as shown in Fig. 22(b). From t = 1.5 × 10−2 to t =
1.8 ×10−2, near two roll-up regions of helium propagate across the water column, while little helium material resides along 
the upstream surface of water column. Small droplets are generated due to the displacement effect of the water column. 
Complex shock refraction pattern develop, indicating the increased complexity as compared to configuration considered 
before [49,44].

4. Conclusion

The proposed conservative multi-material interface-interaction method comprises a multi-region level-set method, a con-
servative finite volume method, an interface interaction model and an interface scale separation model to cope with typical 
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problems in the numerical simulations of compressible multi-material flows. The advection of interface networks is handled 
by the multi-region level-set method. Conservation is strictly satisfied by solving the discretized governing equations with 
consistent multi-material-interaction models and by using a conservation correction for each multi-material cell. The sharp 
interface property is maintained by an efficient reduced interface interaction model to obtain the interface condition which 
serves to calculate the velocity of the interface network and the exchange flux across different materials, instead of solving 
the full Riemann problem inside a multi-material-cell. In addition, computational robustness is enhanced by removing non-
resolved interface scales with a multi-material interface scale separation model. A range of test cases demonstrate that the 
proposed method has the intended properties and show that the method is very robust, flexible and efficient for simulations 
of compressible flows with multiple fluid-like materials. Although we only consider 1D and 2D test cases in this paper and 
inviscid flows, we emphasize that this method is straightforward to adapt to 3D and without difficulties can be extended to 
viscous compressible flows with source terms such as surface tension and gravity, by modifying the exchange fluxes in the 
multi-material cells.
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