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Abstract 
Energy storage is one of the key challenges on the way to sustainable, CO2-neutral or even -free 

renewable energies. Often, there is a mismatch between the availability of energy produced by 

renewable sources and the energy demand of consumers, which can be balanced by the use of energy 

storage devices. One option to store electric energy is the use of large scale batteries, which have to 

fulfill numerous requirements, such as high energy and power densities, high round trip efficiencies, 

high level of safety, long lifetime, low costs and use of abundant raw materials. Battery technologies 

currently available do not meet all these requirements yet. Li-ion batteries are the most advanced 

technology to date, however, their costs due to the limited Li-resources are too high for large scale 

deployment. One strategy to tackle this issue is to exchange the Li-ion by its neighbor in the periodic 

table, the Na-ion. Na is about three orders of magnitude more abundant than Li and homogeneously 

distributed in the earth´s crust, significantly reducing the raw material costs. Moreover, Na-ion 

batteries further benefit in terms of cost and weight by the use of Al current collectors instead of those 

made from Cu, which need to be used in Li-ion batteries at the negative electrode. 

In the new field of Na-ion batteries, many fundamental challenges need to be tackled to bring the Na-

ion battery technology closer to commercialization. Those concern the discovery of new electrode 

materials suitable for Na-ion insertion with properties such as high energy and power densities, 

lifetime, low costs and minimized hazards. In order to promote the development of new materials, a 

fundamental understanding of the electrode processes and about the interplay between different 

battery components is required, such as the electrode and the electrolyte. The more familiar Li-ion 

batteries can serve as a starting point and valuable reference system for such studies. In the present 

case, fundamental studies on the formation of a solid electrolyte interphase (SEI) on a graphite single 

crystal model electrode are shown, giving a mechanistic insight into the formation of the SEI 

precipitation on a molecular level. The multistage nature of the SEI-formation is studied by in-situ and 

in-operando scanning tunneling microscopy (STM), revealing the film morphology as well as the 

formation mechanism, including an initially still reversible SEI. A profound understanding of the SEI 

helps to benefit from its benign influence on the battery lifetime, safety and coulombic efficiency. 

The concept of in-operando STM is also applied to image phase transitions of graphite model 

electrodes, a candidate material for the negative electrode in Na-ion batteries, when intercalating 

solvated Na-ions as Na+(Gx)y-complexes, where Gx are linear ethylene glycol dimethyl ether 

homologues, also known as glymes, with x+1 O-atoms. Before the discovery of co-intercalating Na-

ions together with their solvation shell to form ternary graphite intercalation compounds, the 

reversible sodiation and de-sodiation of graphite was believed to be energetically impossible. Here, 

not only the reversible intercalation of Na-ions into graphite is demonstrated, but a deep 

understanding of the electrochemical phase transitions is gained by the combined use of in-operando 

techniques, besides STM also including X-ray diffraction and the electrochemical quartz crystal 

microbalance technique, which is operated as a novel in-situ hydrodynamic spectroscopy technique 

on graphite decorated quartzes. This leads to a precise description of the intercalation mechanism, 

based on the direct visualization and quantification of the graphite lattice expansion upon sodiation 

from the pristine 3.35 Å to more than 11 Å when sodiated, forming an intermediate ternary stage 2 

Na-graphite intercalation compound. Moreover, the subsurface diffusion of the intercalated Na+(Gx)y-

complexes can be directly visualized by STM, which shows that the under-coordinated Na+(G3)1-

complex diffuses significantly slower (5.9 nm s-1) than the sufficiently coordinated Na+(G4)1-complex 

(22.1 nm s-1), because of the increased Na+(G3)1-graphite interaction. 

Ex-situ STM on an orthorhombic, layered V2O5 single crystal model electrode helps to gain a deeper 

understanding of the electrochemical insertion of Na-ions into a V2O5 positive electrode. The insertion 



of the first Na-ion to form the Na1V2O5 phase occurs irreversibly, while a second Na-ion can be 

reversibly inserted/extracted to form the bilayered Na2V2O5. A detailed morphological study on the 

battery performance in Na-ion batteries is conducted by synthesizing and testing materials covering 

the entire range from microstructures, such as yolk-shell V2O5 microspheres, to nanostructures, as 

V2O5 nanobundles. The latter shows a superior battery performance, since the nanostructure 

increases the electrode capacity (209.2 mAh g-1, 2nd cycle), the energy density (453 mWh g-1, 2nd cycle) 

and efficiency (77.2 %, 100th cycle), the operating voltage (2.38 V, 100th cycle), the lifetime as well as 

the rate capability. 

Finally, having understood the fundamental electrochemistry and interplay of each battery 

component, a fully operating prototype Na-ion battery employing a graphite negative electrode and 

a V2O5 positive electrode is presented. The graphite | V2O5 prototype battery has an energy density of 

49.2 mWh g-1 (normalized to the total mass of active material), an averaged discharge voltage of 1.4 V 

and a round trip efficiency of 51.8 %. Thus, this thesis presents the full chain of development of a new 

technology, starting from very fundamental, mechanistic studies, followed by optimizing and adjusting 

each battery component and finally demonstrating a first, fully operative prototype.
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1 Introduction 
Life on earth depends on the atmosphere and its climate. Disturbing the equilibrium of the world´s 

climate directly affects life on earth. Due to this importance, the Intergovernmental Panel on Climate 

Change (IPCC) was established in 1988, an organization reporting on climate changes and exploring its 

consequences and origins. In 2014, the IPCC published their fifth report on the climate change,1 in 

which the change of global surface temperature since 1850 is shown (Figure 1 (a)). Being constant 

until 1900, the temperature rose by around 0.8 °C in the past century. Parallel to the rise of 

temperature, a rise of the sea level by around 20 cm and of greenhouse gas concentrations (CO2 ca. 

100 ppm, CH4 ca. 1 ppm and N2O ca. 0.05 ppm) in the earth´s atmosphere is detected (Figure 1 (b) and 

(c)). In the IPCC report the human influence on the CO2-content is categorized as extremely likely, 

which is also reflected in the rise of annual anthropogenic CO2 emissions (Figure 1 (d)). 

The climate change affects 

ecological systems like the oceans, 

the arctic ice shields, forests, 

deserts and the global weather. The 

dissolution of CO2 in the oceans 

results in a decrease of pH-value, 

the rise of temperature disturbs 

oceanic currents like the gulf-

stream and leads to a volume 

expansion of the heated water. The 

polar ice disappears and weather 

extrema become more frequent. 

Everything has direct sociopolitical 

as well as geopolitical 

consequences. 

In 2015, 78.3 % of the global energy 

demand was covered by fossil 

energy carriers contributing 

significantly to the global CO2 

emissions. Nuclear power 

contributed by 2.5 % and 19.2 % 

were covered by CO2-neutral or 

even -free renewable energies. 

70 % of the global electricity 

produced by renewable sources was 

generated by hydro power, 15.6 % 

by wind power, 8.4 % by biomass, 

5.1 % by solar energy and 1.7 % by 

other renewable energy sources.2, 3 

One core issue of renewable 

energies lies in daily and seasonal 

fluctuations of their availability and 

a mismatch with the actual energy 

demand. Large scale energy storage 

is inevitable to implement 

Figure 1: Development of (a) the earth´s surface temperature, 
(b) the sea level, (c) the greenhouse gas concentrations in the 
earth´s atmosphere and (d) the anthropogenic CO2 emissions. 
Graphs are taken from the fifth assessment report of the IPCC 
published in 2014.1 
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renewable energies into smart grids and to peak shave these fluctuations. A variety of technologies 

can be used to store energy, for instance as mechanical energy in flywheels,4–6 as pumped hydro 

power4–6 or compressed air,4–6 as thermal energy5, 6 or chemical energy by producing solar fuels,5 as 

electric energy in superconducting magnetic energy storage devices5 or in electrochemical devices 

such as super capacitors4–6 and rechargeable batteries.4–11 

 

Figure 2: Mass distribution of the main battery components in a lithium-ion battery for electric vehicles 
with a graphite negative electrode, a LiMn2O4 positive electrode and a 1 M LiPF6 in EC/DMC (1:1) 
electrolyte. Minor contributions to the battery mass also come from the electrode binder, thermal 
insulation, the casing and other electronic parts. The numbers are literature based.12 

The frontrunners in battery technology today are lithium ion batteries (LIBs, Figure 2). The beneficial 

properties of the Li-ion made it the material of choice so far, since the Li/Li+ redox couple has the 

lowest redox potential (-3.04 V vs. NHE) in the electrochemical potential series and in addition Li is 

one of the lightest elements in the periodic table (6.94 g mol-1).13 Both increase the gravimetric 

theoretical energy densities of the electrode materials used. In reality, however, Li also brings about 

a couple of issues negatively affecting the energy density of the entire battery: in LIBs the current 

collector of the negative electrode must be Cu (8.92 g cm-3), since the cheaper and lighter Al 

(2.70 g cm-3) cannot be used due to the formation of Li-Al alloys at low potentials. This problem can 

be solved when switching from the Li-ion to the Na-ion, which does not show this alloying behavior.13–

15 The Cu-current collector contributes by 11 % to the total battery mass, while the Al-current collector 

on the positive electrode is heavier, since the electrode capacities of both electrodes must be 

balanced, requiring larger positive electrodes (Figure 2).12 Using Al instead of the Cu at same electrode 

thickness yields a 7.7 % weight saving of the total battery. Of course, the application of Na in a battery 

also results in a weight penalty at the electrodes and in the precursor used in the electrolyte. 

Considering the standard MnO2 cathode material as an example, with an electrode mass for LiMn2O4 

of 180.8 g mol-1 and the Na analogue NaMn2O4 with 196.9 g mol-1, and assuming a 33 % weight 

contribution to the total battery weight,12 the extra weight gained by the use of Na compared to the 

Li-case amounts to 2.9 %. Using a Na-salt NaPF6 (167.9 g mol-1) instead of the LiPF6 (151.8 g mol-1) the 

weight increase of the entire battery amounts to 0.2 %, considering a 1.8 % contribution of the salt to 

the total battery mass.12 Thus, the argument of the weight benefit by using Li from purely gravimetric 

considerations does not hold true, since in an analogue Na-ion battery (NIB) the overall battery weight 

can be lowered by 4.6 % only by using a different current collector. The crucial parameter for mobile 

applications definitely is the energy density, which drops by 8.3 % by solely considering the voltage 
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loss caused by the less negative Na/Na+ potential (-2.71 V vs. NHE)13 and assuming a cathode potential 

of 4 V (a typical value, e.g. for LiMn2O4)16. Thus, the overall loss in gravimetric energy density of NIBs 

compared to LIBs amounts to only a few percent. One should bear in mind that these calculations are 

based on the assumption of Li+ and Na+ intercalating into the electrode materials equally well. In 

reality, electrode capacities of NIBs might differ to LIBs. One for instance can practically insert 

350 mAh g-1 of Li+ into graphite,17 whereas less Na+ can be reversibly intercalated (100 mAh g-1, and 

that only by co-intercalating solvent).18 

An advantage often used to motivate NIBs is the potentially lower costs and the availability and 

production capabilities of the raw materials needed to produce Li, respectively Na. Figure 3 illustrates 

the elemental abundance in the earth´s crust. Na is about three orders of magnitude more abundant 

than Li, directly reflecting in the crude material price of the Li (65 US$ kg-1, battery grade, March 2017) 

and the Na (2.5 US$ kg-1, battery grade, March 2017).19 An estimation of the total Li-mass in a battery 

based on the numbers given by Dunn et al.12 amounts to 1.35 % of the total battery weight, whereas 

for Na it is 4.8 %. Considering the metal prices, one ends up currently with approximately 76 US¢ price 

benefit per kg battery of a NIB compared to a LIB, based on the higher abundance of Na in the earth´s 

crust. Figure 3 also shows the abundance of Al and Cu. The metric ton of Al is traded with 1727.74 US$ 

(March 2017), while one ton of Cu costs 5660.35 US$ (March 2017).20 The savings coming from the Al 

current collector amount to approximately 57 US¢ per kg battery, which is in the same order as the 

savings obtained from the cheaper Na. 

 

Figure 3: Elemental abundance in the earth´s crust. Numbers are based on a study of Alekseenko et 
al.21 

The focus of electric mobility is to achieve high energy and power densities in batteries with secondary 

importance of battery price. Therefore, the lower battery costs of a NIB, which from the upper 

considerations for a 500 kg battery pack in an electric vehicle only amounts to a saving of roughly 

700 US$, cannot outweigh the larger energy and power densities of LIBs, especially since energy- and 

power-densities in real LIBs are even larger than in real NIBs. In large scale energy storage devices for 

stationary application, as is needed for renewable energies, for instance to store the electricity 
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produced by a photovoltaic device or a wind turbine, weight is not such an issue. Instead, battery costs 

and especially the use of abundant materials permitting upscaling to large scale becomes important. 

Here, battery costs can be lowered by a suitable choice of electrode materials as well as a suitable 

electrolyte. Materials known from LIB-research cannot simply be transferred to NIBs, since their Li- 

respectively Na-electrochemistry can be fundamentally different. Hence, new materials need to be 

found, characterized and understood for application in NIBs. This challenge defines the task of this 

thesis. 

Materials for negative electrodes in NIBs include metal oxides and sulfides, alloy based materials, 

organic composites as well as carbon based materials.22, 23 Each material comes along with a variety 

of advantages and issues for application in a NIB, which will be illuminated in more detail in a section 

dedicated to the state of the art of battery research (chapter 3). Due to their high elemental 

abundance in the earth´s crust (Figure 3), carbon based materials, especially graphite, are of special 

interest as a negative electrode material for NIBs, as they are considered as an extremely low cost 

material. On the same time, the introduction of graphite anodes in LIBs in the early 1990ies paved the 

way to their commercialization. Graphite is a well understood low cost material with beneficial 

electrochemical properties and one of the most desired negative host materials for sodium ions, 

believed to be the missing step for NIB-commercialization.24 Attempts to reversibly intercalate Na into 

graphite failed during the past twenty years.25–27 With the discovery of a Na-co-intercalation from 

ether-based electrolytes in 2014 by Jache et al.,18 reasonable amounts of Na+ could be reversibly 

stored in graphite electrodes by partially screening the Na-ion charge and hence facilitating the 

intercalation processes. However, there is still a lack in understanding the fundamental co-

intercalation mechanisms, especially when using the four shortest glymes (mono- to tetra-glyme) as 

solvents. Here, the tri-glyme shows an exceptional behavior, which is totally different from the other 

solvents and which is not understood. Moreover, the formation of a solid electrolyte interphase (SEI) 

in these glyme electrolytes is an open question. 

These questions are subject of this thesis: The general SEI-formation on graphitic electrodes in organic 

electrolytes will be treated in section 5.1. A deeper mechanistic understanding of the co-intercalation 

processes of solvated Na-ions into graphite is gained in section 5.2. Detailed in-operando scanning 

tunneling microscopy studies on graphite single crystal model electrodes give further insight and an 

atomistic understanding into the SEI-formation mechanism as well as phase transitions of the graphite 

lattice upon sodiation/de-sodiation in a NIB. The SEI growth can be imaged in real time, not only 

permitting morphological studies, but also revealing potential dependent processes and time scales. 

The observation of graphite phase transitions upon sodiation visualizes the lattice expansion of the 

graphite on an atomic level, not only revealing the intercalation mechanism, but also providing a direct 

measure of diffusion rates of Na-species migrating within the graphene sheets of the graphite crystal 

– a unique observation so far. Complemented with other in-operando techniques, such as X-Ray 

diffraction and the electrochemical quartz crystal microbalance technique, the structural changes of 

the graphite crystal during operation in a NIB are further studied. Especially a proof of principle of the 

latter technique employing graphite coated quartzes is presented, demonstrating a similar sensitivity 

towards crystal lattice expansions/retractions as the X-Ray powder diffraction technique. 

The studies on the negative electrodes are complemented by studies on materials for positive 

electrodes. Many compounds are known, which can reversibly intercalate Na-ions at high positive 

potential, making them the ideal counterpart to the above introduced low voltage materials for the 

negative electrode. One can categorize positive electrode materials in different classes: layered 

transition metal oxides, polyanionic compounds, Prussian blue analogues and organic materials.28–30 

Again, each material has some advantages and disadvantages as NIB positive electrode, being 
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described in more detail in chapter 3. An interesting positive electrode material for NIBs is the 

orthorhombic V2O5, as it is an intercalation host for a variety of mono- and multivalent ions,31 it was 

successfully employed in NIBs,32 and it possesses a wide range of powder morphologies on the micro- 

and nanoscale. 

Besides gaining a fundamental understanding of the V2O5 electrochemistry in a NIB, the scope of this 

thesis also is to study the influence of the V2O5-morphology on the battery performance in NIBs to 

develop strategies for further improvements (section 5.3). The starting point again is a scanning 

tunneling microscopy study on V2O5 single crystal model electrodes, permitting atomistic studies on 

the V2O5 phase transitions during operation in a NIB. This knowledge as well as the knowledge gained 

from a morphological study of different V2O5 electrodes, where micro-materials such as hollow or 

yolk-shell V2O5 microspheres are compared to nano-materials like V2O5 nanobundles or -belts, helps 

to optimize the V2O5 electrode. In view of developing a NIB prototype employing a graphite negative 

electrode and a V2O5 positive electrode, non-standard electrolytes are tested with V2O5 electrodes. 

Finally, the optimized V2O5 electrode and battery electrolyte are combined to a fully operating full cell 

NIB employing a graphite anode, the first prototype of its kind. The work on the full cell NIB will 

complete the thesis in section 5.4. Hence, this thesis represents the development of a NIB starting by 

answering and understanding the fundamental questions regarding the electrochemical behavior of 

the tested materials and to apply and transfer this knowledge to a fully operating NIB prototype. At 

the same time advanced experimental techniques, such as in-operando XRD, electrochemical STM, 

scanning electrochemical potential microscopy (SECPM) or the EQCM technique with coated quartzes 

are applied, modified and optimized for battery research. 

2 Fundamentals and Materials 

 Batteries33 
Before introducing the fundamental electrochemistry, a short overview over different battery types 

shall be given. In general, one discriminates between non-rechargeable (primary) and rechargeable 

batteries (secondary), where the latter are of major interest for energy storage applications in the 

mobile sector, in portable electronic devices or in large scale stationary applications. Different battery 

types exist, each having advantages and disadvantages for certain applications. Figure 4 gives an 

overview over the most common battery concepts, which in part are used in commercial products 

(lead-acid, nickel-metal hydride and rocking chair batteries) and which in part are still concepts and 

have only been realized in laboratories so far (metal-air and dual-ion batteries). Each concept shall be 

briefly discussed in the following sections. 
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Figure 4: Different battery types during discharge in comparison: (a) lead-acid battery, (b) nickel-metal 
hydride battery, (c) rocking-chair battery, (d) metal-sulfur battery, (e) metal-air battery and (f) dual-
ion battery. Grey symbols represent alkali-cations and red symbols represent OH--, O2--anions, 
respectively other anions. 

2.1.1 Lead-acid battery 
Figure 4 (a) shows the setup of a lead-acid battery. It consists of a Pb and a PbO2 electrode immersed 

in concentrated sulfuric acid (H2SO4). A proton conducting separator prevents an electrical short 

between the two electrodes and at the same time serves as transport medium for the exchanged ions. 

When discharging the battery, the Pb electrode is the negative electrode, i.e. the anode, and the PbO2 

electrode is the positive electrode, i.e. the cathode. For matters of convenience, in the following the 

negative electrode shall always also be called ‘anode’ and the positive electrode ‘cathode’, even 

though during charging the assignment would actually be reversed. The anode reaction is: 

𝑃𝑏 + 𝐻2𝑆𝑂4 ⇌ 𝑃𝑏𝑆𝑂4 + 2𝐻
+ + 2𝑒− (1) 

The discharge reaction occurs from left to right, while during charging it is opposite. At the same time, 

the reaction at the cathode is: 

𝑃𝑏𝑂2 + 𝐻2𝑆𝑂4 + 2𝐻
+ + 2𝑒− ⇌ 𝑃𝑏𝑆𝑂4 + 2𝐻2𝑂 (2) 

Thus, the overall cell reaction is: 

𝑃𝑏 +  𝑃𝑏𝑂2 + 2𝐻2𝑆𝑂4 ⇌ 2𝑃𝑏𝑆𝑂4 + 2𝐻2𝑂 (3) 

Even though the lead-acid technology was already developed in 1854, it is still present to date, also 

due to low cost. On the other hand, they have severe shortcomings in terms of energy and power 

density and great care has to be taken regarding the sulfuric acid. Thus, alternative battery concepts 

based on different electrochemistries have been developed, where some selected examples are 

introduced in the following sections. 

2.1.2 Nickel-metal hydride battery 
Another commercially available secondary battery is the nickel-metal hydride battery (Figure 4 (b)). 

As the lead acid battery, the nickel-hydride battery employs an aqueous electrolyte, with pH 14 
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however. The working principle is based on the hydrogenation of metals, where hydrogen ions are 

inserted into the metal 𝑀, followed by a reduction to a metal hydride 𝑀𝐻 and the implementation 

into the metal crystal lattice. This reaction occurs at the negative electrode: 

𝑀𝐻 + 𝑂𝐻− ⇌ 𝑀 +  𝐻2𝑂 + 𝑒
− (4) 

Most metals show this hydrogenation behavior. A material typically employed in commercial metal-

hydride batteries is the La0.8Nd0.2Ni2.5Co2.4Si0.1
 electrode. Upon discharge, a proton is released from the 

𝑀𝐻  electrode to form water with the hydroxide anion. This anion is produced at the positive 

electrode, from where it passes through the separator to the negative electrode. At the positive 

electrode, Ni(III)-hydroxide is reduced consuming the electron and converting water to the hydroxide 

anion: 

𝑁𝑖𝑂(𝑂𝐻) + 𝐻2𝑂 + 𝑒
−  ⇌ 𝑁𝑖(𝑂𝐻)2 + 𝑂𝐻

− (5) 

The total cell reaction hence is: 

𝑀𝐻 +  𝑁𝑖𝑂(𝑂𝐻)  ⇌ 𝑀 +𝑁𝑖(𝑂𝐻)2 (6) 

Nickel-metal hydride batteries have an enhanced energy as well as power density compared to the 

lead acid batteries, but suffer from an increased self-discharge, a weakness to over-charging/-

discharging and a performance loss at low temperatures. 

2.1.3 Rocking chair battery 
Today, the most prominent battery is the lithium-ion battery, whose operation principle is based on 

an intercalation/insertion electrochemistry of Li-ions into a host material (Figure 4 (c)). Li+ can 

intercalate in different materials at different electrochemical potentials. Choosing two different 

materials with a large voltage difference allows to store Li+ at two different energy levels, which also 

explains the energy storage principle. In order to store/withdraw energy from the battery, the Li+ must 

be shuttled between the two electrodes when charging/discharging, in analogy to a rocking chair. In 

commercial batteries graphite is used as anode material, as it offers low voltage levels to the Li+. In 

most LIBs LiCoO2 based compounds are the cathode material of choice.34 Consequently, the anode 

half-cell reaction is: 

𝐿𝑖𝐶6 ⇌ 𝐿𝑖
+ + 𝑒− + 𝐶6  (7) 

At the cathode, it is: 

𝐶𝑜𝑂2 + 𝐿𝑖
+ + 𝑒− ⇌ 𝐿𝑖𝐶𝑜𝑂2 (8) 

The overall reaction finally is: 

𝐿𝑖𝐶6 + 𝐶𝑜𝑂2 ⇌ 𝐶6 + 𝐿𝑖𝐶𝑜𝑂2 (9) 

Since voltage differences between anode and cathode are reached, which exceed the electrochemical 

stability window of aqueous electrolytes, other, organic electrolytes need to be employed. Such 

electrolytes in part sustain voltages of more than 5 V. Mostly, they are made from mixtures of 

carbonate solvents, such as dimethyl carbonate (DMC), ethylene carbonate (EC), propylene carbonate 

(PC), etc. Again, the two electrodes are separated by an ion conducting separator or membrane, which 

prevents an electrical short circuit between the two electrodes. 

Rocking chair batteries can be applied in manifold electrochemistries, not only making use of 

monovalent alkali metal ions, but also of bivalent and even trivalent ions. Each of these concepts again 

is linked with their own challenges, advantages and drawbacks. 
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Historically, the concept of a rocking chair battery was developed, since it solved a severe safety issue: 

Originally, Li-metal anodes were used in LIBs due to their high energy and power density. However, 

metallic Li is a highly reactive material and potentially dangerous. On the other hand, the repeated 

dissolution/deposition of Li from/on the Li-electrode leads to the formation of dendrites, which 

penetrate the separator and finally shorten the anode and cathode. This not only destroys the battery, 

but can also lead to thermal runaway and finally to ignition. Still, research is seeking for ways, how to 

build a safe version of Li-metal batteries, mainly by replacing the liquid electrolyte with solid, ion-

conducting ceramics or glasses (solid-state battery). 

LiCoO2 positive electrodes in LIBs possess a high operating voltage and capacity, but suffer from some 

drawbacks, like a structural instability when too much Li+ is removed upon discharge, or a spontaneous 

reaction with the electrolyte, leading to harmful gas evolution like CO2, CO, CH4, C2H4, C2H6, O2 and 

H2O and concomitant safety issues.35, 36 Moreover, the Co is comparably expensive, which can be 

replaced by the more abundant Mn. Due to its economic and environmental benefits, LiMn2O4 is an 

attractive alternative to LiCoO2, but has a lowered voltage and capacity. Another widely used 

electrode material is LiFePO4, which is composed of earth abundant and environmentally friendly 

materials. At the same time its electronic conductivity is poor, resulting in voltage losses and low rate 

capabilities.35, 36 The graphite negative electrode can also be replaced by a titanium oxide based 

Li4Ti5O12 electrode. In contrast to the graphite electrode, the intercalation potential of Li-ions into the 

Li4Ti5O12 lies within the stability window of the electrolyte solvents, preventing electrolyte 

decomposition and extending the battery lifetime. On the other hand, this also results in voltage losses 

and a lowered energy density.37, 38 

Besides these materials based on an intercalation chemistry, other electrode concepts exist, such as 

alloying electrodes, where the alkali ions form an alloy with the electrode. Alloying electrodes can 

store huge amounts of charge, however, alloying is also accompanied by large volume changes 

between charged and discharged state, limiting the battery lifetime. A famous example are Si negative 

electrodes.39 Another concept is the conversion type electrode, where a transition metal fluoride (e.g. 

FeF) and the alkali-ion (e.g. Li+) exchange an anion (e.g. F-) upon charge/discharge. Capacities obtained 

with conversion electrodes lie between the intercalation and the alloying electrodes, making them 

potentially interesting for application. The conversion reaction, however, is also accompanied by large 

volume changes, by a large voltage hysteresis between charge and discharge, which leads to a poor 

round trip efficiency, and by a large irreversible capacity loss in the first cycle.39 

2.1.4 Metal-sulfur battery40, 41 
Another approach to further increase the energy and power density of a battery is to combine an 

electropositive metal anode with an electronegative cathode material, such as sulfur (Figure 4 (d)). 

Room temperature metal-sulfur batteries, with the Li-S-battery as frontrunner are supposed to be the 

next big step in battery technology and at the moment are taking the step from research to 

commercialization. Molten Na-S-batteries operating at elevated temperatures above the melting 

points of Na and S and employing a solid electrolyte have already been commercialized and were used 

as load-leveling and emergency power devices.42 The electrochemistry is based on a reversible Li-

dissolution/-deposition at the Li-anode: 

2𝐿𝑖 ⇌ 2𝐿𝑖+ + 2𝑒− (10) 

The Li+ migrates to the S-cathode, where it reacts to Li2S: 

𝑆 + 2𝐿𝑖+ + 2𝑒− ⇌ 𝐿𝑖2𝑆 (11) 

The full cell reaction is: 
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2𝐿𝑖 + 𝑆 ⇌ 𝐿𝑖2𝑆 (12) 

The charging/discharging process occurs via the formation of different lithium polysulfides Li2Sx 

ranging from Li2S (fully discharged) via Li2S2, Li2S4, Li2S6, Li2S8 finally to S8 (fully charged). These 

polysulfides have the tendency to dissolve in the electrolyte, which results in a considerable capacity 

fading and limited battery lifetime. Moreover, the safety issue with the metallic Li anode still persists. 

The polysulfide dissolution is tried to be suppressed by embedding the S into a stabilizing matrix of 

materials, such as carbon, which at the same time also increases the electric conductivity of the 

electrode. Of course, the Li can also be replaced by cheaper materials, like Na or Mg. Besides the 

potentially higher energy density of Li-S-batteries, the low material costs of S are another benefit. 

2.1.5 Metal-air battery43, 44 
A battery concept aiming into the same direction of combining a highly electropositive metal with a 

highly electronegative element is presented in Figure 4 (e). This concept is called metal-air battery. 

The anode again is a metal, whereas the cathode reactant is oxygen/air, similar as in a polymer 

exchange membrane (PEM) fuel cell. This reaction occurs at the conductive, porous separator, which 

is connected to the external electric circuit. As in a PEM fuel cell, the O2 must be reduced at the 

cathode during discharge. In this sense, one can think about metal air batteries as a hybrid of a battery 

and a fuel cell - a reversible fuel cell with the metal as fuel. 

The rather extreme concept of metal-air batteries is still part of conceptual studies, where the Li-air 

system is the main focus of research. Again, a metallic Li-electrode is deployed as anode: 

2𝐿𝑖 ⇌ 2𝐿𝑖+ + 2𝑒− (13) 

In an aprotic electrolyte, the cathode reaction is: 

2𝐿𝑖+ + 2𝑒− +𝑂2 ⇌ 𝐿𝑖2𝑂2 (14) 

In total, the reaction is: 

2𝐿𝑖 + 𝑂2 ⇌ 𝐿𝑖2𝑂2 (15) 

The main motivation for Li-air batteries is the outstanding theoretical energy density, which is as high 

as for gasoline. The realization of a properly working non-aqueous metal-air battery is still lacking, 

since so far only few reversible cycles were achieved. The battery community is skeptical about 

whether metal-air batteries can ever be brought to commercialization, since they suffer from a 

widespread of problems, including safety issues regarding the metal anode, the reversibility of the 

chemistry and kinetic issues occurring in the oxygen reduction reaction. Approaches to solve these 

problems are to not operate the battery as open system in air, but to store the pure oxygen in a tank 

or to operate in aqueous electrolytes, where the Li-anode must be protected by a thick membrane. 

Both approaches are disadvantageous in terms of energy and power density. The metal-air battery 

concept will probably remain a concept and not find its way into a real battery. 

2.1.6 Dual-ion battery45, 46 
Another interesting battery concept is the so called dual-ion battery (Figure 4 (f)). The beauty of this 

concept is that it applies two electrodes of the same kind, which during discharge intercalate cations 

at the anode and anions at the cathode. This for example allows to use a graphite-graphite cell, where 

Li+ intercalates into the graphite anode and an X- anion into the graphite cathode. The anion can also 

be multivalent. The corresponding reaction at the anode is: 

𝐿𝑖𝐶6 ⇌ 𝐿𝑖
+ + 𝑒− + 𝐶6 (16) 
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For a monovalent anion, the cathode reaction is: 

𝑋𝐶6 + 𝑒
− ⇌ 𝑋− + 𝐶6 (17) 

Finally, the overall cell reaction is: 

𝑋𝐶6 + 𝐿𝑖𝐶6 ⇌ 𝑋
− + 𝐿𝑖+ + 2𝐶6 (18) 

In contrast to the above introduced battery technologies, equation (18) contains the ions on the right 

side. This is simply due to the fact that the LiX-salt dissociates into the Li+ and X- ions in solution, which 

is also where the charge is stored. Opposite to all the above introduced battery concepts, where the 

charge is stored in one of each electrodes, the charge in a dual-ion cell is stored in the electrode 

(charged) or in the electrolyte (discharged). 

Compared to rocking chair batteries, dual-ion batteries have slightly lower capacities, however 

voltages of far above 5 V can be obtained, for example when intercalating PF6
- or TFSI- (N(SO2CF3)2

-, 

bis(trifuoromethylsulfonyl)imide). Additionally, a high reversibility as well as the application of the 

inexpensive graphite electrodes make this concept a candidate for large scale energy storage devices. 

 Electrochemistry47 
The battery concepts presented in the previous section all represent electrochemical devices. In order 

to facilitate the understanding of the results, the fundamentals of electrochemistry will be discussed 

in the next sections. This discussion starts with non-faradaic processes, where the electrochemical 

double layer is introduced. Thereafter, faradaic processes and the basic electrochemical 

thermodynamics are treated. 

2.2.1 Non-faradaic processes 
Electrochemistry starts, when bringing an electronically conductive material, for example a metal, in 

contact with an (often liquid) electrolyte, typically an ion-containing liquid solvent. Even for the simple 

system of a metal immersed in an (nearly) ion-free solvent like water, electrochemical processes at 

the metal-solvent interface occur, since solvent molecules often possess an electric dipole moment 

due to an uneven charge-distribution throughout the molecule. Assuming the simplest case of an 

uncharged metal, i.e. the metal has the so called ‘Potential of Zero Charge’ (PZC), immersed into a 

polar solvent, the solvent molecules will have a randomly distributed orientation at the metal-solvent 

interface. As soon as the metal is charged by a potential change, the metal no longer is at PZC. The 

polar solvent molecules feel the charged surface of the metal, which attracts and orients them to the 

surface so that the dipoles can minimize their free energy. The solvent orientation depends on the 

sign of the metal charge. The oriented dipoles build a bi-layered structure with the metal surface 

charges at the metal-solvent interface. Due to its two components, i.e. metal surface charge and 

oriented solvent dipoles, this structure is also called electrochemical double layer (EDL). 

The EDL-structure becomes significantly more complex when introducing ions into the electrolyte. In 

order to keep the solution neutral, positively charged (cations) and negatively charged ions (anions) 

are present in the electrolyte in equal amounts (symmetric electrolyte). Similar as with the charged 

metal surface, the solvent molecules are attracted by the charged ions and orient their dipole moment 

accordingly (Figure 5). One talks about solvation, while the regular arrangement of the solvent 

molecules around the ions is called solvation shell. 
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Figure 5: Structure of the EDL based on the Grahame48 model. The red line illustrates the potential drop 
from the metal surface towards the bulk electrolyte according to the Gouy-Chapman-Stern model with 
the linear potential drop in the Helmholtz plane and the exponential potential drop in the diffuse layer 
(21). The blue line shows the sigmoidal potential decay, which was postulated and experimentally 
confirmed by Friedl et al.49 

At PZC, the solvent molecules as well as the solvated ions again have a random distribution and 

orientation. In the absence of specific adsorption, there is no surface excess of one ionic species 

compared to the other. In 1853, Helmholtz50 postulated the double layer for the first time and 

described it as the accumulation of ions at a metal surface charged with opposite sign, building up the 

outer Helmholtz plane (Figure 5). The geometry of the two adjacent charged layers reminds about a 

plate capacitor capable to store the double layer charge with a capacity 𝐶𝐸𝐷𝐿: 

𝐶𝐸𝐷𝐿 =
𝜀𝜀0
𝑑𝐸𝐷𝐿

𝑉𝐸𝐷𝐿 (19) 

The two adjacent layers being separated by a dielectric with dielectric constant 𝜀  and vacuum 

permittivity 𝜀0 have a spacing 𝑑𝐸𝐷𝐿 and a voltage difference 𝑉𝐸𝐷𝐿 resulting in an approximately linear 

potential gradient 𝑑𝜙 𝑑𝑥⁄ = 𝑉𝐸𝐷𝐿 𝑑𝐸𝐷𝐿⁄  in 𝑥 -direction. No charge transfer across the metal-

electrolyte interface occurs when charging/discharging the EDL. Hence, EDL-charging is a non-faradaic 

process. 

The Helmholtz model neglects processes like electrode potential, ion-adsorption/-solvation, and 

thermal motion/diffusion of the solvated ions, which disturbs the planar bilayer structure of the EDL. 

Gouy51 and Chapman52 described the formation of a diffuse layer in order to refine Helmholtz´s model, 

however, their model fails for a strongly charged EDL, especially as the finite ion size is not considered. 

Stern53 combined both models, the Helmholtz- and the Gouy-Chapman-model, where the double layer 

consists of a rigid inner and an outer diffuse layer. 

So far, all models considered the ions as point charges. The EDL-scheme presented in Figure 5 is based 

on the Grahame48 model, which also accounts for ionic radii plus their solvation shell. The inner 

Helmholtz plane is defined as the layer of specifically adsorbed ions to the electrode, while the outer 
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Helmholtz plane is determined by adsorbed solvated ions. Towards the bulk electrolyte an exponential 

ion concentration gradient 𝐶 is observed: 

𝐶 = 𝐶0exp (
−𝑧𝑒𝜙

𝑘𝐵𝑇
)   (20) 

As written, equation (20) only holds true for symmetric electrolytes with the bulk ion concentration 

𝐶0, ion charge 𝑧 and elementary charge 𝑒, the Boltzmann constant 𝑘𝐵 and temperature 𝑇. Treating 

the diffuse EDL as a Poisson-Boltzmann problem and assuming a small potential drop across the 

diffuse layer, an exponential potential drop results from equation (20): 

𝜙 = 𝜙0exp(−√
2𝐶0𝑧

2𝑒2

𝜀𝜀0𝑘𝐵𝑇
𝑥)   (21) 

Thus, within the Helmholtz planes one observes a linear potential drop, whereas the potential decays 

exponentially in the diffuse layer. The potential drop is also illustrated in Figure 5 (red line). 

Of course, the Grahame model is still oversimplified. The EDL model was advanced by gaining a deeper 

understanding of redox reactions of specifically adsorbed ions, which is also known as pseudo 

capacitance, the fundamental principle of supercapacitors (Bockris-Müller-Devanthan54, Trasatti55, 

Conway56, Marcus57, 58). Schmickler and Henderson59, 60 also considered the influence of electrode 

material on the EDL by treating the metal electrode as electron Fermi-gas, which is known as jellium 

model. In the jellium model, the metal atoms of the electrode are treated as a positive charge 

background, which abruptly stops at the electrode electrolyte interface, while a negatively charged 

electron cloud reaches into the electrolyte. With the recently increased use of ionic liquids in 

electrochemistry, additional EDL structures were found. At a charged electrode the ionic liquid anions 

and cations form a layered structure of alternating anion- and cation-layers, which becomes more and 

more diffuse with increasing distance to the surface.61 

2.2.2 Faradaic processes 

2.2.2.1 Electrochemical equilibrium 

In the discussion about the EDL electrochemistry only non-faradaic processes in the electrode-

electrolyte interface were considered. With the introduction of a redox couple into the electrode-

electrolyte system, also faradaic processes can occur according to: 

𝑂𝑥 + 𝑛𝑒− ⇌ 𝑅𝑒𝑑 (22) 

In a faradaic process an oxidized chemical species 𝑂𝑥 is reduced to a species 𝑅𝑒𝑑 by the uptake of 𝑛 

electrons and vice versa. At electrochemical equilibrium the oxidation and the reduction reaction 

occur at the same rate resulting in a zero net current. Moreover, the redox reaction establishes an 

equilibrium potential 𝑈0, which can be derived from a thermodynamic treatment:  

𝑈0 = 𝑈00 +
𝑅𝑇

𝑛𝐹
ln
𝑎𝑜𝑥
𝜈𝑜𝑥

𝑎𝑟𝑒𝑑
𝜈𝑟𝑒𝑑

 (23) 

This equation is the famous Nernst equation, where 𝑎𝑜𝑥 and 𝑎𝑟𝑒𝑑 are the activities of the oxidized, 

respectively reduced species with stoichiometric coefficients 𝜈𝑜𝑥 and 𝜈𝑟𝑒𝑑. For dilute solutions, the 

activities 𝑎𝑜𝑥 and 𝑎𝑟𝑒𝑑  can be substituted by concentrations of the reactants (𝐶𝑜𝑥 and 𝐶𝑟𝑒𝑑), while in 

gaseous systems they can be approximated by partial pressures. In practical cells, however, a 1 M 

solution might no longer be at unit activity, since the solution is not dilute anymore. The Nernst 

equation describes the concentration dependence of the equilibrium potential of a redox reaction. 
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It is inconvenient to evaluate half-cell potentials when dealing with activities, which usually are 

unknown. A more handy way to report potentials is to make use of the formal potential 𝑈00
′
. Equation 

(23) can also be written as a function of the dimensionless activity coefficients 𝛾𝑜𝑥  and 𝛾𝑟𝑒𝑑: 

𝑈0 = 𝑈00 +
𝑅𝑇

𝑛𝐹
ln
𝛾𝑜𝑥
𝜈𝑜𝑥  𝐶𝑜𝑥

𝜈𝑜𝑥

𝛾𝑟𝑒𝑑
𝜈𝑟𝑒𝑑  𝐶𝑟𝑒𝑑

𝜈𝑟𝑒𝑑
 (24) 

Splitting the natural logarithm into two terms, equation (24) turns into: 

𝑈0 = 𝑈00
′
+
𝑅𝑇

𝑛𝐹
ln
𝐶𝑜𝑥
𝜈𝑜𝑥

𝐶𝑟𝑒𝑑
𝜈𝑟𝑒𝑑

 (25) 

where the formal potential is: 

𝑈00
′
= 𝑈00 +

𝑅𝑇

𝑛𝐹
ln
𝛾𝑜𝑥
𝜈𝑜𝑥

𝛾𝑟𝑒𝑑
𝜈𝑟𝑒𝑑

 (26) 

The activity coefficient 𝛾𝑖  of species 𝑖 can be approximately calculated according the Debye-Hückel 

theory,62 where the electrostatic interaction between ions in solutions is described. The activity 

coefficient is calculated by: 

ln 𝛾𝑖 = −
𝑧𝑖
2𝑒2

8𝜋𝜀𝜀0𝑘𝐵𝑇

𝜅

1 + 𝜅𝑟𝑖
 (27) 

The parameter 𝜅 contains the ionic strength I = ∑ 𝐶𝑖𝑧𝑖
2

𝑖  with the concentration 𝐶𝑖 and ionic charge 𝑧𝑖  

of ions 𝑖: 

𝜅 = √
2𝑁𝐴𝑒

2I

𝜀𝜀0𝑘𝐵𝑇
 (28) 

𝑁𝐴 is the Avogadro constant. 

In aqueous electrolytes 𝑈00 is tabulated for the most important redox couples. As absolute electrode 

potentials cannot be measured, the standard cell voltage measured against a second electrode with 

another redox couple at defined and constant activities is reported in these tables. The usual reference 

system is the standard hydrogen electrode consisting of a Pt electrode in contact with the redox 

couple 𝐻2 𝐻
+⁄  at pH = 0 and at a hydrogen pressure of 1 bar. The potential of this reference electrode 

is arbitrarily defined as 0 V. Important relevant standard potentials in this work are 𝐿𝑖 𝐿𝑖+⁄  (-3.04 V 

vs. 𝐻2 𝐻
+⁄ ) and 𝑁𝑎 𝑁𝑎+⁄  (-2.71 V vs. 𝐻2 𝐻

+⁄ ). If not explicitly mentioned, the electrode potentials of 

the latter two metal/metal-ion redox couples serve as reference potentials in this thesis in 

corresponding electrochemical systems.  

2.2.2.2 Electrochemical non-equilibrium 

Up to here, the discussion was limited to thermodynamic equilibrium, thus the reduction and 

oxidation in the redox reaction in equation (22) proceeded at the same rate. Disturbing the 

equilibrium, for example by applying/drawing an external current, a deviation of the electrode 

potential 𝑈 from the equilibrium potential is observed - the so called overpotential 𝜂: 

𝜂 = 𝑈 − 𝑈0 (29) 

𝑛 electrons are participating in the general redox reaction in equation (22). A multi-electron reaction 

therefore can be separated into 𝑛 one-electron, one-step reactions according to: 
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𝑂𝑥′ + 𝑒−   
𝑗𝑐 ,   𝑘𝑟𝑒𝑑

  𝑗𝑎 ,   𝑘𝑜𝑥 ⃖                
                      𝑅𝑒𝑑′ (30) 

The reduction has a reaction rate constant 𝑘𝑟𝑒𝑑  and delivers a cathodic partial current (density) 𝑗𝑐, 

whereas the oxidation rate is 𝑘𝑜𝑥 , which results in an anodic partial current 𝑗𝑎 . The total current 

density 𝑗 of the reaction is the sum of both, anodic and cathodic current density: 

𝑗 = 𝑗𝑎 + 𝑗𝑐 (31) 

After a theoretical treatment, where the forward and the backward reaction in equation (30) are 

treated as reactions following an Arrhenius type behavior, one obtains a relation between the 

overpotential and the current density of the reaction: 

𝑗 = 𝑗0 {
𝐶𝑟𝑒𝑑(0)

𝐶𝑟𝑒𝑑
∗ exp [

(1 − 𝛼)𝐹

𝑅𝑇
𝜂] −

𝐶𝑜𝑥(0)

𝐶𝑜𝑥
∗ exp [

−𝛼𝐹

𝑅𝑇
𝜂]} 

(32) 

Equation (32) is also known as Butler-Volmer equation and describes the current response 𝑗 of a redox 

reaction with transfer of a single electron as a function of overpotential 𝜂. At equilibrium 𝜂 = 0 and 

the oxidation as well as reduction occur at the same rate 𝑗0, the exchange current density, which yields 

a total current of zero. 𝐶𝑟𝑒𝑑(0)  and 𝐶𝑜𝑥(0)  are the concentrations of the reduced, respectively 

oxidized species at the electrode surface, whereas 𝐶𝑟𝑒𝑑
∗  and 𝐶𝑜𝑥

∗  are the concentrations in the bulk 

electrolyte. 𝛼 is the so called transfer coefficient, which has a value between zero and one and which 

results from the shape of the energy barrier between the oxidized and the reduced state of the redox 

couple. 

For large overpotentials, equation (32) increases exponentially and grows to infinity, which certainly 

has no physical meaning. Thus, the Butler-Volmer equation is only valid for small overpotentials, 

where the current density 𝑗 is sufficiently small. At larger currents, the reactants are consumed at the 

electrode and the concentrations 𝐶𝑟𝑒𝑑(0) and 𝐶𝑜𝑥(0) in equation (32) are no longer constant, but 

deviate from the bulk electrolyte concentration 𝐶𝑟𝑒𝑑
∗  and 𝐶𝑜𝑥

∗  and also become a function of time 

(𝐶𝑟𝑒𝑑(0, 𝑡) and 𝐶𝑜𝑥(0, 𝑡)). With the varying concentrations, the Butler-Volmer equation can be refined 

to: 

𝑗 = 𝑗0 {
𝑐𝑟𝑒𝑑(0, 𝑡)

𝑐𝑟𝑒𝑑
∗ exp [

(1 − 𝛼)𝐹

𝑅𝑇
𝜂] −

𝑐𝑜𝑥(0, 𝑡)

𝑐𝑜𝑥
∗ exp [

−𝛼𝐹

𝑅𝑇
𝜂]} (33) 

This equation is capable to predict the current response of an electrode as a function of electrode 

potential, however, the concentration at the electrode surface itself is a complicated function and 

depends on processes like electrolyte diffusion or convection. 

Electrochemical methods make use of the current-voltage dependence. Thus, one distinguishes two 

types of methods: potentiostatic and galvanostatic methods. In potentiostatic methods a constant 

potential is applied to the electrode and the resulting current response 𝐼 is recorded with time 𝑡, while 

in a galvanostatic measurement a constant current is applied to the electrode and the voltage 

response is recorded. 

Performing a potential step at an electrode initially in equilibrium, one disturbs the equilibrium 

resulting in an electrochemical current. This current will flow, until the system is in equilibrium again. 

Typically, the current exponentially decays with time for capacitive currents, like charging the EDL, or 

with a 𝑡−1 2⁄  behavior for Cottrell semi-infinite diffusion processes, which can be fast electrolyte or 

slow solid state ion-diffusion. Thus, when performing a potential step of a certain step size, one can 
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get information about the underlying processes by recording the current signal. This technique is 

called chronoamperometry. The galvanostatic analogue is called chronopotentiometry. 

Measuring a series of chronoamperograms or chronopotentiograms, where relatively small potential 

respectively current steps are performed, one cannot only get insight into the potential dependence 

of electrochemical processes, but one can also measure diffusion coefficients. As mentioned above, 

electrochemical processes occur in parallel and superimpose, when performing a potential step. Each 

process, however, proceeds at a different rate, which is why they are dominant in certain time 

regimes, depending on the corresponding diffusion coefficient 𝐷0. Solid state diffusion of ions in the 

electrode for instance is a Cottrell diffusion process, which is described by the so called Cottrell 

equation:63 

𝐼𝑡1 2⁄ = 𝐷0
1 2⁄ ∆𝑄 𝑙𝜋1 2⁄⁄  (34) 

A certain amount of charge ∆𝑄 is ‘consumed’ at the electrode during the potential step, while the 

charge carriers have to diffuse a path of characteristic length 𝑙. The Cottrell equation shows an 𝐼𝑡1 2⁄  

vs. 𝑡 dependence, which can be used to determine the diffusion coefficient 𝐷0. Knowing about ∆𝑄 

and 𝑙, one can either directly read out 𝐷0 from the Cottrell plateau in a 𝐼𝑡1 2⁄  vs. 𝑡 plot or from the 

slope of the linear plot of the 𝐼  vs. 𝑡−1 2⁄  plot in the Cottrell region. From a series of 

chronoamperograms/chronopotentiograms one can determine the potential dependency of diffusion 

coefficients and link it to processes like adsorption, absorption, intercalation, etc. This method is called 

the potentiostatic intermittent titration technique (PITT), respectively galvanostatic intermittent 

titration technique (GITT). 

PITT and GITT are often used to deepen the understanding about phase transitions and to quantify 

diffusion in battery electrodes. In PITT, which is the potentiostatic analogous to GITT, the electrode is 

kept at a specific potential and the current is recorded with time. Afterwards, a small potential step 

(PITT) respectively current step (GITT) is performed and the resulting current- (PITT)/voltage-transient 

(GITT) is measured. This procedure is repeated until the potential region of interest is scanned. The 

charge of the individual transients plotted against the electrode potential reveal highly resolved 

charge peaks whenever a phase transition occurs. Moreover, one obtains the diffusion coefficient as 

a potential dependent parameter. 

Changing the electrode potential continuously, one can record a current-voltage curve, which gives 

insight into electrochemical processes, since it always shows a current increase according to equation 

(33), when the electrode potential is in a region of the redox potential of a redox active species in the 

electrode-electrolyte interface. Performing a linear potential sweep between two potentials at a 

potential sweep rate 𝜈 = 𝑑𝑈 𝑑𝑡⁄  is also called linear sweep voltammetry (LSV). A potential sweep 

between two potential vertexes followed by switching to a backward potential sweep (i.e. sweeping 

from second to first potential vertex) is called cyclic voltammetry (CV). 

Non-faradaic processes, such as EDL charging show up as a constant current background in the CV, 

with a current: 

|𝐼| = 𝐴𝐶𝐸𝐷𝐿𝜈 (35) 

The current 𝐼 caused by the EDL charging linearly scales with the potential sweep rate 𝜈, often also 

called potential scan rate, and with the electrode surface area 𝐴. Thus, a systematic variation of 𝜈 can 

be used to determine 𝐶𝐸𝐷𝐿  when 𝐴 is known, or 𝐴 when 𝐶𝐸𝐷𝐿  is known. Diffusion limited, faradaic 

processes cause a peak in the LSV, respectively CV, which has a peak current 𝐼𝑝 of: 
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𝐼𝑝 ∝ 𝑛
3 2⁄ 𝐴𝐷0

1 2⁄ 𝐶𝜈1 2⁄  (36) 

The peak current is proportional to 𝑛3 2⁄ , the number of transmitted electrons, the reactant 

concentration 𝐶, the square root of the sweep rate 𝜈 and the diffusion coefficient 𝐷0. The latter can 

also be determined by measuring CVs at different sweep rates and analyzing the peak current density. 

This method can also be used to countercheck the 𝐷0 determination from GITT and PITT for reversible 

reactions with semi-infinite diffusion. 

Cyclic voltammetry is a potentiodynamic method, whereas the galvanostatic charging/discharging is 

often applied in battery research. Here, a constant current is applied to a battery electrode and the 

voltage response is analyzed. Whenever a faradaic process is triggered by the current, a voltage 

plateau is observed. Once that process no longer can supply the current, the voltage changes in order 

to maintain the current. Deriving the voltage-current profile, one obtains a so called dQ/dV-plot, which 

shows electrochemical processes in a similar way as CV, i.e. peaks can be observed at the characteristic 

potentials for the redox system. A notation often used in battery research is the so called ‘C-rate‘, 

which indicates the current density used to charge/discharge an electrode/battery. The C-rate is noted 

as 𝐶 𝑡⁄ , with the charging/discharging time 𝑡  in hours. Thus, a rate of C/10 corresponds to a 

charging/discharging time of 10 h. 

 Electrochemical Cell 
Three-electrode electrochemical measurements were performed in a so-called Swagelok® cell, which 

is sketched in Figure 6. The analyzed electrode, the working electrode (WE), is the sample. Its 

electrochemical behavior is characterized by measuring the current via a counter electrode (CE) and 

the potential via a reference electrode (RE), which is coupled to the system via a high input impedance 

in order to minimize a flow of current and to maintain a stable potential. 

 

Figure 6: Setup of an electrochemical three electrode Swagelok® cell. 

The WE consists of a current collector, which either is a Cu-foil for operation of anodes in LIBs or an 

Al-foil, and an active material. The electrode preparation is described in a separate section. A glass 

fiber separator (VWR collection, particle retention: 1.6 µm) between WE and CE/RE is soaked with an 

electrolyte and prevents a direct short circuit between the electrodes. CE and RE are composed of an 

alkali metal, depending on the battery type built. In LIBs Li (99.9 %, Alfa Aesar) is used, in NIBs Na 
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(99.9 %, Sigma Aldrich). All electrodes are contacted by stainless steel plungers, which are connected 

to a potentiostat. The Swagelok® cell is assembled airtight in an Ar-filled (Westfalen, 5.0) glovebox 

(MBRAUN, MB 200B glovebox and MB 20G LMF gas purifier) with O2- and H2O-levels not exceeding 

1 ppm. After cell assembly, the cell can be operated outside the glovebox in air atmosphere. 

A majority of the standard electrochemical measurements were performed in the three-electrode 

configuration in the Swagelok®-type cells. A couple of experiments on the other hand were also 

conducted in a two-electrode configuration in 2016-type coin cells (20 mm diameter, 1.6 mm height) 

with a stainless steel casing. The WE (16 mm) was separated by a glass fiber separator from a metallic 

Na-metal CE. Finally there were special cells for STM, EQCM and in-operando XRD measurements. 

Electrochemical cells were either operated in a ‘half-cell’ or a ‘full-cell’ configuration. The term ‘half-

cell’ in the following denotes a cell, where the WE was operated in combination with a Li-/Na-CE, 

which represents an ‘infinite’ ion-source. A ‘full-cell’ in contrast was a battery operated with a powder 

positive and negative electrode, resembling a full battery. Whenever a Li-/Na-CE was employed in 

combination with a powder-WE, i.e. the half-cell configuration, the operating voltage of the Li-/Na-

electrode was less positive than for the powder electrode. Consequently, in this thesis the powder 

electrode in a half-cell was always operated as the positive electrode, even the low voltage graphite 

electrodes. This is important to keep in mind, as the terminology ‘charge‘ and ‘discharge‘ then is 

reversed compared to a full-cell. 
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2.3.1 Electrode Preparation and Active Material Syntheses 

2.3.1.1 Battery electrodes 

The preparation of electrodes for battery cells includes 

several fabrication steps. The process starts with coating an 

ink of active material, conductive carbon (Timical SuperC65 

and SuperP), binder and solvent onto the current collector 

foil. The current collector foil was either Cu (9 µm, PI-KEM 

Limited, United Kingdom) or Al (15 µm, PI-KEM Limited, 

United Kingdom). For the use of conductive active materials 

like graphite, the conductive carbon was not used. Graphite 

(mesocarbon microbeads (MCMB, TB-17)) was mixed with a 

polyvinylidene fluoride binder (PVDF, Kynar 900 HSV) in a 9:1 

ratio. The less conductive V2O5-slurries were prepared as an 

8:1:1 mixture of V2O5, conductive carbon and PVDF-binder. 

The solvent N-Methyl-2-pyrrolidone (NMP, 99.5 %, 

anhydrous, Sigma Aldrich) was added to the mixtures and 

equally distributed the binder on the electrode particles. The 

obtained slurry was coated by an automatic coater (RK K 

CONTROL COATER) onto the current collector as a 100 µm to 

250 µm thick film. After coating, the NMP solvent was 

evaporated at 50 °C from the coating. Afterwards, electrodes 

fitting into the cell were punched from the coated current 

collector (circular with 10 mm (Swagelok®) and 16 mm (coin-

cell) diameter). In order to have a more homogeneous 

material distribution and a better contact to the current 

collector, the electrodes were mechanically pressed between 

two polished steel stamps with a pressure of 1 bar (Mauthe 

Maschinenbau, KBr-press PE-011). Before use in a battery, the 

electrodes as well as the glass fiber separators were vacuum 

dried at 120 ° for 2 h (Büchi Glass Oven B585 or in a Schlenk 

tube). 

2.3.1.2 V2O5 Electrode Syntheses 

Different V2O5 electrode materials were synthesized. The 

synthesized samples cover a wide morphological range 

reaching from different microstructures, such as solid and 

hollow microspheres, down to various nanomaterials. Figure 

7 gives an overview of SEM micrographs showing the powder 

morphologies investigated in this study. The following 

sections shortly describes the syntheses of each sample. 

2.3.1.2.1 Commercial V2O5 Micro Grains 

A commercially available, high purity V2O5 powder was used 

for benchmark as well as gauging tests for sample 

characterizations (Figure 7 (a), (b)). It was used as purchased 

(99.99 %, Alfa Aesar Puratronic®). 

Figure 7: Secondary electron SEM 
micrographs of the different V2O5 
powders: (a), (b) commercial V2O5 
micro grains, (c), (d) V2O5 micro 
particles, (e), (f) hollow layered V2O5 
microspheres, (g), (h) porous V2O5 
micro grains, (i), (j), V2O5 nano rods (k), 
(l) yolk-shell V2O5 microspheres, (m), 
(n) sonicated V2O5 nanobundles and 
(o), (p) sonicated V2O5-TiO2 
nanobundles. 
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2.3.1.2.2 V2O5 Micro Particles 

From an 18 mM vanadium-(III)-acetylacetonate (97 %, Sigma Aldrich) and 0.14 mM polyvinyl-

pyrrolidone (PVP) (96.1 %, Alfa Aesar, A14315) solution in ethylene glycol (99.8 %, Sigma Aldrich, 

anhydrous), which was stirred for 2 h at 140 °C and calcined for 2 h at 500 °C in air, hollow 

microspheres were supposed to be obtained.64 Instead, V2O5 micro particles were obtained (Figure 7 

(c), (d)). 

2.3.1.2.3 Hollow Layered V2O5 Microspheres 

Hollow layered V2O5 microspheres (Figure 7 (e), (f)) were synthesized by a solvothermal process 

following a recipe of Uchacker et al.65. A 75 mM NH4VO3 (99.0 %, Eastern chemical works) in ethylene 

glycol (AR, Beijing chemical works) solution was heated to 180 °C for 24 h in a homebuilt Teflon 

autoclave, followed by a 2 h calcination step in air atmosphere at 450 °C.  

2.3.1.2.4 Porous V2O5 Micro Grains 

A simple chemical synthesis yielded porous V2O5 micro grains (Figure 7 (g), (h)): An aqueous solution 

of 6.6 mM V2O5 and 19.8 mM H2C2O4 x 2H2O (≥ 99.0 %, Sigma Aldrich) was stirred at 80 °C until a clear 

blue VOC2O4 solution was obtained. 3 ml of that solution were mixed with 30 ml isopropanol (99.5 %, 

Sigma Aldrich, anhydrous) and were autoclaved (Berghof BR-100) for 2.5 h at 200 °C, followed by 

centrifugation (Eppendorf Centrifuge 5810 R) and calcination (Carbolite HST Horizontal Split Tube 

Furnace 1200) in air at 350 °C for 2 h. The obtained morphology was different to the morphology 

suggested by literature, where hollow microspheres were supposed to be synthesized.66 Nevertheless, 

the obtained morphology was still considered worth to be studied in further detail. 

2.3.1.2.5 V2O5 Nano Rods 

V2O5 nano rods (Figure 7 (i), (j)) were synthesized in an autoclave from a solution of 0.36 g V2O5 and 

5 ml H2O2 (VWR BDH Prolabo, AnalaR NORMAPUR® analytical reagent) in 60 ml H2O for 48 h at 180 °C, 

which was centrifuged afterwards. The recipe can be found in literature.67 

2.3.1.2.6 Yolk-Shell V2O5 Microspheres 

For the synthesis of the yolk-shell V2O5 microspheres (Figure 7 (k), (l)), vanadium-(IV)-acetylacetonate 

(99.98 %, Sigma Aldrich) was slowly added to N,N-dimethylformamide (DMF) (99.8 %, Sigma Aldrich, 

anhydrous) under stirring until a transparent, yellowish solution was obtained. Subsequently, the 

solution was autoclaved for 24 h at 220 °C and finally calcined for 2 h at 400 °C in air.68 

2.3.1.2.7 V2O5 Nanobundles 

V2O5 nanobundles (Figure 7 (m), (n)) were synthesized via a sonochemical route described in Mao´s et 

al. publication.69 An aqueous 50 mM solution of commercial V2O5 (99.99 %, Alfa Aesar Puratronic®) 

and 100 mM NaF (99.99 %, Alfa Aesar) was sonicated at 50 °C for 2 h at 100 % ultrasound intensity 

(Bandelin Sonopuls homogenizer, Bandelin UW3200 generator, Bandelin VS70/T sonotrode). After 

synthesis, the solution was washed three times by MilliQ water (Millipore Integral 3, > 18.2 MΩ, 

3 ppb TOC) in a centrifuge in order to remove the residual NaF. 

2.3.1.2.8 V2O5-TiO2 Nanobundles 

The V2O5-TiO2 nanobundles (Figure 7 (o), (p)) were synthesized the same way as the above described 

V2O5 nanobundles, with the difference that 10 %wt (80 mM) of TiO2 (99 %, Alfa Aesar) are added to the 

solution. 

2.3.2 Electrolytes 
The electrolyte employed for studies on LIBs was a standard electrolyte, which can be purchased 

(Solvionics, H2O < 20 ppm) as a ready 1 M LiPF6 in a 1:1 mixture (by volume) of ethylene carbonate 

(EC) and dimethyl carbonate (DMC). All other electrolytes were self-synthesized by mixing salts 
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(NaClO4 (≥ 98.0 %, Sigma Aldrich ACS reagent) with solvents (EC (99 %, Sigma Aldrich, anhydrous), 

DMC (≥ 99 %, Sigma Aldrich, anhydrous), propylene carbonate (PC, 99.7 %, Sigma Aldrich, anhydrous), 

ethylene glycol dimethyl ether (G1, 99.5 %, Sigma Aldrich, anhydrous), diethylene glycol dimethyl 

ether (G2, 99.5 %, Sigma Aldrich, anhydrous), triethylene glycol dimethyl ether (G3, 99 %, Alfa Aesar), 

tetraethylene glycol dimethyl ether (G4, ≥ 99 %, Sigma Aldrich)). Not all electrolyte components can 

be purchased as anhydrous, which requires further drying with 3 Å molecular sieves (Merck Millipore). 

This way, the water content of all electrolytes can be lowered to well below 40 ppm (checked via Karl-

Fischer titration measurements, Metrohm). 

 Scanning Electron Microscopy70 
In contrast to STM (section 4.1.1), scanning electron microscopy (SEM) can be classified as optical 

microscope making use of the small electron-wavelength (𝜆𝐷𝑒 𝐵𝑟𝑜𝑔𝑙𝑖𝑒 = 
2𝜋ℏ

√2𝑚𝑒𝑒𝑉𝑎
= 12.3 pm for a 

10 keV electron)71 in order to increase the resolution compared to an optical light microscope. The 

spatial resolution of a SEM usually is smaller than the STM-resolution, but there are fewer sample 

requirements than for a STM-sample: as for STM, the sample must be conductive/semi-conductive, 

but it does not need to be a flat, single crystalline surface and can also be a porous powder. 

 

Figure 8: Scattering modes of incident electrons with the electron shell of an atom, either resulting in 
(a) secondary, (b) backscattered or (c) Auger electrons.70 

SEM microscopes can be operated in two different modes, the secondary and the backscattered 

electron mode (Figure 8 (a) and (b), respectively). In both cases, an electron beam with typical energies 

of 10 keV to 100 keV is scanned over the sample surface in a defined raster. When interacting with 

the electron shell of the sample atoms, the accelerated electrons in the electron beam can in-

elastically collide with an electron in the shell, creating an electron vacancy in the atom orbital. The 

ejected electron, the so called secondary electron, can be detected by a detector, which measures the 

intensity of this electron flux pixel by pixel, resulting in a microscopic image. For an incident electron 

being elastically scattered, the scattering strength scales with the atomic number 𝑍 of the sample 

atom. Heavy elements scatter electrons stronger, which leads to an additional, element specific 

contrast in the SEM images. The thus backscattered electrons again are detected by a detector 

assigning each pixel an electron intensity. Secondary and backscattered electrons are detected by 

different detectors. The data presented in this thesis were measured with devices from Zeiss (EVO 

MA10) and Hitachi (S 5500). 

 Energy Dispersive X-Ray Spectroscopy and X-Ray Photoelectron Spectroscopy72 
The elastic scattering of incident electrons with the core electrons of an atom as sketched in Figure 8 

(a) results in the formation of an electron vacancy in the atom orbital. If the vacancy is not in the 

outermost electron shell, an electron from an outer shell can jump into the vacancy and lower the 
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energy of the excited atom by emitting an X-ray photon of a material specific wavelength, depending 

on the energy difference between the two electron orbitals (Figure 9). 

 

Figure 9: Relaxation of an excited atom via an electron orbital transition and the emission of an X-ray 
photon of characteristic wavelength. 

This effect is used in energy dispersive X-ray spectroscopy (EDS), where every element emits its own 

characteristic X-ray radiation when externally stimulated, for instance by the electron beam of the 

SEM. The observed energy spectrum serves as fingerprint of every element. In combination with SEM, 

the SEM topology can be coupled to EDS and an elemental distribution within the sample is obtained. 

EDS measurements were conducted with a Hitachi (S 5500) device. 

A closely related spectroscopic technique is the X-ray photoelectron spectroscopy (XPS), where an 

atom is ionized by monochromatic X-ray photons of energy ℎ𝜈. When the energy is sufficiently high, 

the atom is ionized and an electron of kinetic energy 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 is emitted (Figure 10). Knowing the X-

ray photon frequency 𝜈, one can measure the energy spectrum of the emitted electrons and obtains 

the element specific binding energy 𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔: 

𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 = ℎ𝜈 − 𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 (37) 

XPS not only allows to detect the elements in a sample, but also allows to quantify the elemental 

composition of the sample from the signal intensities. In addition, the binding energy is not only 

element specific, but orbital specific. Thus, energy differences stemming from different electron spins, 

different oxidation states of an atom or different chemical environments can be analyzed. 

In XPS a monochromatic X-ray beam excites the atoms of the sample, whereas an electron beam with 

some keV energy is used in EDS. The penetration depth of X-ray photons into the sample is in the 

range of a few nanometers, while the electrons can penetrate the sample by several micrometers. 

Thus, the information depth of both techniques is different, making XPS a highly surface sensitive 

technique. XPS measurements were done with a PHI Quantera SXMTM (Scanning X-ray MicroprobeTM, 

ULVAC-PHI). 
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Figure 10: Scheme of the photoelectric effect as basis for XPS. 

 X-Ray Diffraction73 
X-rays can be created in many ways; Figure 8 shows some examples. Accelerated electrons for instance 

can ionize atoms by inelastic scattering with the electron shell of the atom and ejecting an electron 

from a core shell (Figure 8 (a)). The excited atom relaxes by filling the created vacancy with an electron 

from an outer, i.e. higher energy orbital (Figure 9). The electron transition, if possible, lowers the 

energy of the atom by a quantified amount of energy, being the energy difference between both 

orbitals. Since energy must be conserved, a photon with this energy is emitted, having a transition 

characteristic wavelength. 

Irradiating matter with electrons also results in another type of X-rays, the so called Bremsstrahlung. 

Bremsstrahlung is created by elastic scattering of electrons in the electron shell of an atom (Figure 8 

(b)). When the trajectory of electrons is deflected, X-rays are emitted. Since the elastic scattering does 

not occur on quantified energy levels, but rather is continuous, the Bremsstrahlung spectrum is 

continuous, too. 

Figure 8 (c) shows another electron scattering mode, where the inelastic electron collision creates a 

vacancy in a lower energy shell, which is filled by an electron from an outer shell. Simultaneously, the 

released energy from this transition is transferred to an electron in an outer shell, which besides X-

rays is also emitted from the atom. The ejected electron is called Auger electron. 

In X-ray diffraction (XRD) only the first two effects are of importance. In an XRD-diffractometer 

electrons are accelerated towards a Cu-target, where the continuous Bremsstrahlung and the 

characteristic Cu-radiation is created. For XRD studies, the X-rays for instance pass a graphite single 

crystal monochromator, which is optimized for the Cu-Kα transition and which filters out the 

Bremsstrahlung. The Cu-Kα transition results from an electron transition from the 2p3/2, respectively 

2p1/2 orbital to the 1s orbital. 
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Figure 11: Bragg reflection of incident X-rays diffracted at a crystallographic surface at an angle 𝜃 and 
lattice constant 𝑑ℎ𝑘𝑙. 

Considering a monochromatic wave front of X-rays inciding a crystal surface with different, parallel 

reflection planes, the total path travelled by the respective photons depends on the crystal plane they 

are reflected from (Figure 11). For a photon reflected at the outermost plane and a photon reflected 

at the first inner plane (or in general two neighboring planes), the difference in optical path amounts 

to 2𝑑ℎ𝑘𝑙 sin 𝜃ℎ𝑘𝑙. 

The reflected photons thus interfere depending on the angle of reflection 𝜃ℎ𝑘𝑙. If one varies 𝜃ℎ𝑘𝑙 and 

analyzes the interference pattern, one can find a positive interference whenever the optical path is an 

integer of 𝑛 ∙ 𝜆, with a natural number 𝑛 and the photon wavelength 𝜆. Thus, the formula 

𝑛 ∙ 𝜆 = 2𝑑ℎ𝑘𝑙 ∙ sin 𝜃ℎ𝑘𝑙 = 2
𝑐

𝑙
sin 𝜃ℎ𝑘𝑙 (38) 

sets the crystal lattice parameter 𝑑ℎ𝑘𝑙 in relation to the X-ray wavelength 𝜆 and the reflection angle 

𝜃. Equation (38) is Bragg´s famous law,74 and describes the operation principle of XRD. Thus, from the 

angle 𝜃ℎ𝑘𝑙  with a maximum reflected XRD intensity, the lattice parameter 𝑑ℎ𝑘𝑙  of a crystal can be 

calculated. In a polycrystalline sample or a powder sample composed of statistically oriented small 

single crystalline grains, a certain number of grains has a crystal orientation parallel to the surface, 

causing the diffraction signal. 

   

Figure 12: Schematic presentations of different staging in an intercalation compound with the 
corresponding lattice vectors of the [001] and [002] vectors. Black lines represent atomic layers and 
red symbols show intercalated species. 

In battery research, a frequently observed intercalation mechanism of ions into an electrode is the so-

called staging (Figure 12). Staging describes an intercalation process, where layered electrode 

materials are partially filled in subsequent steps, while in each step only very specific layers are filled. 



24 
 

Thus, only every 𝑥-th crystal layer is filled with ions for a stage-𝑥 compound. For graphite, the staging 

number 𝑥 of the basal plane (002) can be determined by XRD, when analyzing the Miller indices 𝑙 from 

the peak positions of the (00𝑙)- and (00𝑙+1)-peak. Using the fact 

𝑑00𝑙 =
𝑐

𝑙
=

𝜆

2 sin𝜃00𝑙
 and 𝑑00𝑙+1 =

𝑐

𝑙+1
=

𝜆

2sin𝜃00𝑙+1
, (39) 

where 𝑐 is the magnitude of the crystal vector (lattice constant) perpendicular to the graphite basal 

plane, one obtains the Miller index of the intercalated graphite according to: 

𝑙 =
1

[
sin𝜃00𝑙+1
sin 𝜃00𝑙

− 1]
 

(40) 

The miller index 𝑙 is closely linked to the staging number 𝑥, since 𝑙 =  𝑥 + 𝑖, with an unknown integer 

𝑖 = 0, 1, 2, 𝑒𝑐𝑡.75 In order to determine the integer 𝑖, one needs to know the staging number of the 

fully intercalated electrode crystal. It can be found by a separate experiment, for instance by tracking 

the lattice expansion of the crystal in [00𝑙] direction from an empty to a fully intercalated crystal and 

by comparing it to the theoretically expected lattice expansion found by the (00𝑙) XRD-peak. One for 

instance can calculate the relative expansion, i.e. the ratio of interlayer spacing of the fully intercalated 

and the empty lattice, and compare it to the theoretically expected relative lattice expansion for 

different staging numbers and different values of 𝑖. As an example, one can consider the different 

models sketched in (Figure 12): for a stage 1 electrode, one would calculate the ratio of 

[001]stage 1 / 1∙[001]empty, for a stage 2 electrode [001]stage 2 / 2∙[001]empty and for a stage 3 electrode 

[001]stage 2 / 3∙[001]empty. These values must be compared to the ratio [001]full / [001]empty, which for 

example is obtained by measuring the volume expansion of a macroscopic crystal upon full 

intercalation. This way, one finds the staging number 𝑥 for the fully loaded electrode. At the same 

time, one knows the miller index 𝑙 from XRD for this stage and this way one can calculate the integer 

𝑖. Knowing 𝑖, one can determine the staging number for any miller index found by XRD. 

Sample characterization of the synthesized V2O5-powders was performed with Bragg-Brentano 

geometry using a Bruker AXS D8 Advance instrument (Bruker, Karlsruhe/Germany) with a Cu Kα source 

(35 mA, 30 kV). The in-operando XRD measurements were measured with a Rigaku SmartLab X-ray 

diffractometer (200 mA, 45 kV) in reflection mode (Bragg-Brentano), also with a Cu Kα source. A 

specifically designed electrochemical cell was used for in-operando measurement, which is described 

in further detail in Hartung´s et al. publication.76 Electrodes were prepared by mixing MCMB powder 

with 10 to 20 %wt teflonized acetylene black (TAB). The mixture was pressed onto a stainless steel grid 

with a pressure of 2 t. Before the electrode was introduced into the cell, where it was separated by a 

glass fiber separator (Whatman) from the Na-metal CE, it was vacuum dried at 120 °C. For 

galvanostatic charging/discharging the electrochemical cell was operated as two-electrode setup. 

Illumination of the sample occurred via a 6 µm thin Al-foil XRD window (Goodfellow, light tight). The 

cell was assembled under Ar-atmosphere in a glovebox and can be operated in air atmosphere when 

assembled. 

3 State of the Art 
The following chapter reviews the state of the art of battery research, starting with LIBs and the SEI-

formation on graphite electrodes. Then, an overview over the current understanding of the graphite 

electrochemistry in NIBs is presented, followed by an introduction to NIB positive electrodes with 

emphasis on V2O5. Finally, a short paragraph reviews full cell NIBs with graphite negative electrodes. 
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The studies on the negative graphite electrode in a LIB and the SEI-formation are treated in section 5.1, 

and have been published in an article in the journal ‘Nanoscale‘ in 2016 to a large part.77 The SEI was 

first discovered in 197978, a long time before the first LIB was commercialized in 1991 (Figure 13). The 

SEI is a thin surface film forming on the battery electrode when the electrolyte is reduced/oxidized at 

the anode/cathode during first discharge/charge and is of major importance in a battery. In the 

following, the SEI formation on the anode is of interest. A proper SEI is beneficial for the cycle life, 

lifetime, power capability and safety of a battery.79 It is a compact surface film acting as a Li-ion 

conductive membrane, which at the same time is an electronic insulator.79, 80 The life time and cycle 

life of a battery are extended by the SEI, because the compact surface film stabilizes the electrodes 

against exfoliation and prevents the remaining electrolyte from further decomposition.81–83 

 

Figure 13: Timeline of publications related to the SEI-formation. The numbers are based on the 
SciFinder database using the tags ‘solid electrolyte interphase Li’ (February 2017). The 2017 forecast 
is a linear extrapolation of the number of publications measured until February 2017. 

Due to its importance for batteries, the number of publications related to the SEI formation in the past 

few years exponentially increased, cf. Figure 13. Many different aspects regarding the SEI formation 

on graphite electrodes are illuminated in recent literature. Fundamental questions related to the 

chemical composition and structure are addressed by a variety of methods like TOF SIMS84 (time of 

flight secondary ion mass spectrometry), SECM85–87 (scanning electrochemical microscopy), SEM, TEM 

(transmission electron microscopy), NMR (nuclear magnetic resonance spectroscopy), XPS, FTIR88, 89 

(Fourier transformed infrared spectroscopy), NSOM90 (near-field scanning optical microscopy) to 

AFM91–93 (atomic force microscopy) and theoretical Molecular Dynamics studies94, 95 on the SEI 

formation mechanism. Besides gaining a fundamental understanding, efforts on improving the SEI 

operating properties aim at tailoring the chemical composition of the SEI taking advantage of 

electrolyte additives,96–98 or by graphite electrode pretreatment before cell assembly to avoid 

exfoliation.99, 100 
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Figure 14: Reduction scheme of EC occurring via a 1-electron-reduction (steps (1) - (4)) and a 2-electron-
reduction pathway (steps (1), (2), (5) - (7) and (8)) as proposed in literature.101–106 

The SEI formation on a graphite anode in a LIB is described as a result of the electrochemical reduction 

of electrolyte components, such as the organic solvents and the Li-salts. A typical LIB electrolyte 

consists of a 1 M LiPF6 solution in EC/DMC. The cyclic carbonate EC is reduced by accepting an electron 

and a Li-ion (Figure 14 step (1)), followed by a ring opening79, 101, 107–110 and the formation of a radical 

anion101 (Figure 14 step (2)). Now, several subsequent reduction pathways are possible: two of these 

radical anions can combine, resulting in the formation of a dialkyl carbonate molecule and ethylene 

gas (Figure 14 step (4)). This pathway is a 1-electron-reduction, but requires sufficiently low potentials. 

At more positive potentials, a 2-electron-reduction occurs, first leading to a LiCO3
- ion formation and 

ethylene gas evolution (Figure 14 step (5)), followed by a reaction of the LiCO3
- ion with a Li-ion and a 

EC molecule (Figure 14 step (6)), which takes the excess electron of the LiCO3
- opening the ring and 

which finally again leads to the formation of a dialkyl carbonate (Figure 14 step (7)).102 In parallel, 

Li2CO3 can be formed by a Li-ion uptake of the intermediate LiCO3
- ion (Figure 14 step (8)). 

 

Figure 15: Reduction scheme of DMC as proposed in literature.103, 104 

Linear carbonate reduction, for instance DMC-reduction, occurs via a 1-electron-reduction associated 

with the substitution of a methyl-group by a Li-ion and the concomitant lithium methyl carbonate and 

ethane gas formation by recombination of methyl radicals (Figure 15).103, 104 As the intermediate 

radicals formed according to both mechanisms shown in Figure 14 and Figure 15 are highly reactive 

species, further reactions are possible. At low electrode potentials LiPF6 is known to decompose to LiF 

and to PF5,79, 111–114 which can react to HF in contact with trace water, or with the upper formed Li2CO3 

to inorganic species such as POF3 and CO2: 
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𝐿𝑖𝑃𝐹6 ⇌ 𝑃𝐹5 + 𝐿𝑖𝐹(𝑠)
𝐻2𝑂
→  𝐿𝑖𝐹(𝑠) + 𝑃𝑂𝐹3 + 2𝐻𝐹 (41) 

𝑃𝐹5 + 𝐿𝑖2𝐶𝑂3 ⇌ 2𝐿𝑖𝐹(𝑠) + 𝑃𝑂𝐹3 + 𝐶𝑂2 (42) 

At low potentials, all chemical species can react with each other, making the SEI a complex mixture of 

different fluorides, oxides, phosphates, oligomers and lithium carbonates.79, 101–110 

All those species precipitate on the electrode and build a film growing in thickness with time, resulting 

in an increase of electron tunneling resistance hampering the further electrolyte reduction process. 

Thus, the SEI thickness is self-limited to a few nanometers, being the typical electron tunneling range. 
79, 88, 92, 93, 95, 112, 115–120 The SEI-formation model based on electron tunneling was suggested by Peled78 

in his original SEI-paper and was also discussed by others.79, 112, 117, 120–123 Besides the electron tunneling 

model a solvent diffusion model is suggested, where the diffusion rate of solvent molecules through 

the SEI towards the electrode surface determines the SEI growth rate.124–126 

The tunneling resistance within the SEI gradually increases with increasing distance from the 

electrode, being associated with a potential drop and thus a decrease of reduction strength. Thus, in 

close vicinity to the electrode, the SEI components consist of stronger reduced species compared to 

components in contact with the electrolyte. Consequently, a larger content of organic compounds 

from the electrolyte decomposition is observed in larger distance from the electrode, whereas in close 

vicinity to the electrode a compact layer of fully reduced species as fluorides, oxides, and other 

elements has been found by a variety of studies.79, 92, 116, 120, 127–130 

The electrode morphology is also found to influence the chemical composition and formation 

mechanism. Thinner SEI thicknesses for instance are reported on the graphite basal plane compared 

to the graphite cross-section, because of an increased reactivity of the cross-sectional surface 

compared to the basal plane towards the electrolyte reduction. 117, 131–134 The SEI at cross-sectional 

surfaces is also more inorganic compared to the basal plane, since the anion reduction proportion is 

increased.131, 132 

In this thesis, the SEI-formation mechanism with respect to electrode potential and topographical 

appearance is illuminated and studied by EC-STM on an HOPG model electrode immersed in a 1 M 

LiPF6 in EC/DMC electrolyte. Similar studies were already conducted earlier by Inaba et al.135–140, 142 

and others91, 92, 143–145 by EC-STM and EC-AFM, however, these techniques can still give new insights, 

when modifying the experimental procedure. Inaba studied co-intercalation processes and the 

formation of ternary Li-GICs. His interest was dedicated to understand electrode degradation 

mechanisms induced by mechanical strain of the intercalated species and their electrochemical 

reduction inside the graphite lattice, leading to a subsurface gas evolution and graphene exfoliation. 

Besenhard et al.146 first described the co-intercalation model. Compared to earlier studies, the 

experimental procedure is modified such that STM-imaging is not only conducted in-situ, i.e. at the 

same electrode position, but in-operando, i.e. with a real time observation of the electrode surface in 

parallel to the electrochemical processes. 

The main focus of this thesis lies on gaining an understanding of fundamental electrode processes on 

a molecular level and to use this knowledge towards advancing new technologies such as Na-ion 

batteries. As will be shown later, also in NIBs an SEI-formation on the anode/cathode occurs, where 

in analogy to the mechanism just introduced and further studied in section 5.1 solvent molecules are 

reduced/oxidized. Thus, even though the SEI-formation introduced in LIBs in the previous paragraphs 

seems not to be related to NIBs, the SEI-formation is not fundamentally different, but follows the same 

principles. 
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In contrast to this, the intercalation of Na-ions into graphite is totally different to the Li-ion 

intercalation. A wide variety of materials for negative electrodes applicable in NIBs is already known, 

including Ti-based materials, metal oxides and sulfides, alloy based materials, organic composites as 

well as carbon-based materials.22, 23, 29, 147–149 The Ti-based materials with anatase TiO2 as the most 

prominent example, are potentially low cost, non-toxic and possess a high reversibility. However, the 

operation voltage and the achieved capacities are moderate. The advantages of metal oxides and 

sulfides with respect to their high capacities and energy densities are counteracted by large 

irreversible initial charge losses, large hysteresis and poor cycle stability. Alloy based materials, such 

as Sn or P, offer huge capacities and potentially low costs, however, they undergo a large volume 

expansion upon sodiation, limiting their lifetime. Organic compounds offer merits regarding the high 

abundance of the resources from biomass and an essentially unlimited variety of structural flexibility. 

A severe drawback of these compounds is their high solubility in organic media and the sluggish 

electrode kinetics. 

From the perspective of the high elemental abundance of carbon in the earth´s crust, carbon-based 

electrodes are considered as an extremely low cost material with a good electronic conductivity and 

beneficial electrochemical properties. Hence, graphite is one of the most desired negative host 

materials for sodium ions, believed to be the missing step for NIB-commercialization.24 Attempts to 

reversibly intercalate Na into graphite failed during the past twenty years.25–27 The reason is found to 

be the electrolyte solvent, which in these studies were carbonates such as ethylene carbonate 

coordinating the Na-ions in solution. Once the Na-ions intercalate into the graphite lattice, they strip 

off their solvation shell, which results in the formation of energetically unstable binary Na-graphite 

intercalation compounds - opposite to stable binary Li graphite intercalation compounds - and 

hampered in-plane diffusion of the Na-ions in between the graphene sheets.150–152 Carbon was first 

sodiated in 2000 by Stevens et al.,153 where a hard carbon was used, i.e. carbon with a very low 

graphitization grade and large interlayer distances. Hard carbons, which can be synthesized from bio-

waste materials,154–156 however, suffer from poor high rate performances and serious safety hazards 

due to a facilitated Na-dendrite formation.22 By the use of expanded graphite with an increased 

graphene layer spacing of 4.3 Å compared to the 3.35 Å of natural graphite, reasonable amounts of 

Na could be reversibly intercalated for numerous cycles and at higher rates.157–159 Also graphene 

electrodes with their superior electronic conductivity were successfully used as anode material for 

NIBs, either as pure graphene160–162 or as nitrogen doped,163 boron doped164 or reduced graphene 

oxide.165, 166 Producing affordable amounts of graphene in an industrial scale, however, is still an issue. 

The idea behind the use of hard carbons, expanded graphite and graphene materials is the increased 

interlayer distance between the graphene sheets, positively affecting the Na-graphene interaction and 

facilitating the sodiation. Another idea aims at modifying the Na-ion-graphite interaction by not purely 

inserting the Na-ions into the graphite, but by inserting them together with a solvation shell, which 

also beneficially effects the Na-graphite interaction force. In 2014 Jache et al.18 discovered that Na-

ions can reversibly intercalate (> 99.87 % coulombic efficiency) in reasonable amounts (100 mAh g-1) 

into usual graphite, which is even cheaper than hard carbons, without showing a significant capacity 

loss for 1000 cycles, when coordinating them with diglyme-molecules (diethylene glycol dimethyl 

ether). It was found that Na can co-intercalate into graphite also when solvated in other linear glyme 

molecules and even when using other ether based electrolytes.75, 167 
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Figure 16: Na+(Gx)y complexes for the different glyme solvents presented as ball-stick models resulting 
from an O-coordination number of 4 to 6.167 (pink: Na+, red: O-atom, grey: C-atom, white: H-atom) 

For an ether based electrolyte (di-glyme, G2) coordinating the Na-ions (Figure 16), the co-intercalation 

of Na-ions into the graphite with their glyme solvation shell was suggested by Jache to follow:18 

𝐶𝑛 + 𝑒
− +𝑁𝑎+ + 𝑦𝐺2 ⇌ 𝑁𝑎

+(𝐺2)𝑦𝐶𝑛
− (43) 

Follow up studies with other linear glymes showed an excellent cycling behavior over several thousand 

cycles without significant capacity losses and capacities above 100 mAh g-1.75, 167, 168 This led to the 

development of full cells operating with a graphite anode and a Na1.5VPO4.8F0.7,169 a Na3V2(PO4)3-C 

composite168 or a P2-Na0.7CoO2
170 cathode in a glyme based electrolyte, respectively. Jache´s recent 

study focused on the differences of the four first glymes, showing a similar electrochemical behavior 

for mono-glyme (G1), di-glyme and tetra-glyme (G4). Tri-glyme (G3) on the other hand behaved 

completely different, the cause of which is still an open question. Further studies on the intercalation 

of solvated Na-ions into graphite followed,171–174 including an NMR-study,175 which reveals the 

solvation structure of the intercalated Na+(G2)2 complex, where each Na-ion is coordinated by two G2-

molecules. Another theoretical study examines the interplay among the graphite host and the 

solvated Na-ions and states that screening the Na-ions with a solvation shell prevents the direct 

interaction between graphene and Na.176 

Besides the lack in understanding the intercalation electrochemistry in G3 electrolytes, also the SEI 

formation in glyme based electrolytes as well as a mechanistic understanding of the phase transitions 

caused by the intercalation and the Na+(Gx)y diffusion behavior inside the graphite host are not 

understood yet. These open questions have been tackled in this thesis by the combination of various 

powerful in-operando techniques, such as XRD, EC-STM and EQCM, which is operated as a novel in-

situ hydrodynamic spectroscopy technique.177 The section on the Na-intercalation into graphite is 

published in ‘Energy & Environmental Science‘ to a great part and tries to illuminate the intercalation 

mechanism of Na-ions into graphite (section 5.2).178 

Following the studies on the negative graphite electrodes in LIBs and NIBs, V2O5 is studied as a positive 

electrode material for application in a NIB in section 5.3. The major content of this passage is mainly 

based on results from two articles prepared for publication. 

Recently, Na-containing layered transition metal oxides attracted great attention for use in NIBs, since 

their Li counterparts like LixCoO2 and LixMnO2 are successfully employed as high voltage, high capacity 

positive electrodes in LIBs. Moreover, they are relatively simple to synthesize. In NIBs, however, the 

capacities and voltages are less outstanding. Materials tested so far are NaTiO2 (anode, 0.9 V, 

152 mAh g-1),179, 180 NaVO2 (1.6 V, 120 mAh g-1),181, 182 NaCrO2 (2.9 V, 113 mAh g-1),183–185 NaMnO2 
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(2.5 V, 146 mAh g-1),186–188 NaFeO2 (3.3 V, 70 mAh g-1),189–191 NaCoO2 (2.8 V, 118 mAh g-1)189, 192 and 

NaNiO2 (2.1 V, 115 mAh g-1).193, 194 

Another group of materials are polyanionic compounds such as phosphates (NaFePO4 (2.7 V, 

125 mAh g-1),195 Na3V2(PO4)3 (3.3 V, 119 mAh g-1)196), pyrophosphates (Na2MP2O7 with M = Fe, Co, Mn 

(3.0 V – 3.6 V, 80 mAh g-1 – 90 mAh g-1)),197–199 fluorophosphates (NaVPO4F (3.95 V, 121 mAh g-1),200 

Na2FePO4F (3.0 V, 110 mAh g-1),201 Na2CoPO4F (4.3 V, 100 mAh g-1)202) as well as fluorosulfates 

(KMSO4F with M = Fe, Co, Ni (3.3 V, 120 mAh g-1))203 and sulfates (Na2Fe(SO4)2·4H2O and Na2Fe(SO4)2 

(3.3 V, < 100 mAh g-1)),204 to name only the most important. High operating voltages are reported for 

these compounds, making them an attractive material for NIB application. However, the obtainable 

capacities are moderate and the electronic conductivity is poor, resulting in a low rate capability. A 

common strategy to overcome these issues is nano-structuring and carbonization of the electrodes, 

which also tend to increase the gravimetric capacity of the total electrode.29, 30 

Prussian blue analogues or metal hexacyanometalates can be described with the general formula of 

AxP[R(CN)6]1-y∙□y∙nH2O, where A is an alkali metal ion, P is a N-coordinated transition metal ion, R is a 

C-coordinated transition metal ion and □ represents a [R(CN)6]-vacancy in the cubic lattice structure. 

Due to their open cubic lattice framework with their large alkali ion diffusion channels, Prussian blue 

analogues recently arose the attention of the battery research community, since they can reversibly 

intercalate all alkali ions, such as Li+, Na+, K+, Rb+, Cs+,205–207 they can intercalate a variety of bivalent 

ions such as Mg2+, Ca2+, Sr2+, Ba2+, Co2+, Ni2+, Cu2+, Zn2+ and Pb2+,208–218 as well as several trivalent ions 

such as Al3+, Y3+, La3+, Ce3+, Nd3+, Sm3+.215, 219 Prussian blue analogues are often synthesized via low-

temperature water-based synthesis routes, which yields low-quality materials with interstitial water 

trapped in the [R(CN)6]-vacancies of the crystal structure. In aqueous batteries, the operation of the 

Prussian blue electrodes is not disturbed by the trapped water, however, the cell voltage of the battery 

is limited by the small stability window of the aqueous electrolyte. Trying to increase the operation 

voltage by the use of organic electrolytes or ionic liquids, the trapped water becomes an issue, since 

it gets decomposed during operation, leading to low coulombic efficiencies and poor cycle lifes.29, 30 

Some of the metal hexacyanometalates used in NIBs for example are NaxFe[Fe(CN)6] (3.3 V, 

123 mAh g-1),220 NaxCo[Fe(CN)6] (3.6 V, 130 mAh g-1, aqueous)221 or NaxNi[Fe(CN)6] (3.3 V, 80 mAh g-1, 

aqueous).206 

Due to their potentially low costs, organic materials are also in the focus of research for high voltage 

electrodes. Two materials with promising operating voltage and capacities are an aniline-nitroaniline 

copolymer (3.2 V, 180 mAh g-1)222 and a bipolar porous organic electrode consisting of a two-

dimensional porous-honeycomb, polymeric framework of benzene rings and triazine rings (2.6 V, 

240 mAh g-1).223 A general drawback of organic compounds is their sensitivity to the electrolyte 

solvent, resulting in rapid dissolution of the electrode and limiting the choice of electrolytes. 

Even though huge progress on NIB-electrodes has been made recently, each category of materials still 

struggles from a weak point and the search for better materials must go on. A material well known for 

its diversity, for instance as intercalation host for monovalent ions like Li+,67,224–226 Na+,226–231 K+,226 

Rb+,232 bivalent species such as Mg2+,31, 233 Zn2+,31 or even trivalent ions like Al3+,31, 234, 235 is the 

orthorhombic V2O5. V2O5 was first applied as intercalation host for electrochemically inserted Na-ions 

by West et al.,32 who showed a reversible Na+ intercalation reaching high capacities of around 

200 mAh g-1, making V2O5 a potentially interesting material for Na+ storage devices. A drawback of 

V2O5 is its poor cycle life upon continuous sodiation/de-sodiation and its low electronic conductivity. 

Researchers tried to improve the V2O5 electrodes by nano-structuring, for example by synthesizing 

single crystalline bilayered V2O5 nanobelts228 or hierarchical orthorhombic V2O5 hollow 

nanospheres.229 Uchaker et al.230 tested amorphous and nano-crystalline V2O5 and found a strongly 
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increased lifetime for the amorphous sample. It is observed that nano-structuring increases the 

battery performance by enhancing the electrode lifetime and rate capability. To overcome the issue 

with the low electronic conductivity, nano-sized V2O5/C composite electrodes236 and a restacked Na-

V2O5-graphene nanocomposite237 were prepared, where the carbon is used to increase the electronic 

contact to the V2O5 particles. Other attempts to improve the battery performance of V2O5 in NIBs is to 

hydrate the V2O5-crystal lattice, which yields larger interlayer spacings, being beneficial for higher 

capacities and facilitating Na-ion diffusion. Recently, a hydrated V2O5∙nH2O xerogel238 as well as a 

hydrated bilayered nanostructured V2O5∙nH2O239 demonstrated a largely increased Na+ storage 

capacity of initially more than 300 mAh g-1, quickly fading though. Another property, which makes 

V2O5 an interesting material, is its large variety of microscopic topographies, ranging from micrometer 

size structures, such as hollow microspheres,64–66, 240–247 solid microspheres,248–251 yolk-shell 

particles,68, 252–255 microflowers256 and other porous microstructures257, 258 to nanostructures, including 

nanoflakes,259–262 nanofibers67, 69, 263–279 and aerogels/xerogels.280–283 In most cases, these materials 

were tested in LIBs, and few of them were already tested as positive electrode in NIBs, like 

nanostructured bilayered V2O5,227, 228 amorphous V2O5
230 or hierarchical orthorhombic hollow V2O5 

nanospheres.229 V2O5 was also employed as negative electrode in NIBs, for example as a layered V2O5 

aerogel.231 

Sodiation of the orthorhombic α-phase V2O5, with a Pmmn lattice symmetry,284 results in different 

phase transitions. For an x-value in the range of 0 < x < 0.02, the NaxV2O5 is in its α-phase,285, 286 going 

over into the monoclinic β-phase when 0.2 < x < 0.4 (C2/m space group).285 The Na0.64V2O5 

composition is called τ-phase (C2/m)285, 287 and when 0.7 < x < 1, it is called α’-phase (Pmmn, 

orthorhombic).287 Inserting more than one Na per V2O5 unit cell, one obtains the η-phase 

(1.45 < x < 1.8) and the κ-phase (1.68 < x < 1.82).32, 288 

 

Figure 17: STM micrograph of the (001)-plane of an orthorhombic V2O5 single crystal with 4.5 Å step 
edges, corresponding to the 4.36 Å [001] lattice vector (scan size: 500 nm x 500 nm, tunneling current: 
1 nA, bias: 2.1 V, tip velocity: 1µm s-1). 

Figure 17 shows an STM-micrograph of the (001)-plane of a V2O5 single crystal, showing the layered 

structure of the orthorhombic V2O5. The interlayer distance amounts to 4.5 Å, matching well with the 

[001] lattice vector length of 4.36 Å, found by XRD. The intercalation mechanism of low charge – low 

size cations (Li+, Na+, Mg2+ and Ca2+) into orthorhombic V2O5 was studied in detail by Galy,286 who 
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proposed a stage-2 type intercalation reaction (Figure 18 (a)). When the cations enter the V2O5 lattice, 

the interlayer distance of this layer is expanded, while the interplanar distance of the empty layers 

decreases. At the same time, the VO5-pyramids, from which the V2O5 lattice is built up, reorient in the 

lattice (Figure 18 (b)). 

 

Figure 18: Scheme of (a) the cation intercalation into the orthorhombic V2O5 lattice and (b) the resulting 
lattice transition to a double layer V2O5 lattice, as proposed by Galy.286 

In this thesis, a general understanding about the intercalation electrochemistry of Na-ions into V2O5 

and the resulting phase transitions shall be gained, followed by a study on the influence of the 

electrode morphology on the Na+-intercalation behavior and the electrode performance in a NIB. For 

this purpose, a family of different V2O5 structures were synthesized and operated as positive electrode 

in a Na|V2O5 half-cell. 

Combining a negative intercalation electrode with a high voltage intercalation electrode, one gets rid 

of the potentially dangerous Na-metal negative electrode and obtains a fully operating, relatively safe 

NIB. So far, there are only a few reports, where a graphite negative electrode was combined with a 

high voltage positive electrode to a NIB full cell. In these studies a Na1.5VPO4.8F0.7,169 a Na3V2(PO4)3-C 

composite168 or a P2-Na0.7CoO2
170 cathode were used as a positive electrode in combination with a 

graphite electrode. An energy density of 60 mWh g-1 based on the combined weight of the negative 

and positive electrode was reported for a graphite | P2-Na0.7CoO2 cell170 and 120 mWh g-1 for a 

graphite | Na1.5VPO4.8F0.7 cell.169 

4 Advanced Methods for Battery Research 

 Scanning Probe Microscopy 

4.1.1 Scanning Tunneling Microscopy 
Electrochemical measurements alone in most cases are not sufficient to gain a complete 

understanding of the underlying processes. Combination with other methods is therefore required. 

One powerful method is Scanning Tunneling Microscopy (STM) that was invented in 1982 by Binnig 

and Rohrer, which were awarded the physics Nobel-prize in 1986.289 The working principle of STM is 

sketched in Figure 19: a sharp metallic tip is close to an electronically conducting, flat sample, while a 

small bias voltage in the range of few millivolts to few volts is applied between them. 
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Figure 19: Scheme of a Scanning Tunneling Microscope and a Scanning Electrochemical Potential 
Microscope. 

In close proximity of less than 1 nm, a quantum mechanical tunneling current 𝐼𝑇 occurs as a result of 

electrons tunneling through the gap between tip and sample. Applying a small bias voltage 𝑉𝑏𝑖𝑎𝑠 

initiates the electron tunneling and a corresponding current. Historically, the tunneling current was 

first empirically derived from a 1-dimensional quantum mechanical problem, where the Schrödinger 

equation for an electron approaching a potential step of certain height is solved.290 Shortly afterwards, 

the quantum mechanical model was refined to an electron approaching an energy wall, corresponding 

to two metals with different Fermi-levels 𝐸𝐹 being separated by a vacuum gap.291 The latter situation 

is sketched in Figure 20, where a 1-dimensional energy wall of height 𝜙(𝑧) and width 𝑑 hinders the 

direct flow of electrons from the tip to the sample and vice versa. 

  

Figure 20: 1-dimensional potential wall used for the quantum mechanical derivation of the tunneling 
current caused by electrons tunneling through the potential barrier between tip and sample. 
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Assuming the 1-dimensional potential wall as illustrated in Figure 20, one can write the Schrödinger 

equation for an electron as follows: 

−
ℏ2

2𝑚𝑒
 
𝜕2𝜓𝑛(𝑧)

𝜕𝑧2
+ 𝜙(𝑧)𝜓𝑛(𝑧) = E𝜓𝑛(𝑧) (44) 

Solving this equation, one finds two solutions. Inside the tip or sample, where the electron energy E 

is larger than the potential barrier 𝜙(𝑧), i.e. E >  𝜙(𝑧), the wave function of the electrons is: 

𝜓𝑛(𝑧) = 𝜓𝑛(0)𝑒
±𝑖𝑘𝑧 (45) 

with 𝑘 = √2𝑚𝑒(E − 𝜙(𝑧)) ℏ⁄ . Equation (45) is the wave function of a propagating wave in z-direction 

with wave vector 𝑘. Inside the barrier, i.e. when E <  𝜙(𝑧), the solution equals to: 

𝜓𝑛(𝑧) = 𝜓𝑛(0)𝑒
±𝜅𝑧 (46) 

with 𝜅 = √2𝑚𝑒(𝜙′ − E) ℏ⁄ , the decay coefficient of the wave function inside the potential barrier. 

Inside the potential barrier, the electron wave function is exponentially decaying. 𝜙′ is the mean work 

function of sample and tip, which in the simplified case as shown in Figure 20 is 𝜙′ =  
1

2
(𝜙′𝑡𝑖𝑝 +

 𝜙′𝑠𝑎𝑚𝑝𝑙𝑒 ). If the bias voltage 𝑉𝑏𝑖𝑎𝑠  is small compared to 𝜙′, i.e. 𝑒𝑉𝑏𝑖𝑎𝑠 ≪  𝜙′, 𝜅  simplifies to 𝜅 =

 √2𝑚𝑒𝜙′ ℏ⁄ . The probability density 𝑃 of a quantum mechanical particle is defined as the square of 

its wave function 𝜓𝑛(𝑧): 

𝑃 ∝ |𝜓𝑛(0)|
2𝑒−2𝜅𝑑 (47) 

Thus, the tunneling current through the barrier is the sum over the probability densities of all 

electrons: 

𝐼𝑇  ∝ ∑ |𝜓𝑛(0)|
2𝑒−2𝜅𝑑

E𝐹

E𝐹−𝑒𝑉

 (48) 

Using the quantum mechanical expression of local density of states (LDOS), 𝜌(𝑧, E), which is defined 

as the sum of probability over energies in the range from E𝐹 − 𝑒𝑉𝑏𝑖𝑎𝑠 to E𝐹 in small intervals 𝜖 

𝜌(𝑧, E) ≔  
1

𝜖
 ∑ |𝜓𝑛(𝑧)|

2E
E−𝜖 , (49) 

one can rewrite equation (48) as 

𝐼𝑇  ∝ 𝑉𝜌(0, E𝐹) 𝑒
−2𝜅𝑑, (50) 

which is the tunneling current building up between tip and sample when a small bias voltage is 

present. Bardeen292 and later Tersoff and Hamann293 used a pure theoretical approach based on first 

order perturbation theory to derive equation (50). 

Equation (50) is the fundamental formula necessary to understand STM. One important feature of this 

equation is the exponential dependency of the tunneling current 𝐼𝑇 on the tip-sample distance 𝑑. This 

dependence is used for surface imaging. When the tip is scanned in a defined line by line pattern 

across the sample surface, the distance between tip and sample alternates corresponding to the 

sample topography. When the tip is close to the surface, 𝐼𝑇  will increase, when 𝑑  increases, 𝐼𝑇 

decreases. This behavior can be fed into a feedback loop, by which the surface topography can be 

reconstructed. 
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Keeping the nominal distance between tip and substrate constant, and recording then 𝐼𝑇 varying as a 

function of true 𝑑 is also called ‘constant height mode’. Alternatively, one can also apply a feedback 

loop in order to keep 𝐼𝑇  constant and adjust 𝑑  correspondingly. This operation mode is called 

‘constant current mode’ and is usually used as operation mode in STM, as it directly provides 

information about height differences between different sample positions. 

Another relationship in equation (50) is the link between 𝐼𝑇  and the LDOS 𝜌(𝑧, E)  plus the work 

function 𝜙′ in the exponent, two electronic properties of the tip and the sample. Thus, STM images 

shall never purely be interpreted as topographic images, but as a superposition of topography and 

electronic states of the tip and sample. 

4.1.2 Electrochemical Scanning Tunneling Microscopy294 
The section above treated the theory of quantum mechanical tunneling between two conductors 

separated by a vacuum gap. Operating the STM under ambient conditions, however, the theory must 

be adjusted, since electron tunneling is no longer a 2-state tunneling process, but occurs via 𝑛 

intermediate states. These intermediate states can result from adsorbates on the tip and sample, for 

instance adsorbed water from air humidity, or from an oxide layer, when tip or sample are exposed 

to air. Depending on the tip/substrate material, many other species can adsorb to the surface. In 

electrolytes with the presence of solvent molecules and ions, the tip-sample gap becomes a multistate 

tunneling gap. 

Thus, equation (50) must be modified by the intermediated states and changes to: 

𝐼𝑇  ∝ 𝑉𝜌(0, E𝐹) 𝑒
−2𝜅𝑑 (𝑛+1)⁄  (51) 

Typically, 2 ≤ 𝑛 ≤ 5 and the tunneling barrier 𝜙′ reduces to an effective tunneling barrier 𝜙𝑒𝑓𝑓: 

𝜙𝑒𝑓𝑓 = 𝜙
′ (𝑛 + 1)2⁄  (52) 

Moreover, a mean distribution of density of states 𝜌(0, E𝐹) is assumed. From equation (51) one can 

see that intermediate tunneling states weaken the distance dependence of 𝐼𝑇, which at the same time 

leads to a decrease of signal to noise ratio. 

In addition to the intermediate tunneling states in ambient conditions, the detected current signal at 

the operation amplifier in the STM scanner no longer purely detects the tunneling current 𝐼𝑇, but also 

currents originating from electrochemical processes. These can be non-faradaic processes like EDL 

charging of the tip, or faradaic processes caused by electrochemical reactions at the tip. In order to 

prevent disturbances from faradaic processes, one can use a tip material, which is as inert as possible, 

one can operate the tip at a potential in its EDL region, or one can try to minimize the exposed area of 

the tip in the electrolyte. This is usually done by coating the tip with an inert, insulating material, where 

special techniques allow to cover the tip completely with only the tip apex exposed to the electrolyte, 

which is required in order to collect the tunneling current. All these measures also help to minimize 

the effect of intermediate states and increase the signal to noise ratio. 

Even though there are many disturbing factors negatively affecting the signal to noise ratio in ambient 

environments, EC-STM is one of the most powerful experimental techniques to study electrochemical 

surface processes – not only because of its high resolution, but also because of its advantage to image 

surface processes in-situ, i.e. at the same sample position, or even in-operando, which means under 

operating conditions at the same sample position. This is of major importance for systems like battery 

electrodes, when one wants to study processes like ion intercalation or the formation of the solid 

electrolyte interphase. As in-situ and in-operando EC-STM studies on battery electrodes are very rare 
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in literature, some of the benefits of EC-STM studies compared to other, less advanced battery 

characterization techniques shall be highlighted here. 

 

Figure 21: In-situ EC-STM study of the co-intercalation of Li-ions and their solvation shell into graphite, 
where the electrode potential was set to 1.0 V (a) and to 0.9 V (b). 

Figure 21 for instance shows the co-intercalation of solvated Li-ions together with their EC/DMC 

solvation shell into a graphite electrode. The sample is a single crystalline HOPG electrode immersed 

in a 1 M LiPF6 in EC/DMC electrolyte. Li-metal serves as counter and reference electrode and the entire 

microscope setup is placed in an Ar-filled glovebox (section 4.1.4.1). This specific system is optimized 

for microscopic in-operando studies on highly air- and humidity-sensitive electrochemical systems, as 

LIBs or NIBs. It permits to image an electrode surface while performing an electrochemical 

experiment. Figure 21 (a) shows the graphite (0001) surface after a CV to 1.0 V vs. Li/Li+ was 

performed. The STM image was recorded at 2.0 V. To this point, no surface changes are visible by STM 

and the electrode surface shows the typical HOPG features, namely large extended, atomically smooth 

terraces, which are terminated by mostly monoatomic step edges with a height of 3.35 Å. This height 

corresponds to the distance between two graphene layers lying on top of each other. 

In between two adjacent graphene sheets different species like Li-ions or solvated Li-ions can 

intercalate into the graphite crystal, for example as a result of applying a sufficiently negative 

potential. In a LIB, Li-ions co-intercalate into the graphite together with their carbonate solvation shell 

at voltages below 1.0 V prior to SEI-formation.146 This can also be seen in the STM image in Figure 21 

(b), where the previously flat terraces form some blisters and swell up in some regions. The lattice 

expansion caused by the intercalated species can then be independently analyzed for each expanded 

step edge and blister. This is a major advantage compared to integral techniques, such as 

dilatometry146 or XRD,295 where only average changes in the entire electrode can be analyzed, but no 

single defect or step edge. 

Analyzing the lattice expansion from the topographic STM images and applying it to the co-

intercalation model,146 one can schematically explain the co-intercalation behavior as sketched in 

Figure 22. The pristine graphite lattice with its 3.35 Å layer separation is shown on the left. Upon 

intercalation of a Li-carbonate species, which is exemplarily shown for a Li-ion coordinated by four EC 

molecules, and which is a typical solvation shell in an EC-based electrolyte, the graphite layer 
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separation increases.107, 296–298 How the solvation shell of the intercalated species with respect to 

number of EC and DMC molecules really is composed, is an open question. From the lattice expansions 

measured in Figure 21 (b), one finds that the previous 3.35 Å interlayer spacing expands by roughly 

1.7 Å to about 5 Å. 

 

Figure 22: Schematic presentation of the empty layered honeycomb graphite lattice on the left and the 
graphite lattice after a solvated Li-ion intercalated on the right. 

Thus, STM allows to study electrochemical processes on a molecular or atomic level, permitting 

insights into processes, which are not accessible by standard characterization techniques. In the 

course of this thesis, numerous further examples are studied, making use of this powerful and rare 

tool. Those include the Na-ion intercalation into graphite- and V2O5-single crystals allowing to image 

the intercalation processes, to quantify the lattice expansions they cause and the diffusion rate of the 

intercalated species. Another section is dedicated to the SEI-formation, where STM allows to 

systematically reveal its formation mechanism, simply by being able to image the surface on a 

molecular scale under operating conditions - a major advantage of EC-STM compared to other 

experimental techniques. 

4.1.3 Scanning Electrochemical Potential Microscopy – Some Facts and Some Thoughts 
One disadvantage of STM, however, is that it requires electronically conductive samples, which with 

respect to battery research is not always granted, as many electrode active materials are poorly 

conductive or even semiconductive. Attempts to perform in-operando EC-STM studies on V2O5 single 

crystals (section 5.3) for instance failed due to an enhanced tip failure rate coming along with a poor 

sample conductivity. An alternative microscopic technique, which is not restricted by these issues is 

the Scanning Electrochemical Potential Microscopy technique (SECPM). In contrast to STM, SECPM is 

not based on measuring the tunneling current between tip and sample, but on applying the tip as a 

potential sensor and therefore probing the potential gradient in the EDL (Figure 5). As semiconductors 

or substrates with a poor conductivity also possess an EDL,47 SECPM might be used in cases, where 

STM struggles or fails. Because SECPM is a very novel technique, which is hardly understood and 

strongly debated, a short section of this thesis shall be dedicated to this interesting technique, sharing 

some experimental facts and some thoughts with the reader. 

The method itself was first mentioned in 2004 by the microscope producer Veeco Instruments,299 and 

patented in 2007.300 Shortly afterwards, it was used by Woo et al.301 to probe the potential dependent 

voltage gradient inside the EDL of a Au(111) in a 10 mM aqueous NaBF4 solution. The first topographic 

SECPM image, a W-doped diamond-like carbon surface, is shown in a study by Corbella et al.302. A 

study of the potential gradient in the EDL on an insulating SiO2 layer proved the superiority of SECPM 

compared to STM as a microscopic tool for samples with poor coductivity.303 Imaging biologic species, 

such as cells, can also hardly be achieved by STM. In 2009, Baier et al.304 could image single enzyme 

molecules and reveal their inner structure, which was not possible by STM. A direct comparison in an 

in-situ study showed that both methods, EC-STM and SECPM, deliver the same image quality for metal 
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surfaces.305 All these studies indicated the technological and scientific potential of SECPM, albeit a 

clear explanation of its working principle was still lacking: Especially sigmoidally shaped potential-

distance curves are measured in experiments, contradicting the Gouy-Chapman-Stern theory. Hamou 

et al.306, 307 dedicated a series of theoretical studies to the shape and the protrusion of the tip apex 

into the EDL region, and it was claimed that the shape of the experimentally obtained potential-

distance curves is a result of the EDL overlap of the sample and the tip. An experimental study of Yoon 

et al.308 confirmed the sigmoidal potential gradient when approaching a tip to the electrode surface. 

In far distance to the electrode, the potential decay follows the theoretically predicted exponential 

behavior (equation (21)). The deviations from the exponential behavior towards the sigmoidal 

potential gradient at small distance, however, are not only attributed to the EDL overlap of tip and 

substrate, but also to electron tunneling. Traunsteiner et al.309 picked up this idea and suggested that 

leakage currents in the device not only permit electron tunneling, but also other faradaic and non-

faradaic currents, which makes SECPM a similar method as STM, since electron tunneling occurs for 

small tip-sample separations. Friedl et al.49 denied this hypothesis regarding the leakage current, 

which according to the 1015 Ω input impedance of the potentiometer (Figure 19) should result in 

vanishing leakage currents. Instead, a new model was suggested, which claims that the tunneling 

current is balanced by faradaic processes at the tip surface in the bulk electrolyte. In summary, SECPM 

as a method currently is still not fully understood and there are various open questions. In the 

following, some experimental facts and some thoughts about SECPM shall be presented, contributing 

valuable knowledge about this technique. 

Figure 23 illustrates an in-situ comparison of an EC-STM (a) and an SECPM (b) image measured on 

HOPG in 0.1 M H2SO4. A scheme of the microscope setup is shown in Figure 19. One can change from 

one imaging mode to the other by switching from the current amplifier used in STM to the 

potentiometer with its high input impedance, which minimizes the current flux necessary for the 

potential measurement. This switching can be done without retracting the tip from the sample 

surface, which results in very similar topographical images for both modes. 

Analogous to STM, SECPM also allows to measure the atomic structure of the (0001) honeycomb 

graphite lattice (Figure 24), where the raw data is shown in (a). After a Fourier-transformation, a signal 

filtering and a Fourier-retransformation, the hexagonal lattice structure of the graphite crystal 

becomes clearly visible (b). The reciprocal lattice after the Fourier-transformation is shown in (c). The 

data shown in Figure 24 is the first demonstration of an atomic resolution achieved with SECPM. In 

the past Traunsteiner et al.309 showed a molecular resolution of initial stages of the electrochemical 

Cu(111) oxidation and Baier et al.304 showed a highly resolved enzyme on a graphite substrate. This 

remarkable spatial resolution, especially for less conductive samples, makes SECPM an interesting tool 

for a variety of scientific purposes and might open the door to a wide range of scientific fields, 

especially battery research. 
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Figure 23: Comparison of EC-STM (a) and SECPM (b) on a graphite basal plane in 0.1 M H2SO4 (scan 
size: 500 nm x 500 nm, tunneling current in (a): 1 nA, potential setpoint in (b): 15 mV, tip potential in 
(a): 0.293 V vs. Pt, sample potential: 0.193 V vs. Pt in (a) and -0.707 V vs. Pt in (b), bias in (a): -0.1 V, 
tip velocity: 0.5 µm s-1). 

The atomic resolution on the other hand also creates some doubts about the originally suggested 

principle of SECPM, which stated to solely probe the potential decay within the EDL. Is the EDL-

potential decay sensitive enough to permit atomic resolution? As the potential gradient within the 

EDL and thus the SECPM sensitivity are larger in close vicinity to the electrode (equation ((21)), the tip 

must be very close to the substrate. Additionally, the tip and the substrate are not at the same 

potential, but have a small voltage difference, the ‘potential setpoint’ necessary as feedback 

parameter for SECPM imaging. This voltage difference is in the range of few to several ten millivolts 

and acts in a similar way as the bias between tip and substrate in STM. Thus, the idea of Yoon et al.,308 

Traunsteiner et al.309 and Friedl et al.49 that electron tunneling occurs between tip and substrate in 

close distance seems plausible. This is also in agreement with unpublished observations310 made in a 

systematic study about the potential setpoint, which showed a decreased image resolution with 

increased potential setpoint (alias bias in terms of STM). A larger potential setpoint increases the tip-

sample separation, which is either a result of equation (21) or of equation (50). Hence, the fact that 

an atomic resolution can be achieved by SECPM and the fact that an increased potential setpoint 

acting as a bias between tip and substrate reduces the image quality both indicate that the electron 

tunneling model is reasonable. 

Other interesting observations can be made when varying the electrolyte and hence the EDL structure. 

Figure 25 shows a study, where fundamentally different electrolytes with different ionic strengths are 

compared: (a) shows an SECPM image of HOPG in the ion-free ethylene glycol (EG) with an ionic 

strength of 0 mol l-1, (b) was measured in pure H2O with pH 7, corresponding to an ionic strength of 

10-7 mol l-1, (c) in 0.1 M H2SO4 (0.3 mol l-1) and (d) in an electrolyte purely consisting of ions, the ionic 

liquid 1-Butyl-1-Methylpyrrolidinium Bis(trifluoromethylsulfonyl)imide (BMP-TFSI, 3.31 mol l-1). In all 

solvents/electrolytes clear images of the HOPG surface are obtained. This is another indication for 

electron tunneling, since the imaging seems to be independent of the EDL structure. Moreover, the 

experiment in the ion-free EG shows that no ions are required for SECPM. As EG is a polar molecule 

possessing a dipole moment, the EG molecules can arrange at the charged electrode building up a 

double layer with a linear potential gradient within the sample and the EG layer. Thus, one can still 
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argue that SECPM might sense the potential gradient within this double layer without the necessity of 

electron tunneling. In order to fully rule out the potential sensing, one could measure SECPM in an 

ion-free, non-polar solvent, such as benzene or other molecules with a symmetric charge distribution. 

In such a solvent, it should neither build any double layer based on an ion arrangement at the 

electrode-electrolyte interphase, nor build any double layer composed of oriented dipoles at the 

electrode surface, provided that no dipole moment is induced into the molecule as a result of the 

charged electrode. If a SECPM image can be obtained in such a case, the electron tunneling model 

would be further evidenced. 

 

Figure 24: SECPM images of an atomically resolved graphite honeycomb (0001) basal plane in 0.1 M 
H2SO4 with the raw data in (a), a Fourier-filtered magnification (b) and the corresponding Fourier 
transform showing the hexagonal arrangement of the C-atoms in the reciprocal space (c) (scan size: 
3 nm x 3 nm, potential setpoint (b): 15 mV, sample potential: -0.707 V vs. Pt, tip velocity: 0.24 µm s-1). 

The electron tunneling in SECPM was studied in more detail by Traunsteiner et al.309 and Friedl et al.,49 

while there is a dispute regarding the origin of the current and the flux of the electrons. According to 

Traunsteiner, external currents, such as leakage currents, faradaic currents and non-faradaic currents 

are responsible for the transport of the tunneled electrons. The model suggested by Friedl does not 

require the leakage currents. In any case, higher leakage currents caused by the operational amplifier, 

leakages on the printed circuit board or an imperfect tip insulation would enhance electron tunneling 

and be beneficial for the image quality of SECPM. In EC-STM, leakage currents are parasitic and are 

tried to be suppressed by any means, like tip-coatings. SECPM also works with uncoated tips: Figure 

25 (a) was measured with an uncoated Pt/Ir (8:2) tip and good SECPM images were even obtained in 

concentrated H2SO4 solutions.310 This further supports the suggested electron tunneling model, which 

requires faradaic processes to transport away the electrons from the tip. The leakage current through 

the operation amplifier or the printed circuit board is no necessity to explain the electron tunneling in 

SECPM. Moreover, SECPM is in stark contrast to STM regarding leakage currents, which are parasitic 

in STM and helpful in SECPM, underlining a fundamental difference of the methods.  
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Figure 25: SECPM images of an HOPG surface measured in different electrolytes arranged according 
to their ionic strength 𝐼: (a) ethylene glycol (0 mol l-1), (b) H2O (10-7 mol l-1), (c) 0.1 M H2SO4 (0.2 mol l-
1) and (d) BMP-TFSI (3.31 mol l-1) (scan size: 500 nm x 500 nm (a, d) 1 µm x 1 µm (b, c), potential 
setpoint in (b): 100 mV (a), 20 mV (b), 15 mV (c), 50 mV (d), sample potential: 0.0 V vs. Pt (a, b), 
- 0.707 V vs. Pt (c), -1.2 V vs. Pt (d), tip velocity: 4 µm s-1 (a), 1 µm s-1 (b), 0.5 µm s-1 (c), 2 µm s-1 (d)). 

4.1.4 Microscope Setups and Samples 

4.1.4.1 Electrochemical STM in a glovebox 

EC-STM was performed under an inert Ar-atmosphere in a specially adapted glovebox. That glovebox 

contains a heavy stone plate mount on mechanical damping elements, which decouple the 

microscope from environmental vibrations and mechanical disturbances. During imaging, the 

glovebox ventilation and vacuum pump were switched off to further reduce disturbances. 

The microscope itself was a homemade system composed of a Pico STM S scanner, a PicoSPM STM 

base (Agilent Technologies®, formerly Molecular Imaging®) and a Nanoscope IIIA controller (Veeco 

Instruments Inc.®). An EC-Tec bipotentiostat/galvanostat BP600 and an EC-Tec biscangenerator SG600 

were combined with the microscope. The STM software was the Nanoscope v5.31.r1 software and a 

labview® program BP600 was used to control and read out the potentiostats. The WSxM software311 

was used for STM data evaluation. 

Mechanically cut Pt/Ir-tips (8:2, MaTecK) were used for imaging. Operating in carbonate based 

electrolytes, a standard coating of molten (180 °C) Apiezone® wax (Plano GmbH) was used. In ether 

based electrolytes, however, the Apiezone® wax and other standard coating materials like 

polyethylene are dissolved. Therefore, alternative options were explored. Eventually, a coating of the 

tips with molten (300 °C) polypropylene of a pipette tip (Eppendorf epT.I.P.S.® Standard, 

polypropylene) provided excellent stability in these solvents and permitted the STM operation. 

The electrochemical cell of the STM setup was Teflon-made and contains an electrolyte volume of 

about 100 µl. Li- and Na-metal served as RE and CE, respectively. 

4.1.4.2 SECPM Microscope 

A Bruker Multimode 6 microscope with an open cell exposed to air atmosphere was used for SECPM 

experiments. A Pt-wire served as counter and as quasi reference electrode. The electrolytes used were 

H2O (MilliQ, Millipore Integral 3, >18.2 MΩ, 3 ppb TOC), 0.1 M H2SO4 mixed from MilliQ water and 

H2SO4 (Merck, supra pure), ethylene glycol (Sigma Aldrich, 99.8 % anhydrous) and 1-Butyl-1-

Methylpyrrolidinium Bis(trifluoromethylsulfonyl)imide (BMP-TFSI) (Iolitec, 99.5 %). 

4.1.4.3 Graphite and V2O5 Single Crystal Model Electrodes 

In order to perform STM experiments on an atomic scale, single crystalline model electrodes must be 

employed. Graphite single crystals are commercially available as highly oriented pyrolytic graphite 

(HOPG). HOPG (ZYB, 10 mm x 10 mm x 2 mm) samples were purchased from MikroMasch. Prior to 
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use, the HOPG surface was cleaved with an adhesive tape, removing the uppermost graphite layers 

and exposing fresh graphite layers to the electrode surface. 

V2O5 single crystals were prepared following a slightly modified recipe from Kenny et al.312 A 

commercial V2O5 powder (99.99 %, Alfa Aesar Puratronic®) was molten at 700 °C (V2O5 melting point: 

690 °C) in an O2-rich atmosphere (Carbolite HST Horizontal Split Tube Furnace 1200), before it was 

slowly quenched at 0.1 K min-1. This resulted in the growth of single crystalline V2O5 needles with 

typical dimensions of up to 1 cm in length and 2 mm to 5 mm in breadth. The crystalline structure was 

examined by XRD, which yielded lattice vectors of 𝑎⃑ = 11.536 Å ([100]), 𝑏 ⃑ = 4.360 Å ([001]), 𝑐 =

3.584 Å ([010]), confirming the crystal parameters of orthorhombic V2O5. Figure 26 shows an example 

of a typical crystal obtained. STM can be performed on the single crystalline needles. 

 

Figure 26: Photograph of a self-synthesized sample containing several large V2O5 single crystals. 

  Electrochemical Quartz Crystal Microbalance313, 314 
The electrochemical quartz crystal microbalance technique (EQCM) stems from the application of 

resonating quartzes as mass sensitive devices. The working principle is based on the (converse) 

piezoelectric effect of quartzes. The actual EQCM device consists of a piezoelectric quartz with 

thickness 𝑡𝑞 cut into a thin, circular disk coated with two metallic electrodes on each side of the quartz 

(compare to Figure 27). In most cases the electrodes have a keyhole shape and overlap in the center 

of the quartz. Applying a voltage between the two electrodes results in a mechanical deformation of 

the quartz lattice according to the converse piezoelectric effect. 
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Figure 27: Scheme of the transverse shear wave in a quartz crystal resonator before and after 
depositing a thin film.315 

If an alternating voltage is applied to the electrodes a mechanical oscillation is induced in the quartz 

crystal. At a certain frequency 𝑓0, the system shows a resonant behavior, i.e. when the excitation 

frequency is in a range, where it can induce a transverse shear wave in the (AT cut) quartz crystal. The 

shear wave has a wavelength 𝜆, which amounts to twice the thickness of the quartz, as illustrated in 

Figure 27. Thus, depending on the quartz thickness, the resonator has a characteristic resonance 

frequency. Changing the thickness by deposition of an (acoustically) thin film 𝑡𝑓, the wavelength of 

the shear wave and consequently the resonance frequency of the resonator changes. 

Around its resonance frequency 𝑓0, the quartz oscillation follows a Lorentzian shaped resonance curve 

in case of a small damping 𝑤 (Figure 28). Energy losses in the resonating system cause the damping 

𝑤 , which is quantified and measured by the full width at half maximum. The broadening of the 

resonance curve is not solely an effect of damping, which is caused by a phase difference between the 

driving oscillation and the vibration of the quartz, but it can also be caused by a ‘heterogeneous 

broadening’, being caused by a number of slightly different resonance frequencies, for instance when 

the quartz-thickness is not homogeneous. 

The resonance frequency, however, not only depends on the film thickness but on a variety of 

parameters. In operation, one usually analyzes the shift of resonance frequency Δ𝑓, which can be 

expressed as the sum of several terms314 

Δ𝑓 =  Δ𝑓𝑚 +  Δ𝑓𝜂 +  Δ𝑓𝑃 +  Δ𝑓𝑅 +  Δ𝑓𝑠𝑙 +  Δ𝑓𝑇,  (53) 

where Δ𝑓𝑚 represents the frequency change due to a mass loading as a result of a thin film deposition, 

as already illustrated in Figure 27. Also, the viscosity 𝜂 and mass density 𝜌 of the surrounding medium 

of the quartz have to be considered (Δ𝑓𝜂). Additionally, the hydrostatic pressure (Δ𝑓𝑃), the surface 

roughness (Δ𝑓𝑅), the slippage effect (Δ𝑓𝑠𝑙) and the temperature (Δ𝑓𝑇) play a role. 
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Figure 28: Lorentzian shaped resonance curve of a 10 MHz quartz in air atmosphere with a resonance 
frequency 𝑓0 and damping 𝑤. 

From equation (53) it is also obvious that the term ‘microbalance’ in the sense of mass (density) 

weighing is only correct under very strict conditions, i.e. when Δ𝑓𝑚 is the only non-zero term. This is 

the case for acoustically thin (𝑘𝑙 =  𝜔√𝜌𝑞 𝜇𝑞⁄ ≪ 1), uniform films rigidly attached to the surface, with 

the wave vector of shear waves in the quartz 𝑘, the correlation length of surface roughness and non-

homogeneous mass distribution 𝑙, the angular frequency of the oscillation 𝜔, the density 𝜌𝑞 and shear 

modulus 𝜇𝑞 of the quartz, respectively. Only under these strict conditions the quartz resonator can be 

used as a mass sensor, in which the frequency change can be correlated to a change in areal mass 

density Δ𝑚𝑓 (in g cm-2) applying the famous Sauerbrey equation:313, 314, 316  

Δ𝑓 =  −
2𝑓0

2Δ𝑚𝑓

(𝜇𝑞𝜌𝑞)
1 2⁄

 (54) 

When the condition of the rigidly bound film is no longer met, for example when the surface film 

cannot follow the oscillations of the quartz, due to the mass inertia, and as a consequence slips over 

the quartz surface, not only a frequency shift Δ𝑓 is observed, but also a broadening of the resonance 

curve Δ𝑤: 

Δ𝑓 =  −
2𝑓0

2Δ𝑚𝑎

(𝜇𝑞𝜌𝑞)
1 2⁄
 [

𝜒2

𝜒2 + (2𝜋𝑓0Δ𝑚𝑎)
2
] (55) 

Δ𝑤 = 
4𝑓0

2Δ𝑚𝑎

(𝜇𝑞𝜌𝑞)
1 2⁄
 [

2𝜋𝑓0Δ𝑚𝑎𝜒

𝜒2 + (2𝜋𝑓0Δ𝑚𝑎)
2] (56) 

A typical example is the weak adsorption of gases of mass Δ𝑚𝑎 on the quartz, with the interfacial 

friction coefficient 𝜒. 
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When immersed in a liquid, other frequency Δ𝑓𝑙  and damping shifts Δ𝑤𝑙  occur according to the 

Gordon-Kanazawa-Mason model:313, 314, 317, 318 

Δ𝑓𝑙 = −
𝑓0
3 2⁄ (𝜌𝜂)1 2⁄

(𝜋𝜇𝑞𝜌𝑞)
1 2⁄
  (57) 

Δ𝑤𝑙 =  2
𝑓0
3 2⁄ (𝜌𝜂)1 2⁄

(𝜋𝜇𝑞𝜌𝑞)
1 2⁄

 (58) 

Again, the condition of a non-slipping must hold here, but in contrast to the pure mass loading under 

Sauerbrey conditions the effect of a liquid results not only in a negative frequency shift, but also in a 

broadening of the resonance. Considering slippage at the adsorbate/liquid interface, one obtains an 

expression containing both terms:314 

Δ𝑓 =  −
2𝑓0

2Δ𝑚𝑎

(𝜇𝑞𝜌𝑞)
1 2⁄
−
𝑓0
3 2⁄ (𝜌𝜂)1 2⁄

(𝜋𝜇𝑞𝜌𝑞)
1 2⁄
 [

1

(1 + 𝜆 𝛿⁄ )2 + 𝜆 𝛿⁄
2] (59) 

Δ𝑤 =  2
𝑓0
3 2⁄ (𝜌𝜂)1 2⁄

(𝜋𝜇𝑞𝜌𝑞)
1 2⁄
 [

1 + 2 𝜆 𝛿⁄

(1 + 𝜆 𝛿⁄ )2 + 𝜆 𝛿⁄ 2] (60) 

Here, 𝛿 =  √2𝜂 𝜔0𝜌⁄  is the velocity decay length of the shear wave, which for dilute aqueous 

electrolytes typically is in the range of 200 nm for a 10 MHz quartz. 

So far, only smooth surfaces are considered. When introducing surface roughness, one has to take 

into consideration numerous additional effects like trapping of liquid in pores and cavities, generation 

of non-laminar motion or the conversion of in-plane surface motion to motion normal to the 

surface.314 Moreover, one has to define some parameters to have a quantitative description of 

roughness. Since roughness can occur on any scale, Figure 29 compares two cases – slight and strong 

roughness. 

  

Figure 29: Comparison of (a) slight (𝑙 > ℎ) and (b) strong (𝑙 ≈ ℎ) roughness, which can be described by 
a lateral 𝑙 and a vertical ℎ roughness parameter and which follows the roughness function 𝜉(𝑥). The 
reference line 𝑧 = 0 is chosen such that the average of 𝜉(𝑥) is zero. 𝐿 denotes the thickness of the 
porous layer (Figure adopted from Daikhin et al.314, 319). 

Roughness can be described by a lateral 𝑙  and a vertical ℎ  roughness parameter. While for slight 

roughness 𝑙 is much larger than ℎ, in case of strong roughness, both parameters become comparable. 

It already becomes obvious that no clear definition of roughness can be given, since it gradually 

changes. Thus, one should not describe the roughness by a single roughness function 𝜉(𝑥), but rather 

by a set of functions, each for a different specific scale 𝑖: 
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𝜉(𝑥) =  ∑𝜉𝑖
𝑖

(𝑥) (61) 

Thus, the roughness is described by a set of characteristic parameters 𝑙𝑖 and ℎ𝑖. For small roughness, 

where ℎ 𝛿⁄ ≪ 1, the frequency shift and peak broadening then can be described by:314, 320, 321 

Δ𝑓 =  −
𝑓0
2𝜌𝛿

(𝜇𝑞𝜌𝑞)
1 2⁄
 [1 +

ℎ2

𝑙2
𝐹(𝑙 𝛿⁄ )] (62) 

Δ𝑤 =  
2𝑓0

2𝜌𝛿

(𝜇𝑞𝜌𝑞)
1 2⁄
 [1 +

ℎ2

𝑙2
Φ(𝑙 𝛿⁄ )] (63) 

𝐹(𝑙 𝛿⁄ ) and Φ(𝑙 𝛿⁄ ) are scaling functions determined by the morphology of the surface: 

𝐹(𝑙 𝛿⁄ ) = (𝑙 𝛿⁄ )[√𝜋 + 2𝛿 𝑙⁄ ] at 𝑙 𝛿⁄ ≪ 1 (64) 

𝐹(𝑙 𝛿⁄ ) = (𝑙 𝛿⁄ )[3√𝜋 − 2 𝛿 𝑙⁄ ] at 𝑙 𝛿⁄ ≫ 1 (65) 

Φ(𝑙 𝛿⁄ ) = 2 at 𝑙 𝛿⁄ ≪ 1 (66) 

Φ(𝑙 𝛿⁄ ) = 2(𝑙 𝛿⁄ )2 at 𝑙 𝛿⁄ ≫ 1 (67) 

Strong roughness can be modelled by equations based on Darcy´s322 and Brinkman´s323 formalism:314, 

324 

Δ𝑓𝑓𝑖𝑙𝑚 = −
2𝑓0

2𝜌

(𝜇𝑞𝜌𝑞)
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1
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2𝑞1
2 [
2𝑞0
𝑞1
[cosh(𝑞1𝐿) − 1] + sinh (𝑞1𝐿)]} (68) 

Δ𝑤𝑓𝑖𝑙𝑚 = −
4𝑓0

2𝜌

(𝜇𝑞𝜌𝑞)
1 2⁄
 𝐼𝑚 {
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𝑞0
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𝑊
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2 [
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[cosh(𝑞1𝐿) − 1] + sinh (𝑞1𝐿)]} (69) 

where 𝑞0 = (𝑖2𝜋𝑓0𝜌 𝜂⁄ )
1 2⁄ , 𝑞1

2 = 𝑞0
2 + 𝜉𝐻

−2  and 𝑊 = 𝑞1 cosh(𝑞1𝐿) + 𝑞0sinh (𝑞1𝐿) . 𝜉𝐻  is a local 

permeability depending on the layer porosity. For 𝐿 = 0  equations (68) and (69) reduce to the 

Gordon-Kanazawa-Mason equations (57) and (58) of the quartz response for the smooth quartz 

crystal/liquid interface. Equations (68) and (69) describe a thin, porous film rigidly attached to the 

quartz in a liquid environment. 

Battery electrodes usually are rough particles attached to the electrode via a thin polymer binder film 

immersed in a liquid electrolyte. In order to account for the particles covered by the porous film, the 

model presented in equation (68) and (69) must be implemented into another model also describing 

the particles:177, 325, 326  
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(70) 
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The overtone number 𝑛  is an odd number and depends on which frequency mode the quartz 

resonator is operated. The particles must be hemi-spherical and have a radius 𝑟. The particle density 

on the quartz surface is described by 𝑚, while the quartz surface has a relative coverage 𝑞 . The 

gravimetric density of the particles is described by 𝜌𝑏. 

   

Figure 30: Graphical representation of Daikhin´s equations (70) and (71) as a function of the two main 
parameters affecting on 𝛥𝑓 and 𝛥𝑤: (a) the particle radius 𝑟 and (b) the electrolyte viscosity 𝜂. If not 
varied, the parameters for the simulation are 𝑛  = 1, 𝑓0  = 10 MHz, 𝜌  = 1 g cm-3, 𝜂  = 10 mPa∙s, 
𝜇𝑞  = 2.947∙1011 g∙cm-1 s-2, 𝜌𝑞  = 2.648 g cm-3, 𝜌𝑞  = 1 g cm-3, 𝑚 = 100000 cm-2, 𝑟 = 0.01 µm, ℎ = 100 nm, 

𝜉𝐻 = 100 nm. 

Daikhin´s model in equations (70) and (71) is developed with the purpose to study surface parameters 

of the electrode particles during battery operation. Taking a close look at these equations, one finds 

that under otherwise identical conditions, the shift of the resonance frequency to lower values 

(corresponding to a more negative Δ𝑓) caused by a rough film containing hemi-spherical particles of 

radius 𝑟 becomes the larger the larger the particle size 𝑟 is, and the damping 𝑤 increases as well, Δ𝑤 

being positive (Figure 30 (a)). Another parameter affecting Δ𝑓 and Δ𝑤 is the electrolyte viscosity 𝜂, 

where an increase in viscosity results in an increase of Δ𝑓 to more negative values and an increase of 

Δ𝑤 to more positive values (Figure 30 (b)). For this reason Daikhin et al.177 have given this tool the 

name ‘in-situ hydrodynamic spectroscopy’. 

As a summary of this section, Figure 31 gives an overview of the discussed models. Starting from the 

left, a quartz sensor in vacuum is shown. This can be either used as a mass sensitive device, when a 

thin and rigidly bond surface film is deposited on the quartz surface (Sauerbrey), or as a viscosity 

sensitive device, when immersed in a viscous medium (Gordon-Kanazawa-Mason). The model for 

surface roughness and porosity is based on formalisms of Darcy and Brinkman. Finally, Daikhin 

expanded the model in order to apply it to battery like coatings on the quartz. These models are 
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specific cases of relevance for the results presented in this thesis. For further details like the study of 

viscoelastic layers the reader is referred to the literature. 

 

Figure 31: Schematic representation of the theoretical models discussed for the derivation of the above 

formalism. A quartz in vacuum is sketched on the left, which can be used as a mass sensor in case of a 

rigidly attached thin film (Sauerbrey) or as a viscosity sensitive device (Gordon-Kanazawa-Mason). 

Depositing a thin, rigid film on the quartz inside a viscous medium one obtains a mix of Sauerbrey and 

Gordon-Kanazawa-Mason. Considering surface roughness, another model must be applied (Darcy-

Brinkman). For battery applications, where semi-spherical particles covered by a thin polymer film 

immersed into a liquid, Daikhin developed another model. 

EQCM data were acquired by an Agilent E5100A network analyzer with a Delphi software to read out 

the admittance of the 10 MHz AT cut quartzes (KVG Quartz Crystal Technology) in parallel to 

electrochemical measurements. The accurate time at which the admittance spectrum was recorded 

was saved. The quartz resonators had a keyhole shaped Au-electrode on each side of the crystal with 

a Cr adhesive layer. One electrode was used as WE, which was coated with a thin film of graphite (C-

NERGY SFG 6 L GRAPHITE, Imerys Graphite & Carbon Switzerland Ltd.). An airbrush gun (Sparmax AC-

55) was used to spray coat a SFG6:PVDF (8:2) NMP-ink onto the Au-electrode. During spray coating, 

the quartz was heated to ca. 60 °C to 80 °C on a hotplate. In order to only cover the Au-electrode of 

the quartz by active material during coating, the quartz substrate was covered by nail polish, which 

after the coating procedure could be easily removed without any residues. The thickness of the coated 

graphite layer must be chosen thick enough that the electrochemical peaks in the CV are still 

recognizable and thin enough that the Q-factor (signal intensity to signal width ration) of the oscillator 

is still good enough for a reliable analysis. Typical loadings on the quartz were in a range of several 

10 µg cm-2 (estimation from Sauerbrey´s316 equation by comparing admittance spectra in air recorded 

before and after coating (Figure 32)). 

The WE was connected to a potentiostat (Ivium Technologies CompactStat®) via an inductor and at 

the same time to the signal output connector of the network analyzer via a capacitor. The backside of 

the quartz was not in contact with the electrolyte and was directly connected via shielded BNC cables 

to the network analyzer signal input connector. 

Before assembling the electrochemical cell with the coated quartz, a calibration with a short circuit 

(‘Thru’) was carried out in the relevant frequency range. Mounted into a suitable electrochemical 

Teflon cell, the quartz was sealed with SimrizTM O-rings and filled with 300 µl of electrolyte in an Ar-

filled glovebox. CE and RE are Na-metal, which are inserted into the cell via two small holes in the lid 

of the cell, which closed the cell and avoided electrolyte evaporation. 
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A Levenberg-Marquard algorithm was used to fit the obtained admittance spectra to a Lorentz 

function, from which the shift in resonance frequency  Δ𝑓  and the peak broadening Δ𝑤  can be 

obtained. Based on the measurement time Δ𝑓 and Δ𝑤 can be related to the electrochemical data 

points. 

 

Figure 32: Effect of the electrode coating on the shape of the resonance signal. Besides the broadening 
of the peak, a 14 kHz frequency shift is observed for a typical graphite loaded quartz, corresponding to 
a Sauerbrey mass of 17.8 µg. 

5 Battery Electrochemistry – from Fundamentals to Application 
With the aid of the introduced and customized advanced characterization techniques, different 

battery electrochemistries with the goal of an application in a battery prototype are fundamentally 

studied in the following chapter. This chapter is divided into four parts: First the formation mechanism 

of the solid electrolyte interphase on graphite electrodes in LIBs is studied in detail, as this step is 

essential for the operation of graphite anodes (section 5.1). Thereafter the focus is laid onto Na-ion 

batteries. The intercalation of solvated Na-ions into graphite and the resulting formation of ternary 

Na-graphite intercalation compounds (GICs) is discussed in section 5.2, while in section 5.3 the V2O5-

electrochemistry in NIBs as a positive electrode material is studied, with a focus on the influence of 

electrode morphology on performance. In the last section (section 5.4) finally the knowledge from the 

previous three parts is combined in order to demonstrate construction and characterization of a fully 

operating NIB with a graphite anode and a V2O5 cathode. Figure 33 shows an overview about the 

structure of a rocking chair battery and in which section each topic is treated. Thus, all fundamental 

aspects in batteries are covered in this chapter and based on this understanding, a full battery is built 

and operated. 
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Figure 33: Structure of a rocking chair battery, indicating the section of this thesis in which each part 
is treated. 

 Formation Mechanism of the Solid Electrolyte Interphase on Graphite in LIBs 

5.1.1 Electrochemistry of Graphite in LIBs 
Before studying the SEI formation, it is worth to also understand Li-ion intercalation/de-intercalation 

into graphite. Figure 34 (a) shows charge/discharge profiles of a graphite electrode (MCMB) in a 1 M 

LiPF6 in EC/DMC (1:1) electrolyte measured at a C-rate of C/10, i.e. at 37.2 mA g-1. The voltage profiles 

show several plateaus and when fully discharged to 0.01 V, a total capacity of 354 mAh g-1 is obtained, 

which is close to the theoretical capacity of LiC6 (372 mAh g-1). The derivative of the capacity vs. the 

electrode potential gives the dQ/dV-plot (Figure 34 (b)), which illustrates the electrochemical 

processes as a function of electrode potential, similar to a CV. For an oxidation reaction electrons are 

removed from the electrode, which results in a positive differential charge. For a reduction reaction 

electrons are added to the electrode and the sign of dQ/dV is negative. As can be seen, three major 

electrochemical processes occur between 0.3 V and 0.01 V. 
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Figure 34: (a) charge (black) /discharge (blue) profile (C/10) of MCMB in 1 M LiPF6 in EC/DMC and (b) 
the corresponding dQ/dV-plot. 

These electrochemical processes can also be observed from other electrochemical experiments. 

Figure 35 (a) shows a plot of the differential capacity as a function of potential, which is obtained from 

a PITT measurement. For the PITT measurement the electrode potential was stepwise lowered by 

3 mV starting from 0.3 V. Once 0.09 V was reached, the potential was again stepwise increased to 

0.3 V. After each potential step, a 5 h current transient was measured. As above, three cathodic and 

anodic peaks are clearly visible. The differential capacity, which is calculated from the inserted charge 

during the 5 h current transients, is large, whenever a peak is observed in the dQ/dV-plot in Figure 34 

(b). An exemplary current transient measured after a potential step from 0.213 V to 0.216 V is shown 

in Figure 35 (b), and in a different representation in Figure 35 (c). Here, it is plotted as −It−1 2⁄  vs. 

𝑙𝑜𝑔 (t). Between 1800 s and 3200 s a plateau can be observed in this plot. 
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Figure 35: (a) differential capacity plot vs. electrode potential of a PITT measurement with a MCMB 
electrode in 1 M LiPF6 in EC/DMC with 3 mV potential steps and a potential hold time of 5 h each. (b) 

shows an exemplary current transient measured at 0.216 V, which is again shown in (c) in the −𝐼𝑡−1 2⁄  
vs. 𝑙𝑜𝑔 (𝑡) plot in order to determine the Cottrell region. 

As will be discussed later, these electrochemical processes are caused by Li-ion intercalation (cathodic 

peaks) and by de-intercalation (anodic peaks). Intercalation processes, however, are not the main 

focus of this section, but rather the SEI-formation. The SEI-formation shows up in various 

electrochemical experiments such as CV (Figure 36 (a), (b)), PITT (Figure 36 (c), (d)) and 

charge/discharge measurements with their corresponding dQ/dV-plots (Figure 36 (e), (f)). Taking a 

close look at the first negative scan in the CV in Figure 36 (a), one can realize a slightly increased 

current compared to the negative scans of the consecutive cycles. A magnification of this region is 

shown in Figure 36 (b), where one can clearly see an increased cathodic current with shoulders at 

1.4 V, 1.0 V and a peak at 0.75 V. At 0.4 V another peak is observed. These peaks are irreversible, since 

they are not accompanied by anodic peaks and they do not occur in the following cycles. Similar 

observations can be made in the magnifications of the PITT-voltammogram and dQ/dV-plot, though 

with slightly shifted potentials. Here, the current density of a current transient after a 10 mV step and 

15 minutes potential hold is shown. All measurements show four distinguishable SEI-related features. 

Also in these measurements peaks at more negative potentials are visible. As above, they occur in the 

Li-intercalation/de-intercalation regime. 

In order to study the SEI-formation by STM, which requires the use of a graphite single crystal, the 

electrochemistry of an HOPG model electrode must also be studied. Figure 37 shows an LSV with a 
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potential sweep towards more negative potentials of HOPG in 1 M LiPF6 in EC/DMC, which in analogy 

to the powder electrodes studied in Figure 36 also shows four different SEI-features in the first scan. 

 

Figure 36: Different voltammograms / dQ/dV-plots of MCMB in 1 M LiPF6 in EC/DMC measured by CV 
(a), (b), PITT (c), (d) and galvanostatic charge/discharge with its dQ/dV-plot (e), (f). The left column 
shows the full range data, while the right column shows a magnification of the SEI-relevant part. (CV: 
20 µV s-1 potential sweep rate, PITT: 10 mV steps with 15 minutes potential hold and 15 minutes open 
circuit potential (OCP) hold, current value after 15 min plotted versus potential, charge/discharge: 
0.372 mA g-1 (C/10) current density). 

The main message from this section is that the SEI-formation of powder as well as single crystalline 

graphite is a multistep process occurring in four major steps. Additionally, the SEI-formation on real 

battery electrodes (MCMB) and model electrodes (HOPG) can be well compared and similar 

conclusions can be drawn for both systems. 
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Figure 37: Cathodic potential sweep in the SEI-formation region on an HOPG sample in 1 M LiPF6 in 
EC/DMC. (potential sweep rate: 20 µV s-1) 

5.1.2 STM Studies on the SEI Formation 
Gaining deeper understanding of the SEI-formation, complementary techniques like in-situ EC-STM 

are required. Figure 38 shows a series of STM images of an HOPG electrode in 1 M LiPF6 in EC/DMC. 

The images are recorded at a constant potential of 2.0 V after they were set to the potential indicated 

in each image during cyclic voltammetry. The corresponding CVs are shown in Figure 39. 

The pristine HOPG surface is shown in Figure 38 (a), and has the typical appearance of HOPG: large, 

atomically flat terraces are interrupted by monoatomic steps like in the upper left corner or by 

multilayer steps as in the center of the image. The interplanar spacing between two adjacent graphene 

sheets amounts to 3.35 Å327, and thus the 2 nm step in the center of Figure 38 (a) consists of 6 layers. 

The bright spots along the step edge are exfoliated graphene flakes. 

Stepwise reduction of the electrode potential does not show any persisting effect on the surface 

topography until a potential of 0.9 V is reached (Figure 38 (g)). Suddenly, the terraces are no longer 

flat, but develop some blisters. In some areas the graphite sheets swell up from the original 3.35 Å to 

ca. 8 Å. It is worth noting that the swollen regions overlap each other. 

Further reduction of the lower CV potential enhances the graphite swelling until an exfoliation sets in 

at 0.6 V. Going even lower in potential, the exfoliation gets stronger leading to holes in the electrode 

surface and the delamination of larger graphene sheets, which eventually destroys the electrode. 

Additionally, one observes that the STM images become noisy below 0.5 V, which will be of 

importance in the later discussion. 

The CVs (Figure 39) measured in between the STM measurements show some interesting features: in 

none of the CVs, except the CV measured to 0.0 V, anodic peaks can be observed, which is a clear 

indication for the irreversible charge loss caused by the SEI-formation. The 0.0 V CV is also the only CV 

showing a crossover of cathodic and anodic scan (trace crossing) at very low potential. Another 

observation is that the currents decrease scan by scan in the SEI potential-range. In this range, a barely 

visible cathodic shoulder at 1.0 V appears, followed by a cathodic peak at 0.48 V. This peak as well as 

the onset potential of the SEI-formation shift to less positive potentials from cycle to cycle, since the 
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SEI-growth rate and thus the charge consumption is slowed down with time due to the increased 

tunneling resistance of the electrons through the SEI-film. 

Figure 38: Series of in-situ EC-STM images of HOPG in 1 M LiPF6 in EC/DMC. Each image was measured 

at 2.0 V, after it was ramped to the potential indicated in each image at a potential sweep rate of 

5 mV s- 1. (scan size: 500 nm x 500 nm, tunneling current: 500 pA, tip potential: 2.1 V, sample potential: 

2.0 V, bias: 100 mV, tip velocity: 0.5 µm s-1) 

Similar studies as shown in Figure 38 have been presented in literature earlier, however, they suffer 

from two shortcomings. First, reversible processes only occurring at low electrode potential cannot 

be visualized, since imaging is always performed at high electrode potential. Secondly, no conclusions 

about time scales of surface processes can be drawn, since imaging is always performed at ‘steady-

state’. Operating STM in-operando, i.e. performing the potential scan of the electrode while imaging 

the surface by STM, can solve these problems. 
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Figure 39: CV series of HOPG in 1 M LiPF6 in EC/DMC measured in combination with the STM 

experiment in Figure 38 (potential sweep rate: 5 mV s-1). 

Thus, Figure 40 shows a series of 3D-STM images of an HOPG electrode, each time three subsequently 

recorded images in a row. STM images are recorded by a line-by-line scan of the electrode surface, 

where the scan rate can be set. Consequently, one can assign each line to the time, where the line 

was measured, converting thus the original x-y STM image into a y-t image. The time on the other 

hand can be matched with the measurement time of the potentiostat, as applied potential and current 

are also measured as a function of time. This way, one obtains an image as presented in Figure 40 (a) 

for instance. Here, the electrode surface is composed of atomically flat terraces interrupted by step 

edges. The blue line indicates, which potential was applied to the electrode during STM-scanning. 

Initially, the electrode is set to 2.0 V, from where it is lowered to 1.4 V and held there. As can be seen, 

the surface does not change: it remains atomically flat throughout the entire time of experiment. 

The situation changes, when ramping the potential to 1.0 V (Figure 40 (b)). A surface film precipitation 

is visible, starting in a potential range between 1.2 V and 1.3 V. Keeping the electrode potential at 

1.0 V, an initial increase of film thickness can be seen, which, however, stops after some time. An 

interesting observation is made, when increasing the potential to the original 2.0 V: the surface film is 

dissolving and disappears after short time, leaving behind an atomically smooth surface again. 
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Figure 40: In-operando EC-STM of HOPG in 1 M LiPF6 in EC/DMC. The x-axis is converted into a time 

axis (scan size: 500 nm x 500 nm, tunneling current: 500 pA, tip potential: 2.1 V, sample potential: 

variable, bias: variable, tip velocity: 1 µm s-1 for (a) and 0.5 µm s-1 for (b)-(d), potential sweep rate: 

5 mV s-1). 

The SEI-growth rate can be illustrated by a height profile measured along the dashed blue line in Figure 

40 (b). The height profile is shown in Figure 41, from which one can estimate a film thickness of roughly 

2 nm and a growth time of around 200 s. 
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Figure 41: Height profile across the SEI-film measured at 1.0 V along the blue line in Figure 40 (b). 

Lowering the electrode potential to 0.75 V (Figure 40 (c)), the situation initially is the same as when 

lowering the potential to 1.0 V (Figure 40 (b)). In the beginning, the electrode is atomically smooth, 

until the potential is low enough and a surface film can precipitate. The film growth happens within a 

specific time and is limited to a certain thickness. Ramping the electrode potential to larger values 

again does not result in a dissolution of the SEI-film, however. Thus, while the SEI-formation is 

reversible at 1.0 V, it becomes irreversible at 0.75 V. The same observation is made, when ramping 

the potential to 0.4 V (Figure 40 (d)). This experiment was only done for sake of completeness, since 

an additional SEI-formation step is expected from electrochemical measurements in this potential 

range (Figure 36 and Figure 37). 

 Intercalation mechanism of solvated Na-ions into graphite 
The obtained knowledge of surface processes, such as the SEI formation or the Li-co-intercalation into 

graphite, helps to also study the graphite electrochemistry in NIBs. As mentioned in the Introduction, 

Na only intercalates into graphite to a minor extent in classical carbonate electrolytes, which is by far 

not sufficient for application in a battery. Figure 42 shows a study of graphite electrodes in two 

electrolytes typically used in NIBs, namely in a 1 M solution of NaClO4 in EC/DMC (Figure 42 (a)) and 

in EC/PC (Figure 42 (b)). The first negative scan in the EC/DMC electrolyte shows a higher current 

compared to the consecutive cycles. In similarity to the SEI-observations made in section 5.1, this 

cathodic current is not matched by any corresponding anodic current. Moreover, the cathodic peaks 

occur at similar potentials as in Figure 36 (a) and (b) after correcting the potential scale of the Li/Li+ to 

the Na/Na+ system. The CVs also show a reversible peak pair in the low potential regime, which has 

an approximate capacity of below 10 mAh g-1. In comparison to the Li-system in Figure 36 (a), the 

current densities are about one order of magnitude smaller here. 
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Figure 42: CVs of graphite in classical carbonate based electrolytes. (a) MCMB in 1 M NaClO4 in 
EC/DMC and (b) MCMB in 1 M NaClO4 in EC/PC. (potential sweep rate: 50 µV s-1) 

Switching to the EC/PC electrolyte, the shape of the CV completely changes (Figure 42 (b)). The 

observed currents are strongly increased, the CV changes from cycle to cycle and new peaks appear. 

The cathodic peaks are not paired with any anodic peak, except a small reversible peak couple in the 

low voltage range. 

In order to gain more insight into the electrochemistry of the latter system, an in-situ EC-STM study 

was conducted on an HOPG electrode in 1 M NaClO4 in EC/PC (Figure 43). The experimental procedure 

was the same as described for the in-situ STM study in the Li-system in Figure 38. The CVs measured 

in between each STM image are shown in Figure 44. 

Figure 43 (a) shows the pristine HOPG sample. The image quality is not the best, but one can recognize 

the terraces, which are decorated with graphene flakes. After ramping the sample to 1.4 V (Figure 43 

(b)), the electrode surface does not change significantly. The image quality became better, since the 

STM tip probably lost some debris picked up earlier on. Moreover, the position on the sample shifted 

somewhat, due to the typical drift of STM. Also when cycling down to 1.2 V (Figure 43 (c)), the surface 

is not affected much. This changes, when reaching 1.0 V (Figure 43 (d)), where the graphite surface is 

now clearly decorated by numerous graphene flakes stemming from ruptured step edges. At 0.8 V 

(Figure 43 (e)), this issue becomes obvious and at 0.6 V most step edges are gone and the surface is 

covered by a surface film similar to that observed in the earlier SEI experiments in Figure 38 and Figure 

40 (fuzziness). At lower potentials the electrode surface was completely destroyed, which made STM 

imaging impossible. 
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Figure 43: Series of in-situ EC-STM images of HOPG in 1 M NaClO4 in EC/PC. Each image was measured 
at 2.0 V, after it was ramped to the potential indicated in each image at a potential sweep rate of 
5 mV s- 1 (scan size: 500 nm x 500 nm, tunneling current: 100 pA, tip potential: 2.1 V, sample potential: 
2.0 V, bias: 100 mV, tip velocity: 0.5 µm s-1). 

The CVs measured during the STM experiment are shown in Figure 44 and show some similarities to 

the CVs measured on powder graphite in Figure 42. Below 0.7 V the cathodic current starts to increase. 

An anodic peak appears in the CVs measured to 0.4 V and below. 

 

Figure 44: CV series of HOPG in 1 M NaClO4 in EC/PC measured in combination with the STM 
experiment in Figure 43 (potential sweep rate: 5 mV s-1). 
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Since Na cannot be intercalated into graphite from carbonate electrolytes, further studies are 

restricted to ether electrolytes, namely the four shortest linear glymes G1, G2, G3 and G4. A 1 M solution 

of NaClO4 in each solvent was prepared for a comparative study of the influence of chain length on 

the electrochemical behavior at graphite electrodes. 

Figure 45 shows CVs of a graphite electrode in solutions based on the four different glymes. At first 

glance, the CVs of G1, G2 and G4 have some similarities, whereas the G3-CV has unique features. For 

the first three electrolytes, the CV consists of four cathodic peaks shifting to more positive potential 

with increasing chain length. The cathodic peaks are accompanied by anodic peaks, which, however, 

are blurred and overlap over a wide potential range. Another peak pair appears in the low voltage 

range for the G2 system, which also shifts to more positive potential for the G4. The peak current 

densities increase with increasing length of the glyme molecule. In the G3 electrolyte, a fundamentally 

different electrochemistry seems to take place. In the negative scan, no sharp peak appears, but it 

seems like two peaks are overlapped and smeared out over a wide potential window. In contrast to 

the other electrolytes, the anodic peaks are very pronounced. 

 

Figure 45: CVs of MCMB in 1 M NaClO4 in G1, G2, G3 and G4 (potential sweep rate: 50 µV s-1). 

The CVs suggest that electric charge can be stored in the graphite electrodes when 

charging/discharging them. A charge/discharge test of a graphite electrode in the different glyme 

electrolytes is presented in Figure 46. The upper line shows the discharge (blue) and charge (black) 

profiles and the lower line the corresponding dQ/dV-plots. The indicated stoichiometries are 

calculated from the inserted electronic charge, once for the fully discharged and once for the ‘half’ 

discharged graphite, while ‘half’ refers to the main discharge plateau causing the sharp cathodic peak 

(except for G3). The found capacities of the G1, G2 and G4 electrolytes are around 100 mAh g-1, while 

the G3-batteries only have a capacity slightly larger than 70 mAh g-1. The dQ/dV-plots reflect the 

behavior known from CV. 
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Figure 46: Charge (black) / discharge (blue) profiles and the corresponding dQ/dV-plot of the 2nd cycle 
for MCMB in 1 M NaClO4 in (a, b) G1, (c, d) G2, (e, f) G3 and (g, h) G4. Indicated stoichiometries are 
calculated from the capacities above the main potential plateau and when fully sodiated (current 
density: 50 mA g-1). 

These electrochemical measurements give rise to couple of questions, which were already addressed 

in the introductory part of this section. This regards a lack of general understanding of the 

electrochemical processes as well as the different behavior of the G3 electrolyte. XRD helps to 

understand such processes in more detail. For this purpose, an in-operando XRD study of graphite 

electrodes in the different electrolytes was made, meaning that the electrodes are analyzed by XRD 

while they are charged and discharged (Figure 47). 

Figure 47 (a) shows a series of XRD patterns of a graphite electrode galvanostatically 

charged/discharged in the G1 electrolyte. The first (t0 = 0 h) diffractogram belongs to the pristine 

sample, while the later data are measured with a 10-minute time resolution. XRD shows the main 

(002)-graphite peak at 26.42 ° originating from the 3.35 Å interlayer spacing of the graphene layers. 

This peak splits into two peaks, when discharging the electrode. One peak shifts to lower angles, one 

to higher. After a certain time, these peaks’ angles remain constant at 23.5 ° and 29.6 °, respectively, 

while simultaneously two new peaks appear (at 22.87 ° and 30.6 °). The appearance of the new peaks 

coincides with the 0.5 V plateau in the discharge curve in Figure 46 (a). Also lower/higher order peaks 

of this phase can be found at ca. 15.2 ° and 38.1 °. Charging the graphite reverses the observed 

processes, i.e. the latter phase gradually disappears as soon as the first anodic peak in the dQ/dV-plot 

is reached. At the same time the intermediate phase (23.5 ° and 29.6 °) is formed again, until they 

finally merge to the original peak at 26.42 ° of the empty graphite lattice upon full charge. 
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Figure 47: In-operando XRD of MCMB in 1 M NaClO4 in (a) G1, (b) G2, (c) G3 and (d) G4 during a discharge 
(front, t0) and charge (in the rear) cycle. The red line shows the border between charge (de-
intercalation) and discharge (intercalation). The time, after which each XRD diffractogram was 
measured is indicated on the right with the total time of discharge (in red) and discharge with charge 
(in black). 

Similar observations can be made for the other electrolytes. In all other electrolytes, i.e. G2, G3 and G4, 

the original (002) peak splits up during discharge and merges upon charge. While the G2 system shows 

only minor differences to the G1 measurement, with slightly shifted peak positions, the G3 and G4 

diffractograms at first sight seem apparently different. The main difference is the absence of the large 

main (002)-graphite peak in the beginning of the discharge/charge cycle. This can be easily explained, 

since in Figure 47 (a) and (b) the first discharge/charge cycle is shown, while in (c) and (d) it is a later 

one. The original intensity of this peak cannot be retained after a full cycle, as can also be seen in 

Figure 47 (a) and (b). Another difference concerns the G3 system, where the ratio of peak intensities 

is different compared to the other electrolytes. Also part of the original (002)-graphite peak is visible 

throughout the entire measurement, being caused by loose graphite particles not having electric 

contact to the electrode and thus not participating in electrochemistry. 
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Figure 48: In-operando EC-STM of HOPG in 1M NaClO4 in G3. The HOPG surface was scanned by EC-
STM (scan size: 500 nm x 500 nm, tunneling current: 8 nA, tip potential: 2.6 V, sample potential: 
variable, bias: variable, tip velocity: 1 µm s-1), while a CV with intermittent potential holds (sweep rate: 
5 mV s-1) as shown in the center was measured simultaneously. The colors of the frame around the 
STM-images indicate the potential range, which was covered during imaging, and corresponds to the 
colors used in the CV. The grey CV (sweep rate: 50 µV s-1) corresponds to a MCMB electrode measured 
in a Swagelok® cell in the same electrolyte and serves as a reference. The figure on the bottom is the 
3D representation of the in-operando EC-STM similar to the one presented in Figure 40 already. 

While the integral technique XRD can precisely probe the internal structure of a material, EC-STM as 

a local technique can shed light onto surface processes on a molecular/atomic scale. STM was 

conducted on HOPG electrodes in the G3- and G4-electrolyte to get further insight into the graphite 

electrochemistry in these systems. Since STM experiments usually last a couple of hours, one 

requirement to the electrolyte is a low volatility so that the electrolyte concentration remains 

unaltered. The volatile G1 and G2 solvents evaporate within several minutes in an open cell, like used 

in the STM setup. Thus, STM experiments were only possible in the G3 and G4 electrolyte, which both 

do not evaporate within several days so that a constant concentration can be guaranteed. 

Figure 48 shows a series of in-operando EC-STM images recorded on HOPG in 1 M NaClO4 in G3, while 

measuring a CV. The center of this figure shows a grey CV, which is measured on a powder graphite 
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electrode and which has an arbitrary current unit here, since it only serves as a guide to the eye. The 

CV measured at the HOPG electrode was carried out stepwise with many potential holds in between. 

This CV is also shown in the center of this figure, and each separate stage of the CV is plotted in a 

different color. The STM images surrounding the CV were measured at the different stages of the CV. 

Each image is framed in a different color, which directly correlates it with the portion of the same 

color in the CV measured in parallel. Thus, the black framed image corresponds to the black section 

of the CV, etc. The figure on the bottom is the 3D presentation of the STM experiment. 

The measurement started at 2.5 V, from where the potential was ramped to lower values at a sweep 

rate of 5 mV s-1. While the first STM image (black) was recorded, the potential was lowered to 1.1 V. 

This image shows the pristine sample, with all the typical HOPG features as the flat terraces separated 

by a few step edges. No changes are visible at the surface. Further decreasing the potential to 0.75 V 

(red), the HOPG surface still does not show any changes. When the electrode potential, however, is 

lowered to 0.5 V (blue), the surface topography changes: the initially flat terraces swell up, similar as 

was already observed in case of the co-intercalation of the solvated Li-ions into the graphite in 

section 5.1 (Figure 38). Both images, i.e. pristine and sodiated HOPG, are magnified in Figure 49. The 

swollen regions spread through the graphite lattice and overlap each other. From height profiles, 

typical interlayer spacings of 10.9 Å are found. Attention should also be drawn to the appearance of 

the almost horizontal stripes in the upper part of image Figure 49 (b), which will be of importance 

later. 

 

Figure 49: Magnification of two STM images from the STM series presented in Figure 48 of (a) the 
pristine and (b) the sodiated HOPG sample in 1 M NaClO4 in G3 (scan size: 500 nm x 500 nm, tunneling 
current: 8 nA, tip potential: 2.6 V, sample potential: variable, bias: variable, tip velocity: 1 µm s-1) . 

When the potential in Figure 48 is further lowered (lower part of the cyan image), many surface 

disturbances are observed in the STM image. This is not caused by a deficient tip, but by the dynamic 

electrode surface, as will be seen later. In the later course of this series, the images become less clear 

and a similar fuzziness, as already observed during the SEI-formation in LIBs (section 5.1) is visible. The 

3D-plot of this experiment shows the surface film precipitation in more detail. It should also be 

mentioned that the anodic peaks as observed for the powder electrode are also clearly visible in the 

CV at HOPG. In general, both, graphite powder and HOPG, behave electrochemically very similar in 

these electrolytes. 

In another STM experiment (Figure 50), where the HOPG surface is observed during a continuous 

potential scan from 2.5 V to 0.5 V, similar observations are made. When decreasing the potential to 
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0.5 V (Figure 50 (a)), vertical stripes appear at potentials well below 1.0 V. One should keep in mind 

that the STM images are turned by 90 ° as compared to those in Figure 49, in order to match them 

with the time axis of the electrochemical measurement. Thus, these vertical stripes are analogous to 

the horizontal lines observed in Figure 49 (b). Increasing the potential back up to 2.5 V, one can make 

out new vertical lines, when the electrode potential approaches 1.0 V. These vertical lines perfectly 

coincide with the anodic peaks measured in the CV, as can be seen from the turquoise line, 

representing the electrochemical current. 

  

Figure 50: In-operando EC-STM of HOPG in 1 M NaClO4 in G3 during (a) potentiostatic discharge and 
(b) charge (scan size: 500 nm x 500 nm, tunneling current: 8 nA, tip potential: 2.6 V, sample potential: 
variable, bias: variable, tip velocity: 1 µm s-1, potential sweep rate: 5 mV s-1). 

An in-operando STM-study was also measured for the G4 electrolyte (Figure 51), which shall only be 

introduced briefly here. The first topography changes can be observed in the potential range after the 

onset of cathodic currents (red framed image), in the potential range where the MCMB powder shows 

many cathodic peaks. The image looks very disturbed, however, the tip quality is still good. As will be 

shown later, many phase transitions of the graphite lattice lead to a highly mobile surface, which 

results in the chaotic images. Here, one sees the graphite lattice expansion and the corresponding 

increase of interlayer spacing in real time, which according to a height profile analysis amounts to 

10.7 Å. Also in the latter course of the experiment, the images seem to be disturbed, however, when 
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taking a look at the last image (purple), one can still make out a very clear step edge in the center of 

the image, showing that STM imaging is still having a good quality, but the mobile surface results in 

the disturbances. The 3D-plot of the experiment again shows a surface film precipitation at low 

potentials, which disappears towards the end of the experiment. 

 

Figure 51: In-operando EC-STM of HOPG in 1M NaClO4 in G4. The HOPG surface was scanned by EC-
STM (scan size: 1 µm x 1 µm, tunneling current: 1 nA, tip potential: 2.6 V, sample potential: variable, 
bias: variable, tip velocity: 2 µm s-1), while a CV (sweep rate: 5 mV s-1) without potential hold was 
measured simultaneously. The colors of the frames around the STM-images indicate the potential 
ranges, which were applied during imaging, and correspond to the colors used in the CV. The grey CV 
(sweep rate: 50 µV s-1) corresponds to a MCMB electrode measured in a Swagelok® cell and serves as 
a reference. The figure on the bottom is the 3D representation of the in-operando EC-STM. 

An experiment giving more insight into the electrochemistry of graphite in the G4 electrolyte is 

presented in Figure 52. The left STM image in Figure 52 (a) shows the pristine HOPG sample at 2.5 V, 

where it remains unaltered for several hours. The image in the middle belongs to the sample, after it 

was ramped to 0.8 V (5 mV s-1) and held there for 428 s before imaging, and where many surface 

disturbances are visible again. The right image shows the sample after its potential was increased and 

held for 428 s at 2.5 V. This image was measured from the bottom to top and one realizes that the 

disturbances become weaker with time. Height profiles, which are sketched in Figure 52 (b) are 
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measured along the lines drawn in the STM images. The height profiles reflect the stepped topography 

of the HOPG surface. Exposing the electrode to 0.8 V results in a lattice expansion of the graphite 

layers. Setting the electrode potential back to 2.5 V reverses the lattice expansion and the original 

state is regained. 

  

Figure 52: (a) In-operando EC-STM of HOPG in 1 M NaClO4 in G4 showing the pristine sample at 2.5 V 
(left), the sample at 0.8 V (middle) and the sample after the potential is ramped back to 2.5 V again 
(right). (b) shows height profiles measured along the lines marked in the images in (a). 

The last experimental technique applied to this system is the EQCM technique. It again should be 

mentioned that the term microbalance is misleading, since in most cases the conversion of a frequency 

change into a mass change is inappropriate. Figure 53 (a) shows an in-operando EQCM measurement 

of an Au-quartz coated with graphite immersed into a 1 M NaClO4 solution in G3. The change of 

resonance frequency Δ𝑓 (red line) as well as the change of signal width Δ𝑤 (blue line) are recorded 

while measuring a CV (sweep rate: 2 mV s-1, black line). The grey CV with an arbitrary current scale is 

the CV of a powder graphite electrode measured in a Swagelok® cell and serves as a guide to the eye. 

When the electrode potential is lowered from OCP, which is at around 2.8 V, cathodic peaks appear 

close to 1.5 V. With the onset of these currents, a drop of Δ𝑓 is triggered. At lower potential, another 

cathodic peak causes a further drop of Δ𝑓. Below 0.3 V, Δ𝑓 reaches a plateau and stays constant until 

the first anodic peak at 1.0 V is reached. A magnification of the anodic peaks is shown in Figure 53 (b). 

As can be seen, Δ𝑓  increases whenever a peak in the CV is reached. Moreover, the increase in 
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resonance frequency is almost proportional to the peak size. The damping Δ𝑤 behaves opposite: in 

the potential range of the cathodic peaks, the damping increases until it reaches a constant value as 

soon as the positive sweep begins. It remains unaltered until the first anodic peak is reached, where 

it drops, whenever a new peak appears. For a fully reversible system, which a rechargeable battery is 

supposed to be, one would expect that Δ𝑓  and Δ𝑤  go back to their original value, which they, 

however, do not. 

  

Figure 53: (a) In-operando EQCM of a graphite (SFG6) coated Au-quartz in 1 M NaClO4 in G3 with (b) 
the magnification of the anodic peaks. The grey CV was measured with a MCMB electrode in a 
Swagelok® cell at slow scan rate (20 µV s-1) and serves as guide to the eye with an arbitrary current 
scale (potential sweep rate: 2 mV s-1). 

 V2O5 electrochemistry in NIBs – a morphological study 

5.3.1 Sample Characterization 
Having studied graphite as the negative electrode in a NIB, the electrochemistry of V2O5 as positive 

electrode material can be explored. As already mentioned in section 2.3.1.2, different V2O5 powders 

were synthesized and tested with regard to the influence of the V2O5 morphology on the battery 

performance. A commercial V2O5 powder was used as benchmark system for comparison and served, 

due to its high purity and crystallinity, as a reference sample for powder characterizations. Figure 7 (a) 

and (b) show SEM micrographs of the commercial V2O5 powder, consisting of solid grains with typical 

dimensions of 0.5 µm x 0.5 µm x 1.0 µm, and thus, this powder in the following will be called 

commercial V2O5 micro grains. Figure 54 shows a series of baseline corrected XRD-patterns, where 

each diffractogram belongs to a different sample. The diffractograms are ordered according to their 

peak intensity, being linked to the order of crystallinity. The highly crystalline commercial V2O5 micro 

grains (purple) show all expected V2O5-reflexes, which are indexed with their Miller-indices. Figure 55 

shows the XPS spectrum of this powder, proving its high purity and serving as reference to other 

samples. The O1s- as well as the V2p-peaks of this material are analyzed in more detail in Figure 56 

(a) essentially showing the O1s(V5+) peak at 529.3 eV, the 2p1/2(V5+) peak at 523.7 eV and the 2p3/2(V5+) 

peak at 516.4 eV. 
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Figure 54: X-Ray Diffraction patterns of the synthesized V2O5 materials arranged according to their 
peak intensities: commercial V2O5 micro grains (Alfa Aesar Puratronic®, purple), V2O5 micro particles 
(slight blue), hollow layered V2O5 microspheres (light green), porous V2O5 micro grains (greenish 
yellow), V2O5 nano rods (orange), yolk-shell V2O5 microspheres (red) and V2O5 nanobundles (brownish 
red) and V2O5-TiO2 nanobundles (brown) plus the expected reflexes for pure, anatase TiO2 (black 
triangles). 

The powder shown in Figure 7 (c) and (d) consists of agglomerated micro grains with dimensions of 

0.1 µm x 0.1 µm x 0.1 µm. This electrode will be called V2O5 micro particles. The XRD peak intensities 

(light blue) and thus the crystallinity are significantly lower than the ones observed for the commercial 

V2O5 micro grains. 

A material with similar XRD crystallinity (green) to the V2O5 micro particles is shown in Figure 7 (e) and 

(f). It consists of 3 µm to 5 µm spheres with a hollow core and a shell composed of smaller, solid 

particles with typical dimensions of 0.1 µm x 0.1 µm x 0.1 µm. Due to their structure, they are called 

hollow layered V2O5 microspheres. The XPS analysis (Figure 55) of this powder reveals a Na and an S 

contamination, both stemming from the synthesis. Moreover, the detailed analysis of the O1s- and 

the V2p-peak (Figure 56) shows the appearance of fully oxidized V, i.e. ‘V5+‘, as well as partially reduced 

V4+. During synthesis, the V(V) might have been partially reduced by the ethylene glycol and an O-

deficiency in the autoclave hindered the full oxidation at higher temperatures. 

The next material synthesized is a sponge like, porous V2O5 micro powder, referred to as porous V2O5 

micro grains (Figure 7 (g) and (h)). The particles are highly porous, with pore sizes below 100 nm. Its 

XRD pattern (Figure 54, greenish yellow) shows all typical V2O5 peaks. 

V2O5 nano rods (Figure 7 (i) and (j)) are agglomerated particles with a length of 0.5 µm and thicknesses 

of well below 50 nm. The XRD-intensities (Figure 50, orange) are further lowered compared to the 

previous powders.  
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Figure 55: X-Ray Photoelectron Spectra of selected V2O5 powders: commercial V2O5 micro grains (Alfa 
Aesar Puratronic®, black), hollow layered V2O5 microspheres (red), V2O5 nanobundles (blue) and V2O5-
TiO2 nanobundles (purple). 

An even less crystalline material (red XRD data in Figure 50) is composed of V2O5 spheres with 

dimensions around 500 nm (Figure 7 (k) and (l)). These spherical particles have a solid core and a thin 

V2O5-shell, reminding of the structure of an egg. Thus, these particles are called yolk-shell V2O5 

microspheres. 

A pure nanomaterial consisting of V2O5 nanobundles with thicknesses below 20 nm and lengths of 

around 500 nm is shown in Figure 7 (m) and (n). XRD-peaks (Figure 50, brownish red) are further 

diminished and the XPS-spectrum in Figure 55 (blue) shows a Na and F contamination stemming from 

the synthesis. The O1s, V2p1/2 and V2p3/2 peaks in Figure 56 (c) only show V5+ peaks, being expected 

for fully oxidized V2O5. This sample is called V2O5 nanobundles. 



72 
 

 

Figure 56: X-Ray Photoelectron Spectra of the O1s- and V2p-peaks of (a) the commercial V2O5 micro 
grains (Alfa Aesar Puratronic®), (b) the hollow layered V2O5 microspheres, (c) the V2O5 nanobundles 
and (d) the V2O5-TiO2 nanobundles. 

A similar powder applying the same synthetic route is TiO2-blended V2O5 (Figure 7 (o) and (p)), 

consisting of 1 µm long and less than 50 nm thin needles, named as V2O5-TiO2 nanobundles. This 

powder has the lowest crystallinity of all powders and no clear TiO2 peaks can be found in the XRD 

data (Figure 50, brown), where the black triangles mark the expected peak positions for anatase TiO2. 

Besides Na and F traces from the synthesis, XPS (Figure 55, purple) also shows a Ti signal and both, 

the O1s(V5+)- and O1s(Ti4+)-peaks (Figure 56 (d)), stemming from the vanadium, respectively titanium 

coordinated oxygen. The EDS analysis (Figure 57) of this sample shows an even distribution of the V, 

the O and the Ti throughout the analyzed needle. The F contamination also occurs homogenously in 

the needle. 

 

Figure 57: Energy Dispersive X-Ray Spectroscopy of the V2O5-TiO2 nanobundles. 

5.3.2 Electrochemical NaxV2O5 Phase Transitions 
Before comparing the battery performances of the above introduced V2O5-powders in NIBs, the 

general electrochemistry and the related NaxV2O5 phase transitions upon sodiation must be clarified. 

The depth of discharge or grade of sodiation of V2O5 is linked to different phase transitions, strongly 

affecting the cycling behavior. The cycling behavior of a V2O5 electrode in a NIB can be studied by CV 

(Figure 58), which was conducted for a V2O5 electrode cycled in 1 M NaClO4 in EC/PC at 50 µV s-1. Here, 

the potential sweep started at OCP (3.2 V to 3.4 V) and the lower cutoff voltage was limited to 1.5 V 

in Figure 58 (a), to 1.0 V in (b) and to 0.01 V in (c), resulting in different phase transitions. 
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Figure 58: Cyclic Voltammograms of the commercial V2O5 micro grains (Alfa Aesar Puratronic®) in 1 M 
NaClO4 in EC/PC (1:1) showing the potential dependency of the NaxV2O5 phase transitions: potential 
sweep at 50 µV s-1 (a) from OCP to 4.0 V to 1.5 V, (b) from OCP to 4.0 V to 1.0 V and (c) from OCP to 
0.01 V to 2.0 V. 

The first positive scan to 4.0 V in Figure 58 (a) starting at OCP is featureless and also the negative scan 

does not show any peaks above 2.25 V. Below, a broad cathodic twin peak arises, ranging down to 

1.5 V. With the assumption of Na+-intercalation, a stoichiometry of Na0.91V2O5 can be calculated for 

this peak from the discharge capacities. As no corresponding anodic peak occurs to this phase 

transition upon charging, the inserted Na irreversibly remains in the NaxV2O5 lattice after the first 

discharge. In all consecutive cycles, the CV does not show any further peaks. 

Lowering the lower cutoff voltage to 1.0 V (Figure 58 (b)), a second phase transition corresponding to 

a Na2.01V2O5 stoichiometry appears between 1.5 V and 1.0 V. In contrast to the previous phase 

transition, this one is (chemically) reversible, as indicated by the anodic peaks appearing in the positive 

potential sweep. They occur at much more positive potential, however, indicating poor kinetics. Upon 

further cycling, the peak potentials shift and the shape of the initially sharp peaks changes to blurred 

and broadened peaks. 

A deep discharge to 0.01 V (Figure 58 (c)) results in another irreversible phase transition (Na2.6V2O5) 

at potentials below 0.75 V. Once this phase is formed, no further peaks appear in the consecutive 

cycles. 

Additional information about the NaxV2O5 phase transitions upon sodiation/de-sodiation can be 

gained from STM, which was conducted as an ex-situ study for the present case, i.e. on a V2O5 single 

crystal cycled in a 1 M NaClO4 in EC/PC (1:1) solution (Figure 59). Since V2O5 has a relatively low 
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electronic conductivity, long time in-situ, respectively in-operando STM measurements are difficult, 

since the tip-failure rate is quite high. For simplicity, an ex-situ study was performed such that the 

pristine V2O5 single crystal is first imaged by STM (Figure 59 (a)). Afterwards, the sample was mounted 

into an electrochemical cell and ramped from 4.0 V to 1.0 V and held there for 30 minutes to give the 

system more time to equilibrate. Then, the sample was dismounted and transferred to the STM cell 

in the same glovebox, where it was imaged another time (Figure 59 (b)). Then, the procedure was 

repeated after ramping the potential back to 4.0 V again (not shown), and later to 0.05 V (Figure 59 

(c)) and back to 4.0 V (not shown). The black and blue CVs in Figure 59 were measured in another set 

of experiments with a V2O5 single crystal in the same electrolyte, illustrating the electrochemical 

behavior of this system. Thus, the image in Figure 59 (b) was recorded after a potential ramp beyond 

the first cathodic peak, which - in contrast to the measurements at a powder electrode (light grey CV) 

also appears in the second cycle of the CV (blue) again. Upon prolonged cycling, however, this peak 

gradually disappears, indicating that the 30 minutes potential hold at 1.0 V is not long enough to 

complete the phase transition, also in view of the faster potential sweep rate of 5 mV s-1 compared to 

the 50 µV s-1 for the powder electrode. The light grey CV has an arbitrary current scale and was 

measured with a V2O5 powder electrode and only serves as a guide to the eye and to compare the two 

systems. The peaks of the single crystal electrode are shifted to lower potentials compared to the 

powder electrodes, due to the higher scan rates and the large ohmic resistance of the single crystalline 

material. 

 

Figure 59: Ex-situ STM experiment measured at a V2O5 single crystal after setting it to different 
potentials in a 1 M NaClO4 in EC/PC (1:1) electrolyte (scan size: 2 µm x 2 µm ((a), (b)), 1 µm x 1 µm (c), 
tunneling current: 500 pA (b), 1 nA ((a), (c)) bias: 2 V, tip velocity: 4 µm s-1((a), (b)), 0.5 µm s-1 (c)). The 
experiment was conducted as follows: first, the pristine sample was imaged, then the crystal was 
mounted into the electrochemical cell with a Na-CE and -RE, and a potential ramp to 1.0 V at 5 mV s-1 
was performed with a potential hold at 1.0 V for 30 min. Afterwards, the sample was removed from 
the electrochemical cell and imaged by STM. This procedure was repeated after a potential ramp to 
4.0 V, 0.05 V and 4.0 V again. The shown CVs (black and blue) are from a separate experiment with a 
V2O5 single crystal and shall illustrate the electrochemistry (potential sweep rate: 5 mV s-1). The slight 
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grey CV serves as a guide to the eye and is a reference CV measured with a V2O5 powder (potential 
sweep rate: 50 µV s-1). 

In order to better understand the NaxV2O5 phase transitions, a statistical evaluation of step edges was 

conducted, where the step edge height from numerous measurements was analyzed. The outcome of 

this analysis is shown in Figure 60, where (a) shows the statistical distribution of step edge heights 

measured for the pristine orthorhombic V2O5 with an [001] lattice parameter of 4.36 Å. The STM data 

scatter around this value, and the scattering is quite severe. The reason is simply the poor electronic 

conductivity of the single crystal and the resulting poor image quality and low signal to noise ratio. In 

Figure 60 (b), in addition the height distribution after holding the sample at 1.0 V is shown, resulting 

in a shift to slightly larger values. At 1.0 V, the V2O5 single crystal passed the first phase transition, 

which for a powder electrode is already formed at 1.5 V. 

 

Figure 60: Histograms of the (001)-step height of the V2O5 single crystal analyzed at the different steps 
of the experiment presented in Figure 59 with (a) the pristine orthorhombic V2O5, (b) the sodiated 
NaV2O5 after setting the potential to 1 V, (c) the irreversibly sodiated NaV2O5 at 4 V, (d) the Na2V2O5 
after a potential exposure to 0.05 v and (e) the de-sodiated NaV2O5 after de-intercalating the second 
Na-ion. 

Ramping the potential back up to 4.0 V (Figure 60 (c)) does not result in any shift of the step edge 

height distribution, which is in agreement with the observations already made for a powder electrode 

having formed the irreversible Na1V2O5 phase (Figure 58 (a)). Setting the potential to 0.05 V (Figure 60 
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(d)), i.e. running through the Na2V2O5 phase transition (Figure 58 (a)), the lattice parameter strongly 

increases. Going back to 4.0 V again (Figure 60 (e)) leads to a shrinkage of the lattice parameter to the 

previously observed value in Figure 60 (c). 

5.3.2.1 Influence of the electrode morphology on the battery performance 

 

Figure 61: Charge-/discharge-profiles of (a) the commercial V2O5 micro grains (Alfa Aesar Puratronic®), 
(b) the V2O5 microparticles, (c) the hollow layered V2O5 microspheres, (d) the porous V2O5 micro grains, 
(e) the V2O5 nano rods, (f) the yolk-shell V2O5 microspheres, (g) the V2O5 nanobundles and (h) the V2O5-
TiO2 nanobundles. The corresponding dQ/dV-plots of the first three cycles obtained by the derivative 
of the capacity 𝑄 with respect to the voltage 𝑉 are shown on the right in (i) to (p). (Electrolyte: 1 M 
NaClO4 in EC/PC (1:1), cycle 1 to 5: 20 mA g-1, cycle 6 to 10: 50 mA g-1, cycle 11 to 15: 100 mA g-1, cycle 
16 to 20: 200 mA g-1, cycle 21 to 100: 50 mA g-1). 

The above CV-studies on the NaxV2O5 phase transitions (Figure 58) suggest to cycle the NaxV2O5 

electrodes in a potential window ranging from 4.0 V to 1.0 V, in order to compare the battery 
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performance of the different V2O5-morphologies. Figure 61 (a) to (h) shows the charge-/discharge-

profiles of all tested V2O5 powders cycled in a 1 M NaClO4 in EC/PC (1:1) electrolyte. The dQ/dV-plots 

of the first three cycles of each electrode are shown in Figure 61 (i) to (p). 

 

Figure 62: (a) to (h) show the dQ/dV-plots at different rates (as indicated) determined from the 
experiment shown in Figure 61, showing the effect of larger currents on the potentials of the phase 
transitions. (i) to (p) show five consecutive cycles measured at 50 mA g-1 and illustrate that the 
observed shift of the phase transitions in potential is an effect of rate and not of cycle number. ((a) and 
(i) commercial V2O5 micro grains (Alfa Aesar Puratronic®), (b) and (j) V2O5 microparticles, (c) and (k) 
hollow layered V2O5 microspheres, (d) and (l) porous V2O5 micro grains, (e) and (m) V2O5 nano rods, (f) 
and (n) yolk-shell V2O5 microspheres, (g) and (o) V2O5 nanobundles, (h) and (p) V2O5-TiO2 nanobundles). 

With the exception of the V2O5 microparticles (Figure 61 (b)), and the two nanomaterials, V2O5 

nanobundles (Figure 61 (g)) and V2O5-TiO2 nanobundles (Figure 61 (h)), all V2O5 materials show a high 

discharge capacity of more than 200 mAh g-1 during the first discharge with a pronounced voltage 
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plateau at 1.4 V. A big part of this capacity is irreversibly lost and cannot be regained after the first 

charge. Only for the exceptions of the V2O5 microparticles, the V2O5 nanobundles and the V2O5-TiO2 

nanobundles, the discharge capacity of the second cycle is increased compared to the first discharge 

capacity. 

The first cycle discharge capacity of the commercial V2O5 (Figure 61 (a)) amounts to 234.6 mAh g-1 and 

drops to 92.0 mAh g-1 in the second cycle. Continuing to cycle, the capacity steadily fades and the 

initially clearly pronounced potential plateaus lose shape. This can also be seen from the dQ/dV-plots 

of the first three cycles in Figure 61 (i), which show the same behavior as the CVs of this powder (Figure 

58 (b)). The cathodic peak above 1.5 V corresponds to the voltage plateau during first discharge. As 

observed above in the CV-studies (Figure 58), these peaks belong to an irreversible process. The low 

voltage plateau above 1.0 V corresponds to the second cathodic peak, which is accompanied by an 

anodic peak. All observed peaks lose intensity and shift to higher potentials with prolonged cycling. 

Similar observations can be made for the other materials, where the V2O5 microparticles, the V2O5 

nanobundles and the V2O5-TiO2 nanobundles are exceptional. For all other materials, however, the 

discharge capacity of the first discharge is larger than in the consecutive cycles, the peaks in the 

dQ/dV-plots, which are differently pronounced from sample to sample, partially disappear or shift in 

potential upon cycling and the electrode capacities fade with time. The three exceptional materials, 

i.e. the V2O5 microparticles, the V2O5 nanobundles and the V2O5-TiO2 nanobundles, have a first cycle 

discharge capacity slightly lower than the capacity of the second cycle. Moreover, the peaks in the 

dQ/dV-plot are not as pronounced as for the other materials and the potential difference between 

positive and negative sweep is increased. Additionally, one can see that especially the two 

nanomaterials, the V2O5 nanobundles and the V2O5-TiO2 nanobundles, show phase transitions at more 

positive voltages than the other materials. 

Figure 62 (a) to (h) illustrates the effect of higher charging/discharging rates on the potentials of the 

phase transitions. These plots show the dQ/dV-plot measured at a rate of 20 mA g-1, 50 mA g-1, 

100 mA g-1 and 200 mA g-1, respectively. As in Figure 61, the dQ/dV plots reveal the potentials of the 

phase transitions. Here, the increased operating voltage of the nanomaterials is even more obvious 

than before. Increasing the charging/discharging current, one essentially makes the observation that 

the peak intensities decrease and the anodic peaks shift to more positive potential, while the cathodic 

potentials shift to more negative values. Thus, the voltage difference between charging and 

discharging increases, and therefore the energy efficiency decreases. The dQ/dV-plots in Figure 62 (i) 

to (p) show five consecutive cycles measured at 50 mA g-1 and prove that the observed shifts of the 

peaks are not an effect of increased cycle number, because such a peak shift for the five consecutive 

cycles is not observed. 

Plotting the electrode capacities of the charge/discharge experiment presented in Figure 61 as a 

function of cycle number, one obtains the graph shown in Figure 63 (a) with the solid symbols being 

the charge capacity and the open symbols being the coulombic efficiency. During the first 20 cycles, 

the electrodes were charged/discharged at a current density of 20 mA g-1, 50 mA g-1, 100 mA g-1 and 

200 mA g-1 for five cycles each, respectively, where an increased rate in general results in a drop of 

capacity and where the nanomaterials, especially the V2O5 nanobundles, retain the largest capacity. 

One can also see that during the first few cycles all self-synthesized materials have a larger capacity 

than the commercial V2O5 benchmark material. Moreover, the color code is the same as already used 

in the XRD sample characterization in Figure 54, i.e. the commercial V2O5 micro grains (purple) have 

the largest crystallinity, while the V2O5-TiO2 nanobundles (brown) have the smallest crystallinity. 

Taking a close look onto the order of electrode capacities in the beginning of the experiment, one 
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realizes that there might be a certain order in electrode capacities linked to their crystallinity, namely 

an increase in capacity with decreasing crystallinity.  

 

Figure 63: Comparison of battery performance of the different V2O5 electrodes as a function of cycle 
number with (a) the electrode charge capacities (solid symbols) and the coulombic efficiencies (open 
symbols) as well as (b) the discharge energy densities (solid symbols) with the energy efficiencies (open 
symbols). 

Long term cycling at 50 mA g-1 shows the capacity fading of each material. Every material shows a drop 

of capacity upon cycling, which is differently severe for each sample. The two materials also 

performing best here are the V2O5 nanobundles as well as the V2O5-TiO2 nanobundles, which after an 

initial capacity drop cycle fairly stable and retain a capacity of 86 mAh g-1 and 74 mAh g-1 after 100 

cycles, respectively. 

The coulombic efficiencies, i.e. the charge storage efficiency, of all materials is larger than 95 % after 

100 cycles, while the V2O5 nanobundles even reach more than 98 %. The coulombic efficiency of the 

V2O5-TiO2 nanobundles with 96 % in comparison is rather poor. The hollow layered V2O5 microspheres 

with close to 99 % are the best material. 

The electrode capacity itself is not the only parameter to rate the quality and performance of an 

electrode material. The crucial parameter is the energy density, which besides the amount of stored 

electric charge also depends on the electrode potential. The energy density can be obtained from 

integrating the voltage profiles in Figure 61 and is plotted against cycle number in Figure 63 (b) (solid 

symbols). In comparison to the other materials, the V2O5 nanobundles again perform best with an 

initial energy density of close to 500 mWh g-1, of which more than 200 mWh g-1 remain after 100 

cycles. 

The open symbols in Figure 63 (b) show the energy efficiency, i.e. a measure for how efficient energy 

can be stored by the electrode, also including energy losses. Again, the V2O5 nanobundles with an 
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energy efficiency of close to 80 % after 100 cycles is the by far best material, while most of the other 

materials remain below 70 % energy efficiency. At higher rates the advantage of the nanomaterials 

also becomes obvious: almost no loss in energy efficiency is observed for them, whereas huge drops, 

i.e. energy losses are observed for the other materials. 

 

Figure 64: (a) Operating voltage of the V2O5 electrodes upon discharge (solid symbols) and upon charge 
(open symbols) as well as (b) the voltage difference between charge and discharge as a function of 
cycle number. The operating voltage can be calculated from the quotient of the energy density and the 
specific capacity. 

Electric energy is defined as the product of electric charge and voltage. Thus, building the quotient of 

energy density and the specific electrode capacity, one can determine the (average) operating voltage 

of the electrode (in this case measured versus the Na reference electrode), shown in Figure 64 (a), 

with the charge voltage (open symbols) and the discharge voltage (solid symbols). In general, the three 

materials, which already showed an exceptional behavior in the dQ/dV-plots, i.e. the V2O5 

microparticles, the V2O5 nanobundles and the V2O5-TiO2 nanobundles have an increased operating 

voltage, for both charge and discharge. With almost 2.4 V, the discharge voltage of the V2O5 

nanobundles is highest of all materials and more than 0.7 V larger than the worst material in this 

category, the yolk-shell V2O5 microspheres. This is beneficial in order to reach high power and energy 

densities. The charge voltage of the V2O5 nanobundles with more than 3.3 V is not necessarily 

beneficial for a battery, since the voltage difference between charge and discharge is also reflected in 

the energy efficiency. 

A good measure to rate the operating voltages is the voltage difference between charge and discharge 

(the total voltage difference at a given rate), which is shown in Figure 64 (b). As in almost all categories 

before, the V2O5 nanobundles perform best, since they show the smallest voltage differences, not only 

at long term cycling, but also at high charging/discharging rates, where the operating voltage almost 

remains unaffected by higher rates. 
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The core findings of the electrode performance parameters of the charge-/discharge-tests of the 

tested materials are summarized in Table 1. The second column from left shows the electrode capacity 

of the first discharge, which for most materials contains an irreversible capacity loss after the first 

cycle (third column). Here, one again should mention the exceptional behavior of the V2O5 

microparticles, the V2O5 nanobundles and the V2O5-TiO2 nanobundles, which do not have this loss or 

even show a slight capacity increase. The coulombic efficiency in the fourth column is a measure of 

how efficient electric charge can be stored in the electrode. In the beginning of the battery life, this 

parameter can be affected by several processes, which is why the parameters of the 100th cycle are 

shown here. The capacity loss per cycle (between cycle 20 and 100) serves as measure for the 

electrode lifetime and is shown in the fifth column. This value is by far best for the V2O5-TiO2 

nanobundles. Besides this, column six and seven show the energy density and efficiency of the 100th 

cycle, respectively. Finally, the eighth column compares the discharge voltages of each material after 

100 cycles. The best parameters of each category are highlighted in green and the worst in red. 

Table 1: Comparison and summary of the battery performance parameters of the tested V2O5 electrode 
materials including the first discharge capacity, the irreversible capacity loss after the first discharge, 
the coulombic efficiency after 100 cycles, the capacity loss per cycle, the energy density and energy 
efficiency after 100 cycles as well as the discharge voltage at the 100th cycle. 

V2O5 sample Capacity 
1st 

discharge / 
mAh g- 1 

Irreversible 
capacity 1st 

cycle / 
mAh g-1 

Coulombic 
efficiency 
100th / % 

Capacity 
loss per 
cycle / 

mAh g-1 

Energy 
density 
100th / 

mWh g-1 

Energy 
efficiency 
100th / % 

Discharge 
voltage vs 

Na/Na+ 
100th / V 

commercial 

micro grains 234.6 142.7 98.1 0.320 70.8 65.3 1.81 

microparticles 127.8 2.1 97.2 0.574 59.8 65.6 2.12 

hollow 

layered 

microspheres 
303.6 174.2 98.7 0.408 86.9 61.4 1.70 

porous micro 

grains 268.9 150.9 96.6 0.473 49.0 63.8 1.95 

nano rods 260.9 140.9 95.0 0.439 81.1 65.6 2.08 

yolk-shell 

microspheres 284.7 149.7 98.2 0.793 37.7 54.1 1.67 

nanobundles 195.3 -13.9 97.6 0.251 205.8 77.2 2.38 

V2O5-TiO2 

nanobundles 175.7 -16.6 96.5 0.081 165.6 72.9 2.23 

 

 Graphite | V2O5 full cell 

5.4.1 Finding a suitable electrolyte 
Knowing about the electrochemical behavior of graphite and V2O5 in NIBs, both systems can be united 

and studied in a full graphite | V2O5 cell. The studies presented in section 5.2 suggested that Na-ions 

can intercalate into graphite from the four shortest glymes used as a solvent in the electrolyte. In the 

G3-electrolyte, the obtained capacities with 70 mAh g-1 were diminished compared to the other 
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systems with 112 mAh g-1, i.e. G1, G2 and G4. Another important parameter to evaluate the suitability 

of an electrolyte is the cycling stability, which is best for the G4-electrolyte. These data can be found 

elsewhere.178 The excellent cycling stability of a graphite electrode in the G4-electrolyte is shown in 

Figure 65, where a graphite electrode was cycled in a 2016 coin cell with a 1 M NaClO4 in G4 electrolyte. 

 

Figure 65: (a) voltage profiles of 400 charge/discharge cycles of a graphite electrode (MCMB) in 1 M 
NaClO4 in G4 (current density: 55.5 mA g-1) and (b) the dQ/dV-plots of the first three cycles. The labels 
in the graphs help to correlate voltage plateaus in (a) to peaks in (b), which will be of importance later. 

Figure 65 (a) shows 400 charge/discharge profiles. The discharge capacity of the first cycle (120 mAh g-

1) is increased compared to the consecutive cycles (90 mAh g-1), which repeat and match pretty well. 

The voltage profiles show several plateaus, which cause the corresponding peaks in the dQ/dV-plots 

shown in Figure 65 (b). Here, one can also see that the differential capacity of the first negative going 

sweep is larger than for the consecutive cycles below 1.2 V, resulting in the increased capacity. The 

peak labels indicate the connection between a plateau in the voltage profile (Figure 65 (a)) and the 

dQ/dV-plot (Figure 65 (b)). This nomenclature will be of importance later. 

The measured capacities and coulombic efficiencies as a function of cycle are shown in Figure 66 (a). 

More than 90 mAh g-1 are obtained and no significant capacity loss is observed, even after 400 cycles. 

The coulombic efficiency stays well above 99.8 % after a few cycles. From the integral of the voltage 

profiles, the energy density can be determined, which is sketched as a function of cycle number in 

Figure 66 (b). The energy density is considerably smaller than for V2O5 for instance (Figure 63), as the 

operating voltage of the graphite is lower. As graphite is the negative electrode in the full cell, the 

absolute energy density (with respect to a Na negative electrode) is not important. More relevant is 

the difference of 20 mWh g-1 observed between charging the graphite electrode (82 mWh g-1) and 

discharging it (62 mWh g-1), resulting in an energy efficiency of around 75 % and being caused by the 
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voltage difference between charge and discharge (Figure 66 (c)). The voltage necessary to charge the 

graphite electrode is about 0.2 V larger than the voltage one obtains when discharging it. 

 

Figure 66: cycle performance of graphite (MCMB) in 1 M NaClO4 in G4 with (a) the specific capacity 
(discharge: grey, charge: black) and the coulombic efficiency (blue), (b) the energy density (discharge: 
black, charge: grey) and the energy efficiency (blue) and (c) the average voltage (discharge: black, 
charge: grey) and the voltage difference between charge and discharge (blue). 

In section 5.2 co-intercalation phenomena were observed, where the Na-ions drag their solvation shell 

into the graphite lattice upon intercalation. In order to clarify the intercalation mechanism of the Na-

ions into the V2O5 lattice, and whether co-intercalation also occurs in the V2O5 electrodes when using 

glyme-electrolytes, the experiment in Figure 67 was conducted. Here, CVs of the commercial V2O5 

micro grains were measured using different electrolyte solvents, i.e. EC/PC in (a), EC/DMC in (b), G1 in 

(c), G2 in (d), G3 in (e) and G4 in (f). 
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Figure 67: CVs of the commercial V2O5 micro grains in different electrolytes composed of 1 M NaClO4 
in (a) EC/PC, (b) EC/DMC, (c) G1, (d) G2, (e) G3 and (f) G4 (potential sweep rate: 50 µV s-1). 

The general appearance of the CVs is similar and shows the same features as already observed above 

in Figure 58 (b). Only minor differences between the solvents are observable. This for example 

concerns the shape of the irreversible cathodic twin peak of the first cycle and the appearance of an 

oxidative current at a voltage above 3.8 V for the G1 and G2 electrolyte. Electrolyte oxidation is a 

harmful, undesired process in a battery, limiting its lifetime. 

5.4.2 Battery test of the graphite | V2O5 full cell 
The outcome of the previous section suggests to use the G4-electrolyte in a graphite | V2O5 full cell, as 

the graphite electrode shows a remarkable cycling stability therein and no big influence of the 

electrolyte solvent on the intercalation behavior of Na-ions into V2O5 is observed. Consequently, a full 

cell was assembled and tested employing a MCMB graphite electrode, a V2O5 nanobundles electrode, 

which showed the best battery performance in section 5.3, and a 1 M NaClO4 in G4 electrolyte. When 

building a full cell, care has to be taken to match the capacities of both electrodes. This is not 
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straightforward, especially when the electrode capacity does not remain constant while cycling. Since 

the specific capacity of the graphite remains constant at around 90 mAh g-1 (Figure 66) and the 

capacity of the V2O5 nanobundles reaches a similar value after prolonged cycling (Figure 63), 

electrodes were chosen such that the mass of active material was equal for both, the graphite and the 

V2O5 electrode. In the above half-cell studies and the coin cell study, the Na-CE served as Na-ion 

source, which is missing in a full cell. In order to introduce a Na-ion source, the V2O5 nanobundles 

electrode was first discharged, i.e. sodiated, to 1 V vs. Na/Na+ with a Na-CE at a slow rate of 5 mA g-1 

prior to assembling the full cell with the graphite negative electrode. 

Figure 68 (a) shows the voltage profiles of the charge/discharge experiment of the graphite | 1 M 

NaClO4 in G4 | V2O5 full cell, which was operated at a current density of 50 mA g-1 between 4 V and 

0 V. As the full cell is operated in a two electrode setup and no Na/Na+ RE is employed, the voltages 

used in the following denote the voltage difference between the graphite and the V2O5 electrode. The 

charge capacity of the first cycle with 174 mAh g-1 is much larger than in the second cycle (95 mAh g-

1), indicating an irreversible process. The specific capacity denotes the capacity of the V2O5 electrode 

in the following (i.e. battery capacity in mAh normalized to the active V2O5 mass). In the course of 

cycling, a gradual drop in capacity is observed. The dQ/dV-plot in Figure 68 (b) illustrates the potential 

position of the voltage plateaus. In short, one can say that with the exception of the first positive scan 

(charge), all cycles match each other. The first cycle shows an increase of differential capacity at 0.75 V 

(called as g1 + SEI) and a broad peak centered around 2.2 V (g4 + vo2’). Also some minor positive peaks 

appear at 1.8 V (g2 + g3) and 2.7 V (g5). In the following cycles, negative peaks appear at 2.8 V (g4’) 

and 1.8 V (g3’) coupled to positive peaks at 1.8 V and 2.5 V. The peak nomenclature introduced here 

will help to understand the origin of the peaks later. 

 

Figure 68: (a) voltage profiles of the graphite | 1 M NaClO4 in G4 | V2O5 full cell (current density: 
50 mA g-1) with (b) the dQ/dV-plots of the first three cycles. 
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The cycling performance of the full cell with its capacity is plotted in Figure 69 (a) with the charge 

(black) and discharge (grey) capacity and the corresponding coulombic efficiency (blue). After an 

irreversible capacity loss in the first cycle, the battery has a specific capacity of initially 89 mAh g-1 

dropping to 64 mAh g-1 after 50 cycles, being equivalent to a capacity loss of 0.50 mAh g-1 per cycle. 

The coulombic efficiency is above 90 %. The energy density of the battery is plotted in Figure 69 (b), 

where a huge gap between the charge and the discharge curve is observed. This is also reflected in 

the energy efficiency, which after 50 cycles amounts to 51.8 %. After 50 cycles, the energy necessary 

to charge the battery amounts to 190 mAh g-1, while only 98 mAh g-1 are available for discharge. This 

mainly originates from a voltage difference between charge and discharge (Figure 69 (c)). After 50 

cycles the battery has an average discharge voltage of 1.4 V, whereas almost 3.0 V are necessary to 

recharge the battery. The essential parameters of the charge/discharge test of the graphite | V2O5 full 

cell are summarized in Table 2. 

 

Figure 69: Battery performance of the graphite | 1 M NaClO4 in G4 | V2O5 full cell with (a) the capacity 
(charge: black, discharge: grey) and the coulombic efficiency (blue), (b) the energy density (charge: 
black, discharge: grey) and the energy efficiency (blue) and (c) the operating voltage (charge: black, 
discharge: grey) with the voltage difference between charge and discharge (blue) as a function of cycle. 
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Table 2: Summary of the battery performance parameters of the graphite | V2O5 full cell. 
Capacity 1st 

charge / 
mAh g- 1 

Irreversible 
capacity 1st 
/ mAh g-1 

Capacity 
50th 

discharge/ 
mAh g-1 

Coulombic 
efficiency 
50th / % 

Capacity 
loss per 

cycle / mAh 
g-1 

Energy 
density 50th 
/ mWh g-1 

Energy 
efficiency 
50th / % 

Discharge 
voltage 50th 

/ V 

173.5 78.2 64.0 91.0 0.50 98.3 51.8 1.40 

6 Discussion 
Experimental results on important aspects of metal ion batteries have been presented in chapter 5. 

These were the SEI-formation on a graphite electrode operated in a LIB (section 5.1), the intercalation 

mechanism of Na+(Gx)y-complexes into graphite (section 5.2), the V2O5 electrochemistry in a NIB 

(section 5.3) and an experimental demonstration of a graphite | V2O5 full cell NIB prototype 

(section 5.4). In the following, these results shall be discussed in detail. Afterwards, a general 

discussion putting each section into relation to another concludes this chapter. 

 SEI Formation Mechanism on Graphite in LIBs 
Prior to the discussion about the SEI-formation, the Li+ intercalation shall be shortly discussed here. 

Both charge/discharge (Figure 34) as well as PITT (Figure 35) experiments showed three reversible 

peak pairs in the dQ/dV- respectively differential capacity-plot. It is well known from literature that Li+ 

intercalation into the graphite causes the cathodic peaks, while the anodic peaks are caused by de-

intercalation.121 The small peak pair above 0.2 V corresponds to the phase transition caused by the 

insertion of 0.015 Li-ion for each C6-cell, which is close to the stage 4 LiC72 stoichiometry. The concept 

of staging is often used in the graphite electrochemistry. It describes to which extent graphite layers 

are filled by species such as Li. In a stage 1 GIC, every graphite interlayer is filled, in a stage 2 GIC, two 

graphene layers separate one Li-layer and so on. The second peak pair above 0.1 V originates from the 

Li0.5C6 formation, respectively the stage 2 LiC12 phase. Below 0.1 V, one can finally find the full lithiation 

of the graphite according to LiC6, which is a stage 1 GIC. 

PITT gives further insight into the Li-graphite electrochemistry. Analyzing the current transients by 

plotting them as a −It−1 2⁄  vs. log (t)  plot (Figure 35(c)), one can read out the Cottrell diffusion 

controlled regime, where the Cottrell equation (equation (34)) can be applied and the diffusion 

coefficient 𝐷0 of the Li-ions in the graphite host can be determined.63 Figure 70 shows the diffusion 

coefficient as a function of electrode potential. When lithiating the graphite, the diffusion coefficient 

is in the range of 10-11 cm2 s-1, which is a typical value for Li-diffusion in graphite. Unfortunately, the 

current transients did not reach equilibrium in the intercalation regimes, which is why the diffusion 

coefficient could not be determined for the two major cathodic peaks. In the range of the intercalation 

peak above 0.2 V, however, one can also see a slightly increased diffusion coefficient. When the 

graphite is fully loaded with Li, it is facile to release the Li, which can also be seen from the diffusion 

coefficient being several orders of magnitude larger than in the same potential range upon lithiation. 

The driving force is the repulsive interaction between the Li+ in the graphite lattice. The graph in Figure 

70 also shows a slightly elevated diffusion rate for the de-intercalation peak above 0.1 V. All in all, one 

can say that lithium intercalates into graphite well below 0.3 V and does not interfere with the SEI-

formation at more positive potentials. 
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Figure 70: Li+ diffusion coefficient in graphite as a function of electrode potential. 

With respect to the SEI-formation electrochemical measurements of MCMB and HOPG (Figure 36 and 

Figure 37) indicate a multistep process. As proposed in literature, the SEI-formation is initiated by the 

solvent reduction, namely both, the linear DMC as well as the cyclic EC. Depending on the electrode 

potential, the cyclic carbonates can either undergo a 1-electron-reduction or a 2-electron-reduction, 

including a ring opening step.101–104, 106 Before the actual SEI-formation, a re-coordination of the 

solvation shell around the Li-ions in the outer Helmholtz plane occurs. This process is also called 

double layer establishment and happens at potentials above 1.4 V.328 Consequently, the first cathodic 

shoulder in Figure 36 and Figure 37 can probably be assigned to the double layer establishment. Below 

1.0 V the electrode potential is low enough to break the EC-ring and the solvent molecules can either 

be reduced via the 2-electron-reduction pathway79, 106, 111, 329–332, which changes over to the 1-electron-

reduction at 0.8 V.102, 106 At very low potentials of close to 0.4 V and below, the electrode reduction 

strength is strong enough to also reduce LixPFy species. 

The multistep nature of SEI-formation can also be revealed by in-situ STM as presented in Figure 38. 

Similar studies have already been conducted in literature,91, 135–140, 137–145 which showed co-

intercalation of Li+ together with their solvation shell, exfoliation processes as well as the SEI 

precipitation on the graphite basal plane. The increased reactivity of graphite step edges is often 

discussed to be the initiator of SEI-precipitation,117, 133, 134 which also might explain the observed step 

edge roughness. The step edge roughness seen in Figure 38, however, is already present on the 

pristine sample and does not change with decreasing potential. As mentioned earlier, one probably 

sees exfoliated graphene flakes decorating the step edges. There is no hint from the presented STM 

data towards an increased SEI-formation reactivity at the step edges in comparison to the basal plane. 

Additionally, STM cannot be conducted on a cross-sectional graphite, preventing a direct comparison 

between basal- and cross-sectional SEI-formation. 

The origin of the swellings found in the STM images in Figure 38 (g) after ramping the sample to 0.9 V 

is the simultaneous intercalation of the Li-ions together with their solvation shell. The solvated Li-ions 

intercalate in different graphite layers, as the swollen regions overlap each other, which cannot be 

explained otherwise. Unsolvated Li-ions can only be intercalated at more negative potentials. This 

observation is in agreement to Inaba´s STM work, where co-intercalation of solvated Li-ions was also 

observed in similar electrolytes at potentials close to 1.0 V.133–135, 139 
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The graphene exfoliation setting in below 0.6 V (Figure 38 (j)) can have two reasons: the first one is 

mechanical stress induced by the co-intercalated species80, 82, 172–175, 178–180, 183 while the second one is 

a subsurface gas evolution taking place inside the graphite lattice from the electrochemical reduction 

of co-intercalated solvent species.80, 82, 91, 136–138, 142, 333–337 As was shown in section 5.2, the first reason 

can probably be discarded, since the co-intercalation of solvated Na-ions into graphite results in a 

strongly increased lattice expansion, which, however, does not result in exfoliation.  

Below 0.5 V (Figure 38 (k)) the STM images become slightly fuzzy. At these low potentials the SEI-film 

on the graphite basal plane changes from an organic (oligomers, polymers) to a more inorganic nature 

(oxides, fluorides, phosphates).79, 116, 127–130 The comparatively soft organic species can in part be 

penetrated by the STM tip pushing through to the HOPG basal plane. Thus, as long as the SEI is still 

more organic at high potentials, STM imaging is not affected that much by the SEI. However, when the 

organic species are further reduced to more rigid inorganic species at lower potentials, electron 

tunneling between tip and sample is strongly disturbed resulting in noisy images, causing the 

fuzziness. Wang et al. also noticed a similar fuzziness.143 This strong reduction of the SEI components 

leading to the formation of inorganic species represents the last SEI-formation step and probably 

causes the low voltage SEI-peak observed in electrochemical experiments (Figure 36 and Figure 37). 

The CVs (Figure 39) measured at HOPG in between the in-situ STM scans show the continuous 

irreversible charge consumption at the graphite electrode during the negative sweep to lower 

potentials. Since the major part of the HOPG surface consists of a basal plane with a low quantity of 

step edges, which are the intercalation sites for the Li-ions, it is believed that the intercalation/de-

intercalation is suppressed and does not show up in these CVs. Additionally, the potential sweep rate 

of 5 mV s-1 is probably too fast to resolve the intercalation/de-intercalation peaks separately. The 

crossover observed below 0.1 V in the CV is accompanied by an anodic peak at 0.3 V and indicates 

reversible Li-plating/-stripping. 

The in-operando STM study presented in Figure 40 reveals additional information about the SEI-

formation mechanism. When the sample potential is set to 1.4 V (Figure 40 (a)), which corresponds to 

the first cathodic shoulder in the electrochemical experiments (Figure 36 and Figure 37), the SEI-

formation is associated with the double layer establishment.102, 106 This is a process, which cannot be 

observed by STM, as it neither alters surface morphology nor changes the tunneling barrier 

significantly. 

In contrast to the double layer establishment, a reversible surface film precipitation occurring 

between 1.3 V and 1.0 V (Figure 40 (b)) is detectable by STM. This SEI-formation step must be related 

to a reversible surface reaction. Taking a look at the EC reduction scheme in Figure 14, one 

understands that step (1) can occur reversibly, while the ring opening in step (2) must be irreversible. 

Thus, the Li+ uptake in step (1) is believed to cause the second cathodic shoulder in the electrochemical 

experiments (Figure 36 and Figure 37). The same argumentation also holds true for the first DMC  

reduction step (Figure 15 step (1)). 

When the molecular structure of the solvent molecules is destroyed (ring opening of the EC molecule 

(Figure 14 step (2)) and fracture of the DMC molecule (Figure 15 step (2))), the SEI-formation must 

also become irreversible. This can be seen in Figure 40 (c), where the electrode was set to 0.75 V, and 

the formed surface film does not dissolve anymore. Thus, the main SEI peak observed in 

electrochemistry (Figure 36 and Figure 37) contains the 2-electron- and 1-electron-reduction of EC as 

well as the DMC reduction to lithium methyl carbonate.  
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Since STM is insensitive towards the discrimination of chemical species, not many conclusions can be 

drawn from Figure 40 (d). At such low potentials (0.4 V) it is known from literature that also the PF6
- 

anion can be reduced to a variety of fluorides, oxides, phosphates and other inorganic species.79, 92, 101, 

103, 107–110 

STM does not solely detect the surface topography, but rather measures a convolution of topography 

and electronic states (equation (50)). Thus, the ‘height’ information gained from the height profile in 

Figure 41 is a convolution of both and must be taken with care. Additionally, only a fraction of the SEI 

can be visualized by STM, because the outer SEI components farther away from the electrode surface 

are composed of soft, nonconductive oligomers/polymers, which cannot be detected by the STM tip 

easily. Hence, only a small portion of the real SEI can be detected by STM and the height profile in 

Figure 41 does not show the full SEI thickness. Instead it rather represents the lower limit of SEI 

thickness. 

In summary, the application of in-situ and especially in-operando STM revealed a new understanding 

of the SEI-formation mechanism. In particular, it is possible to put the different formation steps into 

relation with electrode potential. Figure 71 summarizes the core findings of the above studies. At high 

voltage, the double layer establishment initializes the SEI-formation.102, 106 Between 1.3 V and 1.0 V 

the solvent molecules take up a Li-ion and an electron, which is the first reduction step and which is 

still a reversible process. 

Afterwards, solvated Li-ions co-intercalate at around 0.9 V (Figure 38 (g)). It is, however, unclear, to 

which extend the Li-ions are still solvated when intercalating, i.e. how many solvent molecules 

coordinate the Li-ion. In bulk electrolyte, the coordination number 𝑦 of the Li+(EC)y complex is usually 

ranging from one to five.107, 296–298 

Further reduction results in the irreversible destruction of the molecular structure, for instance by the 

EC ring opening or the DMC fracture. A 2-electron-reduction at more positive potentials79, 101–111, 329–

332 and a 1-electron-reduction at less positive potential101–106 lead to the precipitation of an irreversible 

deposit on the surface (Figure 40 (c)). 

Below 0.6 V the electrode reduction strength finally is strong enough to form a complex 

multicomponent mosaic structure of inorganic compounds such as oxides, fluorides, phosphates and 

carbonates,79, 116, 127–130 disturbing STM imaging slightly. The reduction strength decays with increasing 

distance from the surface resulting in an inorganic layer in close vicinity to the electrode, gradually 

becoming more organic towards the bulk electrolyte. 

Finally, one more comment should be made regarding the SEI-formation on battery cathodes (i.e. the 

positive electrode). In analogy to the reductive SEI-formation on a battery anode, an oxidative SEI-

formation can take place at the cathode. In carbonate based electrolytes a variety of SEI compounds 

can be found, including alkoxy species (RO), ethers (ROR), esters (ROOR), alkyl fluoroformates 

(ROCOF), carboxylic acids (RCOOR), lithium carbonates (Li2CO3), lithium alkyl carbonates (ROCO2Li), 

fluorophosphates (PFx), carboxylates (-COO-) and CO2.338–340 
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Figure 71: Scheme of the SEI-formation on graphite anodes in carbonate based electrolytes 

summarizing the core findings of section 5.1. 

 Formation mechanism of ternary Na-GICs 
Comparing the electrochemistry of classical carbonate electrolytes (Figure 42) to the electrochemistry 

of glyme electrolytes (Figure 45 and Figure 46), it is obvious that the intercalation mechanism must be 

fundamentally different. Carbonate based Na-ion electrolytes bring about two major problems: the 

inability regarding Na-intercalation and the electrode destruction (exfoliation), which is specially 

enhanced in PC-electrolytes. 

As was already observed in the discussion about the SEI-formation in section 5.1 (Figure 38), an 

exfoliation is also observed in EC-containing electrolyte, however, compared to the PC-containing 

electrolyte (Figure 43), the detachment of graphene flakes in a PC-free electrolyte is much weaker. 

The driving force of exfoliation is discussed to be caused by either a mechanical stress on the graphite 

lattice induced by co-intercalated species80, 82, 172–175, 177–180, 183 or by a subsurface gas evolution 

triggered by the electrochemical reduction and an accompanied gas release inside the graphite 

lattice.80, 82, 91, 136–138, 142, 333–337 The first mechanism seems unacceptable, since the lattice expansions 

observed for the intercalation of the solvated Na+(Gx)y-complexes (> 11 Å) is larger than the lattice 

expansion of co-intercalated Li-ions (ca. 5 Å). The subsurface gas evolution mechanism on the other 

hand is enhanced for the propylene release (PC-reduction) compared to ethylene release (EC-

reduction).136, 139, 142, 341 Thus, the strong exfoliation observed in Figure 43 from 1.0 V and below results 

from propylene gas evolving in the inner graphite lattice, leading to delamination. 
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This also explains the shape of the graphite CV in the PC-electrolyte (Figure 42 (b)): The irreversible 

SEI-formation consumes charge for the electrolyte reduction. As was shown in section 5.1, the SEI-

formation is a self-limited growth process, since the SEI-film increases the tunneling barrier for 

electrons from the electrode to the electrolyte, slowing down the SEI-growth with increasing 

thickness. In case of the PC-electrolyte, graphene sheets exfoliate from the surface, exposing a fresh 

graphite surface, where the SEI formation can proceed. Thus, the SEI-formation in a PC-electrolyte is 

not only strongly enhanced compared to an EC-electrolyte, but also is not limited to the first cycle, 

since exfoliation can also take place later. The increased exfoliation in PC-electrolytes will be of 

importance in section 5.4, where a full Na-ion cell with a graphite anode and a V2O5 cathode is 

presented, which to date are mostly cycled in PC-containing electrolytes.  

So far, the limited capacity obtainable from carbonate based electrolytes in NIBs prevented the 

application of graphite electrodes. Operating graphite in glyme electrolytes (Figure 45 and Figure 46), 

in turn, provides reasonable capacities of around 100 mAh g-1. One fundamental difference between 

the intercalation mechanism in carbonate electrolytes to the glyme electrolytes is that the Na-ions co-

intercalate with their glyme solvation shell as Na+(Gx)y-complex forming ternary Na-GICs, while in 

carbonate electrolytes the Na-intercalation, apart from an initial co-intercalation during SEI-

formation, would result in the formation of binary Na-GICs. Binary Na-GICs are energetically unstable 

and the in-plane Na diffusion is hampered.150–152 One strategy to overcome these issues is to modify 

the interaction energy between Na-ion and graphite lattice by a solvation shell.342 

Very recent literature18, 75, 167, 168, 170–176 investigated the intercalation behavior of solvated Na-ions into 

graphite electrodes, but the intercalation mechanisms are still not understood to a great part. This for 

example includes the phase transitions and the unique behavior of the G3-system observed in the 

electrochemical experiments (Figure 45 and Figure 46). From the inserted electric charge during 

galvanostatic cycling (Figure 46), a stoichiometry of close to NaC18 (theoretical capacity: 112 mAh g-1) 

can be calculated for the fully sodiated graphite in the G1, G2 and G4 electrolytes. In the G3 cell, a 

stoichiometry of NaC30 (70 mAh g-1) is found. Discharging the graphite to the main plateaus, 

respectively the sharp cathodic peak (‘half’ sodiated), an intermediate NaC48 compound is found in all 

electrolytes. 

These phase transitions were illuminated further by XRD and STM. Both techniques give insight into 

the graphite lattice expansions upon sodiation. As mentioned above, height profiles across the 

expanded graphite lattice in STM-images reveal an interlayer spacing of 10.9 Å (G3) and 10.7 Å (G4). 

This finding is confirmed by the XRD analysis according to Bragg´s law (equation (38)), which is the 

more accurate method, since it is an integral technique (Table 3): 

Table 3: Interlayer spacings for graphene planes with intercalation layer and staging numbers of the 

ternary Na-GICs found by XRD. The difference between interlayer spacing and lattice constant of the 

stage 2 Na-GICs equals the plane to plane distance of two adjacent graphene layers. 

Electrolyte Interlayer spacing / lattice 

constant 𝑐 (intermediate 

stage 2 Na-GIC) / Å 

Interlayer spacing (fully 

discharged stage 1 Na-

GIC) / Å 

Miller indices 𝑙 Staging 𝑥 

1 M NaClO4 G1 11.77 / 15.12 11.65 5 → 4 → 3 3 → 2 → 1 

1 M NaClO4 G2 11.70 / 15.05 11.85 5 → 4 → 3 3 → 2 → 1 

1 M NaClO4 G3 11.60 / 14.95 11.59 4 → 3 2 → 1 

1 M NaClO4 G4 12.12 / 15.47 12.01 5 → 4 → 3 3 → 2 → 1 
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Sodiating the graphite to the intermediate state (‘half’ discharged), interlayer spacings of more than 

11 Å are found, which is much larger than the ionic radius of Na-ions (1.02 Å).13 Hence, it does not 

seem very plausible that the Na-ions purely intercalate into the graphite, but together with a solvation 

shell (lateral dimensions of a Na+(G2)1-complex with 7.27 Å) leading to the formation of a ternary Na-

GIC.18, 75, 167, 168, 190–193, 195, 196, 343 

Applying equation (40) to the XRD peaks, the Miller indices 𝑙 of the GIC can be determined. Figure 72 

shows the development of 𝑙 as a function of the state of charge. Taking a look at the G1 system for 

instance (Figure 72 (a)), 𝑙 continuously drops until it reaches a value of 4 when the main discharge 

plateau at 0.5 V is reached. At the same time, the development of a new phase (𝑙 = 3) is observed, 

while the first phase (𝑙 = 4) disappears upon further discharge. Upon charging, this behavior is reversed 

and when the first charge plateau is reached, the intermediate phase (𝑙 = 4) returns, while the phase 

with 𝑙 = 3 disappears. Later, a phase with 𝑙 = 5 is formed, from which 𝑙 continuously increases again, 

before the original state of the graphite is reached when fully charged at 2.0 V. 

 

Figure 72: Miller index 𝑙  in the course of a discharge/charge cycle determined from the XRD peak 
positions of the in-operando XRD measurement in Figure 47. 
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With this knowledge one can convert the d-spacings determined from the XRD peaks by the Bragg 

equation to the lattice constants 𝑐 of the different GICs. For the G1-system, those amount to e.g. 

15.12 Å for the 23.5 ° peak (004) and to 11.65 Å for the intermediate phase causing the 22.87 ° peak. 

These findings are in full agreement with results of Kim et al.75. 

Similar observations are made for the other systems, which all reach an intermediate 𝑙 = 4 phase when 

they are in the ‘half’ sodiated state. Further discharge leads to a sharp transition to a new 𝑙 = 3 GIC. 

The continuous decrease of 𝑙 during the first three reduction peaks might be caused by the continuous 

change of lattice constant. Due to the limited time resolution of XRD measurements, an association of 

those peaks with higher ‘stable’ Miller indices cannot be excluded. 

 

Figure 73: Determination of the staging number from sodiating an HOPG chip in 1 M NaClO4 in G3. (a) 
Original thickness of the pristine HOPG sample (0.8 mm) and the experimental setup in (b) with the 
HOPG chip sandwiched between two Na-blocks touching the open facets without an electrolyte. As 
soon as the electrolyte is added, a volume expansion (2.4 mm) of the HOPG sample is observed (c), 
which can also be seen in direct comparison by eye in the beaker cell (d). 
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Kim et al.75 conducted an experiment, where they fully sodiated an HOPG chip in a 1 M NaPF6 in G2 

electrolyte, which led to a volume expansion, allowing to determine the staging number 𝑥 of the Na-

GICs from the Miller indices 𝑙. They found that upon full sodiation, the Miller index 𝑙 = 3 corresponds 

to a staging number 𝑥 = 1 for the G1, G2 and G4 electrolyte. Moreover, they concluded that a Miller 

index of 𝑙 = 4 must correspond to a stage 2 Na-GIC. A similar experiment was conducted in this thesis 

for the G3 electrolyte, shown in Figure 73, where the open facets of the HOPG sample (initial thickness: 

0.8 mm) were brought into contact with metallic Na. After addition of the 1 M NaClO4 in G3 electrolyte, 

the HOPG starts to swell up until it reaches a thickness of 2.4 mm after around 20 minutes, which is 

considerably longer than in the case of Kim, where the HOPG sodiation was completed after around 3 

minutes, being a hint for a slower Na+-diffusion rate in the graphite lattice in G3. 

Fully sodiated with Na+(G3)-complexes, the interlayer spacing of the graphene layers in the graphite 

amounts to 11.59 Å, while the empty graphite has an interlayer spacing of 3.35 Å. Following Kim´s 

argumentation, one would expect a volume expansion by a factor of 11.59 Å / 3.35 Å = 3.46 for a stage 

1 Na-GIC. For a stage 2 Na-GIC, the lattice constant, which is then the sum of the interlayer spacing 

for one intercalated and one un-intercalated layer, is expected to expand by 

11.59 Å / (3.35 + 3.35) Å = 1.73, if it is assumed that the empty graphite layers maintain their original 

thickness. The experimentally observed volume expansion of the HOPG chip from 0.8 mm to 2.4 mm 

correlates to a factor of 3, being pretty close to the theoretical value expected for a stage 1 Na-GIC. 

Thus, it can be concluded that also in the G3-electrolyte, graphite forms a stage 1 Na-GIC upon full 

sodiation (𝑙 = 3) and an intermediate stage 2 Na-GIC with 𝑙 = 4. 

Another interesting question, which can be answered with this experiment is the number of G3-

molecules coordinating the Na+ upon intercalation. The original HOPG sample had a weight of 

0.1865 g, which after sodiation amounts to 0.2912 g. Thus, the weight increased by a factor of 1.56. 

The molar weight of the fully sodiated stage 1 Na(G3)1C30-compound amounts to 561.55 g mol-1, 

whereas the empty C30-compound has a molar weight of 360.11 g mol-1, being equivalent to a weight 

increase by a factor of 1.56. Consequently, one can conclude that the Na-ions are coordinated by one 

G3-molecule when intercalating into the graphite. 

Thus, the intermediate phase is a ternary stage 2 Na-GIC with a layer of doubly stacked Na+(Gx)y-

complexes sandwiched between two graphene sheets, i.e. two Na-layers in between two graphene 

layers, going over into a stage 1 Na-GIC upon full sodiation.75 Additionally, a phase transition from a 

stage 3 via a stage 2 Na-GIC is observed. In a classical staging model (Figure 74 (a)) every second 

graphite interlayer is occupied by an intercalated species in a stage 2 GIC, while in a stage 3 GIC every 

third graphene layer is occupied. Such a model fails to describe the transition from stage 3 to stage 2, 

since this would require a perpendicular diffusion through the graphene layers of the Na+(Gx)y-

complexes, which, considering the small diameter of the carbon-honeycomb (2.84 Å),344 does not 

seem realistic. The Daumas-Herold345 staging mechanism, as presented in Figure 74 (b), instead, can 

explain a transition from a stage 3 to a stage 2 GIC, by a continuous filling of the graphene layers with 

intercalated species. 
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Figure 74: Comparison of the classical staging model (a) and the Daumas-Herold345 staging (b).  

Also with respect to the beginning of intercalation into the still empty graphite, where the ions 

arbitrarily intercalate into a random layer, since all graphene layers should be equally prone to host 

ions, this mechanism appears more plausible. It is believed that intercalation starts at a random site. 

Mechanical swelling and electrostatic interactions, however, result in an energetically favorable filling 

of the lattice and the formation of stage 2 domains according to the Daumas-Herold model. In the 

Daumas-Herold model, Na-ions intercalate into an arbitrary graphite layer and migrate into the bulk 

of the electrode. Additionally inserted ions push further the previously intercalated ions from another 

layer until domains of a certain staging are formed. A NaC48 stoichiometry can be approximated from 

electrochemical data. For a stage 2 Na-GIC, this corresponds to one Na-ion for 24 C-atoms in the 

adjacent graphene layer or rather the Na2C48 for a double stacked Na-GIC. Considering the size of the 

solvated Na-ions and the graphite honeycomb units, further Na insertion into a single graphene layer 

is not possible. Therefore, further intercalation is connected to a major phase transition, resulting in 

the large reduction peak in the voltammograms and the dQ/dV-plots. Here, the stage 1 Na-GIC is 

formed at the expense of the intermediate stage 2 phase, both being present in parallel, until the 

phase transformation is complete. 

STM can directly visualize the phase transitions of the graphite lattice. Above (section 5.2), the 

appearance of horizontal (Figure 49 (b)), respectively vertical lines (Figure 50) was mentioned. As was 

shown, these lines occur in a potential range, where phase transitions are observed, i.e. the graphite 

lattice expands as a result of the inserted Na+(Gx)y-complexes. These complexes diffuse into the bulk 

of the electrode when sodiating the electrode. Since in STM the tip scans over the surface in a line by 

line raster, STM images are not snapshots of the surface, but rather a steady capture of the dynamic 

electrode. Thus, the horizontal lines observed in Figure 49 (b), for instance, are the direct visualization 

of the graphite lattice expansion as a result of the insertion of the Na+(G3)1-complex. This lattice 

expansion is propagating with time, while the rate of propagation is directly linked to the diffusion 

rate of these complexes inside the graphite layers. 
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Figure 75: Temporal propagation of the graphite lattice expansion measured along the height profile 
highlighted by the blue line in Figure 50 (b). 

This can nicely be demonstrated with the aid of Figure 50 (b), where a height profile was measured 

along the blue line in the range of phase transitions. This height profile is then shifted pixel by pixel, 

which corresponds to a time difference of 1 s. Plotting a series of such height profiles along such a 

phase transition, one obtains a graph as shown in Figure 75. Here, the disappearance of a 1.02 nm 

expansion, caused from a de-intercalation phase transition, can be followed with time. It propagates 

59 nm in 10 s, which is equivalent to a diffusion rate of 5.9 nm s-1. Such an analysis was done for 

numerous phase transitions, also for data not shown here, which gives an average diffusion rate of 

(5.9 ± 1.2) nm s-1. A similar analysis can also be made with the G4 experiments (Figure 51 and Figure 

52), where the phase transitions, however, are not as clearly separated as in the G3-system. Doing so, 

one obtains a Na+(G4)1-diffusion rate of (22.1 ± 5.5) nm s-1. The decreased diffusion rate of the 

Na+(G3)1-complexes in the graphite lattice can also explain the prolonged time necessary to sodiate 

the HOPG in the G3-electrolyte in comparison to the observations made by Kim et al. in the G2-

electrolyte.75 

The question arises, why the diffusion rate of the Na+(G4)1-complex is so much higher than that of the 

Na+(G3)1-complex. According to literature, the solvation shell of the Na-ions is determined by the 

favorable oxygen coordination by the glyme molecules, which is in the range from 4 to 7 for an alkali 

ion in glyme solution.346–350 The resulting complexes are a Na+(G1)3-, a Na+(G2)2- and a Na+(G4)1-

complex. The Na+(G3)1-complex has a coordination number of 4 and is slightly under-coordinated, 

whereas the Na+(G3)2-complex with a coordination number of 8 is over-coordinated. A simple 

evaporation experiment of each electrolyte, which removed the unbound glyme molecules by 

vacuum, and the experiment with the sodiated HOPG clearly suggest a Na+(G3)1-complex. In principle, 

one can also think of a Na+(G3)2-complex, which however is not consistent with the presented 

experimental evidence. Such a Na+(G3)2-complex would be very bulky and could reach its favored 

coordination number by only coordinating to six oxygen atoms. This would result in a dangling tail of 

the glyme molecule, in turn increasing the van-der-Waals interaction between the Na+(G3)2-complex 

and the graphite lattice. Such a steric hindrance, as suggested by Jache et al.,167 can, however, be ruled 
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out, since the more probable geometry is the Na+(G3)1-complex. A better explanation for the sluggish 

diffusion of the Na+(G3)1-complex is its under-coordination, affecting the interaction between Na+(G3)1-

-complex and graphite lattice. For a proper solid state diffusion, the balance between covalent and 

ionic bonding between the graphite lattice and the Na+(G3)1-complex must be correct.342 

Having understood the origin of the horizontal/vertical line features appearing in the STM images, one 

can also interpret them easier. The lines occurring in the G3-systems are much clearer and well 

separated compared to the G4-system, where many phase transitions occur in parallel, overlapping 

each other. Taking a close look at each phase transition, especially when measuring height profiles, 

one discovers some systematics in Figure 51. At potentials above the intercalation regime, the surface 

shows all typical HOPG features. Entering the intercalation potential range, phase transitions occur, 

which all are accompanied by a lattice expansion. This observation can be made for all phase 

transitions occurring until de-intercalation starts in the bluely framed image. The transition between 

intercalation and de-intercalation occurs close to the time (potential), where the bright horizontal line 

in the lower third of that image appears. All phase transitions happening before this point are caused 

by intercalation, i.e. they are lattice expansions, whereas afterwards they are lattice contractions. 

Thus, even though the images at first sight look disturbed, they contain a lot of valuable information, 

for instance about diffusion rates or the graphite lattice expansion of monoatomic steps. 

The 3D-images in Figure 48 and Figure 51 also show an SEI-formation caused by the reduction of the 

glyme solvents, leading to the observed film precipitation at low electrode potentials. The SEI-film in 

Figure 48 remains on the surface when the potential cycle is done, speaking for the irreversible 

character of the SEI-formation. In Figure 51 this is not the case. Here, the surface film disappears with 

time. Contrary to the case in Figure 48, there is almost no drift of the tip over the surface in that 

measurement. Thus, the tip always scans the exact same area of the surface, and with time sweeps 

away the SEI, which probably is the reason for the SEI-disappearance in this case. A similar SEI-film on 

graphite electrodes in a G4-electrolyte was recently studied with a synchrotron XPS by Maibach et 

al.,174 who found a 3 nm to 8 nm thick SEI-film mainly composed of hydrocarbons and Na-salt 

decomposition products. 

Hints for an SEI-formation can also be found in the EQCM data in Figure 53. The fact that the resonance 

frequency as well as the damping of the EQCM signal does not return to their original value indicate 

an irreversible change of the electrode-electrolyte interface. This can be viscosity changes of the 

electrolyte, roughness changes of the sample surface or the precipitation of a surface film, such as the 

SEI.  

The more interesting part of the EQCM data is the frequency Δ𝑓 and damping changes Δ𝑤 coinciding 

with the intercalation/de-intercalation peaks (Figure 53 (b)). As mentioned above, the term EQCM 

should be handled with care, since this technique is far from being a mass sensor, especially when the 

electrode surface is not an acoustically thin, homogenous and rigid film.313, 315, 319 The more accurate 

terminology is, as was proposed by Daikhin et al.,177 in-situ hydrodynamic spectroscopy. According to 

equations (70) and (71), a simultaneous analysis of the resonance frequency 𝑓 and the damping 𝑤 of 

the quartz oscillator provides a tool to study structural changes of a porous electrode in a similar 

manner as other techniques, like XRD for instance. 

In the present case, where the electrode is coated with an inhomogeneous layer of porous, thick 

particles, immersed into an electrolyte, the system is far from the ideal Sauerbrey conditions. If one 

treated the first de-intercalation peak in Figure 53 (b) with the purely gravimetric Sauerbrey model, 

one would obtain a frequency change of 500 Hz from the expected mass decrease estimated by the 

electric charge of the CV-peak. In fact, a 2 kHz frequency shift is detected.  
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Thus, more advanced models, such as the Daikhin model177, 319 must be applied. This model takes 

viscoelastic effects and morphological parameters of the particles on the quartz, like particle size, 

roughness and porosity, into account. On the other hand, this model requires semi-spherical, 

homogenously distributed particles with a sharp size distribution. These requirements can hardly be 

met, which is why Daikhin´s model is only applied qualitatively here. A close look to equations (70) 

and (71) reveals that under otherwise identical conditions, an increase of particle size 𝑟 results in a 

lowering of Δ𝑓 and an increase of Δ𝑤 (Figure 30). 

Hence, the decrease of frequency during the negative scan in Figure 53 (a) can be explained by the 

growth of graphite particles, when inserting the Na+(G3)1-complexes, which also leads to the expected 

increase of the damping Δ𝑤. Below 0.3 V Δ𝑓 remains constant, since here, the electrode is probably 

fully sodiated and the particle size no longer changes. Until the de-sodiation peaks are reached, Δ𝑓 

and Δ𝑤 remain constant, and with the onset of de-intercalation the previous processes are reversed. 

Daikhin´s model can be nicely discussed for the example of the de-sodiation peaks in Figure 53 (b). As 

is known from XRD, graphite undergoes a phase transition from a stage 1 to a stage 2 GIC, being 

associated with a considerable particle shrinkage. The larger step of 𝛥𝑓 towards less negative values 

and of Δ𝑤 (less positive) in fact is fully consistent with the predictions from this model. Other than by 

XRD, however, the subsequent smaller de-intercalation peaks can be resolved by EQCM, while the 

change in Δ𝑓roughly scales with the amount of electric charge involved. In the purely gravimetric 

Sauerbrey-model, the change in Δ𝑓 would also be expected, since it is directly connected to a mass 

change of the electrode layer. Even though no quantitative analysis can be done here, the stepwise 

change of the EQCM-signals might be explained by the stepwise change in particle size when they 

undergo transitions from the stage 2 to higher stage compounds in the regime of the later de-

intercalation peaks. A quantitative analysis requires further experimental studies with optimized 

coatings and model refinements. Nevertheless, it is remarkable, how well the EQCM responds to 

structural changes in the graphite particles in this system. In-operando XRD cannot resolve the phase 

transitions of the higher staging GICs. 

It is worth mentioning that researchers have been seeking for possibilities to apply EQCM to battery 

research by decorating the quartz with electrode particles. In literature, a few examples can be found, 

where the SEI formation in LIBs,145 the Li+-intercalation into V2O5
351, 352 or the charging behavior of 

carbon cathodes in Li-S-batteries are studied.353 The only reasonable frequency changes, which are in 

the same order of magnitude as in the present study, were observed in the study by Novák et al.,145 

while in all other studies frequency changes of only a few Hz upon charging/discharging are observed, 

which is more than doubtful to relate them to intercalation phenomena. Moreover, the herein 

presented experiment with the sodiation/de-sodiation of graphite in the G3-electrolyte with its 

excellent correlation between EQCM signal and electrochemical phase transitions can be an ideal 

reference system to prove predictions of theoretical models and to close the gap between theory and 

experiment. This on the other hand requires to make use of particles, which are at least approximately 

semi-spherical, equally distributed on the quartz and homogenous in size distribution. 

In summary of this section, the reversible intercalation/de-intercalation behavior of solvated Na-ions 

into graphite and the concomitant formation of ternary Na-GICs was studied by a variety of in-

operando techniques. XRD, STM and EQCM complement each other and help to gain deeper 

understanding of the classical electrochemical measurements. Upon discharge in the glyme 

electrolytes, the graphite electrodes intercalate Na+(Gx)y-complexes, which results in a stage 2 Na-GIC 

(NaC48) in all electrolytes. A full discharge forms a stage 1 Na-GIC with a stoichiometry of NaC18 for the 

G1, G2 and G4 system, while a NaC30-stoichiometry is reached for the G3-electrolyte. The direct 

visualization of ion-intercalation phase transitions of a battery electrode is visualized by STM on an 
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atomic scale for the first time here. This technique provides a, so far unique, direct measure of local 

diffusion rates of intercalated species in an electrode host. When applied as in-situ hydrodynamic 

spectroscopy technique, EQCM can give additional information about the intercalation mechanism, 

which cannot be resolved so well by other techniques, such as XRD. In total, one can say that a valuable 

understanding of the, until recently still as impossible believed Na-intercalation into graphite is gained, 

which is the basis for the further development of the NIB technology. 

 Morphological effect of V2O5 cathodes in NIBs 
The electrochemical phase transitions of a V2O5 positive electrode operated in a NIB are systematically 

studied in Figure 58. Discharging the electrode to 1.5 V results in a sodiation of the pristine layered 

orthorhombic α-V2O5 (Pmmn space group)287 with an interlayer spacing of 4.4 Å229, 354 to the α’-NaV2O5 

phase (Pmmn space group).287 From the electric charge inserted during this phase transition and its 

irreversible character, the following irreversible reaction is suggested: 

𝑉2𝑂5 + 𝑁𝑎
+ + 𝑒−  →  𝑁𝑎𝑉2𝑂5 (72) 

The α’-NaV2O5 has a slightly increased interlayer distance with 4.8 Å.229, 354 The ex-situ STM experiment 

in Figure 59 also shows a slight increase of the interlayer spacing (Figure 60 (b)) after having passed 

the first cathodic reduction peak in the CV. An exact quantification of the lattice expansion, however, 

is difficult, since, due to the large level of noise, there is a relatively large uncertainty connected to the 

STM data. The irreversible character of this phase transition is also confirmed by STM, because no 

change of the interlayer spacing is observed, when the potential of the V2O5 single crystal is increased 

to 4 V again (Figure 60 (c)). 

Exposing the NaV2O5 to an even lower potential, i.e. to 1.0 V for the powder electrode (Figure 58 (b)) 

and to 0.05 V for the single crystal (Figure 59), a second Na-ion is inserted into the electrode: 

𝑁𝑎𝑉2𝑂5 + 𝑁𝑎
+ + 𝑒−  ⇌  𝑁𝑎2𝑉2𝑂5 (73) 

This phase transition now is reversible, as the cathodic reduction peaks in the CV are accompanied by 

anodic peaks. The theoretical capacity of Na2V2O5 is 235.2 mAh g-1, which is almost reached during the 

first discharge of the commercial V2O5 micro grains (Table 1). According to literature, the Na2V2O5 

crystal has a bilayered structure with a lattice parameter of 16.1 Å.227 This is in agreement with the 

observations made by STM (Figure 60 (d)), where an increase of the step heights is observed, 

underlying a strong scattering though. The reversible character of this phase transition also shows up 

in STM, where the de-sodiation of the Na2V2O5 to the NaV2O5 results in a shrinkage of the lattice back 

to the previously observed value for the NaV2O5 (Figure 60 (e)). 

A deep discharge to 0.01 V for the powder electrode (Figure 58 (c)) is believed to be connected to the 

insertion of a third Na-ion: 

𝑁𝑎2𝑉2𝑂5 + 𝑁𝑎
+ + 𝑒−  ⇌  𝑁𝑎3𝑉2𝑂5 (74) 

The experimentally observed difference of the Na2.6V2O5 stoichiometry to the suggested Na3V2O5 

structure can be explained by the fact that the inserted charge in this case was obtained from the CV 

peak and not as in the other cases from the voltage profiles of the first discharge curve, which usually 

is the more accurate method. The Na3V2O5 stoichiometry was also found by others, for instance 

Moretti et al.231, who used a V2O5-aerogel negative electrode. The cathodic reduction peak connected 

to this phase transition only occurs in the first cycle (Figure 58 (c)) and thereafter the CV becomes 

smooth and featureless with an increased current difference between positive and negative scan. 

According to Moretti´s study,231, 32 the insertion of a third Na-ion into the electrode results in an 

irreversible crystal structure formation with a destroyed long-range order. 
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With the knowledge about the electrochemical phase transitions caused by the insertion of Na-ions 

into the V2O5 lattice, one can discuss the effect of electrode morphology on the battery performance. 

The two best performing materials are the nano-structured V2O5 nanobundles and the V2O5-TiO2 

nanobundles, where especially the V2O5 nanobundles showed an outstanding performance. This 

concerns the much higher energy densities, energy efficiencies and operating voltages of those 

materials compared to the other V2O5 electrodes, coupled to a much depressed capacity fading and 

prolonged lifetime plus a better response to high current rates. 

Discharging the V2O5 nanobundles and the V2O5-TiO2 nanobundles for the first time, does not, in 

contrast to most other materials, result in an irreversible capacity loss, meaning that the intercalation 

mechanism discussed in equations (72) to (74) as observed for the highly crystalline commercial V2O5 

micro grains must be different. From the electric charge inserted into the V2O5 nanobundles more 

than one Na-ion is reversibly intercalated/de-intercalated, namely Na1.42V2O5. This might result from 

an increased defect density of the nano-sized needles and an increased degree of amorphization. 

Another factor contributing might be the fluoride traces from the synthesis procedure. 

The different shape of the dQ/dV-plots (Figure 61 and Figure 62) of both materials reminds of a 

capacitive double layer charging, which from an estimation of pure non-faradaic currents can be ruled 

out, since this would yield much smaller capacities than those observed here. Hence, the 

charge/discharge capacities of the V2O5 nanobundles and the V2O5-TiO2 nanobundles result from 

faradaic processes and are not simply a consequence of a capacitive charging due to the increased 

surface area. 

The increased operating voltage of the nanomaterials is remarkable. Moreover, when taking a look at 

the dQ/dV-plots of the first three cycles of the ‘highly’ crystalline materials (Figure 61), one sees a 

peak shift of the reversible peaks to more positive potentials each cycle. Intercalating ions such as Na+ 

or K+ leads to an amorphization of the vanadium-oxide lattice, decreasing the electrode lifetime.355 A 

greenish discoloration of the glass fiber separators found after cell disassembly (post mortem) is 

another indication of an amorphization and loss of structural integrity of the V2O5 particles upon 

continuous sodiation/de-sodiation. Thus, the increased voltage of the amorphous nanomaterials and 

the voltage increase concomitant to the particle amorphization during cycling indicate a relation 

between operating voltage and grade of amorphization, where Na-ions can intercalate/de-intercalate 

at more positive potential for more amorphous materials. A reason for this might be the increased 

number of surface defects, offering more and energetically different intercalation sites. Additionally, 

the intercalation sites of the nanostructured materials are all ‘near surface’ and the increased number 

of defects might lead to energetic deviations from the ideal crystalline structure, which both can 

thermodynamically facilitate the Na-ion insertion/de-insertion and increase the operating voltage. 

The observed capacity drop and the increased voltage difference between oxidation and reduction at 

higher current rates are influenced by the electronic resistance of the electrode layer, the charge 

transfer resistance and the Na-ion diffusion within the electrode material. In order to reach their 

intercalation sites, Na-ions have to diffuse through the electrode material, which can limit the 

applicable charge/discharge rates. In nanomaterials, the surface to bulk ratio is increased, decreasing 

the diffusion length and minimizing the diffusion limitation. Moreover, the contact of the V2O5 

nanomaterials to the conductive carbon is increased compared to micro materials, reducing the 

electronic resistance, also favoring the rate capability and lowering the voltage differences between 

oxidation and reduction. Also for other electrode materials with poor electronic conductivity, for 

instance the polyanionic compound Na3V2(PO4)3, nano-structuring helps to increase the electronic 

contact to the conductive carbon.29, 356 
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The prolonged lifetime of the nanomaterials is strongly increased compared to more crystalline 

materials, where the capacity fading might be related to an amorphization of the V2O5 particles and 

loss of electric contact of the active material. Also in LIBs, V2O5 electrodes suffer from similar problems. 

Here, a common strategy to increase the stability and battery lifetime is to blend the V2O5 with small 

amounts of TiO2.357–362 Different stabilizing effects are debated in literature, where Davies et al.357 

suggested a mechanism based on the preferential reduction of Ti4+ compared to V5+, preventing a 

reorganization of the V2O5 microstructure. Another mechanism proposed is a change of the lattice 

structure and interaction force between two adjacent vanadium-oxide layers by adding TiO2.358 A third 

possibility discussed is the prevention of V2O5 particle detachment into the electrolyte by embedding 

them into a TiO2 matrix.360, 361 In the present study, the stabilizing principle of the V2O5 electrodes with 

TiO2 against degradation was transferred to a NIB. XRD data of the V2O5-TiO2 nanobundles only shows 

very weak peaks, probably due to the high grade of amorphization. The 531.3 eV binding energy of 

the O1s XPS-peak is also close to the typical value (529.4 eV to 531.2 eV) known for TiO2.363 Thus, XRD 

and XPS data suggest a homogeneous mixture of V2O5 and TiO2 rather than an integration of the latter 

into the V2O5 lattice, ruling out the stabilization mechanism with an increased interaction force 

between two adjacent V2O5 layers. 

The V2O5-TiO2 nanobundles show the weakest performance loss of all materials (Figure 63 and Table 

1), closely followed by the pure V2O5 nanobundles. In fact, the energy density as well as the capacity 

of the V2O5-TiO2 nanobundles are significantly smaller than for the pure V2O5 nanobundles. This on 

the other hand means that the V2O5 amorphization indeed is a plausible degradation mechanism, since 

compared to highly crystalline materials, the ‘amorphous‘ nanomaterials degrade much less, because 

they are already amorphous from the beginning. Similar observations were also made by Uchaker et 

al.230 Thus, due to a reduced loss of electric contact of the V2O5 with the conductive carbon and current 

collector, an amorphous morphology of the V2O5 electrode is beneficial compared to highly crystalline 

V2O5 materials with regard to the cycling stability. 

The lower capacity and energy density of the V2O5-TiO2 nanobundles compared to the pure V2O5 

nanobundles amounts to 12 %, respectively 16 %, while the weight contribution of TiO2 to the active 

material with 10 % is similarly high. Thus, it seems that all the TiO2 is electrochemically inactive and 

only lowers the specific capacity and energy density accordingly. 

In conclusion, one can say that the V2O5 nanobundles outperform all other materials in battery 

performance. As such, they possess a practical capacity (100th cycle) of 85 mAh g-1 with a 83 % capacity 

retention after 100 cycles, an energy density of 266.5 mWh g-1, a 2.4 V discharge voltage with 98 % 

coulombic and 77.2 % energy efficiency. Moreover, it was found that the grade of amorphization is 

the key parameter determining the battery performance: amorphous V2O5 degrades much less 

compared to highly crystalline materials, has a better contact to the conductive carbon lowering 

voltage losses and has decreased diffusion paths being beneficial at high current rates. 

 Graphite | V2O5 full cell 
The superior performance of the graphite electrode in the G4-electrolyte motivated the choice of this 

electrolyte for the full cell studies. Moreover, the influence of the electrolyte solvent on the Na-

intercalation electrochemistry with V2O5 was minor (Figure 67). Thinking about the graphite 

electrochemistry, huge differences were observed between carbonate and glyme electrolytes. In 

carbonate electrolytes, the Na-ions would need to strip off their solvation shell before intercalating 

into the graphite, contrary to the glyme electrolytes, where the Na-ions co-intercalate together with 

their solvation shell. Since no big difference of the intercalation behavior of Na-ions into V2O5 between 

the classical carbonate based electrolytes to the glyme solvents is observed, a solvent independent 
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intercalation mechanism can be assumed and thus, it can be concluded that also in glyme electrolytes, 

the Na-ions lose their solvation shell before intercalating into the V2O5 lattice. The minor differences 

observed between the different solvents mainly concern the high voltage regime of the G1- and G2-

CVs (Figure 67 (c) and (d)). In both cases an oxidative current is found above 3.8 V, which probably can 

be linked to an SEI-formation since the G1 and G2 are oxidized. 

The irreversible capacity observed during the first discharge (sodiation) of a graphite electrode in 

Figure 65 is caused by an SEI-formation, also showing up in the increased differential capacity in the 

dQ/dV-plot of the first cycle.174 This SEI-formation is also responsible for the irreversible capacity loss 

of the graphite | V2O5 full cell when charging it the first time (Figure 68 (a)), since then the negative 

graphite electrode is sodiated, going along with an electrolyte reduction. 

The dQ/dV-plot (Figure 68 (b)) is not straightforward to interpret, since its negative sweep is a 

superposition of the negative sweep of the V2O5 electrode and the positive sweep of the graphite 

electrode. The positive sweep of the dQ/dV-plot on the other hand is a superposition of the positive 

V2O5 electrode sweep and the negative graphite sweep. Moreover, the voltage cannot be related to a 

reference potential, since the full cell was operated in a two-electrode configuration and no Na-RE 

was used. The increased differential capacity of the first charge, however, can be ascribed to the SEI-

formation on the graphite electrode. 

For further information, one can try to reconstruct the charge/discharge behavior of the full cell 

(Figure 68) from two separate half-cell studies, a Na-graphite (MCMB) and a Na-V2O5 (nanobundles) 

half-cell. Figure 76 (a) for example shows the discharge curve of the V2O5 electrode (sodiation) and 

the charge curve of the graphite electrode (de-sodiation), as it happens during discharge in a 

graphite | V2O5 full cell. At the intersection of both curves, the expected cell voltage of the full battery 

is zero. Reversing both processes would correspond to the full cell charging (Figure 76 (b)). Both 

electrodes had an approximate reversible capacity of 90 mAh g-1 and were cycled at 50 mA g-1. From 

the voltage differences of both charge/discharge profiles in Figure 76 (a) and (b) the voltage profile in 

(c) can be calculated, which is the theoretically expected charge/discharge behavior of a full cell 

computed from two half-cell experiments. This curve qualitatively resembles the voltage profile of the 

real full cell in Figure 68 (a). Figure 76 (d) shows the corresponding dQ/dV-plot. 
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Figure 76: In order to understand the phase transitions observed in the charge/discharge experiment 
with the graphite | V2O5 full cell presented in Figure 68 (a), one has to consider each half-cell reaction 
separately. Upon discharge of the full cell the V2O5 positive electrode (nanobundles) is sodiated 
(discharged) and the graphite negative electrode (MCMB) is de-sodiated (charged) (a). Both processes 
are reversed when charging the full cell (b). From the voltage difference between both curves in (a) 
and (b), one obtains the charge/discharge profiles ‘predicted’ for the graphite | V2O5 full cell from pure 
half-cell studies (c). These voltage profiles finally result in the dQ/dV-plots shown in (d), which can be 
compared to the experimentally measured dQ/dV-plot of the real full cell in Figure 68 (b). Both half-
cell studies shown here were measured with a graphite and a V2O5 electrode (both with ca. 90 mAh g-

1 reversible capacity) at 50 mA g-1 in 1 M NaClO4 in G4 with a Na counter electrode. 

Now, the above introduced peak nomenclature comes into play: each peak in Figure 77 (a) and (b) is 

uniquely labelled and numbered for the graphite, respectively V2O5 electrode. From the peak 

potentials of the two half-cells (Figure 77 (a) and (b)), each peak of the pure materials can be ascribed 

to a peak in the dQ/dV-plot of the computed full cell (black curve in Figure 77 (c)). Overlaying the 

computed dQ/dV-plot with the experimentally measured curve of the full cell (grey), certain 
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similarities become obvious. Both curves for instance show a large positive peak surrounded by 

different smaller peaks and several similar looking negative peaks. The computed curve on the other 

hand shows sharper and more separated peaks than the dQ/dV-plot of the real full cell. Moreover, 

the negative peaks of the real cell are shifted to more negative voltages and the positive peaks to 

more positive values compared to the predicted values. This might have different reasons, for instance 

the initially unbalanced electrodes in the full cell. The electrodes were chosen such that the capacities 

of the graphite and the V2O5 electrode match after prolonged cycling. Hence, the observed voltage 

shift can be explained by the fact that the V2O5 electrode is only partially sodiated/de-sodiated during 

the first cycles, as it has a much larger capacity than the graphite electrode. From the peak-assignment 

in Figure 77 (c), one also sees that most of the peaks observed in the dQ/dV-plot of the full cell mainly 

originate from phase transitions of the graphite electrode, while the vanadium oxide rather 

contributes to the constant background in differential capacity. 

 

Figure 77: dQ/dV-plots of a graphite (MCMB) (a) and a V2O5 (nanobundles) electrode (b) of a half-cell 
as well as a comparison of the theoretically expected full cell dQ/dV-plot (black) determined in Figure 
76 (d) to the measured curve (grey) from Figure 68 (b). All experiments were measured at a rate of 
50 mA g-1 in 1 M NaClO4 in G4. 
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Analyzing the battery capacity (Figure 69 (a)), one sees that the initial capacity is close to 90 mAh g-1, 

which is a typical value for the graphite electrode. When assembling the battery, the graphite and 

V2O5 electrodes were chosen such that both electrodes have the same capacity after having surpassed 

the initial capacity drop of the V2O5 electrode. Thus, in the beginning of cycling the full cell, the cell 

capacity is limited by the capacity of the graphite electrode. At the same time, one observes a decrease 

in capacity, which, however, is much weaker than when cycling V2O5 in a full cell. The reason for this 

might be that the V2O5 electrode in the full cell is only partially charged/discharged, which limits the 

V2O5 degradation. In addition, the irreversible first cycle V2O5 capacity loss has already been dealt with 

when sodiating the V2O5 electrode before putting it into the full cell. 

For energy storage, the energy density and the energy efficiency are of interest (Figure 69 (b)). Here, 

one has to pay a huge energy penalty between charging and discharging this battery, which is reflected 

by the energy efficiency. In the present case, the energy efficiency is slightly larger than 50 %, which 

is lower than for other (commercial) electrochemical energy storage devices like LIBs (ca. 90%),5, 6 lead-

acid batteries (70 % - 90 %),5, 6, 364 Ni-Cd batteries (60 % - 70 %),5 Na-S batteries (75 % - 85 %),6, 364 

vanadium redox flow batteries (60 % - 90 %)5, 6 or supercapacitors (90 % - 95 %).5, 6 Fuel cells have a 

relatively low round trip efficiency of 20 % to 50 %,5, 6 since the hydrogen production through 

electrolysis with < 60 % is relatively inefficient.5, 6 Other technologies with high energy efficiency are 

mechanical flywheels (> 90 %)5, 6 and superconducting magnetic energy storage devices (> 90 %).5, 6 

Pumped hydro power (60% - 90 %)5, 6, 364 and compressed air (50 % - 90 %)5, 6, 364 have intermediate 

energy efficiencies, whereas considerable energy losses occur for thermal energy storage devices 

(30 % - 60 %).5, 6 Considering the total weight of active material, the obtained energy density of the 

graphite | V2O5 cell amounts to 49.2 mWh g-1. An energy density of 60 mWh g-1 was reported for a 

graphite | P2-Na0.7CoO2 cell170 and 120 mWh g-1 for a graphite | Na1.5VPO4.8F0.7 cell.169 The low 

energy efficiency and density of the graphite | V2O5 NIB originates from voltage losses mainly 

stemming from the V2O5 electrode (0.8 V, Figure 64 (b)) and less from the graphite (0.2 V, Figure 66 

(c)), as already discussed in section 5.3. 

 General Discussion 
Having discussed the SEI-formation, the Na+(Gx)y co-intercalation, the NaxV2O5 electrochemistry and 

the graphite | V2O5 full cell separately in the previous sections, correlations between the different 

aspects shall be discussed in the following. Moreover, the specialties of the advanced experimental 

techniques shall be compared here. 

A process observed in all electrochemical systems studied in this thesis is the SEI-formation. The SEI 

can either be a consequence of an electrolyte reduction at the negative electrode or of an electrolyte 

oxidation at the positive electrode. SEI components at the positive electrode found in carbonate based 

electrolytes contain alkoxy species (RO), ethers (ROR), esters (ROOR), alkyl fluoroformates (ROCOF), 

carboxylic acids (RCOOR), lithium carbonates (Li2CO3), lithium alkyl carbonates (ROCO2Li), 

fluorophosphates (PFx), carboxylates (-COO-) and CO2,338–340 whereas the negative electrode SEI is a 

complicated multicomponent structure composed of inorganic compounds such as oxides, fluorides, 

phosphates and carbonates in vicinity to the electrode, and of more organic species like oligomers and 

polymers in farther distance to the electrode.79, 116, 127–130 

Depending on the electrolyte solvent used, huge differences in the SEI-formation and the battery 

lifetime can be observed: while EC seems to be a good SEI-former, PC is fairly harmful for graphite 

electrodes, as a strongly enhanced propylene gas formation upon PC reduction delaminates graphene 

flakes, destroying the electrode. Often, electrolyte additives are used to improve the SEI properties, 

for example ethers such as linear glymes, which are beneficial because they inhibit detrimental side 
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reactions by chelating harmful species like LiF in LIBs.365–367 That pure glyme electrolytes work well for 

LIBs and NIBs was demonstrated by Jache et al.18 in 2014. The experiments conducted in this thesis 

also showed an SEI-formation on the graphite electrodes in all tested electrolytes: in LIBs with an 

EC/DMC electrolyte and in NIBs with an EC/DMC, EC/PC and Gx electrolyte. In all cases, the SEI-

formation was a result of the electrolyte reduction resulting in a precipitation of a thin SEI layer on 

the graphite surface. 

In direct comparison between the SEI-formation in a LIB and a NIB with an EC/DMC electrolyte, the 

SEI-formation follows similar mechanisms, as can be seen from the CVs in Figure 36 (b) and Figure 42 

(a) after correcting the potential scales of the Li/Li+ respectively Na/Na+ reference electrodes. The SEI-

formation in glyme based electrolytes is still subject of various research topics, such as for graphite 

electrodes in NIBs,368 or the dendrite free reversible plating of different alkali metals for applications 

in metal-ion,369 metal-air370 or metal-sulfur batteries.371 The SEI-formation on a graphite electrode 

with a glyme-based electrolyte in a NIB results in a very thin surface film of thicknesses in the range 

of 10 nm,368 which is in the same range as observed in the STM studies (Figure 48 and Figure 51) and 

SEI-films in classical carbonate electrolytes (Figure 40). In all cases, i.e. for EC/DMC and Gx electrolytes, 

the SEI properties are beneficial for a proper operation as a reversible battery electrode. 

Another commonality observed in the LIB and NIB electrochemistry of graphite electrodes is the co-

intercalation of solvated Li- and Na-ions. When solvated Li+(EC)y complexes intercalate into graphite, 

an interlayer spacing of roughly 5.0 Å versus a twice as thick interlayer spacing for the Na+(Gx)y 

intercalation was found. Another difference between the co-intercalation of Li- and Na-ions is the fact 

that the Li-co-intercalation is irreversible in carbonate electrolytes, whereas for Na-ions in glyme 

electrolytes it is reversible. Both can be explained by the difference of the solvent, since the co-

intercalation of Li+(Gx)y and Na+(Gx)y complexes is very similar and reversible in both cases.18 One 

interesting observation of Jache´s et al.18 results is that the electrode capacity of graphite upon 

lithiation reduces to ca. 100 mAh g-1 when switching the electrolyte solvent from EC/DMC (ca. 

370 mAh g-1) to a glyme-electrolyte, where the electrode capacity is the same for a LIB and a NIB. Thus, 

once one co-intercalated Li+(Gx)y respectively Na+(Gx)y complexes into the graphite, further 

intercalation of uncoordinated ions is prevented, even though only a third of the theoretical capacity 

of a graphite electrode in a LIB is reached. The lower capacities in Gx electrolytes might be explained 

by the bulky Li+(Gx)y respectively Na+(Gx)y complexes, which of course have a much larger volume 

compared to the naked ions. 

Another question about the differences of the reversible co-intercalation in Gx electrolytes and the 

irreversible co-intercalation in EC/DMC electrolytes is, whether the capacity of the irreversible Li+(EC)y 

complexes and of the reversible Li+(Gx)y complexes is the same. And why is the co-intercalation of the 

Li+(EC)y complexes irreversible and the co-intercalation of Li+(Gx)y complexes reversible? In a LIB with 

a graphite electrode, the irreversible capacity loss during first discharge in an EC/DMC electrolyte is 

pretty close to the reversible co-intercalation capacity with a glyme electrolyte.372 The answer to the 

question, why the Li+(EC)y complexes are irreversibly trapped in the graphite after co-intercalation and 

the Li+(Gx)y complexes are still accessible, might help to make the irreversible capacity loss of LIBs 

during the first lithiation of the graphite utilizable and to significantly increase the reversible electrode 

capacity. 

The direct comparison of the SEI-formation and the co-intercalation in the EC/DMC and Gx electrolytes 

leads to couple of questions: Does the EC/DMC-SEI seal the graphite step edges for solvated ions and 

remain permeable for unsolvated ions, while the Gx-SEI permits a transport of solvated ions? Does this 

in turn mean that if one first formed an EC/DMC-SEI and then exchanged the electrolyte for a Gx-

electrolyte, one would prevent any intercalation? Or in other words: Would an electrode with a Gx-SEI 
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operated in an EC/DMC electrolyte permit a reversible Li-ion intercalation without the irreversible 

capacity loss caused by the trapped ions in the electrode? The fact that coulombic efficiencies in Gx 

electrolytes are far above 99.9 % (Figure 66 (a)) after finalizing the SEI-formation indicates that once 

the Gx-SEI is formed, no further solvent is reduced. This is a clear indication that the Gx molecules are 

more stable against an electrochemical reduction on a graphite electrode compared to the 

carbonates. 

It is also of interest to compare the Li- and the Na-ion diffusion behavior in graphite. From the PITT 

measurement in Figure 35 conducted on the Li intercalation/de-intercalation in a graphite electrode, 

potential dependent diffusion coefficients can be determined (Figure 70). At the same time, the STM 

experiments conducted on the Na+(Gx)y co-intercalation into graphite (Figure 50) allowed to determine 

a mean diffusion rate of the Na+(Gx)y complexes inside the graphite lattice, which within a 10 s time 

interval amounted to 5.9 nm s-1 for the Na+(G3)1 complex and to 22.1 nm s-1 for the Na+(G4)1 complex 

(Figure 75). Considering the ion diffusion inside the graphite as a random walk problem, the mean 

displacement in x-direction 𝑥2̅̅ ̅ of an ion after a certain time 𝑡 is linked to its diffusion coefficient 𝐷 

according to:47 

𝑥2̅̅ ̅ = 2𝐷𝑡 (75) 

From this equation a time dependent diffusion velocity or rate 𝑣𝐷 ∶= 𝑥̅ 𝑡⁄  can be determined, which 

is: 

𝑣𝐷 = √
2𝐷

𝑡
 (76) 

Thus, the diffusion rate of the Na+(Gx)y complexes in the graphite can be - considering a constant 

diffusion rate within the 10 s time period - translated into a diffusion coefficient. For the Na+(G3)1 

complex one calculates a diffusion coefficient of 8.7 10-12 cm2 s-1 and for the Na+(G4)1 complex one 

obtains 1.2 10-10 cm2 s-1 as a diffusion coefficient. This is in good agreement with the diffusion 

coefficients found for the Li-ions, which most of the time is in the range from 10-10 to 10-11 cm2 s-1. This 

comparison further underlines the scientific potential of in-operando STM, as it was used in the 

present studies. 

Picking up on the different in-operando techniques used, one can say that each method brings about 

some advantages. XRD is an integral technique and allows to very precisely determine crystal 

structures and to follow their changes as one conducts electrochemical experiments. The XRD cell 

used in this study was a custom made cell specifically designed for battery applications, where the cell 

is sealed via a very thin (6 µm) Al-foil, which is transparent for the X-rays and allows to analyze the 

electrode under operating conditions without exposure to air, which is a major drawback of ex-situ 

XRD-studies mostly conducted in literature. The time resolution, however, is limited to several 

minutes. EQCM with the graphite coated quartzes is another integral technique to detect particle 

growth/shrinkage upon intercalation/de-intercalation and has a time resolution of a few seconds. The 

EQCM data presented in Figure 53 are the first ever published data showing a direct relation between 

EQCM signal and ion intercalation into a battery electrode material. At the same time, the resolution 

of this technique surpasses the XRD resolution, as it can clearly resolve each phase transition of the 

graphite lattice upon sodiation. This novel technique must still be further optimized and theoretical 

models must be refined in order to explore the full capabilities of this method. Compared to XRD and 

EQCM, STM is no integral technique. That is a major advantage in terms of quantifying topographical 

surface changes on an atomic level. Moreover, STM is an imaging method, permitting direct 

visualizations of surface changes, giving valuable local information about various surface processes. 
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Besides the quantification of lattice expansions, STM also allows to localize the intercalation sites, to 

visualize SEI-formation and to measure ion diffusion all at the same time within the same cell and 

under identical experimental conditions. A shortcoming of STM regarding the necessity of a 

conductive sample, thinking about the semi-conductive V2O5 electrodes, might be circumvented by 

using SECPM as a similar SPM technique. Here, only preliminary SECPM results were shown, which 

demonstrated an equal spatial resolution as in STM without being limited by the sample conductivity. 

Also here, further fundamental work is required to fully understand the method and to optimize it for 

applications, such as imaging battery processes on poorly conductive substrates. 

7 Summary and Conclusions 
To summarize, the development of a fully operating NIB is shown, ranging from fundamental studies 

via optimization studies of the electrolyte and electrode morphology to studies of a full cell, combining 

the knowledge gained before. The fundamental studies gave an atomistic understanding of the 

relevant processes, such as the formation of a solid electrolyte interphase and intercalation 

mechanisms of Li- and Na-ions into graphite as well as V2O5. Based on these studies, different battery 

components like the electrolyte and the electrode morphology were optimized and finally unified in a 

rechargeable graphite | V2O5 NIB. 

Besides the battery studies, a multitude of advanced characterization techniques was applied and 

further developed. Here, two techniques shall be highlighted: STM, operated as in-operando 

technique and EQCM with graphite coated quartzes, also known as in-situ hydrodynamic 

spectroscopy. For the latter, an experimental proof of principle for application to battery materials 

and the corresponding theoretical model to understand the observed changes in damping and 

resonance frequency was given for the first time. The in-operando mode of STM allowed to conduct 

mechanistic studies on the atomic level (SEI-formation and intercalation processes) and to get insight 

into timescales of these processes and study kinetic parameters such as the ion diffusion inside the 

electrode lattice. 

First, the formation mechanism of the SEI on a graphite electrode in a LIB was studied in section 5.1. 

The use of STM and its application as in-operando technique revealed different stages of SEI-

formation, which could be related to different reduction steps of the solvent molecules, i.e. EC and 

DMC, which in an initial step of SEI-formation co-intercalate into the graphite electrode when being 

coordinated around the Li-ions. The linkage of Li-ions with the solvent molecules is related to the first 

reduction step, which initially is still reversible. The reversibility of this process was proven for the first 

time. Later, an irreversible destruction of the solvent molecules and the release of ethylene gas explain 

the irreversible charge consumed during the SEI-formation and the partial exfoliation of graphene 

sheets from the graphite electrode. Real time STM imaging also allows to gain insight into timescales 

of the SEI growth. It was found that the SEI growth is a self-limited process lasting around 200 s under 

the experimental conditions applied herein. 

Following the principle of in-operando STM and using other in-operando techniques like XRD and 

EQCM, the SEI-formation was also partially studied on graphite electrodes in glyme-based electrolytes 

for NIBs. The main focus of section 5.2, however, was to understand the intercalation mechanism of 

solvated Na-ions into graphite. Until 2014, the intercalation of Na-ions into graphite was still believed 

to be impossible, as the formation of binary Na-GICs is energetically instable and the Na-ion diffusion 

in the graphite lattice is hampered, because the interaction force between a Na-ion and graphite 

lattice is too large. It was shown that this issue can be circumvented by reducing the Na+-graphite 

interaction force when co-intercalating the Na-ions together with their solvation shell and forming 

ternary Na-GICs. Concretely, the intercalation mechanism of Na+(Gx)y-complexes was studied with 
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linear ethylene glycol dimethyl ether homologues Gx, with x+1 O-atoms and where 1 < x < 4. STM 

allowed to image the phase transitions, which concurs with the electrochemistry and which allows to 

measure diffusion rates of the Na+(Gx)y-complexes inside the graphite lattice. For the Na+(G3)1- and the 

Na+(G4)1-complex a diffusion rate of 5.9 nm s-1 and 22.1 nm s-1 was found, respectively. With the other 

methods of EQCM and XRD, the understanding of the electrochemical phase transitions could be 

deepened: Na-insertion into graphite results in a multitude of phase transitions, which is similar in the 

G1-, G2- and G4-electrolytes. Here, the ternary Na-GIC first forms higher order staging Na-GICs, 

continuously changing following a Daumas-Herold staging mechanism by reaching a stage 3 and an 

intermediate stage 2 Na-GIC. Finally, a stage 1 Na-GIC is formed when fully sodiating the graphite. The 

G3-electrolyte showed a unique electrochemistry, strongly differing from the other electrolytes. The 

under-coordination of the Na-ion with O-atoms of only one G3-molecule in the solvation shell has a 

strong effect on the intercalation mechanism, since the interaction force between the Na-ion and the 

graphite lattice is increased, not only hampering the in-plane diffusion of the ions in the graphite 

lattice, but also leading to a decreased specific capacity. 

In the next section (section 5.3) the focus changed from graphite to V2O5 as electrode material for the 

positive electrode. Also here, fundamental studies on the Na-intercalation electrochemistry were 

conducted. First, a combination of cyclic voltammetry with an ex-situ STM study clarified the phase 

transitions the NaxV2O5 undergoes upon charging and discharging. The same phase transitions were 

found in the glyme electrolytes, where the Na-ions, in contrast to the graphite electrode, strip off their 

solvation shell before intercalating into the V2O5. Sodiating the pristine V2O5, which has an 

orthorhombic lattice with an interlayer distance of 4.4 Å, a first Na-ion is irreversibly inserted into the 

electrode forming an as well orthorhombic Na1V2O5 with a slightly increased interlayer spacing of 

4.8 Å. For the reversible charge storage, a second Na-ion is inserted, resulting in a major phase 

transition to a bilayered Na2V2O5 with a 16.1 Å lattice parameter. In contrast to the graphite electrode, 

the Na-ions lose their solvation shell prior to intercalation. 

The knowledge about the NaxV2O5 phase transitions helped to optimize the powder morphology of 

the V2O5 electrodes for battery operation. A widespread of V2O5 morphologies was synthesized, 

ranging from micrometer-sized powders with hollow or yolk-shell microspheres down to 

nanostructures such as V2O5 nanobundles. Tested in a NIB, a strong effect of the electrode topography 

on the battery performance is observed. This can also be seen in the Ragone plot in Figure 78, where 

the different V2O5 electrodes (purple symbols) are compared to each other and to electrode materials 

of different material classes presented in literature. Those include layered transition metal oxides 

(red), polyanionic compounds (yellow), hexacyanometalates (green) and organic materials (blue). In 

comparison to the other material classes, the V2O5 has slightly lowered operating voltages and 

relatively large capacities, counterbalancing each other. Consequently, with respect to energy density, 

V2O5 electrodes show a comparable performance, which of course is not the only criterion to judge 

electrode materials. One also has to consider material and fabrication costs, toxicity and other hazards 

as well as the lifetime. In order to illustrate the effect of lifetime, the measured battery parameters of 

the V2O5 powders are sketched in the Ragone plot twice, once at the beginning of cycle life (solid 

symbols) and once at the end of life (open symbols). Even though the layered transition metal oxides 

(red) seem to have a lowered energy density, they are a very promising material for NIB cathodes, 

since they possess a high cycling stability. 
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Figure 78: Ragone plot comparing the most prominent NIB positive electrode materials of different 

material classes, such as layered transition metal oxides (red), polyanionic compounds (yellow), 

hexacyanometalates (green), organic materials (blue) and the V2O5 electrodes presented in this study 

with their performance in the beginning of life (solid purple symbols) and end of life (open purple 

symbols). The star symbol marks the V2O5 nanobundles.50–75, 77, 91–94 

The Ragone plot also shows, how the electrode morphology affects the battery performance of the 

V2O5 electrodes. The measured capacities and operating voltages scatter over a wide range resulting 

in very different energy densities. It was found that nano-sized V2O5 nanobundles (star symbol) show 

the best battery performance in a NIB amongst all other synthesized V2O5 morphologies with an 

energy density almost reaching 500 mWh g-1 in the beginning of cycle life and maintaining a practical 

energy density of 200 mWh g-1 after 100 cycles. Moreover, the energy efficiency and the response 

characteristics to fast charging/discharging was much improved. The reason for the superiority of this 

material is the nano-size of the V2O5 bundles, which (i) reduces the diffusion length of Na-ions being 

beneficial for high rates, (ii) increases the surface to bulk ratio and thus increases the contact to the 

conductive carbon facilitating the electronic transport, (iii) offers more ‘near-surface’ intercalation 

sites resulting in larger voltages and (iv) suppresses electrode degradation being beneficial for a 

prolonged cycle life. 

Finally, a full Na-ion battery with a graphite and a V2O5 electrode was assembled and tested. The 

rechargeable battery cycled well, showing high energy losses in the round trip efficiency, however. 

Compared to commercialized and well established battery technologies like the lead-acid (70 % - 

90 %)5, 6, 364 or Ni-Cd batteries (60 % - 70 %),5 the achieved energy efficiency of more than 50 % of the 

graphite | V2O5 NIB prototype seems quite reasonable. The gap to the mature LIB technology (ca. 

90 %)5, 6 can be closed by further understanding, tuning and optimizing the battery components. The 

reason for the high energy losses was mainly found to be the V2O5 electrode, where the interplay with 

the graphite electrode and the electrolyte in the full cell is still unclear. 
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In view of the NIB technology in general, V2O5 might not take the step beyond the prototype level, 

mainly due to its limited lifetime. The application of graphite electrodes on the other hand seems to 

fulfill all necessary electrode requirements better than other materials, such as reasonable energy and 

power densities, lifetime, benign hazards and low costs, bringing the NIB technology one step closer 

to commercialization.  
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9 Appendix 

 Abbreviations 
abbreviation full name 

AFM Atomic Force Microscopy 

BET Brunauer-Emmett-Teller Theory / Technique 

BMP-TFSI 1-Butyl-1-Methylpyrrolidinium Bis(trifluoromethylsulfonyl)imide 

CE Counter Electrode 

CV Cyclic Voltammetry / Voltammogram 

DMC Dimethyl Carbonate 

DMF N,N-Dimethylformamide 

EC Ethylene Carbonate 

EC-STM Electrochemical Scanning Tunneling Microscopy / Microscope 

EDL Electrochemical Double Layer 

EIS Electrochemical Impedance Spectroscopy 

EQCM Electrochemical Quartz Crystal Microbalance 

EDS Energy Dispersive X-Ray Spectroscopy 

EG Ethylene Glycol 

FTIR Fourier Transformed Infrared Spectroscopy 

G1 Monoglyme / Ethylene Glycol Dimethyl Ether 

G2 Diglyme / Diethylene Glycol Dimethyl Ether 

G3 Triglyme / Triethylene Glycol Dimethyl Ether 

G4 Tetraglyme / Tetraethylene Glycol Dimethyl Ether 

GIC Graphite Intercalation Compound 

GITT Galvanostatic Intermittent Titration Technique 
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HOPG Highly Oriented Pyrolytic Graphite 

LDOS Local Density of States 

LIB Li-Ion Battery 

LSV Linear Sweep Voltammetry 

MCMB Mesocarbon Microbeads 

NIB Na-Ion Battery 

NMP N-Methyl-2-pyrrolidone 

NMR Nuclear Magnetic Resonance Spectroscopy 

NSOM Near-field Scanning Optical Microscopy 

OCP Open Circuit Potential 

PC Propylene Carbonate 

PITT Potentiostatic Intermittent Titration Technique 

ppm parts per million 

PVDF Polyvinylidene Fluoride 

PVP polyvinylpyrrolidone 

PZC Potential of Zero Charge 

RE Reference Electrode 

SECM Scanning Electrochemical Microscopy 

SEI Solid Electrolyte Interphase 

SEM Scanning Electron Microscopy / Microscope 

STM Scanning Tunneling Microscopy / Microscope 

TAB Teflonized Acetylene Black 

TEM Transmission Electron Microscopy 

TOF SIMS Time of Flight Secondary Ion Mass Spectrometry 

WE Working Electrode 

XPS X-Ray Photoelectron Spectroscopy 

XRD X-Ray Diffraction 

  



130 
 

 Symbols 
symbol name typical value / unit 

𝑎 collision frequency of species 𝑂𝑥 and 𝑅𝑒𝑑 𝑠−1 

𝐴 electrode surface 𝑐𝑚−2 

𝑎𝑖  activity of species 𝑖  

𝑎𝑜𝑥 activity of oxidized species  

𝑎𝑟𝑒𝑑 activity of reduced species  

𝛼 electron transfer coefficient  

𝑐 c-vector length perpendicular to the (00l)-plane Å 

𝐶 reactant concentration 𝑚𝑜𝑙 ∙ 𝑙−1 

𝐶𝑜 bulk electrolyte concentration 𝑚𝑜𝑙 ∙ 𝑙−1 

𝐶𝐸𝐷𝐿 electrochemical double layer capacity 𝜇𝐹 

𝐶𝑜𝑥(𝑥, 𝑡) concentration of oxidized species at position 𝑥 

and time 𝑡 

𝑚𝑜𝑙 ∙ 𝑙−1 

𝐶𝑜𝑥
∗  bulk concentration of oxidized species 𝑚𝑜𝑙 ∙ 𝑙−1 

𝐶𝑟𝑒𝑑(𝑥, 𝑡) concentration of reduced species at position 𝑥 

and time 𝑡 

𝑚𝑜𝑙 ∙ 𝑙−1 

𝐶𝑟𝑒𝑑
∗  bulk concentration of reduced species 𝑚𝑜𝑙 ∙ 𝑙−1 

𝑑 tip-sample distance 𝑛𝑚 

𝑑𝐸𝐷𝐿 EDL interpolate spacing Å 

𝑑ℎ𝑘𝑙 lattice constant of the (hkl)-plane Å 

𝐷0 diffusion coefficient 𝑐𝑚2 ∙ 𝑠−1 

𝛿 velocity decay length in a liquid √𝜂 𝜋𝜌𝑓0⁄  𝑛𝑚 

𝑒 elementary charge 1.602 ∙ 10−19 𝐶 

𝜀 Dielectric constant 𝐹 ∙ 𝑚−1 

𝜀0 vacuum permittivity 8.854 ∙ 10−12 𝐹 ∙ 𝑚−1 

𝜖 infinitesimal energy interval 𝑒𝑉 

E electron energy 𝑒𝑉 

𝐸𝑏𝑖𝑛𝑑𝑖𝑛𝑔 electron binding energy 𝑒𝑉 

𝐸𝐹 Fermi energy 𝑒𝑉 

𝐸𝑘𝑖𝑛𝑒𝑡𝑖𝑐 kinetic electron energy 𝑒𝑉 
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𝐹 Faraday constant 96485 ∙ 𝐶 ∙ 𝑚𝑜𝑙−1 

𝐹(𝑙 𝛿⁄ ) scaling factor of surface roughness  

𝑓0 quartz resonant frequency 𝑀𝐻𝑧 

Δ𝑓 resonant frequency shift 𝐻𝑧 

Δ𝑓𝑓𝑖𝑙𝑚 surface film induced frequency shift 𝐻𝑧 

Δ𝑓𝑙 liquid-induced frequency shift 𝐻𝑧 

Δ𝑓𝑚 mass-induced frequency shift 𝐻𝑧 

Δ𝑓𝜂 viscosity-induced frequency shift  𝐻𝑧 

Δ𝑓𝑃 pressure-induced frequency shift 𝐻𝑧 

Δ𝑓𝑅 roughness-induced frequency shift 𝐻𝑧 

Δ𝑓𝑠𝑙  slippage-induced frequency shift 𝐻𝑧 

Δ𝑓𝑇 temperature-induced frequency shift 𝐻𝑧 

Δ𝐺 Gibbs free energy 𝐽 

Δ𝐺𝑜𝑥
‡  reduction energy barrier for oxidized species 𝐽 

Δ𝐺0,𝑜𝑥
‡  reduction energy barrier of oxidized species at 

equilibrium 

𝐽 

Δ𝐺𝑟𝑒𝑑
‡  oxidation energy barrier for reduced species 𝐽 

Δ𝐺0,𝑟𝑒𝑑
‡  oxidation energy barrier for reduced species at 

equilibrium 

𝐽 

𝛾𝑖  Activity coefficient of species 𝑖  

ℎ root mean square of a roughness 𝑛𝑚 

ℎ𝜈 photon energy 𝑒𝑉 

ℏ Planck constant 1.055 ∙ 10−34 𝐽 ∙ 𝑠 

𝑖 Integer 1, 2, 3, … 

I ionic strength 𝑚𝑜𝑙 ∙ 𝑙−1  

𝐼 current 𝐴 

𝐼𝑝 peak current 𝐴 

𝐼𝑇 tunneling current 𝑛𝐴 

𝑗 current density 𝐴 ∙ 𝑐𝑚−2 / 𝐴 ∙ 𝑔−1 

𝑗0 exchange current density 𝐴 ∙ 𝑐𝑚−2 / 𝐴 ∙ 𝑔−1 
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𝑗𝑎 anodic current density 𝐴 ∙ 𝑐𝑚−2 / 𝐴 ∙ 𝑔−1 

𝑗𝑐 cathodic current density 𝐴 ∙ 𝑐𝑚−2 / 𝐴 ∙ 𝑔−1 

𝑘 wave vector 𝑛𝑚−1 

𝑘0 standard rate constant 𝑠−1 

𝑘𝐵 Boltzmann constant 1.381 ∙ 10−23 𝐽 ∙ 𝐾−1 

𝑘𝑜𝑥 standard rate constant of oxidation 𝑠−1 

𝑘𝑟𝑒𝑑 standard rate constant of reduction 𝑠−1 

𝜅 decay coefficient of a wave function 𝑛𝑚−1 

𝑙 Miller index  

correlation length of surface roughness 𝑛𝑚 

characteristic diffusion length 𝑛𝑚 

𝐿 thickness of interfacial layer 𝑛𝑚 

𝜆 wave length 𝑛𝑚 

𝜆𝐷𝑒 𝐵𝑟𝑜𝑔𝑙𝑖𝑒  De Broglie wave length 𝑛𝑚 

𝑚 particle density on the quartz 𝑐𝑚−2 

𝑚𝑒 free-electron mass 9.109 ∙ 10−31 𝑘𝑔 

Δ𝑚𝑎 average surface density of the adsorbed atoms 𝑔 ∙ 𝑐𝑚−2 

Δ𝑚𝑓 surface mass density 𝑔 ∙ 𝑐𝑚−2 

𝜇𝑖  chemical potential of species 𝑖 𝐽 ∙ 𝑚𝑜𝑙−1 

𝜇𝑖
0 standard chemical potential of species 𝑖 𝐽 ∙ 𝑚𝑜𝑙−1 

𝜇𝑞 shear modulus of the quartz 2.947 ∙ 1011 𝑔 ∙ 𝑐𝑚−1 ∙ 𝑠−2 

𝑛 number of transmitted electrons 1, 2, 3, … 

overtone number (EQCM) 1, 3, 5, … 

number of intermediate tunneling states (STM) 1, 2, 3, … 

diffraction order (XRD) 1, 2, 3, … 

𝑁𝐴 Avogadro constant 6.022 ∙ 1023 𝑚𝑜𝑙−1 

𝑛𝑖 Particle number of species 𝑖  

molar quantity 𝑚𝑜𝑙 

𝜈 potential sweep rate 𝑚𝑉 ∙ 𝑠−1 

𝜈𝑖 stoichiometric coefficient of species 𝑖  
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𝜈𝑜𝑥 stoichiometric coefficient of oxidized species  

𝜈𝑟𝑒𝑑 stoichiometric coefficient of reduced species  

𝜂 overpotential 𝑉 

viscosity of a liquid 𝑚𝑃𝑎 ∙ 𝑠 

𝑝 pressure 𝑃𝑎 

𝑃 probability density  

𝜙 electric potential 𝑉 

𝜙0 potential drop across diffuse layer 𝑉 

𝜙′ work function 𝑒𝑉 

𝜙′𝑠𝑎𝑚𝑝𝑙𝑒 work function of the STM sample 𝑒𝑉 

𝜙′𝑡𝑖𝑝 work function of the STM tip 𝑒𝑉 

𝜙(𝑧) potential of the energy barrier in the tunneling 

gap in STM 

𝑒𝑉 

𝜓𝑛(𝑧) wave function of a quantum mechanical particle  

Φ(𝑙 𝛿⁄ ) scaling factor of surface roughness  

𝑞 relative surface coverage  

𝑞0 √𝑖𝜔0𝜌 𝜂⁄  𝑛𝑚−1 

𝑞1 
√𝑞0

2 + 𝜉𝐻
−2 

𝑛𝑚−1 

Q electrode capacity 𝑚𝐴ℎ ∙ 𝑔−1 

∆𝑄 electric charge 𝐶 

𝑟 particle radius 𝜇𝑚 

𝑟𝑖 ionic radius of species 𝑖 Å 

𝑅 ideal gas constant 8.314 𝐽 ∙ 𝑚𝑜𝑙−1 ∙ 𝐾−1 

𝜌 density of a liquid 𝑔 ∙ 𝑐𝑚−3 

𝜌(𝑧, 𝐸) 1D local density of states 𝑒𝑉−1𝑐𝑚−1 

𝜌𝑏 mass-density of particles 𝑔 ∙ 𝑐𝑚−3 

𝜌𝑞 density of the quartz 2.648 𝑔 ∙ 𝑐𝑚−3 

𝑆 entropy 𝐽 ∙ 𝐾−1 

𝑡 time 𝑠 
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𝑇 temperature 𝐾 

𝜃ℎ𝑘𝑙 Bragg reflection angle of the (hkl)-plane ° 

𝑈 electrode potential 𝑉 

𝑈0 equilibrium electrode potential 𝑉 

𝑈𝑙
0 equilibrium electrode potential left half cell 𝑉 

𝑈𝑟
0 equilibrium electrode potential right half cell 𝑉 

∆𝑈0 equilibrium cell voltage 𝑉 

𝑈00 standard equilibrium electrode potential 𝑉 

𝑈00
′
 formal electrode potential 𝑉 

∆𝑈00 Standard equilibrium cell voltage 𝑉 

𝑉 volume 𝑚3 

voltage 𝑉 

𝑉𝑎 acceleration voltage 𝑉 

𝑉𝑏𝑖𝑎𝑠 bias voltage 𝑉 

𝑣𝐷 diffusion rate 𝑛𝑚 ∙ 𝑠−1 

𝑉𝐸𝐷𝐿 double layer voltage 𝑉 

Δ𝑤 resonance broadening 𝐻𝑧 

Δ𝑤𝑓𝑖𝑙𝑚 surface film-induced resonance broadening 𝐻𝑧 

Δ𝑤𝑙 liquid-induced resonance broadening 𝐻𝑧 

𝑊 𝑞1 cosh(𝑞1𝐿) + 𝑞0sinh (𝑞1𝐿) 𝑛𝑚−1 

𝑥 staging number (XRD) 1, 2, 3, … 

cartesian coordinate  

𝑥̅ Mean displacement in x-direction 𝑛𝑚 

𝜉 reaction coordinate  

𝜉(𝑥) surface profile  

𝜉𝐻 permeability of interfacial layer 𝑛𝑚−1 

𝜒 coefficient of sliding friction 𝑔 ∙ 𝑐𝑚−2 ∙ 𝑠−1 

𝑦 coordination number  

𝑧 ion charge  

  



135 
 

 Scientific Contributions 

9.4.1 Publications 
2014 J. Ma, L. Seidl, W. Ju, E. Mostafa, L. Asen, S. Martens, U. Stimming, O. Schneider, Applications 

of Ionic Liquids in Electrochemical Energy Conversion and Storage, ECS Trans. 64 (2014) 407–

423 

2016 L. Seidl, S. Martens, J. Ma, U. Stimming, O. Schneider, In-Situ Scanning Tunneling Microscopy 

Studies of the SEI Formation on Graphite Electrodes for Li+-Ion Batteries, Nanoscale. 8 (2016) 

14004–14014 

S. Martens, A. Ispas, L. Asen, L. Seidl, U. Stimming, O. Schneider, A. Bund, Influence of Fluid 

Dynamics on the Electrochemical Deposition of Tantalum, ECS Trans. 75 (2016) 287–295 

2017 L. Seidl, N. Bucher, E. Chu, S. Hartung, S. Martens, O. Schneider, U. Stimming, Intercalation of 

Solvated Na-ions into Graphite, Energy Environ. Sci. 10 (2017) 1631 – 1642 

L. Seidl, L. Asen, S. Martens, O. Schneider, Elektrochemische Abscheidung von 

Refraktärmetallen aus ionischen Flüssigkeiten, Galvanotechnik 11 (2017) 2201 – 2214 

2018 L. Seidl, H. Si, E. Chu, S. Martens, J. Ma, X. Qiu, U. Stimming, O. Schneider, Impact of the 
Morphology of V2O5 Electrodes on the Electrochemical Na+-Ion Intercalation, submitted 
manuscript 

9.4.2 Articles in preparation 
L. Seidl, S. Martens, E. Chu, U. Stimming, O. Schneider, A Graphite | V2O5 Full Cell Sodium-Ion 
Battery 

M. Herpich, L. Seidl, J. Gu, Y. Liang, O. Schneider, U. Stimming, Atomically Resolved Potential 

Surface of a Graphite Model Electrode Measured by the Novel Technique of Scanning 

Electrochemical Potential Microscopy 

L. Seidl, G. Yesilbas, P. Fischer, O. Schneider, The Electrochemical Reduction of NbCl5 in Ionic 

Liquds 

9.4.3 Conference talks and posters 
2014 J. Ma, L. Seidl, E. Mostafa, O. Schneider, U. Heiz, U. Stimming, V2O5-based composite as Mg-

ion battery electrode material studied by electrochemical SPM at the nanoscale, Conference 
Poster, The 17th International Meeting on Lithium Batteries (ILMB), Como, Italy 

L. Seidl, J. Ma, O. Schneider, and U. Stimming, Scanning probe microscopy studies of 
intercalation mechanisms in battery electrode materials, Conference Talk, 16th International 
Scanning Probe Microscopy Conference (ISPM), Seoul, South Korea 

L. Seidl, J. Ma, O. Schneider, U. Stimming, Scanning probe microscopy studies of intercalation 
mechanisms in battery electrode materials, Conference Poster, Bunsentagung 2014, Hamburg, 
Germany 

2015 L. Seidl, L. Flacke, S. Martens, U. Stimming, O. Schneider, In-Situ EC-STM Studies of interfacial 

processes in Na ion battery electrolytes, Conference Poster, 66th Annual Meeting of the 

International Society of Electrochemistry, Taipei, Taiwan 

S. Martens, L. Seidl, J. Ma, E. Mostafa, H. Si, X. Qiu, U. Stimming, O. Schneider, V2O5 as the 



136 
 

cathode for Mg2+-ion batteries, preparation and characterization, Conference Poster, 66th 

Annual Meeting of the International Society of Electrochemistry, Taipei, Taiwan 

L. Seidl, J. Ma, S. Martens, E. Mostafa, O. Schneider, U. Stimming, In-Situ Scanning Tunneling 

Microscopy and Electrochemical Quartz Crystal Microbalance Studies of the SEI formation on 

graphite electrodes, Conference Talk, 227th ECS Meeting, Chicago, United States of America 

L. Seidl, H. Si, J. Ma, S. Martens, E. Mostafa, O. Schneider, U. Stimming, X. Qiu, Synthesis, 

Tailoring and Characterization of V2O5-Cathodes for High Performance Li+-, Na+- and Mg2+-Ion 

Batteries, Conference Poster, 227th ECS Meeting, Chicago, United States of America 

L. Seidl, J. Ma, S. Martens, E. Mostafa, O. Schneider, U. Stimming, Insights into the SEI 
formation mechanism by In-Situ Scanning Tunneling Microscopy and Electrochemical Quartz 
Crystal Microbalance Studies, Conference Talk, ECS Conference on Electrochemical Energy 
Conversion & Storage with SOFC-XIV, Glasgow, Scottland 

S. Martens, L. Seidl, J. Ma, E. Mostafa, H. Si, X. Qiu, U. Stimming, O. Schneider, V2O5 as the 

cathode for Mg2+-ion batteries, preparation and characterization, Conference Poster, ECS 

Conference on Electrochemical Energy Conversion & Storage with SOFC-XIV, Glasgow, 

Scottland 

L. Spanier, V. Čolić, M. D. Pohl, Y. Liang, L. Seidl, O. Schneider, A. S. Bandarenka, Water splitting 

in energy provision: Resolving the origin of the unprecedentedly high activity of non-noble 

nanostructured oxide systems, Conference Poster, Green Challenge Conference – DTU, 

Copenhagen, Denmark 

2016 L. Seidl, H. Si, J. Ma, S. Martens, E. Mostafa, O. Schneider, U. Stimming, X. Qiu, Synthesis, 

Tailoring and Characterization of V2O5-Cathodes for High Performance Li+- and Na+-Ion 

Batteries, Conference Poster, International Conference on Advanced Lithium Batteries for 

Automobile Applications (ABAA-9), Huzhou, China 

L. Seidl, N. Bucher, E. Chu, S. Hartung, S. Martens, U. Stimming, O. Schneider, In-operando EC-

STM, XRD and EQCM studies on the formation of ternary Na graphite-intercalation-

compounds, Conference Talk, PRiME 2016 (ECS), Honolulu, United States of America 

L. Seidl, S. Martens, E. Chu, U. Stimming, O. Schneider, The effect of the V2O5 morphology on 

the intercalation behavior of Na+-ions, Conference Poster, PRiME 2016 (ECS), Honolulu, United 

States of America 

2017 L. Seidl, N. Bucher, E. Chu, S. Hartung, S. Martens, U. Stimming, O. Schneider, Intercalation of 

Solvated Na-Ions into Graphite, Conference Poster, 68th Annual Meeting of the International 

Society of Electrochemistry, Rhode Island, United States of America 

 S. Martens, L. Seidl, L. Asen, O. Schneider, Electrochemical Deposition of Niobium from Ionic 

Liquids, Conference Poster, 68th Annual Meeting of the International Society of 

Electrochemistry, Rhode Island, United States of America 

9.4.4 Paper Reviews 
H. Che, J. Liu, H.Wang, X. Wang, S. S. Zhang, X.-Z. Liao, Z.-F. Ma, Rubidium and cesium ions as 

the electrolyte additive for improving performance of hard carbon anode in sodium-ion 

battery, Electrochemistry Communications 

  



137 
 

Acknowledgements 
First and foremost I would like to thank Oliver Schneider for all his support throughout my bachelor 

thesis, master thesis and finally my time as a PhD student. His scientific support is unsurpassed. He 

always had an open ear to discuss scientific questions, experimental issues, new ideas, etc. Through 

his electrochemical expertise, I could explore many different topics like fuel cells, batteries or different 

aspects of electroplating. Moreover, I received the chance to present my research on numerous 

international conferences at many interesting places in different countries. I could explore the world, 

different cultures and connect to many people from around the world. I would also like to thank Oliver 

Schneider for giving me the responsibility, trust and free rein to shape my research on the battery 

project and for all his appreciation of my work. Thank you! 

In the same way, I thank Ulrich Stimming. By him, I discovered electrochemistry in my bachelor work 

about direct ethanol fuel cells. Later, he always gave me the chance to continue my studies, first on 

Pt-nanoparticle electro-catalysts during my master thesis and finally on batteries. I am also glad that I 

was introduced to STM and SECPM by him. Both techniques are fascinating and I wish that Ulrich 

Stimming can bring forward the SECPM technology, which buries a huge scientific potential. I would 

also like to thank Ulrich Stimming for all the very fruitful discussions I had with him, for all his advices 

and for all his appreciations I could feel from him. I will never forget the delicious dinner at his home 

in Newcastle: It was a splendid gesture! 

I would also gratefully like to acknowledge Sladjana Martens for the good scientific collaborations, 

especially for her great help for synthesizing the V2O5 battery electrodes. Moreover, she always could 

cheer up my mood, inspired and encouraged me in my research and supplied us with many delicious 

cakes and Serbian specialties. I also keep our common conference visits in a nice memory, where we 

could explore the Asian culture in Taipeh, or experience the fascinating islands of Hawaii. I am also 

happy that I could encourage her for bicycle riding. 

A big appreciation goes to Ludwig Asen, my closest lab mate during my master and PhD studies. With 

him we solved many difficulties in the lab, we supported each other for any kind of problem and we 

shared many happy moments together. Here, I should mention all our common trips to Chicago, where 

we ate delicious burgers, supersized ice cream and explored the American culture between the 

skyscrapers in downtown Chicago, to the rainy but very nice Scottland, to the amazing Taipeh, and the 

breath taking Hawaii with all its wonderful nature. 

I am happy that I had the chance to learn about battery research from Jiwei Ma and to get insights 

into Chinese culture from all my colleagues Wenbo Ju, Yunchang Liang and Hongjiao Li. It always was 

a great pleasure to exchange about cultural experiences. Here, I would also like to thank Han-Yi Chen 

for her cheerful character, plenty of common trips to Chiemsee, Glasgow, Edinburgh, Newcastle, 

Taipeh, Singapore and for fruitful collaborations. 

I am also grateful to Huinan Si, who contributed a lot to the success of our collaboration and the 

resulting publication, who created a very cheerful atmosphere in lab and who introduced me to the 

Chinese culture. Our trips to the Forbidden City in Beijing will always remain in my memory, as well as 

our exciting Mahjongg match. Huinan Si and the Chemistry Department of Tsinghua University are 

acknowledged for conducting the XPS and EDS measurements. 

Another thank goes to my former bachelor student Eileen Chu. Not only that she helped me with many 

advises to work and live in Singapore, but also that she created many nice data, which we published 

in numerous articles. Also Luis Flacke is acknowledged for his lab work during his bachelor thesis. 



138 
 

Toshinari Koketsu shall also be appreciated for his collaboration on Mg-ion batteries and for his 

cheerful and friendly company during numerous common trips. I learned many new aspects about 

battery research from him. 

A very special thanks goes to Roudabeh Valiollahi, who is much more than just a lab mate. In lab we 

shared some wonderful and memorable moments together - the magic backpack, which even had a 

banana inside; a lot of delicious sweets and nuts; a lot of teasing moments and a lot of fun during lab 

and office work and an introduction to the Persian language: !دوست دارم، رودابه عزیزم 

Hany El Sayed and Luisa Kneer are also appreciated. They helped to solve the chaos in the beginning 

of my PhD work, when our chair E19 was quit. I am specially grateful to Hany El Sayed for his guidance 

during my master and early PhD studies and for later support in Hubert Gasteiger´s lab. 

Another thank goes to Ehab Mostafa, who partially helped and supported the battery project and with 

whom I share some funny memories about American culture and who shared Egyptian sweets with us 

– one of the best I ever tried. 

I am also happy that I had the chance to meet Xinping Qiu. He always appreciated my work, gave 

valuable input and discussions with him were always fruitful. Moreover, by him I had the chance to 

explore Chinese cuisine during several project meetings in China. I would also like to thank his group, 

which was an excellent host during my stays in Beijing. 

I would also like to thank Ulrich Heiz, Hubert Gasteiger and Alois Knoll for use of their facilities and 

their groups for different occasions, like common Christmas celebrations, group seminars, and 

collaborations. 

A special thank also goes to Aliaksandr Bandarenka for many nice scientific discussions, different 

collaborations, many common conference visits, his invitation to Reitenhaslach and our numerous 

soccer matches. At the same time I would also like to thank his group for inviting me to the soccer 

matches and for our trip to Reitenhaslach. 

In connection with my scientific stay in the TUM CREATE labs in Singapore, I would also like to thank 

different people: Nicolas Bucher for the excellent collaboration during and after my Singapore stay, 

for all our discussions and for introducing me to Maria-Elisabeth Michel-Beyerle, who is appreciated 

for her interest in my work, Steffen Hartung for his help to organize my Singapore trip and his valuable 

input for our common paper, Iulius Markovits for his fruitful discussions in lab, his guidance through 

Singapore and the common soccer matches there, Arun Nagasubramanian for his assistance in the lab 

and his guidance for XRD measurements. A special thanks also goes to Max Herpich, who was a great 

lab mate in Singapore and who showed me many nice places in Singapore and with whom I had a lot 

of fun when playing soccer, or when surrounding Singapore in an exhausting bicycle tour. We also had 

a great time on Tioman, a place that I will never forget. 

Together with Max Herpich, Jinying Gu, Jochen Friedl, Yunchang Liang, Oliver Schneider and Ulrich 

Stimming, we also had great discussions about SECPM, which hopefully will find its way into a nice 

publication soon. 

The ‘Bundesministerium für Bildung und Forschung’ (BMBF) is acknowledged for funding the Sino-

German Network on Electromobility (reference no. 16N11930) and the IAPS project (reference no. 

01DO12001). 



139 
 

At last, I would like to thank my family for all their support: not only for always being around, but also 

for covering my back from daily sorrows and for encouraging me to go the way I chose. A significant 

part of this work is also your merit: Thank you! 


