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Abstract

Robotics researchers have been always in pursuit of developing machines that can act like humans. To achieve such an ambition, it is important to understand how humans learn. From a new born, until an adult, a human goes through several stages of developments in acquiring new skills. We do not learn every thing on our own and most of it is taught to us by our parents and teachers. For a robot to act like humans, it is also important for it to learn like humans. An important aspect of learning like humans is to be able to mimic and generalize a demonstrated skill. Programming by Demonstration (PbD) focuses on this aspect of robotics.

Multimodal density estimation is a preliminary step of the PbD approaches presented in this thesis. The main challenges in Expectation Maximization (EM) based density estimation are not knowing the original number of clusters in the data, initialization of model parameters for EM and overfitting or under fitting of the learned model. These challenges are addressed by the simulated annealing based EM approach presented in this work. The performance of the presented approach outperforms other EM based approaches in similar settings and is validated through synthetic as well as real datasets. Next I show that a learned mixture model can be utilized for PbD tasks.

With kinesthetic teaching as an input modality I present a Gaussian Mixture Model (GMM) based task parameterized skill learning approach. Existing PbD approaches require a large amount of demonstrations. Additionally they also perform poorly when generalizing beyond the demonstrated regions. The approach presented in this thesis addresses these shortcomings by presenting a new task parameterized skill learning method. As EM can utilize incomplete data, it is shown that the generalization capabilities of a learned skill can be significantly improved by introducing incomplete data spanning the task parameters i.e. the input space.

In PbD, variables of interest, which are also termed as task parameters, have to be identified and extracted during motion reproduction. To avoid extraction of task parameters, it is shown that by modelling the forcing terms of a Dynamic Movement Primitive (DMP) with a Convolution Neural Network (CNN), the high dimensional camera image can be processed directly to reproduce a learned skill. The proposed architecture possesses the desirable attributes associated with a dynamical system, as well as generalization properties associated with the deep learning.

Apart from kinesthetic teaching, this thesis also focuses on developing PbD approaches by utilizing teleoperated demonstrations. Since it is not always possible to co-locate a human teacher along with a robot, for instance in deep sea or space applications, teleoperated demonstrations have to be utilized for learning. The challenges which arise from teleoperated demonstrations are their high temporal and spatial variations, different initial and final configurations and incomplete demonstrations. This thesis addresses these challenges by proposing a simultaneous trajectories
Abstract

synchronization and encoding algorithm. Moreover it is shown that the learned control can also be utilized in shared teleoperation setting, by executing the learned skill in conjunction to a human operator. The PbD approaches presented in this thesis outperform the state of the art PbD approaches devised for similar tasks in simulated as well as real robot experiments.
Zusammenfassung


Publications resulting from this thesis

International journals

Affan Pervez, Hiba Latifee, Jee-Hwan Ryu, and Dongheui Lee "Motion Encoding with Asynchronous Trajectories of Repetitive Teleoperation Tasks and its Extension to Human-Agent Shared Teleoperation." (under progress)

Peer-reviewed conferences


Affan Pervez, Arslan Ali, Jee-Hwan Ryu, and Dongheui Lee "Novel learning from demonstration approach for repetitive teleoperation tasks." World Haptics Conference (WHC), IEEE, 2017. (Ranked among top ten percent papers)


International workshops
Abbreviations

CEM² Component-Wise EM for Mixtures
CSAEM² Component-Wise Simulated Annealing EM for Mixtures
CNN Convolutional Neural Network
D-DMP Deep-Dynamic Movement Primitive
DAEM Deterministic Annealing Expectation Maximization
DMP Dynamic Movement Primitive
DOF Degree of Freedom
DTW Dynamic Time Warping
EM Expectation Maximization
GMM Gaussian Mixture Model
GMR Gaussian Mixture Regression
GPR Gaussian Process Regression
GPU Graphics Processing Unit
GP Gaussian Process
HMM Hidden Markov Model
IDGMM Incomplete Data Gaussian Mixture Model
Nomenclature

LWPR  Locally Weighted Projection Regression
LWR  Locally Weighted Regression
MMDL  Mixture Minimum Description Length
PbD  Programming by Demonstration
PC  Personal Computer
ReLU  Rectified Linear Unit
TP-DMP  Task Parameterized-Dynamic Movement Primitive

Conventions

A  Matrix
a  Vector
a^T, A^T  Transpose of vector, matrix
A^{-1}  Inverse of matrix
\dot{a}  First-order time derivative
\mathcal{F}(\cdot)  Scalar function
\mathcal{N}(\cdot)  Multivariate Gaussian distribution
\| \cdot \|  Norm
a, A  Scalar
max(A)  Maximum value in a matrix
max(a)  Maximum value in a vector
min(A)  Minimum value in a matrix
min(a)  Minimum value in a vector
## List of Figures

1.1. A general overview of the thesis. .......................................................... 30  
2.1. A single exploration step with the red ellipses as the original GMM with a larger prior value for the left component. The green ellipses representing the GMM after exploration. .......................................................... 34  
2.2. Initialization results of synthetic (first row) and enzyme (second row) datasets with stochastic exploration approach. First column shows the $k = n$ component GMMs. Second column shows the reduced 15 components GMMs with the Stochastic exploration initialization approach. Third column shows the evolution of MMDL value when complete datasets are utilized. Last column shows the evolution of MMDL value when downsampled datasets are utilized. .......................... 40  
2.3. Evolution of GMM for synthetic dataset. ............................................ 41  
2.4. (a) Result of 50 Monte Carlo simulations on synthetic Dataset 1 showing mean MMDL value (of 50 experiments) for components, with vertical bars depicting standard deviation in each value. (b) Same as (a) but for Dataset 2. (c) GMM just before and (d) after annealing step. ..................................................... 41  
2.5. MCMC3 ............................................................................................... 43  
2.6. Results of CSAEM$^2$ on (a) Acidity, (b) Enzyme and (c) Iris datasets. In (a-b), data is encoded in histograms while (c) contains the projection of data on the two axis with highest variances .................................................. 43  
3.1. This figure shows the illustration of a sweeping task. The position of the trash (colored circles) can be considered as the task parameter, governing variations in the demonstrations. For a new trash position (blue circle), which is away from the demonstrated region, the robot should be able to generate trajectory for moving trash to the collection point. .................................................. 48  
3.2. TP-DMP learning using mixture of GMMs. (a) The mixture of GMMs, (b) the underlying regression surface and (c) the intuitive reasoning for such a response. 49  
3.3. Result of manually setting the variance along task variable. (a) The mixture of GMMs, (b) the mixture of GMMs after manually setting the variance along task variable and (c) the underlying regression surface. ............................ 51  
3.4. Graphical model illustrating dependence of input and output variables. .... 53
3.5. If there are data points whose certain dimensions are missing then they can still be used when applying EM for fitting a GMM. For instance, the output value of the data plotted on the input axis is missing. For this incomplete data, the expected values of the missing output values are also estimated within EM. ........................................... 54

3.6. A step by step illustration of TP-DMP learning with additional incomplete data and DAEM. (a) Planar demonstrations, (b) initial GMMs encoding forcing terms of DMPs for y-axis, (c) transformed GMMs using incomplete data and DAEM, (d) learned regression surfaces for y-axis, (e) multiple generated movements. The color encoding in (e) is used to indicate the desired height for each trajectory. ........................................... 58

3.7. Learned regression surfaces for y-axis (a) with GMR$_{1S}$ without DAEM, (b) with LWR$_{2S}$, (c) with GPR$_{1S}$ and (d) with GPR$_{2S}$ ................................. 59

3.8. Motion reproductions (a) with GMR$_{1S}$ without DAEM, (b) with LWR$_{2S}$, (c) with GPR$_{1S}$, (d) with GPR$_{2S}$ and (e) with TP-GMM. The color encoding is used to indicate the desired height for each trajectory. ........................................... 60

3.9. Motion reproductions for changing the height during execution (a) with GMR$_{1S}$, (b) with LWR$_{2S}$, (c) with GPR$_{1S}$, (d) with GPR$_{2S}$ and (e) with TP-GMM. The color encoding is used to indicate the changed desired height for each trajectory. ........................................... 61

3.10. Schematic of the vision system. ........................................................................ 62

3.11. Demonstrations are collected by setting the robot in gravity compensation mode while a Cartesian impedance controller is used for motion generation. (a) A human provides the demonstration for moving the trash to the dustpan. (b) The robot generates motion for a new trash position. ........................................... 63

3.12. Comparison of GMR$_{1S}$, LWR$_{2S}$, GPR$_{1S}$, GPR$_{2S}$ and TP-GMM for the sweeping task. (a) Demonstrations for the sweeping task. Circles represent the trash positions while the rectangle represents the bounding box enclosing these trash positions. (b) Blue dots represent trash positions for interpolation evaluation while the red ones are for extrapolation evaluations. (c,d,e,f) Generated movements for new trash positions. ........................................... 64

3.13. Joint angles and end-effector trajectories of the demonstrated motions. Color encoding is used to indicate the correspondence inbetween the motions of joint space and the cartesian space. ........................................... 65

3.14. Reproductions with LWR$_{2S}$ ........................................................................ 66

3.15. Reproductions with GPR$_{1S}$ ........................................................................ 66

3.16. Reproductions with GPR$_{2S}$ ........................................................................ 67

3.17. Reproductions with TP-GMM ....................................................................... 67

3.18. Reproductions with GMR$_{1S}$ ....................................................................... 68

3.19. Executed motions for the two extrapolation evaluations. (a,c) Robot initial configuration and different target positions. (b) Executed striking motion for hitting the target in (a). (d) Executed striking motion for hitting the target in (c). ........................................... 68

4.2. Schematic of TP-DMP (above) and D-DMP (below). ................................. 72

4.3. Selected real objects (left) for generalization and their cropped images (right) for data augmentation ................................................................. 73

4.4. Data augmentation process. ........................................................................ 73

4.5. Architecture of CNN .................................................................................. 75

4.6. Server-Client ................................................................................. 76

4.7. Feature maps from the three convolutional layers. ...................................... 77

4.8. Motion execution with a marker on the object. ............................................ 78
4.9. Motion execution for an object not used during the training. The red rectangle represents the bounding box of the initial trash positions in the collected dataset. The object is placed outside the range of training data for evaluating the extrapolation performance. .................................................. 78

4.10. Motion execution for a different goal position. .................................................. 79

4.11. Robust motion execution under perturbation (above). Corresponding reduced mean feature map (below). .................................................. 79

5.1. (a) Kinesthetic teaching by directly holding the robot, (b) Teleoperation by using 3-DOF haptic device .................................................. 85

5.2. Four demonstrations recorded via kinesthetic teaching and teleoperation for the peg-in-hole task (a) Recorded trajectories via kinesthetic teaching (b) Recorded trajectories via teleoperation (c) Motion in y-axis using kinesthetic teaching (d) Motion in y-axis using teleoperation. .................................................. 86

5.3. Human-Synchronized Shared Teleoperation .................................................. 89

5.4. Agent-Synchronized Shared Teleoperation .................................................. 90

5.5. Block diagram of agent-synchronized shared teleoperation .................................................. 90

5.6. (a) Visual feedback, (b) slave with peg-in-hole task, (c) haptic device and (d) peg-in-hole task .................................................. 92

5.7. Experiment 1: (a) Demonstrated motions and (b) learned trajectory for y-axis plotted against phase signal .................................................. 93

5.8. All axis are in millimeters. (a-d) Recorded motions for experiment 1, with starting and ending points in each trajectory indicated by a circle and a square respectively. Same starting point and ending point representation is also used in the other two experiments. (e-g) Motion reproductions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach .................................................. 93

5.9. All axis are in millimeters. (a-d) Recorded motions for experiment 2. The motions start and end above different holes in each demonstration. (e-g) Motion reproductions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach .................................................. 95

5.10. All axis are in millimeters. (a-d) Demonstrations for experiment 3. (e-g) Motion reproductions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach .................................................. 95
5.11. (a) Recorded motion. (b) y-axis motion of the recorded motion is used as the operator motion while the motion of x and z-axis is autonomously generated. (c) x and y-axis motion of the recorded motion is used as the operator motion while the motion of z-axis is autonomously generated. The speed of operators motion is significantly slower than the demonstrated motions in this experiment. (d) Linearly increasing clock signal (without shared teleoperation) corresponding to experiment 1. (e) Generated clock signal corresponding to (b). (f) Generated clock signal corresponding to (c). (g) y and z-axis motion of the recorded motion is used as the operator motion while the motion of x-axis is autonomously generated. The speed of operators motion is significantly faster than the demonstrated motions in this experiment. (h) y-axis motion of the recorded motion is used as the operator motion while the motion of x and z-axis is autonomously generated during first half of the motion. The later half of the motion is generated in fully autonomous mode. (i) Control sharing without synchronization. The motion of x and y-axis comes from a human operator while that of z-axis is autonomously generated by the approach presented in Section 5.3.2. (j) Generated clock signal corresponding to (g). (k) Generated clock signal corresponding to (h). The switching point from shared teleoperation to full autonomy is indicated by the red line.

5.12. Average execution time of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.

5.13. Average rate of collision/missed holes of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.

5.14. Overall workload index of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.
List of Tables

<table>
<thead>
<tr>
<th>Table</th>
<th>Description</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.1</td>
<td>Algorithm for GMM initialization by Stochastic Exploration approach</td>
<td>36</td>
</tr>
<tr>
<td>2.2</td>
<td>Algorithm for Componentwise Simulated Annealing EM for Mixtures (CSAEM²)</td>
<td>38</td>
</tr>
<tr>
<td>2.3</td>
<td>The complete algorithm</td>
<td>39</td>
</tr>
<tr>
<td>2.4</td>
<td>Percentage frequency of choosing $k$ clusters for 50 experiments by the proposed approach and the approaches presented by Figueiredo et al. (1999, 2002).</td>
<td>44</td>
</tr>
<tr>
<td>2.5</td>
<td>Percentage frequency of choosing $k_{opt} = 4$ clusters for 100 experiments by proposed approach with random initialization and stochastic exploration initialization.</td>
<td>45</td>
</tr>
<tr>
<td>3.1</td>
<td>Computational complexity during motion generation with respect to the variables of interest.</td>
<td>56</td>
</tr>
<tr>
<td>3.2</td>
<td>Mean absolute Error (ME) and its Standard Deviation (SD) for simulations.</td>
<td>57</td>
</tr>
<tr>
<td>3.3</td>
<td>Task errors (simulation) of different approaches when the height is changed during the trajectories.</td>
<td>57</td>
</tr>
<tr>
<td>3.4</td>
<td>Task errors (KUKA) with different approaches.</td>
<td>62</td>
</tr>
<tr>
<td>4.1</td>
<td>Errors (in pixel) and accuracies (%) of predicted positions in image coordinate system.</td>
<td>77</td>
</tr>
<tr>
<td>5.1</td>
<td>Shared teleoperation for rhythmic motion by using the learned GMMs</td>
<td>91</td>
</tr>
<tr>
<td>5.2</td>
<td>Success rate of different approaches shown as the number of holes reached.</td>
<td>95</td>
</tr>
</tbody>
</table>
CHAPTER 1

Introduction

1.1. Motivation

Scientists have always been in pursuit of developing the machines and artificial intelligence algorithms that can outperform humans. A key component in achieving such goals is to investigate that can the machines learn like humans. To acquire such a capability, a robot should be able to learn directly from a human teacher. An infant does not learn everything on its own but a lot of them are taught by its parents. In the same way, a robot’s learning speed can be significantly increased if it can learn a skill from a human teacher. This can also eliminate the need to perform trial and error learning by a robot, which can consume a lot of time. Programming by Demonstration (PbD) is an active research area in robotics where a human teaches a skill to a robot.

In PbD, a skill at trajectory level can be encoded by utilizing dynamical systems or statistical modeling. Encoding of human movements can be performed in task space, joint space or torque space. Moreover PbD can encode discrete movements as well as limit cycles. A preliminary step of many statistical modeling based PbD approaches is to encode the demonstrations by using a Gaussian Mixture Model (GMM). The most widely used method for fitting a GMM is Expectation Maximization (EM). EM maximizes the likelihood locally and hence can converge to a local maxima. Other problems that are associated with EM based density estimation are initialization of model parameters, convergence to the boundary of the parameter space and estimating the appropriate model complexity. All of these issues have to be considered when employing a GMM based PbD approach.

Humans can quickly acquire basic motor skills from a teacher. PbD also aims to achieve such capabilities. In PbD, instead of programming each task from scratch, the tasks are learned from human demonstrations. This presents a natural way of quickly encoding different tasks and can significantly reduce the setting up time in industrial applications. PbD does not mean the exact replaying of the motions but the learned task should be generalizable for a wide range of scenarios. Consider for instance the task of throwing a ball in the basket. After observing few demonstrations, the robot should be able to generalize the throwing motion for different basket positions. In PbD, external environmental variables, for instance the basket position in the ball throwing task, are termed as task parameters.

A lot of research has been done to adapt a learned skill while considering the task parameters. Humans can learn a skill by observing only a few demonstrations. Similar capability is also desir-
able by robots as collecting too many demonstrations can be a time consuming and tedious task. As mentioned earlier, learning in PbD does not mean the exact replicating of the demonstrations. Thus the robot should be able to generalize the learned skill for a wide range of situations. Most of the existing PbD approaches perform well when interpolating within the demonstrated ranges of the task parameters but their performance deteriorate when extrapolating beyond the demonstrated ranges of the task parameters. In PbD, learning from relatively few demonstrations and for performing well in the extrapolation regions are the important topics that need further investigation.

Deep neural networks have shown promising results in many domains i.e. computer vision, speech recognition, natural language processing etc. Deep learning approaches can perform supervised, unsupervised and reinforcement learning. In deep learning, multiple layers correspond to different levels of abstraction. A relatively new research direction is to utilize deep learning for PbD scenarios. Since deep convolutional neural networks can extract object/task specific features, they are a useful tool for processing high dimensional camera images. This provides an exciting new research direction for encoding PbD tasks by directly utilizing high dimensional camera images. The challenge which arises when utilizing deep learning for PbD is that deep learning approaches usually require a large amount of training data. Collecting too many demonstrations often creates a feasibility issue for many real world robotics tasks. Also since deep learning provides a black box approximator, the outcome can be nondeterministic. These issues have to tackled when applying deep learning for PbD tasks. In this thesis, we handle these challenges by combining deep learning with a model based approach, as will be shown later.

An important aspect of PbD is to collect demonstrations from a teacher. There are different modalities that a human can utilize for providing demonstrations to a robot. The two main approaches for providing demonstrations are kinesthetic teaching and teleoperation. In kinesthetic teaching, a human teacher actually holds the robot’s end-effector to demonstrate a task. Teleoperation is employed when the humans cannot be colocated with the robots. Examples include nuclear waste handling, deep water and space applications where teleoperation is the only way for providing demonstrations in such scenarios. Teleoperated demonstrations usually have high temporal/spatial variations. That is why the existing approaches developed for PbD via kinesthetic teaching often fail to scale well when applied to teleoperation settings.

Apart from task automation, correct task execution is also important. A wrong task execution can be dangerous for the robot as well as the environment. Human supervision can be deployed to avoid unsafe interactions. Since the goal of task automation is generally to reduce the workload of a human operator, another approach is the control sharing inbetween the learned model and a human operator. This ensures correct task execution while at the same time it also reduces the mental workload of the human operator.

This thesis focuses on the challenges highlighted so far. It aims at developing a PbD approach that can learn from very few human demonstrations and can generalize beyond the demonstrated range of task parameters. As Gaussian Mixture Model (GMM) based density estimation is an integral part of the PbD approaches presented in this thesis, the challenges associated with GMM based density estimation via Expectation Maximization are also addressed in this thesis. Additionally it is also shown that with deep learning, the camera image can be directly utilized for generalizing a learned skill. The developed approach preserves the desirable attributes required for the PbD tasks while also preserving the generalization capabilities associated with deep learning. Moreover a PbD approach to learn from teleoperated demonstrations is also presented in this thesis. The presented approach can handle high spacial/temporal variations in the teleoperated demonstrations. It is also shown that the model learned for teleoperation can either be completely autonomously executed or in shared control settings along with the human operators.
1.2. Related works

This section presents the related works about the chapters to follow.

1.2.1. GMM and EM

Finite mixture models provide a probabilistic tool for modeling arbitrarily complex probability density functions. This ability enables mixture models to have applications in many domains such as regression, pattern recognition, image segmentation and machine learning [49], [57, 60].

The usual approach for fitting a GMM is to start with a fixed number of components and then applying EM to get the maximum likelihood (ML) parameter estimate of the model. The EM is usually applied multiple times with different initializations. K-means can be used for initializing each EM cycle. At the end the model parameters which yield the highest likelihood value are selected [11,31]. This approach has the following drawbacks: It has to apply EM multiple times for each different initialization and it only provides parameters estimate for a fixed model complexity (number of components). If the model complexity cannot be determined in advance, then the same procedure of multiple startups has to be applied to the models with different complexity levels (more computational burden). Afterwards a model selection criterion (discussed in section 2.4.2) can be used to select one among the competing set of models with different complexities.

As the likelihood function is multimodal, it is possible that during EM the estimate may converge to the boundary of the parameter space. This means that the weight of one of the component may approach to a small value, with its covariance matrix becoming singular and hence making the likelihood value to approach infinity. When this occurs, EM should be aborted and restarted with different initialization of the parameters. Deterministic Annealing EM (DAEM) algorithm [105] has been proposed for avoiding the estimate to converge at the boundary of the parameter estimate during EM. DAEM uses the ideas from statistical mechanics, by applying the concept of maximum entropy. The objective function is considered as the thermodynamic free energy, which is regulated by a temperature parameter $\beta$. During DAEM $\beta$ is gradually increased. $\beta = 0$ makes the posterior distribution uniform while $\beta = 1$ makes the posterior as the original distribution. EM is first applied at a higher temperature, which is represented with a small $\beta$ value. After convergence, the temperature value is slightly decreased and then again EM is applied to the parameters estimate of the last iteration. This cycle continues until the temperature value reaches its minimum value with the maximum $\beta$ value of one. This corresponds to the transition of posterior distribution from nearly uniform to the original distribution. DAEM can avoid covariance matrix of the components from becoming singular but can get trapped at saddle points. For escaping a saddle point, different search strategies are proposed by [105]. The drawback of DAEM is high computation cost due to application of EM at each temperature value. Search around the saddle point further increases the computational burden of DAEM.

Broadly speaking there are three main approaches for estimating the number of components [30]: EM based methods [28, 67], Variational Bayesian methods [108] and stochastic methods by using Markov Chain Monte Carlo (MCMC) sampling [9, 88]. Variational Bayesian methods avoid overfitting but only provide an approximate solution while Stochastic methods are computationally very expensive. Moreover there are two types of EM based methods in which the number of components needs not to be fixed in advance: Firstly divisive where the estimate starts from a single component which split into multiple components as the algorithm proceeds [13,22,114] and secondly agglomerative where the estimate starts from a large number of components which are decreased as the algorithm proceeds [30,31]. A variety of ways have been proposed for splitting or merging GMM components [13, 64, 106, 113, 114]. In [37] and [30] Kullback-Leibler divergence has been used, while adapting the components, for keeping the prior and posterior densities close.
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to each other.

1.2.2. Programming by Demonstration

Imitating a task through observations is inherently easy for humans, but surprisingly a challenge for robots. In general, a robot has to be pre-programmed for performing different tasks. A slight change in a task or the environment require re-programming of the robot, which can be a tedious and a time consuming process [10]. Programming by Demonstration (PbD), also known as imitation learning, provides an intuitive way to readily teach new skills to the robots [8, 10]. In PbD, instead of programming, a task is learned from human demonstrations. In general there are two main approaches for learning motor skills; firstly those based on mimicking motion data using dynamical systems, i.e. Dynamic Movement Primitives (DMP) [72,99], secondly those relying on statistical Machine Learning (ML) techniques, i.e. Gaussian Mixture Models (GMMs) [21] and Hidden Markov Models (HMMs) [59, 61]. DMPs consider one-shot learning and provide spatial and temporal scalability properties as well as guaranteed convergence to the goal position. Learning is done at the acceleration level and many variations exist for DMPs. For example [70] has shown that additional coupling terms defined using potential fields can be combined with a DMP. This provides an obstacle avoidance behavior while performing the motion reproduction. [74] has shown that sensor traces can be incorporated into a DMP for achieving online motion adaptation. Their approach provides robustness against external disturbances and uncertainty in the goal position. The benefit of this approach is demonstrated through an object grasping task, where the uncertainty in an object’s position can be tackled by utilizing the sensory feedback, which the robot also received for the demonstrated grasping motions. An extension of [74] is [73] where they have used sensor traces to continuously predict all associated sensory signals, by combining a sequence of DMPs for achieving complex tasks. [35] has presented a way to encode the rhythmic DMPs without any prior knowledge about their frequency and waveform.

Statistical ML based approaches directly learn from spatial data and can easily encode multiple demonstrations at a time. These approaches encode the trajectories along with their associated variances. There are many benefits of estimating the variances of the encoded trajectories. For instance variance in case of external perturbations can indicate how strictly the generated motion should be followed in a certain region [10]. For a compliant robot, the variance information is also useful for setting the stiffness gains. Moreover multiple constraints can be encoded with statistical ML approaches, by extracting redundancies across the demonstrations [15].

Reinforcement learning (RL) can take a lot of iterations to converge. This in general is not desirable in robotics, as it can be detrimental for a robot. PbD is often applied to speed up the learning process for RL. The goal of PbD for RL is to come up with a good initialization of the model parameters. RL is then applied as a second step to further refine the learned parameters values. Additionally in a RL task, the learned variances can be utilized for setting the exploration gains [50]. In a pan cake flipping task, the imitation alone fails to achieve the desired behavior. By utilizing the variance information, [50] significantly speeded up the learning process and learned the desired pan cake flipping behavior after only 50 trials. In the same manner a humanoid robot successfully learned to target aims in archery by utilizing PbD and RL [51].

PbD is not limited to skill transfer from a teacher to a robot but can also be utilized for learning collaborative tasks. For instance a HMM model can be incrementally refined for incorporating a physical human interaction by using a motion refinement tube [59]. The encoding motion can also be utilized for performing collaborative behaviors [20,90]. For e.g. in a collaborative object manipulation task, the robot not only learns the desired path but also the required interaction forces/torques to carry the object through the desired path. The robot’s impedance can be modified along a task execution for facilitating collaborative behavior. In [91], the robot’s impedance is
modified by estimating virtual stiffness matrices from the demonstrations.

### 1.2.3. Task Parameterized skill learning

Task parameterized skill learning falls under the general category of PbD. Task parameterized learning aims at developing PbD approaches that considers external environmental factors. Examples include an object’s position in an obstacle avoidance task and the position of the target in an aiming task. This makes the motion encoding challenging because now these external environmental factors, which we also term as task parameters, govern the behavior of the motion. As in PbD, there are also two main approaches for task parameterized learning in PbD i.e. those relying on statistical machine learning techniques and those based on dynamical systems.

Many statistical machine learning based approaches for task parameterized learning utilize GMMs. Among the GMM based approaches, [21] used different frames of reference for capturing distinct aspects of multiple demonstrations. Task parameters are defined as frames of reference. For generalization, the already learned GMMs are placed with respect to new frames and multiplied to retrieve a Task Parameterized-GMM (TP-GMM) for a new scenario. A similar method is [17], where they have shown that such an approach can also provide some extrapolation capability. Additionally the TP-GMM can also handle missing frames of reference during demonstrations as well as reproductions. The missing frames of reference can be a result of variable number of objects or visual occlusion [5]. However, TP-GMM based approaches lack typical properties associated with DMPs, e.g. spatial amplification of the movement and guaranteed convergence to a goal position. Additionally the frames of references cannot be arbitrarily placed and the user needs to have a certain level of understanding about how to place the frame of references for the TP-GMM to be successful.

Task parameterized learning can also be performed by utilizing dynamical systems based approaches. Task specific variations of DMPs are considered in [33, 65, 103, 104]. Basis targets can be extracted for the corresponding style parameters of each demonstration [65]. The basis targets and style parameters are combined to get appropriate basis functions. For generalization to a new situation with different task parameters, for example different height of an obstacle in a point to point reaching task, one has to provide appropriate style parameters. To get the style parameters for novel situations, the mapping from task parameters to style parameters is learned by supervised learning. A more direct 2-Step (2S) approach is considered in [33, 104]. In the first step a mapping from task parameters to the DMP parameters is learned. It can either be learned by Locally Weighted Regression (LWR) [28], by placing local kernels along the task parameters [104], or a function approximator such as Gaussian Process Regression (GPR) [33]. In the second step, the inferred DMP parameters are used for motion generation. An extension of [104] is [103], where they used Locally Weighted Projection Regression (LWPR) [109] for avoiding manual placement of the basis functions, which significantly reduces the required number of basis functions as compared with LWR. They also emphasized that any suitable function approximator can be used for directly encoding forcing terms of the DMPs, eliminating need to follow the 2-Step procedure. When using GPR for learning the direct encoding, they called their approach GPR [35], where the superscript 1S and 2S emphasize on the 1-Step and 2-Step approaches respectively. These approaches can provide generalization capability when interpolating along the task parameters, but they do not perform well for very few demonstrations and cannot extrapolate beyond the demonstrated regions of task parameters, as is also shown in the experiments.

Probabilistic movement primitives (ProMPs) have been shown to have better inference capabilities than a DMP and can combine or blend multiple demonstrations to achieve task specific generalizations. However, ProMPs require a large number of demonstrations for learning. According to [95], ProMPs have a high-dimensional covariance matrix and many free parameters.
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That is why they suffer from overfitting without a large number of demonstrations.

1.2.4. Programming by Demonstration with Deep learning

Deep learning is the domain of machine learning which utilize deep architectures for learning data representations. It can perform supervised, semi-supervised and unsupervised learning. Its inspiration is loosely connected with the biological nervous system. The idea behind multiple layers is to have multiple levels of abstractions/representations. A \((n - 1)\) layer network requires exponentially large amount of parameters to model the same model complexity as that of a \(n\) layer network. Deep networks are powerful function approximators and have shown promising results when utilizing high dimensional inputs such as camera images [54]. This is due to their ability to learn data specific features. The main challenges which are usually encountered when training deep networks are vanishing gradient problem and overfitting issues. Parameters initialization technique is usually utilized for handling the vanishing gradient. The common techniques which are employed for avoiding overfitting are using large amount of training data, weights dropout during training and sparse connections.

Levine et al. have shown that Convolutional Neural Networks (CNNs) can be used for generating motor actions, by extracting useful features directly from camera images [63]. Their experiment consists of learning robotic grasping from monocular images by using RL. They used 800,000 grasp attempts executed over 14 robotic manipulators. Another similar self-supervising deep learning based approach is presented in [82]. It utilizes 50,000 tries and 700 robot hours to learn the object grasping task. The amount of resources needed and the learning time makes the applicability of these approaches infeasible for real procedure [24, 62]. A drawback of [62] is that the task has to be first formulated as an optimization problem and requires the user to define a cost function for the executed actions. These constraints limit the applicability of their approach to complex tasks. A PbD approach based on a combination of convolutional auto-encoders and a fully connected neural network is presented in [112]. The auto-encoder is utilized to come with a lower dimensional compact representation of the image. This lower dimensional representation is then passed to the fully connected layers for motion reproduction. A shortcoming of this approach is that it cannot achieve the generalization properties which are typically associated with the DMP based approaches, for instance temporal rescaling of the motion and the variation of the goal position. The network in [112] has to be retrained from scratch, even for changing the speed of the motion execution.

1.2.5. Programming by Demonstration for Teleoperation

The common teaching modalities for providing demonstrations in PbD include (i) vision based human motion tracking and (ii) kinesthetic teaching. In vision based motion tracking, kinematics information is extracted by a motion tracking system, which is then mapped to a physical model that resembles the teacher. This type of modality can be utilized if a human teacher has to teach a skill to a humanoid robot [43] [69]. A limitation of vision based tracking systems is that the robot should have similar kinematics as that of the teacher. If the kinematics of the teacher and the robot are different then there arises a mapping issue. Kinesthetic teaching involves providing physical action as a learning paradigm where a human teacher physically holds and moves the robot’s body to demonstrate the skill. Kinesthetic teaching rules out the mapping problem [58] [97]. This type of modality is also often utilized by the sports coaches when they guide the players by actually holding their limbs to generate the motion. For kinesthetic teaching, the robot is put to gravity compensation mode in which it feels weightless to the teacher and thus can be easily moved to
generate the demonstrations. Compared with vision based tracking systems, kinesthetic teaching is a more widely used modality for teaching simple tasks.

However, learning paradigm based on kinesthetic teaching is not feasible for certain applications where human demonstrator cannot be co-located with a robot, for instance in nuclear waste handling, underwater manipulation and space applications. In those cases, teleoperation often can be considered as the only way for operating a robot located at such inaccessible places [3, 42]. In teleoperation setup, the operator executes motion on the master device, which is then transmitted and executed on the slave device. There are several studies which use PbD with teleoperation. One of the earliest work was presented in 1993 which illustrates the skills learning using Hidden Markov Models (HMMs) [25]. In [79], NASA space humanoid robot learned how to perform low level task “reaching and grasping”, whereas high-level commands were given by the operator. Rozo et al. [93, 94] used Gaussian Mixture Model (GMM) and Gaussian Mixture Regression (GMR) for teaching a rigid-container emptying skills to a robot via a haptic interface. Other work considered encoding of force/torque signal with large time discrepancies by using a GMM with temporal information encapsulated by a HMM [92]. In [100], authors used a teleoperation setup for learning of human grasping skills, by utilizing motion and force data. To avoid an operators burden, multiple operators can be employed to control the robot. This also raises an interesting question about how should the control be shared inbetween multiple operators. [75] has shown that if they are controlling the same degree of freedom, then their authority can be dynamically distributed based on their field of views. Employing multiple operators can be economically infeasible. To avoid multiple operators, another option is to utilize a learned controller along with a human operator. Now in case of control sharing, the human can actually feel the intention of the learned controller in the form of a haptic feedback. The haptic feedback in turn can guide the human operator to execute the task efficiently, increases the teleoperated task performance and can be utilized online. Additionally virtual fixtures, which are constraints on the executed motion, can be included to help the operator in executing a task [2]. With virtual fixtures, human operator takes care of the intelligent part i.e. where to place a glass full of water, while the constraints during the motion execution i.e. keeping the glass upright are automated.

There are tasks in which the time/phase variable has to be the input for generating the motion. For instance if a robot has to insert a peg in a hole, then with the end-effector positioned directly above the hole, it cannot be decided that whether it is performing an insertion action or a withdrawal action. With the phase variable as an input, it can be determined that where the robot is in the execution of the movement. The main limitations of the existing phase variable based learning approaches for teleoperation are that they cannot utilize demonstrations with large temporal and spatial variations, partially executed demonstrations and demonstrations which start and end at different regions. Also they rely on learning separate models for autonomous control and for shared teleoperation control inbetween the learned model and a human operator.

1.3. Overview of the thesis

Figure 1.1 presents a general overview and the connection in between different chapters of this thesis.

- Chapter 2 highlights the challenges encountered in fitting a GMM with the EM algorithm. It then presents a systematic approach for initializing GMM components. The initialization approach uses exploration strategy to cluster nearby data points. Afterwards it presents a combination of simulated annealing and the EM algorithm. The presented agglomerative clustering approach can determine the optimal model complexity and avoids overfitting issues. The performance of the presented approach is compared and validated on synthetic as
Figure 1.1.: A general overview of the thesis.

well as real datasets. The material presented in this chapter is published in:
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• Chapter 3 shows that task parameterized skill learning can be performed by modeling the forcing terms of a DMP with a mixture of GMMs. The prescribed combination raises an overfitting issue, which is resolved by filling the input space with incomplete data. An EM algorithm is devised to handle the additional incomplete data. The proposed approach can interpolate as well as as extrapolate beyond the demonstrated limits of task parameters. The performance of the presented approach is validated through real robot experiments. The material presented in this chapter is published in:


• Chapter 4 presents an approach for task specific skill learning by utilizing deep learning. In this chapter it is shown that the forcing terms of a DMP can be modeled with a CNN. This enables the DMP to directly utilize high dimensional images as input. The proposed architecture possesses all the desirable attributes associated with a DMP. As compared with a Task Parameterized DMP model, the use of a CNN eliminates the need to extract task parameters for motion reproduction. The presented approach shows robustness against online perturbation of the object’s position, change of goal position and the perturbation in camera images. Its performance is validated through real robot experiments. The material presented in this chapter is published in:


• Chapter 5 present approaches for applying PbD to teleoperation. Firstly the problems encountered when applying the existing PbD approaches to teleoperated demonstrations is discussed. Secondly an EM based algorithm for simultaneously aligning and encoding demonstrations is presented. The presented approach shows superior performance when compared with separate alignment and encoding strategies. It is also shown that the learned model can be also utilized in shared teleoperation settings, where the task is simultaneously executed by the learned model and the human operators. The performance of the presented approaches is evaluated on a master-slave teleoperation setup. The material presented in this chapter is published in:


Affan Pervez, et al. "Motion Encoding with Asynchronous Trajectories of Repetitive Teleoperation Tasks and its Extension to Human-Agent Shared Teleoperation." (under progress)

• Chapter 6 concludes the thesis by summarizing all the works presented in the earlier chapters and highlights the main findings of this thesis. A general idea about the connection of the earlier chapters is also presented in this chapter. Lastly the future working directions, for improving and enhancing the material presented in this thesis, are also identified and discussed in this chapter.
1.4. Contributions

Following are the contributions of the works presented in different chapters.

- Chapter 2 presents the approaches for initializing and fitting GMMs. The initialization approach is presented in Section 2.3 which provides a good initial model for applying EM. This is verified by utilizing a model selection criterion [30]. The Componentwise Simulated Annealing EM for Mixtures (CSAEM^2) algorithm is presented in Section 2.4. The presented approaches outperform the approaches presented in [30, 31].

- Chapter 3 presents an approach for learning Task Parameterized-DMP (TP-DMP). For modeling the forcing terms of a DMP, it uses a generative model instead of a discriminative model, as shown in Section 3.3. The local maxima problem during the likelihood maximization is resolved with DAEM, as shown in Section 3.3. The data scarcity problem is solved by using additional incomplete data and the Expectation Maximization (EM) algorithm [28], as shown in Section 3.4. The detailed derivation of the incomplete data EM is also provided in the Appendix. Through simulated and real robot experiments, it is shown that the presented approach requires very few demonstrations for learning and provides superior interpolation as well as extrapolation capabilities, as shown in Section 3.5. The presented approach outperforms the approaches presented in [21, 33, 104, 109].

- Chapter 4 presents an approach for learning Deep-DMP (D-DMP). The D-DMP approach is presented in Section 4.2. It utilizes the camera images directly to learn a motion primitive. D-DMP also eliminates the need to first extract task parameters before the motion reproduction, as shown in Section 4.2. Section 4.3 shows that the proposed approach preserves the generalization aspects associated with a DMP model while the generalization capabilities associated with feature learning are exploited by using a CNN. The presented approach performs better than the approaches presented in [62, 63, 112].

- Chapter 5 presents an approach for PbD in teleoperation. The PbD approach for simultaneously synchronizing and encoding teleoperated demonstrations is presented in Section 5.3. Section 5.4 shows that the same model can be utilized for shared teleoperation control, where the motion is simultaneously executed by a learned controller and the human operators. The presented approach outperforms the approaches presented in [93, 94].

1.5. Conclusion

This chapter covers a broad overview of the thesis. It also highlights the motivation of this thesis. A general overview of the chapters to follow is presented here i.e. GMM based density estimation, task parameterized learning for PbD, deep learning for Pbd and PbD for teleoperated demonstrations. A detailed discussion and the experimental results of the topics introduced in this chapter is presented in the following chapters.
2.1. Motivation

This chapter addresses the problem of fitting finite Gaussian Mixture Model (GMM) with unknown number of components to the univariate and multivariate data. GMM based density estimation is a preliminary step of the imitation learning strategies presented in the later chapters. That is why this chapter considers this problem first. The typical method for fitting a GMM is Expectation Maximization (EM). There are many challenges involved when applying EM for fitting a GMM; such as how to initialize the GMM, how to restrict the covariance matrix of a component from becoming singular and setting the number of components in advance. Here a simulated annealing EM algorithm is presented and its usefulness in avoiding convergence to the boundary of the parameter space is presented. Additionally a systematic initialization procedure by using the principals of stochastic exploration is presented. The experiments demonstrates the robustness of the approach on different datasets.

2.2. Overview

2.2.1. Gaussian Mixture Models

A GMM with k components is parameterized by \( \Theta^{(k)} = \{ \pi_m, \mu_m, \Sigma_m \}_{m=1}^{k} \) where \( \pi_1, \ldots, \pi_k \) are mixing coefficients / priors, \( \mu_1, \ldots, \mu_k \) are means and \( \Sigma_1, \ldots, \Sigma_k \) are covariance matrices. The probability density function of \( y \) is said to follow the k-component GMM if it can be written as

\[
\mathcal{P}(y|\Theta^{(k)}) = \sum_{m=1}^{k} \pi_m N(y; \mu_m, \Sigma_m),
\]

subject to the constraints \( 0 < \pi_m < 1 \) and \( \sum_{m=1}^{k} \pi_m = 1 \). The log-likelihood of a dataset \( y_{\text{obs}} = \{ y^{(1)}, \ldots, y^{(n)} \} \) for a GMM is defined as:

\[
\mathcal{L}(\Theta^{(k)}; y_{\text{obs}}) = \sum_{i=1}^{n} \log \sum_{m=1}^{k} \pi_m N(y^{(i)}; \mu_m, \Sigma_m)
\] (2.1)

2.2.2. The EM algorithm

EM is an iterative procedure for estimating the ML value of the parameters of a probabilistic model with latent variables [28]. At each iteration there is an old estimate of the parameters and the goal
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is to find a new estimate of the parameters such that the new parameters fit the data better than the old estimate. The EM formulation considers \( \mathcal{Y} \) as incomplete data with the hidden labels \( \mathcal{Z} \). The parameters are updated by cycling through the E-step and the M-step. In the E-step, the expected value of complete data log-likelihood is calculated using the old parameters estimate, which is used for maximization in the M-step. The update equations of EM for a GMM are thoroughly covered by Bishop (2006). For avoiding singularity, it is a common practice to add a small regularization term \( \lambda I \) in all covariance matrices of the GMM at each update cycle. The EM is terminated when the increase in log-likelihood becomes very small i.e. \( \frac{L_{t+1}}{L_t} - 1 < \epsilon \).

2.3. Stochastic exploration initialization approach

2.3.1. Inspiration of the proposed approach

Many nature inspired algorithms exist for solving discrete optimization problems [53]. It is a well known fact that humans by nature are social animals. A person who is alone will tend to find other people and will stay in a community, if possible. Separation from community can induce separation anxiety disorder. Not only humans but animals also exhibit such behavior [52]. Even cockroaches which prefer to live in dark socialize with nearby cockroaches [39]. Among hiding and searching for food, cockroaches also undergo through friend finding phase and this can be considered as one of their basic behaviors [39]. Also many animals exhibit anti-predator adaptation through group living. Given this, now consider a scenario where an individual is alone at a location. Seeking someone is important due to the above mentioned reasons. If there is no heuristic about the surrounding then with equal probability it will start to look in any direction. Suppose that there are many individuals like this at a place, what will happen when one comes in interaction with someone else? Most probably its search pace will decrease, since living in a group provides more stability. Now they also have a heuristic about the search direction. The future search will be more focused toward the directions which have already yielded positive results.

2.3.2. Exploration phase

Surprisingly it is not difficult to import the proposed approach for initializing a GMM. Now each observation will act like an individual so a Gaussian is placed at each observation. The perception of each individual is encoded in its covariance matrix. In the beginning the covariance matrix is diagonal, with small equal positive value \( \delta \) in the diagonal. A fraction of minimum positive distance in between data points can be used as \( \delta \). The small value of \( \delta \) reflects the limited know-

![Figure 2.1.: A single exploration step with the red ellipses as the original GMM with a larger prior value for the left component. The green ellipses representing the GMM after exploration.](image-url)
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how of each individual about their surrounding and equality projects the identical information about all directions. The prior value of each component is \( \frac{1}{n} \) at this stage where \( n \) is the total number of observations. After this the next step is exploration phase. The exploration is done by slightly expanding each component and then testing that whether it has sufficient overlap with one of its neighbouring Gaussians. The exploration step can be set as a fraction of minimum positive distance between the mean of the clusters. The rate of expansion of each Gaussian is inversely proportional to its prior value. This corresponds to slow exploration for components with high prior values and fast exploration for components with low prior values. For expanding a Gaussian, an exploration term is added in the standard deviation (\( \sigma \)) of each eigenvector of its covariance matrix. The magnitude of each exploration term is proportional to its corresponding \( \sigma \). This corresponds to higher exploration in major principal axis. It is worth noting that the shape of a Gaussian is preserved by this approach but is slightly expanded. The prior values for left and right components in Figure 2.1 are 0.8 and 0.2 respectively and it can be observed that higher exploration is performed in the major principal axis of each component and the component with a low prior value explores more than the other. The expansion of each Gaussian correspond to its exploration and hence an increase in perception of the surrounding.

2.3.3. Merging mechanism during exploration phase

Once two Gaussians have sufficient overlap they can be merged. For detecting overlap between two components a coefficient \( C \) is defined. When two Gaussians are multiplied then the resulting density is again a Gaussian but multiplied with this coefficient [80] i.e. \( \mathcal{N}(\mu_Q, \Sigma_Q) \times \mathcal{N}(\mu_R, \Sigma_R) = C_{QR} \mathcal{N}(\mu_S, \Sigma_S) \) where \( C_{QR} = \mathcal{N}(\mu_Q; \mu_R, \Sigma_Q + \Sigma_R) \). The \( C \) has a property that as the Gaussians expand via exploration, it keeps on increasing and then at a certain point it starts to decrease. As the \( C \) passes its peak value, which is detected as its value decreases in the next iteration, the Gaussians are merged. So the metric of closeness is determined by using the Gaussians and not just by the mere euclidean distance. The mentioned property of \( C \) can intuitively be reasoned by considering the pdf value of a point (other than mean) for a given Gaussian (for e.g. \( \mu_Q \)). This pdf value goes to zero if covariance of the Gaussian (\( \Sigma_Q + \Sigma_R \)) either converges to the mean (\( \mu_R \)) or becomes infinite in all axis. Intermediate values of covariance result in positive pdf values. This explains the behavior of this function i.e. first to increase and then to decrease (transition of \( C \) from 0 \( \rightarrow + \rightarrow 0 \)).

The merging of two Gaussians is a well posed problem [114] and the closed form solution exists. The parameters of the gaussian \( P \) formed by merging gaussians \( Q \) and \( R \) are described in Equation (2.2).

\[
\begin{align*}
\pi_P &= \pi_Q + \pi_R \\
\mu_P &= \frac{\pi_Q \mu_Q + \pi_R \mu_R}{\pi_P} \\
\Sigma_P &= \frac{\pi_Q (\Sigma_Q + \mu_Q \mu_Q^\top) + \pi_R (\Sigma_R + \mu_R \mu_R^\top)}{\pi_P} - \mu_P \mu_P^\top
\end{align*}
\]

The exploration and merging cycles continue until the component count reaches a predefined value \( k_{max} \) where \( k_{max} \gg k_{optimal} \). \( k_{max} \) can be manually set manually or results about the upper bound on the number of components [111] can be used for setting \( k_{max} \) as a multiple of upper bound on components.
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Table 2.1.: Algorithm for GMM initialization by Stochastic Exploration approach

<table>
<thead>
<tr>
<th>Input: $y_{\text{obs}}, k_{\max}$</th>
<th>$\pi_m = \frac{1}{n}, \mu_m = y^{(m)}, \Sigma_m = \delta^2 I$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y_{\text{obs}} := \text{resampled data and } n = k_{\text{start}}$</td>
<td>$\delta = \min(D &gt; 0)/R$ where $D$ is a $n \times n$ matrix with $D(q, r) =</td>
</tr>
<tr>
<td>$k := n, p = 0, R=20$</td>
<td></td>
</tr>
<tr>
<td>$\text{for } m = 1 \rightarrow n$ do</td>
<td>$\Theta((k)) = {\pi_m, \mu_m, \Sigma_m}_{m=1}^k$</td>
</tr>
<tr>
<td>$\pi_m := \frac{1}{n}, \mu_m = y^{(m)}, \Sigma_m = \delta^2 I$</td>
<td>$\Theta((k)) \leftarrow \text{merge}(\Theta((k)))$ for $r$ components that fulfill the merge criterion</td>
</tr>
<tr>
<td>$\delta = \min(D &gt; 0)/R$</td>
<td>$\text{set } k := k - r$</td>
</tr>
<tr>
<td>$D(q, r) =</td>
<td></td>
</tr>
<tr>
<td>$\text{set } ExpStep = (\min(D &gt; 0) \times k)/R$</td>
<td>$\Theta((k)) \leftarrow \text{merge}(\Theta((k)))$</td>
</tr>
<tr>
<td>$\text{set } ExpProp =</td>
<td>\pi - \max(\pi) - \min(\pi)</td>
</tr>
<tr>
<td>$\text{for } m = 1 \rightarrow k$ do</td>
<td>$\text{return } \Theta((k))$</td>
</tr>
<tr>
<td>$[\text{EigVal, EigVec}] = \text{eig}(\Sigma_m)$</td>
<td>$\Sigma_m = \text{reconstruct}(\text{EigVal, EigVec})$</td>
</tr>
<tr>
<td>$\text{for } s = 1 \rightarrow d$ do</td>
<td>$\text{end for}$</td>
</tr>
<tr>
<td>$\text{EigVal}(s) = \left(\sqrt{\text{EigVal}(s)} + \text{ExpProp}(m) \times \text{ExpStep} \times \frac{\sqrt{\text{EigVal}(s)}}{\text{sum}(\sqrt{\text{EigVal}})}\right)^2$</td>
<td>$\text{end for}$</td>
</tr>
<tr>
<td>$\text{end for}$</td>
<td>$\text{end if}$</td>
</tr>
</tbody>
</table>

2.3.4. Computational complexity

The pseudo-code of the stochastic exploration initialization approach is presented in Table 2.1. For a $k$ component GMM one has to do $\frac{k(k-1)}{2}$ calculations of $C$ for each exploration step. Since in the beginning of the algorithm $k = n$, this can pose significant computation load. One way of swiftly doing these calculations is to implement them on a GPU. The calculation of $C$ among different components of a GMM are completely independent of each other and can be executed in parallel. An elegant way to bound the computational load is to sample (without replacement) $k_{\text{start}}$ observations from the dataset where $k_{\text{start}} < n$. The number of observations representing a GMM component are proportional to its weight value and thus in the downscaled data, the number of observations selected from those observations should also reflect the component’s weight. The proposed initialization procedure can then be applied on this downscaled data and thus the computation load of the initialization procedure becomes independent of the total number of observations $n$ and is bounded by $k_{\text{start}}$. So now for the Stochastic Exploration initialization approach the algorithmic complexity will be $O(k_{\text{start}}^2)$ instead of $O(n^2)$. 
2.4. Component-Wise Simulated Annealing EM for Mixtures

The proposed CSAEM$^2$ algorithm is the combination of Component-Wise EM for Mixtures (CEM$^2$) and simulated annealing algorithm. As mentioned by [23] that CEM$^2$ is a serial decomposition of optimization problem with a coordinatewise maximization. It goes through E-step and then applies M-step to update only one component at a time. The components can be updated adaptively but for simplicity they are updated sequentially, by going from 1 to $k$ and then starting again from 1. [31] showed that in terms of computational burden, CEM$^2$ is only slightly more expensive than usual EM with batch update of parameters. The component-wise update also avoids the gaussian from becoming singular, as is discussed later.

For simulated annealing there is a temperature parameter $\tau$ which is gradually decreased to zero. The temperature value defines the probability of taking annealing step. The initial value of temperature is set to a small value as higher value of temperature can completely disturb the discovered GMM. During annealing iterations only one component is updated at a time.

$$\gamma_{q,i} = \frac{(\pi_q N(y_i; \mu_q, \Sigma_q))^{\Phi_q}}{\sum_{l=1,l \neq q}^{k} \pi_l N(y_i; \mu_l, \Sigma_l) + (\pi_q N(y_i; \mu_q, \Sigma_q))^{\Phi_q}}$$

where $0 \leq \Phi_q \leq 1$. The amount of annealing $\Phi_q$ is inversely proportional to the weight of a component $q$ and is calculated as $\Phi_q = \frac{\pi_q}{\max(\pi)}$. The annealing induces the fuzziness in the membership of the components with no annealing ($\max(\Phi) = 1$) for the component with highest weight and highest annealing ($\min(\Phi)$) for the component with lowest weight. The annealing step usually decrease the likelihood value which is analogous to suboptimal / random step in standard simulated annealing approach but it has some useful properties. Firstly it increases the survival probability of weak components (components with small weights) by increasing their weights and spread. Secondly it redistribute the weights of the components more evenly. The mentioned properties are more thoroughly discussed in section 2.5.2.

A component can be removed during CSAEM$^2$ if its value become too small, (Section 2.4.1) which is an indication of singularity like situation. If CSAEM$^2$ converges (with respect to likelihood value) then the $(k-1)$ components GMM can be obtained by simply merging two components of the $k$ components GMM. All possible $(k-1)$ component GMMs are generated and the one which yield highest likelihood value is selected. CSAEM$^2$ and components merging are repeatedly applied until the components count $k$ reaches $k_{\min}$ (usually one). The parameters $\hat{\Theta}(k)$ of all the models generated after applying CSAEM$^2$ are stored as candidate GMMs. The pseudo-code of the CSAEM$^2$ algorithm is presented in Table 2.2.

2.4.1. Component annihilation condition during CSAEM$^2$

Similar to [113], a component removal mechanism for avoiding convergence to the boundary of the parameter space is introduced. During EM a components prior ($\pi_m$) may approach to $\frac{1}{n}$ and its covariance matrix may become almost singular. As EM is a local optimization algorithm, this type of problem is inherent in EM based approaches and can make the likelihood value unbounded. A component can be eliminated if it becomes too weak i.e. its $\pi_m$ becomes very small. In this work a component $m$ is removed if $n\pi_m < \alpha(d+1)$ where $\alpha \geq 1$. As mentioned by [67], a component requires the support of at least $d+1$ observations for avoiding the covariance matrix to become singular i.e. $n\pi_m \geq (d+1)$. Apart from that, those observations should not be on a hyperplane. $\alpha = 2$ is used in the experiments for insuring that the covariance matrix of each component stays away from becoming singular (the higher the value of $\alpha$ is, the less probable the points will be
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Table 2.2.: Algorithm for Componentwise Simulated Annealing EM for Mixtures (CSAEM²)

| Input: | \( \Theta^{(k)} = \{ \pi_l, \mu_l, \Sigma_l \}_{l=1}^k \) |
| Define: | \( AnnIter, \tau, \varepsilon, \alpha, \lambda \) |
| \( m = 1, \ldots, k \) | \( i = 1, \ldots, n \) |
| \( u_{m,i} = \mathcal{N}(y_i; \mu_m, \Sigma_m) \) | \( \Phi \leftarrow 0 \) |
| \( Temp = \tau, iter = 1, \mathcal{L}^0 \leftarrow 0 \) | \( \Phi = \pi / \max(\pi) \) |

while 1 do

\[ \Phi = \pi / \max(\pi) \]
\[ rem = 0, Rnd \sim U(0, 1) \]

for \( q = 1 \rightarrow k \) do

if \( ( iter < AnnIter \) & \( ( Rnd < Temp ) ) \) then

\[ \gamma_{q,i} = \frac{\sum_{j=1}^{l} \pi_{u_{j,i}}^{q} \gamma_{q,j}}{\sum_{j=1}^{l} \pi_{u_{j,i}}^{q}} \]

\[ \Phi_{q,k} \]

end if

\[ E_q = \sum_{g=1}^{n} \gamma_{q,g} \]
\[ \pi_q = \frac{E_q}{n} \]

if \( \pi_q < \frac{\alpha \times (d+1)}{n} \) then

\[ \pi_q = 0 \]

\[ rem = rem + 1 \]

end if

if \( \pi_q < \frac{\alpha \times (d+1)}{n} \) then

\[ \pi = \pi / \text{sum}(\pi) \]

end for

if \( rem > 0 \) then

\[ \Theta^{(k-r)} = \text{RemComp}(\Theta^{(k)}) \]

else

\[ \left| \frac{\mathcal{L}^{iter}}{\mathcal{L}^{AnnIter}} - 1 \right| < \varepsilon \ \& \ iter > AnnIter \] then

Break_While

end if

end if

end while

return \( \Theta^{(k)}, k \)
2.4. Component-Wise Simulated Annealing EM for Mixtures

As described in Table 2.1, apply the Stochastic Exploration initialization procedure to get the $k = k_{\text{max}}$ component GMM $\Theta_{(k)}$

\begin{algorithm}
\begin{algorithmic}
\While{$k \geq k_{\text{min}}$}
\State $\{\hat{\Theta}_{(k)}, k\} \leftarrow \text{CSAEM}^2(y_{\text{obs}}, \Theta_{(k)})$
\State Calculate and store $C(\hat{\Theta}_{(k)}, k)$ and $\hat{\Theta}_{(k)}$
\State Switch to $(k-1)$ component GMM $\Theta_{(k)}$ yielding highest likelihood value
\EndWhile
\State $\hat{k} = \arg\min_k \{C(\hat{\Theta}_{(k)}, k) : k = k_{\text{min}}, \ldots, k_{\text{max}}\}$
\State \textbf{return} $\hat{\Theta}_{(\hat{k})}$
\end{algorithmic}
\end{algorithm}

Table 2.3.: The complete algorithm

on a hyperplane. If the component deleting strategy is used with general EM algorithm then it has a failure mode. As mentioned by [31], with a large value for $k_{\text{max}}$ many or all components may get removed simultaneously. With the CEM$^2$, if a component is removed, its weight is immediately distributed among other components, thus increasing the survival probability of the other components.

2.4.2. Model selection criterion

Once there are a certain set of candidate models with the different number of components ranging from $k_{\text{min}}$ to $k_{\text{max}}$, the next task is to select the optimal model among them. The log-likelihood value $\mathcal{L}$ of a dataset for a given GMM cannot be used directly as it is an increasing function of model complexity $k$. There are a wide variety of model selection criteria [31]. The role of any criterion is to minimize some objective function $C$ for the optimal number of components i.e. $\hat{k} = \arg\min_k \{C(\hat{\Theta}_{(k)}, k) : k = k_{\text{min}}, \ldots, k_{\text{max}}\}$.

Mixture Minimum Description Length (MMDL) criterion is used here [30]. It is similar to the Bayesian Information Criterion (BIC) [101] and Minimum Description Length (MDL) [87] but has an additional term. This additional term allows extra components for representing skewness. A skew Gaussian requires more than one components for representation. [30] showed that MDL and BIC can underestimate the number of components by representing a skew Gaussian with a single component. The MMDL criterion for a GMM is defined as

$$C_{\text{MMDL}}(\hat{\Theta}_{(k)}, k) = -\mathcal{L}(\hat{\Theta}_{(k)}, y) + \frac{N(k)}{2} \log n + \frac{N(1)}{2} \sum_{m=1}^{k} \log(\pi_m)$$

where $N(k)$ is the number of free parameters in a $k$ component GMM. For an unrestricted GMM the number of free parameters are $N(k) = (k - 1) + (kd) + \frac{kd(d+1)}{2}$. The complete algorithm for GMM initialization and fitting is presented in Table 2.3.
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2.5. Comparison with State-of-the-Art

2.5.1. Results of Stochastic exploration initialization approach

Figure 2.2.: Initialization results of synthetic (first row) and enzyme (second row) datasets with stochastic exploration approach. First column shows the $k = n$ component GMMs. Second column shows the reduced 15 components GMMs with the Stochastic exploration initialization approach. Third column shows the evolution of MMDL value when complete datasets are utilized. Last column shows the evolution of MMDL value when downsampled datasets are utilized.

Figure 2.2.: Showing the results of stochastic exploration approach on the synthetic dataset (section 2.5.2) and the enzyme dataset [86] (from top to bottom in Figure 2.2 respectively). The first column contains the highly overfitted $k = n$ component GMMs while the second column contains the simplified $k = k_{\text{max}}$ component GMMs obtained by stochastic exploration. In the next step these $k_{\text{max}}$ component GMMs are used for initializing CSAEM$^2$. Since the GMMs obtained by the proposed initialization approach have evolved from the data itself, they provide a good representation of the distribution. The validity of this claim is demonstrated by the last two columns of Figure 2.2. The third column contains the MMDL value for the GMMs formed during transition from the $k = n$ component GMM to the $k = k_{\text{max}}$ component GMM. The initialization approach consistently decreases the MMDL value and thus improves the model representation while decreasing the number of components. The same behavior can be observed in the last column which contains the MMDL value for the GMMs formed during transition from the $k = k_{\text{start}}$ component GMM to the $k = k_{\text{max}}$ component GMM. The MMDL value was calculated by using all of the $n$ observations and not just the downsampled $k_{\text{start}}$ observations. It can be noticed that the stochastic exploration approach still decreases the MMDL value, which means improving model representation while decreasing the component count $k$. Hence this demonstrates the usefulness of this approach for providing a good initial model representation and its robustness against starting from $k = k_{\text{start}}$ components instead of $k = n$ components. As the initialization approach is based on the idea of exploration without any maximization steps, it cannot encounter the overfitting issues.
2.5. Comparison with State-of-the-Art

Figure 2.3.: Evolution of GMM for synthetic dataset.

Figure 2.4.: (a) Result of 50 Monte Carlo simulations on synthetic Dataset 1 showing mean MMDL value (of 50 experiments) for components, with vertical bars depicting standard deviation in each value. (b) Same as (a) but for Dataset 2. (c) GMM just before and (d) after annealing step.
2.5.2. Results of CSAEM²

All the experiments (except synthetic Dataset 2) described below use the following parameter values $k_{\text{start}}=150, k_{\text{max}}=15, k_{\text{min}}=1, \text{MaxIter}=600, \text{AnnIter}=400, \tau=0.05, \varepsilon=10^{-3}, \alpha=2, \lambda=\max(10^{-4}, \min(D>0))$ where $D$ is a $n \times n$ matrix with $D(Q,R) = \|y^{(Q)} - y^{(R)}\|^2$.

Experiment with synthetic dataset

Dataset 1: 1000 samples were drawn from the four component bivariate GMM with

$$
\begin{align*}
\pi_1 &= \pi_2 = \pi_3 = 0.3, \pi_4 = 0.1, \\
\mu_1 &= \mu_2 = \begin{bmatrix} -4 \\ -4 \end{bmatrix}, \\
\mu_3 &= \begin{bmatrix} 2 \\ 2 \end{bmatrix}, \\
\mu_4 &= \begin{bmatrix} -1 \\ -6 \end{bmatrix}, \\
\Sigma_1 &= \begin{bmatrix} 1 & 0.5 \\ 0.5 & 1 \end{bmatrix}, \\
\Sigma_2 &= \begin{bmatrix} 6 & -2 \\ -2 & 6 \end{bmatrix}, \\
\Sigma_3 &= \begin{bmatrix} 2 & -1 \\ -1 & 2 \end{bmatrix}, \\
\Sigma_4 &= \begin{bmatrix} 0.125 & 0 \\ 0 & 0.125 \end{bmatrix}.
\end{align*}
$$

This GMM has also been used by [31], [113] and [64]. It provides a challenging scenario of overlapping components with two components having a common mean. The evolution of the GMM for an experiment can be visualized in Figure 2.3. A Monte Carlo (MC) simulation of 50 experiments is performed. The results are shown in Figure 2.4a. In all experiments the presented approach correctly identified the two component GMM in all of them.

Experiment with real datasets:

Now Acidity and Enzyme datasets are considered as they have skewed gaussians. They have been extensively studied by [86] and their optimal number of components are three and four respectively [66, 86]. A Monte Carlo simulation of 50 experiments is performed and in all the experiments, CSAEM² detected the same three and four component GMMs as shown in Figure 2.6(a-b). Then a well known relatively higher (four) dimensional Iris dataset [7] is also considered. The
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Figure 2.5.: The value of $\sum_{i=1}^{k} (\frac{1}{k} - \pi_i)$ (upper figure) and $\sum_{i=1}^{k} \log(\pi_i)$ (lower figure) during the annealing iterations of CSAEM$^2$. Vertical dashed lines depict the instances when annealing was applied.

Figure 2.6.: Results of CSAEM$^2$ on (a) Acidity, (b) Enzyme and (c) Iris datasets. In (a-b), data is encoded in histograms while (c) contains the projection of data on the two axis with highest variances.
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Table 2.4.: Percentage frequency of choosing \( k \) clusters for 50 experiments by the proposed approach and the approaches presented by Figueiredo et al. (1999,2002).

<table>
<thead>
<tr>
<th>( k )</th>
<th>Presented method</th>
<th>Figueiredo et al. (2002)</th>
<th>Figueiredo et al. (1999)</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>47</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>13</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>0</td>
<td>14</td>
<td>7</td>
</tr>
<tr>
<td>7</td>
<td>0</td>
<td>10</td>
<td>4</td>
</tr>
<tr>
<td>8</td>
<td>0</td>
<td>8</td>
<td>2</td>
</tr>
<tr>
<td>9</td>
<td>0</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>0</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

dataset contains three classes with 50 samples for each class. Again a Monte Carlo simulation of 50 experiments is performed and with hundred percent success rate detected the three component GMM as shown in Figure 2.6(c).

Comparison with similar EM approaches: [30, 31] has presented similar EM based approaches where the components count starts from \( k_{\text{max}} \) and are brought down to \( k_{\text{min}} \). These algorithms explicitly target the components with low prior values for switching to a \((k-1)\) component GMM. For e.g. in [30] a component is forced to merge if its weight value decreases below \( 5d \). Similarly in [31] a component with minimum prior value is removed for proceeding to a \((k-1)\) component GMM. Due to this reason these algorithms often fail when there is a component with very low prior value [31] while the presented approach increases the survival probability of the weak components and thus overcomes this problem.

Now a Monte Carlo simulation of 50 experiments is performed. 710 samples were drawn from the four component bivariate GMM with

\[
\pi_1 = \frac{10}{71}, \pi_2 = \frac{20}{71}, \pi_3 = \frac{40}{71}, \pi_4 = \frac{1}{71}, \mu_1 = \begin{bmatrix} 1 \\ 0 \end{bmatrix}, \mu_2 = \begin{bmatrix} 3 \\ 4 \end{bmatrix}, \mu_3 = \begin{bmatrix} 3 \\ -3 \end{bmatrix}, \mu_4 = \begin{bmatrix} 8 \\ 8 \end{bmatrix}, \Sigma_1 = \Sigma_4 = I, \Sigma_3 = \begin{bmatrix} 2 & 1.9 \\ 1.9 & 2 \end{bmatrix}, \Sigma_2 = \begin{bmatrix} 2 & -1.5 \\ -1.5 & 2 \end{bmatrix}.
\]

All algorithms used same \( k_{\text{max}}, k_{\text{min}}, \epsilon \) and \( \lambda \) values. Although the components are quite well separated from each other, the approaches presented in [30, 31] performed very poorly while the presented algorithm outperformed these methods as can be seen in Table 2.4.

Robustness against \( k_{\text{max}} \): Choosing \( k_{\text{max}} \gg k_{\text{optimal}} \) provides robustness against initialization issues. Since the value of \( k_{\text{max}} \) has to be specified by the user, it can be underestimated. Now the performance of the presented approach is tested with relatively smaller values of \( k_{\text{max}} \) for the simulated dataset with a weak component. For comparison, the initial \( k_{\text{max}} \) component GMM is obtained with two methods: the random initialization procedure presented in Figueiredo et al. (2002) and the presented initialization procedure. The results are summarized in Table 2.5. It can be observed that better results are obtained with the described procedure as compared to random initialization. Furthermore the presented algorithm has high frequency of detecting right number of components, even when starting with relatively smaller \( k_{\text{max}} \). This algorithm clearly surpassed the approaches presented in [30, 31], whose results are mentioned in Table 2.4, even with random initialization and smaller \( k_{\text{max}} \) values. As \( k_{\text{max}} \) is increased, the frequency of detecting \( k_{\text{opt}} = 4 \) components is also increased for both random and my initialization procedures.
### 2.6. Discussion

This chapter introduces a novel GMM initialization and fitting algorithm. In the initialization procedure, each Gaussian applies search strategy to explore its surrounding. Instead of just utilizing a distance measure for merging Gaussians, this work proposes a merging criterion which utilizes the Gaussians. By using the means and the covariances, the proposed merging criterion provides an elegant way of detecting the overlap of the Gaussians. A minor drawback of utilizing the merging criterion based on the overlap of the Gaussians is that if two Gaussians have a common mean, they are often immediately combined as a single component. It is due to their high overlap during the initialization phase. This however is usually corrected by the EM steps applied later, as shown in the results of synthetic dataset 1 where the correct GMM is always identified.

Although the goal of EM is to increase the likelihood value, likelihood alone cannot be used as an indicator for selecting a model. This is due to the fact that the complex or overfitted models usually tend to have higher likelihood value. That is why model selection criterion are utilized to penalize models with high complexity. Results of Stochastic exploration initialization approach indicate that the initialization approach improves the model fit when analysed by using a model selection criteria. Apart from only testing for overlap, another way to merge components can be to also utilize the model selection criteria, as this can be helpful to preserve the components which share a common mean.

CSAEM\(^2\) performs better than the approaches presented by Figueiredo et al. (1999) and Figueiredo et al. (2002). This is due to the fact that in their approaches they explicitly target the Gaussian with smallest prior to switch from a \(k\) component GMM to a \((k - 1)\) component GMM. Due to this reason these approaches can often eliminate a Gaussian with low prior which is actually present in the real GMM. The presented approach firstly utilize the GMMs likelihood value to select the best fitting GMM. Secondly the simulated annealing cycles in the CSAEM\(^2\) constantly redistributes the the weights of the components more evenly. This results in an increase in survival likelihood of weak Gaussians, as their weight are increased. In our approach a Gaussian with low prior is only eliminated if its weight becomes too low, which is detected if it falls below a predefined threshold.

One may wonder that when starting from \(k_{\text{max}}\) number of components, why the GMM first go down to only one component and then the GMM with lowest MMDL value is selected. Since the MMDL value can be readily calculated, one can immediately terminate the EM when it increases in a \((k - 1)\) components GMM. This can reduce the number of iterations and thereby the overall computational time. The reason it is not done like this is that the plot of MMDL values do not always yield a convex curve. This means that its value can start to increase but can again decrease for the next model complexity. Hence the \(k_{\text{min}}\) is set to 1 so that all models of upto one component can be analysed.

#### Table 2.5.

Percentage frequency of choosing \(k_{opt} = 4\) clusters for 100 experiments by proposed approach with random initialization and stochastic exploration initialization.

<table>
<thead>
<tr>
<th>(k_{\text{max}})</th>
<th>Random initialization</th>
<th>Initialization by stochastic exploration approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>62</td>
<td>88</td>
</tr>
<tr>
<td>7</td>
<td>84</td>
<td>93</td>
</tr>
<tr>
<td>8</td>
<td>91</td>
<td>95</td>
</tr>
<tr>
<td>9</td>
<td>93</td>
<td>97</td>
</tr>
</tbody>
</table>
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2.7. Summary and Future works

In this chapter a novel nature inspired initialization approach for fitting a GMM is proposed. It utilizes a search strategy where each component looks for its nearby component. Two components are merged when they have a high overlap. Starting from a large number of components, the proposed approach reduces the complexity of a GMM and provides a transformation from an irregular to a smoother density function. CSAEM$^2$ is applied when the components count reaches $k_{\text{max}}$. A component is annihilated if it becomes too weak. $(k - 1)$ components GMM is obtained by selecting the one which yields highest likelihood value. MMDL criterion is used to select the optimal model complexity. The proposed approach has shown promising results on challenging simulated and real datasets.

Following are the future working directions of the work presented in this chapter. Firstly the proposed initialization approach has been devised for GMMs. Ideas about how the exploration step and merging criterion for the initialization can be applied to other forms of probability distributions have yet to be inquired. This involve deriving appropriate equations for those distributions. Secondly this work only considers merging steps to reduce the model complexity. If the $k_{\text{max}}$ is underestimated to be less than $k_{\text{opt}}$, incorporating splitting steps by splitting a Gaussian into two Gaussians and increasing model complexity, if indicated by the model selection criterion, can also be investigated. The main challenge in implementing splitting of a Gaussian is that unlike merging two Gaussians, splitting a Gaussian does not have a closed form solution.
CHAPTER 3

Task parameterized skill learning

3.1. Motivation

Humans are very good at learning and reproducing complex tasks, but it is often tedious and cumbersome to program a robot for performing them. Programming by Demonstration (PbD) alleviates this problem, giving the possibility to teach a skill to a robot through demonstrations. The skill can be acquired from an expert in the corresponding field and removes the bottleneck for the teacher to have knowledge of robotics or programming. This also provides a great potential for industrial applications as PbD can significantly reduce the setting up time of an assembly line. Since PbD aims at speeding the setting up time, collecting a lot of demonstrations can be an expensive and time consuming task. Thus it is a desirable attribute to learn from as few demonstrations as possible. Moreover, since the demonstrations are finite, the learned controller should not only be able to generate motions within the demonstrated ranges, but also beyond them.

There are skills in which multiple demonstrations can look very different due to the underlying task specific variations [65, 103, 104]. As an example, Figure 3.1 presents a sweeping task. In this task, the trash position can completely modify the trajectory of the broom, even for a fixed starting and collection point. For this task, the trash position can be interpreted as a task parameter, governing the variations in different demonstrations. Task-parameterized skill learning aims at adaptive motion encoding to new situations. While existing approaches for task parameterized skill learning have demonstrated good adaptation within the demonstrated region, the extrapolation problem of task parameterized skills has not been investigated enough. In this chapter, with the aim of good adaptation not only within the demonstrated region but also outside of the region, a generative model is combined with a Dynamic Movement Primitive (DMP) by formulating learning as a density estimation problem. Moreover, for efficient learning from relatively few demonstrations, the training data is augmented with additional incomplete data. The proposed method is tested and compared with existing works in simulations and real robot experiments. Experimental results verified its generalization in the extrapolation region.
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Figure 3.1.: This figure shows the illustration of a sweeping task. The position of the trash (colored circles) can be considered as the task parameter, governing variations in the demonstrations. For a new trash position (blue circle), which is away from the demonstrated region, the robot should be able to generate trajectory for moving trash to the collection point.

3.2. Movement Primitives

3.2.1. Dynamic Movement Primitive

DMP is a way to learn motor actions [99]. It can encode discrete as well as rhythmic movements. I consider the DMP formulation presented in [72], as it overcomes the numerical problems which arises when changing the goal position in the original formulation [99]. A separate DMP is learned for each considered degree of freedom (DOF). A canonical system acts as a clock and for synchronization each DMP is driven by the common clock signal.

$$\tau \dot{s} = -\alpha_s s$$  \hspace{1cm} (3.1)

The parameter $s$ is usually initialized to one and it monotonically decays to zero, $\tau$ is the temporal scaling factor while $\alpha_s$ determines the duration of the movement. From Equation (3.1), the time $t$ and $s$ are related as $s(t) = \exp(-\alpha_s t)$. The canonical system drives the second order transformed system:

$$\tau \dot{v} = k(g - x) - dv - k(g - x_0)s + skF(s)$$

$$\tau \dot{x} = v$$

where $g$ and $x_0$ are goal and start positions respectively, $k$ acts like a spring constant while the damping term $d$ is set such that the system is critically damped. The learning of forcing term $F(s)$ allows arbitrarily complex movements. $F(s)$ is defined as

$$F(s) = \sum_{i=1}^{K} \frac{\omega_i}{\sum_{i=1}^{K} \psi_i(s)}$$

where $\psi_i(s) = \exp(-h_i(s - c_i)^2)$ are Gaussian basis functions with spread $h_i$, centers $c_i$ and adjustable weights $\omega_i$. To encode a movement, $x(t)$ and its first and second derivatives $v(t)$ and $\dot{v}(t)$ are registered respectively at each time step $t = 0, \ldots, T$. Then for a suitable value of $\tau$, the canonical system is integrated to calculate the target value $F_{tar}(s)$ for each time step.

$$F_{tar}(s) = \frac{\dot{v} \tau - k(g - x) + dv + k(g - x_0)s}{sk}$$

Now learning is performed to minimize the error criterion $J = \sum_s (F_{tar}(s) - F(s))^2$ which is a linear regression problem and the weights $\omega_i$ are learned with weighted least squares.

3.2.2. DMP learning with a Gaussian Mixture Model

The forcing term $F(s)$ can be encoded with a Gaussian Mixture Model (GMM) [6] or any other suitable function approximator [103]. When using a GMM, the manual specification of the meta
parameters related to the basis functions (means and spread) is not required as the means and covariances of the GMM components are learned using EM. That is why the GMM based encoding also requires less number of components as compared with the number of basis functions. The number of GMM components can also be optimized by using an appropriate model selection criterion [77]. A GMM with \( K \) components is parameterized by \( \Theta_K = \{ \pi_k, \mu_k, \Sigma_k \}_{k=1}^K \), where \( \pi_1, \ldots, \pi_K \) are mixing coefficients with constraints \( \pi_k > 0 \) and \( \sum_{k=1}^K \pi_k = 1 \), \( \mu_1, \ldots, \mu_K \) are means and \( \Sigma_1, \ldots, \Sigma_K \) are covariance matrices. The learning scheme is as follows. First a dataset is created

\[
\mathbf{x} = \begin{pmatrix}
  s_{11} & \cdots & s_{1T} \\
  \vdots & \ddots & \vdots \\
  s_{T1} & \cdots & s_{TT}
\end{pmatrix}
\]  

(3.2)

and then a GMM is fitted to the data with EM [28]. Eigenvalues of covariance matrices are regularized to avoid singularity during EM [16]. Now for retrieving \( F(s) \) for a given \( s \) value, Gaussian Mixture Regression (GMR) [10] is utilized. In GMR, input and output variables in each component are represented separately

\[
\mu_k = \begin{pmatrix} \mu^I_k \\ \mu^O_k \end{pmatrix}, \quad \Sigma_k = \begin{pmatrix} \Sigma^I_k & \Sigma^{IO}_k \\ \Sigma^{OI}_k & \Sigma^O_k \end{pmatrix}
\]

For a given input variable \( \mathbf{x}' \), the expected value of \( \mathbf{x}^O \) is calculated as:

\[
E(\mathbf{x}^O|\mathbf{x}') = \sum_{k=1}^K h_k \mathbf{\hat{s}}_k
\]

with

\[
h_k = \frac{\pi_k N(\mathbf{x}'; \mu^I_k, \Sigma^I_k)}{\sum_{l=1}^K \pi_l N(\mathbf{x}'; \mu^I_l, \Sigma^I_l)}, \quad \mathbf{\hat{s}}_k = \mu^O_k + \Sigma^{O|I}_k (\mathbf{x}' - \mu^I_k)
\]

3.3. Task Parameterized-DMP

The DMP parameters can be separated into two types: (1) the shape parameters \( \omega_i \) associated with the basis functions and (2) the DMP meta parameters which are all parameters other than the shape.
parameters, i.e. \( \tau, g, K \), etc. DMP presented in Section 3.2 does not consider external parameters \( T \), which are referred to as task parameters in this work (e.g. the trash position in Figure 3.1). Also the only input to a DMP is the clock signal. In the Task Parameterized-DMP (TP-DMP), the goal is to firstly learn from multiple demonstrations executed for different task parameters. Secondly for adapting the motion to a new task, the task parameters should also be passed as an input along with the clock signal. Following are the preprocessing steps that are considered in the presented TP-DMP framework:

1. Since a common clock (canonical system) drive all DMPs, a common time duration is assigned to all demonstrations.

2. All demonstrations are linearly resampled to have an equal number of samples. A sample inbetween two data points is created by linear interpolation of the neighboring data points.

3.3.1. TP-DMP learning using mixture of GMMs

I consider learning as a density estimation problem where the joint distribution of \((s, T, F)\) is learned. Learning a single GMM over all demonstrations encoding \((s, T, F)\) can suffer from the curse of dimensionality in higher dimensional space. That is why a separate GMM is learned for each demonstration in a lower dimensional space i.e. \((s, F)\), by first creating the datasets as in Equation (3.2) and then applying EM as mentioned in section 3.2.2.

\[
\mu_{o,m} = \begin{pmatrix} \mu_{s,o,m} \\ \mu_{T,o,m} \\ \mu_{F,o,m} \end{pmatrix}, \quad \Sigma_{o,m} = \begin{pmatrix} 
\Sigma_{ss,o,m} & \Sigma_{sT,o,m} & \Sigma_{sF,o,m} \\
\Sigma_{Ts,o,m} & \Sigma_{TT,o,m} & \Sigma_{TF,o,m} \\
\Sigma_{Fs,o,m} & \Sigma_{FT,o,m} & \Sigma_{FF,o,m} 
\end{pmatrix}
\]

Here the subscript \( o \) and \( m \) denote the indexes of demonstrations and components respectively while the terms \( s \) and \( F \) (defined in section 3.2.1) in superscript denote the dimensions corresponding to \( s \) and \( F \) respectively. Since the task parameters remain constant during a demonstration, their values can be simply concatenated in the learned means of the GMM components. The diagonal values corresponding to the task parameters in the covariances are not learned and are set to a small value \( \varepsilon \):

\[
\mu_{o,m} = \begin{pmatrix} \mu_{s,o,m} \\ \mu_{T,o,m} \\ \mu_{F,o,m} \end{pmatrix}, \quad \Sigma_{o,m} = \begin{pmatrix} 
\Sigma_{ss,o,m} & 0 & \cdots & 0 & \Sigma_{sF,o,m} \\
0 & \varepsilon & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots & \ddots \\
0 & \cdots & \varepsilon & 0 \\
\Sigma_{Fs,o,m} & 0 & \cdots & 0 & \Sigma_{FF,o,m} 
\end{pmatrix}
\]

If the task parameters are varying during the demonstrations, the GMMs can simply be learned over all of the variables, i.e. \((s, T, F)\), and there will be unconstrained covariances. In fact it is the fixed task parameters for each demonstration that makes the learning challenging. The idea of combining separately learned HMMs has also been introduced in [41] but in the approach I present now, an additional EM cycle over the separately learned GMMs is applied for achieving task specific generalization. The separately learned GMMs are mixed to achieve generalization for novel task parameter values. Similar to the mixing coefficients \( \pi \) which represent the weights of the components within a GMM, a mixing coefficient \( \phi \) is introduced, representing the mixing weight of each GMM, having the same constraints as that of \( \pi \), i.e. \( \pi_i > 0 \) and \( \sum_{i=1}^{K} \pi_i = 1 \). With these settings EM is applied to learn a mixture of GMMs. The mixing weights and the means of the components are not updated within each GMM, as they are important for preserving the local
behavior of each demonstration. As EM maximizes the likelihood locally, it can converge to a local maxima. To overcome local maxima problem Deterministic Annealing EM (DAEM) [105] is utilized. DAEM uses the ideas from statistical mechanics, by applying the concept of maximum entropy. The objective function is considered as the thermodynamic free energy, which is regulated by a temperature parameter $\beta$. The temperature has a high value in the beginning, which is represented by a small $\beta$ value. The temperature is incrementally decreased by gradually raising the $\beta$ to one. EM is applied deterministically for each temperature value and the estimated parameters become initialization for the next temperature value. At higher temperature values DAEM suppresses poor local optima and increases the likelihood of convergence to the global maximum. For $M$ demonstrations with $T$ data points in each demonstration, a single dataset is created, containing all demonstrations (define $N = TM$). Then the DAEM is applied for learning mixture of GMMs, whose update equations can be written as:

**E-step:**

\[
\begin{align*}
p_{i,o,m} &= (\phi^o_o \pi_{o,m} \mathcal{N}(\mathbf{x}_i; \mu^o_{o,m}, \Sigma^o_{o,m}))^\beta \\
b_{i,o} &= \frac{\sum_{l=1}^{K} p_{i,o,l}}{\sum_{r=1}^{M} \sum_{l=1}^{K} p_{i,r,l}}, \quad q_{i,o,m} = \frac{p_{i,o,m}}{\sum_{r=1}^{M} \sum_{l=1}^{K} p_{i,r,l}}
\end{align*}
\]

**M-step:**

\[
\begin{align*}
\phi^{t+1}_o &= \frac{\sum_{i=1}^{N} b_{i,o}}{N}, \\
\Sigma^{t+1}_{o,m} &= \frac{\sum_{i=1}^{N} q_{i,o,m}(\mathbf{x}_i - \mu_{o,m})(\mathbf{x}_i - \mu_{o,m})^T}{\sum_{i=1}^{N} q_{i,o,m}}
\end{align*}
\]

where $p_{i,o,m}$ is calculated for utilizing in the calculations of $b_{i,o}$ and $q_{i,o,m}$. $b_{i,o}$ represents the responsibility that the $o^{th}$ GMM takes for explaining the $i^{th}$ data point while $q_{i,o,m}$ represents the
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Responsibility that the $m^{th}$ component of the $o^{th}$ GMM takes for explaining the $i^{th}$ data point. $\phi_o$ represent the mixing weight of the $o^{th}$ GMM. It is a common practice to apply regularization on learned covariances for avoiding singularities during EM. As a regularization measure, if any of the eigenvalues of the learned covariances becomes lower than a predefined threshold $\varepsilon$, it is reset to $\varepsilon$. The described approach is applied to the mixture of GMMs learned for encoding the forcing terms of a DMP, with variations along a scalar task parameter. The learned mixture of GMMs, which is also the estimated density function, is shown in Figure 3.2a. The GMMs remain unchanged. The regression for the mixture of GMMs is calculated as:

$$E(x^O|x^I) = \sum_{r=1}^{M} \sum_{l=1}^{K} v_{r,l} \hat{x}_{r,l}$$

with $v_{o,m} = \frac{\phi_o \pi_{o,m} N(x^I; \mu_{o,m}, \Sigma_{o,m})}{\sum_{r=1}^{M} \sum_{l=1}^{K} \phi_r \pi_{r,l} N(x^I; \mu_{r,l}, \Sigma_{r,l})}$

$$\hat{x}_{o,m} = \mu_{o,m}^{O} + \Sigma_{o,m}^{O} (\Sigma_{o,m}^{-1}(x^I - \mu_{o,m}^{I}))^{-1}$$

For evaluation, linearly spaced samples of $T$ and $s$ are generated within the demonstrated ranges. Then GMR is used to predict the value of $F$ for each sample, i.e. \{s $\times$ T\} $\rightarrow$ F. The surface plot of this data can be visualized in Figure 3.2b. It can be seen that it has a step along the task parameter. This shows that as there is sparse data in the task space (only two trajectories), each GMM in the mixture kept concentrated at regions of demonstrations. Due to data sparsity, the density estimate is overfitted in its current form. The reason for the step in surface plot can be explained by Figure 3.2c. If there are well separated Gaussians (Figure 3.2c-top) then their activation functions, calculated as the responsibility term in EM, switch in a very narrow region (Figure 3.2c-bottom). The same phenomenon occurred in the regression surface where regions close to a GMM are mostly influenced by it. As one moves away from a GMM, the activation transits sharply to a nearby GMM. This also means that this model is overfitted and can only be useful for exact reproduction of task parameter values in training dataset and it fails to generalize for novel task parameter values. Instead of using EM, a simple trick to avoid overfitting problem could have been to manually specify a reasonable value of variance $\varepsilon$ for the task variables, as in the LWR based approaches [104]. This is analogous of applying a regularization term along task variables. Although this can provide interpolation behavior, it fails to extrapolate beyond the demonstrated regions, as the underlying regression surface changes its behavior beyond the demonstrated interval as shown in Figure 3.3.

3.4. Generalizing from incomplete data via the EM

Due to the few demonstrations, the challenge of data sparsity is posed in task space. Now it is shown that the data sparsity problem can be solved by augmenting the training data with the additional incomplete data spanning the input space. This can subsequently be used for getting a better estimate of the underlying distribution and thus improving the generalization behavior of the already learned GMMs. Since the mixture of GMMs is a generative model, it can benefit from incomplete data [12].

3.4.1. Defining input data distribution

For a task parameterized DMP, the input variables are $(s, T)$ for which the prediction of output value $F$ is desired. Without loss of generality, it can be assumed that the input variables are inde-
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Dependent of each other but conditionally dependent for a given output value, as shown in Figure 3.4. Now the distribution of each input variable is separately modeled at first. Among the input variables, the clock signal $s$ is generated by an exponentially decaying function (canonical system) and has uneven distribution of samples in different regions. Since a GMM can model any arbitrarily complex density function, the distribution of $s$ is modeled by fitting a univariate GMM with $W$ components (through EM) to its samples $\theta_s = \{\pi^s_w, \mu^s_w, (\sigma^s_w)^2\}_{w=1}^W$. The same procedure cannot be used for the very limited samples of task parameters $T$, which are equal to the number of demonstrations. For simplicity, each dimension of task variables is assumed to follow a univariate normal distribution, i.e. for the $d$th dimension of $T = [T_1 ... T_d ... T_D]^{\top}$, $T_d \sim \mathcal{N}(\mu_d, \sigma_d^2)$ where $\mu_d = \frac{T_1 + T_2 + \ldots + T_M}{M}$ and $\sigma_d^2 = \frac{1}{M-1} \sum_{i=1}^M (T_i - \mu_d)^2$.

Since the inputs are provided in a regression problem, they are referred as the observable variables. Similarly, the output variables that need to be predicted are termed as missing variables. Using the assumption of independence, the resultant distribution of the input variables is defined by concatenating all the distribution learned separately to form a multivariate GMM with $W$ components. $\theta_{\text{obs}}^{\text{obs}} = \{\pi_{\text{obs}}^w, \mu_{\text{obs}}^w, \Sigma_{\text{obs}}^w\}_{w=1}^W$ with $\pi_{\text{obs}}^w = \pi_s^w$, $\mu_{\text{obs}}^w = [\mu_s^w \mu_1^w ... \mu_D^w]^{\top}$ and

$$
\Sigma_{\text{obs}}^w = 
\begin{bmatrix}
(\sigma_w^s)^2 & 0 & \ldots & 0 \\
0 & \sigma_1^2 & \ldots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
0 & \ldots & 0 & \sigma_D^2
\end{bmatrix}.
$$

As the output dimension is not considered for now, the input data distribution is termed as Incomplete Data GMM (IDGMM). Figure 3.5 shows a dataset with a mixture of complete and incomplete data. The incomplete data still provides useful information when applying EM for fitting a GMM [28]. As mentioned earlier, the regression using mixture of GMMs encountered problem due to the data sparsity in task space. What would be the effect of filling regions inbetween GMMs with incomplete data, i.e. without the outputs $F$? The EM applied with additional incomplete samples provide smooth activation of responsibilities when switching from one GMM to a nearby GMM. Since the learning is treated as a density estimation problem, due to the curse of dimensionality the amount of incomplete data required to fill the empty regions can increase drastically with the increase in the dimensions of task parameters. The computational burden of EM also increases with the increase in size of training data. To avoid these problems, the IDGMM is directly used instead.

To use the IDGMM, a weighting parameter analogous to the number of data points represented by the IDGMM has to be specified by the user. The training dataset consists of $N$ data points. The

![Figure 3.4: Graphical model illustrating dependence of input and output variables.](image-url)
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Figure 3.5.: If there are data points whose certain dimensions are missing then they can still be used when applying EM for fitting a GMM. For instance, the output value of the data plotted on the input axis is missing. For this incomplete data, the expected values of the missing output values are also estimated within EM.

weighting parameter is also set equal to \( N \) and thus each IDGMM component represent \( \pi_{w}^{\text{obs}} \times N \) data points. It has to be noted that the EM applied with this additional data still provides a maximum likelihood estimate of the model parameters as the IDGMM is defined on data and not on the parameters of the model. Now, for benefiting from this incomplete data, the current mixture of GMMs is used for calculating the Expectation of incomplete terms appearing in likelihood maximization [36]. It turns out that, for a data point \( x_i \) with observable (input dimensions) and missing (output dimensions) parts \( [x_i^{\text{obs}}, x_i^{\text{miss}}] \), one has to calculate three expectations [36], i.e. \( E[\tilde{z}_{i,k}|x^{\text{obs}}, \theta_t] \), \( E[\tilde{z}_{i,k}, x^{\text{miss}}|x^{\text{obs}}, \theta_t] \) and \( E[\tilde{z}_{i,k}, x^{\text{miss}}, x^{\text{miss}}^\top|x^{\text{obs}}, \theta_t] \), where \( \tilde{z}_{i,k} \) is an indicator variable defining association of \( x_i \) to the \( k \)th cluster. These expectations can be directly used in M-step [36].

In the M-step, the value of \( d_{i,o,m}^{t+1} \) calculated only on the observable dimensions can be directly used for updating \( \phi_t^{o+1} \).

**E-step:**

\[
p_{t+1}^{l,o,m} = \left( \phi^l_t \pi_{o,m} N(x_i; \mu_{o,m}^t, \Sigma_{o,m}^t) \right)^\beta
\]

\[
c_{w,o,m}^{t+1} = \left( \phi^t_o \pi_{o,m} N(\mu_{w}^{\text{obs}}; \mu_{o,m}^{\text{obs}}, \Sigma_{w}^{\text{obs}} + \Sigma_{o,m}^{\text{obs}}) \right)^\beta
\]

\[
b_{i,o}^{t+1} = \frac{1}{\sum_{l=1}^{K} p_{i,o,l}^{t+1}}, \quad d_{i,o,m}^{t+1} = \frac{p_{i,o,m}^{t+1}}{\sum_{r=1}^{M} \sum_{l=1}^{K} p_{i,r,l}^{t+1}}
\]

\[
d_{w,o,m}^{t+1} = \frac{1}{\sum_{r=1}^{M} \sum_{l=1}^{K} c_{w,r,l}^{t+1}} \times \pi_{w}^{\text{obs}} \times N
\]
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**M-step:**
\[
\phi_{o}^{t+1} = \frac{1}{2N} \sum_{i=1}^{N} d_{t,o}^{i+1} + \sum_{w=1}^{W} \sum_{l=1}^{K} d_{w,o,l}^{t+1},
\]
\[
\Sigma_{o,m}^{t+1} = \frac{1}{2N} \sum_{i=1}^{N} d_{t,o,m}^{i+1} (x_i - \mu_{o,m})(x_i - \mu_{o,m})^\top + \sum_{w=1}^{W} A_{w,o,m},
\]
where
\[
\mu_{o,m} = \begin{bmatrix} \mu_{obs,m} \\ \mu_{obs,m} \end{bmatrix}, \Sigma_{o,m} = \begin{bmatrix} \Sigma_{obs,o,m} & \Sigma_{obs,m} \\ \Sigma_{obs,m} & \Sigma_{obs,m} \end{bmatrix},
\]
\[
A_{w,o,m} = d_{w,o,m}^{t+1} \left[ X_{w}^{obs} - \mu_{w,obs}^{o,m} \right] \left[ X_{w}^{obs} - \mu_{w,obs}^{o,m} \right]^\top
\]
\[
= \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}
\]
with
\[
A_{11} = d_{w,o,m}^{t+1} \left( \Sigma_{w,obs} + (\mu_{w,obs} - \mu_{w,obs}^{o,m})(\mu_{w,obs} - \mu_{w,obs}^{o,m})^\top \right)
\]
\[
A_{21} = d_{w,o,m}^{t+1} \Sigma_{w,obs} \left( \Sigma_{w,obs} \right)^{-1} A_{w,o,m}
\]
\[
A_{12} = A_{21}^\top
\]
\[
A_{22} = d_{w,o,m}^{t+1} \Sigma_{w,miss} \left( \Sigma_{w,obs} \right)^{-1} A_{w,o,m} - d_{w,o,m}^{t+1} \Sigma_{w,miss} \left( \Sigma_{w,obs} \right)^{-1} \Sigma_{w,obs}^\top
\]
where \( A_{w,o,m} = \Sigma_{w,obs} + (\mu_{w,obs} - \mu_{w,obs}^{o,m})(\mu_{w,obs} - \mu_{w,obs}^{o,m})^\top \). The term \( c_{w,o,m} \) is calculated for utilizing in the calculation of \( d_{w,o,m}^{t+1} \) while the term \( d_{w,o,m}^{t+1} \) is calculated for utilizing in the calculation of \( \phi_{o} \). Since the means are not updated, the additional data cannot pull the already learned GMMs away from the demonstrated regions and the components cannot get to a saddle point during DAEM. Fixing the means also results in a fast rate of convergence during EM.

One may wonder about the result of fitting a single GMM instead of using the mixture of GMMs. As the data is concentrated at discrete regions of input space (task parameters), without the incomplete data, the components of a single GMM will also get attracted to those regions. An appropriate regularization term must be used for a single GMM, to avoid singularity issues of covariance matrices, as the data is concentrated at discrete regions in higher dimensional space. The reason for using the mixture of GMMs instead of a single GMM is that now the weight \( \phi \) of each GMM is also optimized separately, without disturbing the weights \( \pi \) within each GMM, as they are important for preserving the local behavior of each GMM. This also results in a smaller number of parameters update during the second EM cycle, in contrast to updating the mixing weights \( \pi \) of a single GMM.

### 3.4.2. Computational complexity

The computational complexity of the presented approach during motion execution is \( O(n) \) for the number of DMPs, the number of demonstrations and the number of GMM components. Since
GMR involves matrix inversion over input variables, the computational complexity is $O(n^3)$ for the dimensions of task parameters. For the special case of fixed task parameters throughout the trajectory, one can find conditional GMMs for the fixed task parameters. This makes the computational complexity irrelevant of task parameters, i.e. for the fixed task parameters $\mathcal{T}$, the conditional parameters for the regression are calculated as:

$$\hat{\phi}_{o,m} = \frac{\Phi_{o} \pi_{o,m} \mathcal{N}(T; \mu_{o,m}^{T}, \Sigma_{o,m}^{T})}{\sum_{r=1}^{M} \sum_{l=1}^{K} \Phi_{r} \pi_{r,l} \mathcal{N}(T; \mu_{r,l}^{T}, \Sigma_{r,l}^{T})}$$

$$\hat{\mu}_{o,m} = \mu_{o,m}^{(s,F)} + \sum_{l=1}^{K} \mu_{o,m}^{(s,F),l} \mathcal{N}(T; \Sigma_{o,m}^{T})^{-1} (T - \mu_{o,m}^{T})$$

$$\hat{\Sigma}_{o,m} = \Sigma_{o,m}^{(s,F)} - \sum_{l=1}^{K} \Sigma_{o,m}^{(s,F),l} \mathcal{N}(T; \Sigma_{o,m}^{T})^{-1} \Sigma_{o,m}^{(s,F),l}$$

where the terms $s,F$ and $T$ in superscript denote the dimensions corresponding to $s,F$ and $T$ respectively.

Table 3.1.: Computational complexity during motion generation with respect to the variables of interest.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>The number of DMPs</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>The number of demonstrations</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>The number of GMM components</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>The number of task parameters</td>
<td>$O(n^3)$</td>
</tr>
<tr>
<td>For constant task parameters</td>
<td>$O(1)$</td>
</tr>
</tbody>
</table>

### 3.5. Comparison with State-of-the-Art

For all experiments the temperature schedule ($\beta$) which is used for annealing (DAEM) is $[0.1, 0.2, \ldots, 1.0]$. The regularization term $\varepsilon$ for eigenvalues of the GMM covariances is set to $10^{-6}$. For initializing GMMs the trajectories are equally segmented in time domain and then the Gaussians are calculated from the samples of each segment. The parameters of all models are empirically set.

#### 3.5.1. Simulation of variable height obstacle avoidance

The first experiment consists of a planar point to point reaching task with the variable height of the obstacles. If there is an obstacle in the way, the trajectory has to change according to the height of the obstacle. In this experiment the task parameter is defined as the maximum height to avoid the obstacle. The goal of learning is to adapt a motion trajectory for a new desirable height. The demonstrations can be visualized in Figure 3.6a. There are only two demonstrations with 200 samples in each demonstration. The task parameters associated with these demonstrations are $[0.0903, 0.1598]$. Two DMPs are learned for generating motion in the x and y axis. The number of components in each GMM is set to 6. The two GMMs ($\varepsilon = 10^{-6}$) corresponding to the forcing terms of DMPs for motion on the y-axis are shown in Figure 3.6b. Now the IDGMM is applied as described in the prescribed approach, with the components in the IDGMM empirically set to 15. This transforms the complete data GMMs as shown in Figure 3.6c. A single computer with Ubuntu 14.04, Intel Core i7 4790K QuadCore 4.0GHz and 16GiB memory took approximately 13s for fitting the the GMM in Matlab R2015b. The forcing terms of all DMPs can be predicted in less than 1ms during the reproduction in simulation.

---

1This chosen task parameter can be directly used for evaluation for the task performance. But the alternative choice of task parameter is also possible (such as the height of the obstacle) without any algorithmic changes.
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Table 3.2.: Mean absolute Error (ME) and its Standard Deviation (SD) for simulations.

<table>
<thead>
<tr>
<th></th>
<th>GMR$^{1S}$</th>
<th>GMR$^{1S}$ (without DAEM)</th>
<th>LWR$^{2S}$</th>
<th>GPR$^{1S}$</th>
<th>GPR$^{2S}$</th>
<th>TP-GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interpolation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ME ($m$)</td>
<td>0.0027</td>
<td>0.0012</td>
<td>0.0067</td>
<td>0.0072</td>
<td>0.0015</td>
<td>0.0074</td>
</tr>
<tr>
<td>SD ($m$)</td>
<td>0.0012</td>
<td>0.0046</td>
<td>0.0045</td>
<td>0.0045</td>
<td>0.0010</td>
<td>0.0052</td>
</tr>
<tr>
<td><strong>Extrapolation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ME ($m$)</td>
<td>0.0113</td>
<td>0.0539</td>
<td>0.0541</td>
<td>0.0407</td>
<td>0.0835</td>
<td>0.0159</td>
</tr>
<tr>
<td>SD ($m$)</td>
<td>0.0033</td>
<td>0.0272</td>
<td>0.0313</td>
<td>0.0265</td>
<td>0.0385</td>
<td>0.0034</td>
</tr>
</tbody>
</table>

Table 3.3.: Task errors (simulation) of different approaches when the height is changed during the trajectories.

<table>
<thead>
<tr>
<th></th>
<th>GMR$^{1S}$</th>
<th>LWR$^{2S}$</th>
<th>GPR$^{1S}$</th>
<th>GPR$^{2S}$</th>
<th>TP-GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td>ME ($m$)</td>
<td>0.0038</td>
<td>0.0329</td>
<td>0.0239</td>
<td>0.0532</td>
<td>0.0129</td>
</tr>
<tr>
<td>SD ($m$)</td>
<td>0.0029</td>
<td>0.0253</td>
<td>0.0221</td>
<td>0.0342</td>
<td>0.0035</td>
</tr>
</tbody>
</table>

**Comparison:** The proposed approach is compared with LWR$^{2S}$ [104], GPR$^{1S}$ [103], GPR$^{2S}$ [33] and TP-GMM [16]. Since Gaussian Mixture Regression has been used for direct prediction of forcing terms, I refer to my approach as GMR$^{1S}$. For LWR$^{2S}$, [104] and [103] used tricubic kernel and Gaussian kernel respectively. I use Gaussian kernel with 5 equally spaced kernels placed along the task space. The choice of kernel is seldom important for the performance of LWR [104]. In LWR$^{2S}$ and GPR$^{2S}$, the number of basis functions for shape parameters are set to 10, as the smaller values do not correctly capture the demonstrations. On the other hand, the GMMs in the prescribed approach require fewer number of Gaussians (i.e. 6) in this experiment. As in [103], GPR is used with the covariance function of the Matérn form, with isotropic distance measure and hyperparameters optimization [85]. Three frames of reference are defined for TP-GMM, one at the starting point, one above the starting point with height equal to the desired height and one at the ending point. The number of components in the TP-GMM is empirically set to 4, as the higher values yield spiky motions. When performing learning with few demonstrations, if the GMMs in TP-GMM are learned with the high number of Gaussians then they converge to the data-points of the individual trajectories. Calculating the product of GMMs with Gaussians concentrated at regions of individual trajectories results in sudden activation of the responsibility term from one Gaussian to another Gaussian of a different trajectory and thus results the spiky behavior and wrong motion reproduction. Also the GMMs in TP-GMM is formed by encoding the relationship inbetween the clock signal and the spatial data with GMMs in different frame of references and their products afterwards while the GMMs in a TP-DMP model encode the relationship inbetween the clock signal, task parameters and the forcing term of a DMP. Since both models operate differently and encode different set of variables, setting the same number of Gaussians in each is not needed for fair comparison.
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Figure 3.6.: A step by step illustration of TP-DMP learning with additional incomplete data and DAEM. (a) Planar demonstrations, (b) initial GMMs encoding forcing terms of DMPs for y-axis, (c) transformed GMMs using incomplete data and DAEM, (d) learned regression surfaces for y-axis, (e) multiple generated movements. The color encoding in (e) is used to indicate the desired height for each trajectory.

The errors can be defined as the difference inbetween the maximum desired height of the trajectory (i.e. the input task parameter value used for the regression) and the actual achieved height values by the reproduced trajectories. 50 linearly spaced task parameter values are generated in the range \([\min(T), \min(T)+2.5 \times (\max(T) - \min(T))]\) ([0.0903,0.2641]). The generated trajectories for these task parameters are shown in Figure 3.6e and 3.8. Table 3.2 presents the Mean Absolute Error (ME) and its Standard Deviation (SD) when interpolating (task parameter in the range [0.0903,0.1577]) and extrapolating (task parameter in the range [0.1612,0.2641]). All approaches produce small errors when interpolating while GMR\(^{1S}\) outperformed all other approaches when extrapolating beyond the demonstrated task parameters. The use of DAEM is critical for the performance of GMR\(^{1S}\) as the performance degrades substantially without annealing. The TP-GMM fails to preserve the shape information of the demonstrations, as it can be seen in Figure 3.8e.

Figure 3.6d and Figure 3.7 present the surface plots of the generated forcing terms \(\{s \times T\} \mapsto \mathcal{F}\) of the DMP based approaches for y-axis. The regression surfaces of all the approaches ex-
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Figure 3.7.: Learned regression surfaces for y-axis (a) with GMR$^{1S}$ without DAEM, (b) with LWR$^{2S}$, (c) with GPR$^{1S}$ and (d) with GPR$^{2S}$.

cept GMR$^{1S}$ change their response in the extrapolation range, which is also the reason for their large errors when extrapolating. The regression surface of GMR$^{1S}$ without DAEM shows that the EM converged to a poor local optima without annealing. The kernels in LWR and GP based approaches predict by mostly using the nearby data. Thus, their performance degrades when trying to extrapolate. The emphasis in TP-GMM model is to strictly pass through certain frames of reference and thus it can lose the shape information. Additionally, with the clock signal as the only input, the starting point of the reproductions with the TP-GMM, which is marked by a $'$ sign in Figure 3.8e, moves quite far away from the starting point of the demonstrations. This problem can happen when the clock signal is the only input in the TP-GMM without consideration of the current point of a trajectory. A remedy to such a problem can be to encode the current point as an input.

Since a generative model is used for encoding the forcing terms of the DMP, this approach can benefit from the incomplete data. The IDGMM spans beyond the demonstrated range and thus retrieves a better underlying function when compared with the supervised learning approaches, which only rely on training data.

Varying task parameter: The task parameter is not necessary to be fixed during the repro-
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Figure 3.8.: Motion reproductions (a) with GMR\textsuperscript{1S} without DAEM, (b) with LWR\textsuperscript{2S}, (c) with GPR\textsuperscript{1S}, (d) with GPR\textsuperscript{2S} and (e) with TP-GMM. The color encoding is used to indicate the desired height for each trajectory.

duction phase and can vary if needed. Now 20 trajectories are generated with the initial desired task parameters linearly sampled from the interval $[0.0903, 0.1577]$. After one third of the executed motion, the desired task parameters are multiplied with 1.5. They now lie in the interval $[0.1355, 0.2366]$. Figure 3.9 contains the plot of the generated trajectories. A benefit of using a DMP based approach is that the output trajectories are always smooth, even though the change in the task parameters is discontinuous. The reproduction errors are given in Table 3.3. Again, due to the aforementioned reasons, the TP-DMP outperforms all other approaches by producing least amount of error. Care should be taken in a real robot experiment, as an instantaneous change in the value of desired task parameters can cause a high acceleration at the end-effector. The high accelerations can be avoided by smoothly changing the task parameters when required.

3.5.2. Real robot experiments

Experimental setup: The experiments are conducted using a KUKA lightweight robot IV+. For collecting demonstrations, the robot is set to gravity compensation mode. With GPR\textsuperscript{1S}, offline
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Figure 3.9.: Motion reproductions for changing the height during execution (a) with GMR\textsuperscript{1S}, (b) with LWR\textsuperscript{2S}, (c) with GPR\textsuperscript{1S}, (d) with GPR\textsuperscript{2S} and (e) with TP-GMM. The color encoding is used to indicate the changed desired height for each trajectory.

Trajectories are generated due to its high computational cost. This also means that with GPR\textsuperscript{1S}, the task parameters should remain fixed during the motion reproduction. The markers are tracked with Kinect RGB-D camera by using ROS wrapper for Alvar, an open source augmented reality tag tracking library\textsuperscript{2}. More specifically there is a fixed marker with respect to robot's frame of reference and a moving marker. The fixed marker is used for localizing the camera while the moving marker is used for tracking objects, as shown in Figure 3.10. A low pass filter is applied to remove high frequency noise in the vision system. The GMM model is always learned offline in Matlab. A single computer with Ubuntu 12.04 32-bit, Intel Core i5-2500 quad core 3.3GHz and 16GiB memory is used for marker tracking as well as online motion generation. For motion reproduction with GMR\textsuperscript{1S}, the forcing terms of all DMPs are predicted within 7 ms. A Cartesian impedance controller with a control frequency of 100Hz is used for motion generation.

\textsuperscript{2}http://wiki.ros.org/ar_track_alvar
Sweeping task:

This experiment considers a sweeping task, which consists of moving trash to a collection point. The task parameters are defined as the planar coordinates of the trash. A teacher physically holds the end-effector for various trash positions and demonstrates the required motions for moving the trash to the collection point, as shown in Figure 3.11a. Learning is performed in task space (position and orientation of the end-effector). Each demonstration has a duration of approximately 5 seconds with a sampling rate of 10ms.

<table>
<thead>
<tr>
<th></th>
<th>GMR₁S</th>
<th>LWR₂S</th>
<th>GPR₁S</th>
<th>GPR₂S</th>
<th>TP-GMM</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Interpolation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ME (m)</strong></td>
<td>5.4 x 10⁻³</td>
<td>13 x 10⁻³</td>
<td>7.5 x 10⁻³</td>
<td>14.5 x 10⁻³</td>
<td>11 x 10⁻³</td>
</tr>
<tr>
<td><strong>SD (m)</strong></td>
<td>4.3 x 10⁻³</td>
<td>7.1 x 10⁻³</td>
<td>4.3 x 10⁻³</td>
<td>10.3 x 10⁻³</td>
<td>5.3 x 10⁻³</td>
</tr>
<tr>
<td><strong>Extrapolation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>ME (m)</strong></td>
<td>9.9 x 10⁻³</td>
<td>68.3 x 10⁻³</td>
<td>43 x 10⁻³</td>
<td>84.6 x 10⁻³</td>
<td>33.8 x 10⁻³</td>
</tr>
<tr>
<td><strong>SD (m)</strong></td>
<td>9.6 x 10⁻³</td>
<td>6.3 x 10⁻³</td>
<td>5.7 x 10⁻³</td>
<td>13 x 10⁻³</td>
<td>8.2 x 10⁻³</td>
</tr>
</tbody>
</table>

Three DMPs are learned, two for generating a planar motion and one for encoding the planar orientation of the end-effector. As shown in Figure 3.12a, four demonstrations are provided for different positions of the trash. In the demonstrations, the x and y values of the trash position lies between \([-0.0216m, 0.0350m]\) and \([-0.54m, -0.454m]\) respectively (drawn as a rectangle). 25 new trash positions (as a grid) are selected for evaluation in the extended x and y ranges of \([-0.0358m, 0.0491m]\) and \([-0.6045m, -0.3895m]\) respectively, which can be visualized in Figure 3.12b. The blue samples, which are close to the bounding box of the demonstrated region,
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Figure 3.11.: Demonstrations are collected by setting the robot in gravity compensation mode while a Cartesian impedance controller is used for motion generation. (a) A human provides the demonstration for moving the trash to the dustpan. (b) The robot generates motion for a new trash position.

Comparison: The error is defined as the minimum distance inbetween the trash position and the generated trajectory. Table 3.4 contains the ME and its SD when using the presented approach, LWR\textsuperscript{2S}, GPR\textsuperscript{1S}, GPR\textsuperscript{2S} and TP-GMM. Three frames at starting point, ending point and at the trash location are defined for TP-GMM. The number of components in the TP-GMM is empirically set to 6, as the higher values yield spiky motion. The basis functions in LWR\textsuperscript{2S} and GPR\textsuperscript{2S} are set to 60. For the presented approach the components in each GMM, as well as the IDGMM, are set to 40. The remaining settings are same as in previous experiment. Like in the previous experiment, the presented approach requires less components as compared with the basis functions in the other approaches. Again, the presented approach produces less errors for interpolation as well as extrapolation as shown in Figures (3.12c-3.12f) and Table 3.4. The error for other approaches increases considerably as one moves away from the demonstrated interval. Additionally, some of the trajectories generated by TP-GMM surpassed the collection points as the TP-GMM model does not have the notion of a goal position. Interestingly, no demonstrations are provided for the trash positions in the upper half of the sweeping area, which makes it an interesting region for comparing different approaches. GMR\textsuperscript{1S} also successfully generates the motion for the trash position in this region, as shown in Figure 3.12f.

Striking task:

This experiment considers a task which involves striking a ball such that it hits a desired target position. The ball is always placed at the same point and the task parameter is defined as the \textit{the x-coordinate of the target}. The y-coordinate of the target is fixed in the two demonstrations. Similar to the previous experiment, a teacher physically holds the end-effector and demonstrates
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Figure 3.12.: Comparison of GMR$^1S$, LWR$^2S$, GPR$^1S$, GPR$^2S$ and TP-GMM for the sweeping task. (a) Demonstrations for the sweeping task. Circles represent the trash positions while the rectangle represents the bounding box enclosing these trash positions. (b) Blue dots represent trash positions for interpolation evaluation while the red ones are for extrapolation evaluations. (c,d,e,f) Generated movements for new trash positions.

The required motion for hitting the target. The demonstrations have a duration of appropriately 1.5 seconds with a sampling rate of 10ms. Due to the small duration of the motions the size of data is increased ten times (to approximately 1500) by inserting samples in between the adjacent data points of the trajectories by using linear interpolation. Now the learning is considered in joint space. Different demonstrations can produce completely different final joints configuration during the demonstrations. The final joint configurations are measurable in the demonstrations but are unknown when reproducing motion for a new target position. Thus, it is necessary to predict the final joints configuration during the reproduction phase. Seven DMPs are learned with one DMP for each joint of the robot and thus utilizing all DOFs.

The presented approach can also easily incorporate the learning of meta parameters in a DMP. For GMR$^1S$, the distribution of $(s, [T g], F)$ is learned. Similar to task parameters, the goal terms $g$ (meta parameters) are constants for a single demonstration. Thus they are simply interpreted as additional task parameters. This also means that different DOF in each demonstration will now have different task parameters. The final joint configurations (goal positions), which is set as an
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additional task parameter, cannot be known in advance. As there is no distinction inbetween input and output variables when fitting a GMM and during GMR, any set of variables can be selected as input, to retrieve the expected value of remaining variables. Thus with GMR, the observable task variable can be used for predicting the expected value of missing task variables and for motion generation. So now, with GMR, not only the goal terms \( g \) of each DMP is predicted but its forcing term is also generated. For GMR, the components in each GMM \( (\varepsilon = 10^{-4}) \), as well as in the IDGMM, are set to 60. The number of basis functions in LWR and GPR is set to 100. The goal positions for LWR and GPR are predicted in the first step along with the DMP parameters by using LWR and GPR respectively. The goal position in GPR is predicted at each time step along with the forcing terms by using GPR. Two frames of reference are defined for TP-GMM: one at the start of the trajectory and one at the end of the trajectory. As mentioned before, the final joint configurations are not known and hence the TP-GMM cannot be used directly in this experiment. To use TP-GMM, the final joint configuration is first predicted with GP and then the second frame of reference is placed at that final joint configuration for motion reproduction i.e. the offset vector for second frame of reference looks like \( b_2 = [t_f j_{f1} j_{f2} j_{f3} j_{f4} j_{f5} j_{f6} j_{f7}]' \) where \( t_f \) is the final time value and \( j_{fn} \) is the predicted final joint angle for the \( n^{th} \) joint. The transformation matrices for the two frames of references are set to identity matrices. The number of components in the TP-GMM is empirically set to 4. The remaining settings are same as in the previous experiments.

![Graph](image1.png)
(a) Demonstrated joint angles in radians and time in seconds.

![Graph](image2.png)
(b) Demonstrated end-effector trajectories in Cartesian space.

Figure 3.13.: Joint angles and end-effector trajectories of the demonstrated motions. Color encoding is used to indicate the correspondence inbetween the motions of joint space and the cartesian space.

**Comparison:** A binary evaluation criterion is defined as a success if the robot is able to hit the target and failure otherwise. Demonstrations are provided for hitting a target with x-coordinate of \(-0.4891m\) and \(-0.6703m\), as shown in Figure 3.13a. Figure 3.13b shows the end-effector pose. Interpolation performance is evaluated for the target x-coordinates of \(-0.5663m\) while extrapolation performance is evaluated for the target x-coordinates of \(-0.4146m\) and \(-0.7933m\). When generalizing for novel goal positions, the DMPs can produce high accelerations at the beginning of the movement [47]. This is due to the initial interaction inbetween the linear dynamics and forcing.
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Figure 3.14.: Reproductions with LWR$^{2S}$

Figure 3.15.: Reproductions with GPR$^{1S}$

terms. This undesirable behavior was slightly observed in this experiment. A simple solution to solve this problem is to gradually activate the forcing terms. Thus the predicted forcing terms are multiplied by $(1 - s^{10})$. As $s$ decays exponentially, the effect of this term vanishes very quickly.

Figure 3.14 contains the reproduction results with LWR$^{2S}$. It produces a good trajectory for interpolation performance as it lies inbetween the demonstrated trajectories. The trajectories for the extrapolation fails to reproduce the task as they are similar to the demonstrations. The LWR$^{2S}$ also encountered the same problem during the first experiment where successful trajectories were
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Figure 3.16: Reproductions with GPR

Figure 3.17: Reproductions with TP-GMM

generated for interpolation intervals but it failed to reproduce during the extrapolation intervals. Figure 3.15 contains the reproduction results with GPR. It can easily be observed that the initial end-effector trajectory required to approach the ball (and critical for the execution of the task) is very similar for the three reproductions. The trajectories lose the important shape information required for the successful execution of the task. Also the green and brown trajectories of one of the joints are almost overlapping. Since the reproduction is in joint space, an incorrect motion of even a single joint can lead to the failure of the task. Figure 3.16 contains the reproduction results
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Figure 3.18.: Reproductions with GMR$^{18}$

Figure 3.19.: Executed motions for the two extrapolation evaluations. (a,c) Robot initial configuration and different target positions. (b) Executed striking motion for hitting the target in (a). (d) Executed striking motion for hitting the target in (c).

with GPR$^{28}$. Some of the reproduced trajectories are very different from the demonstrated ones. As with GPR$^{18}$, the trajectories generated with GPR$^{28}$ lose the initial shape information which is required for the successful execution of the task. The failure of both of the GP based approaches can be attributed the small amount of training data, i.e. only two trajectories. Figure 3.17 contains the reproduction results with TP-GMM. The reproduced trajectories do not capture the demonstrated motions and it fails to learn anything useful for this task. The joint distribution of all the eight variables (one phase and seven joint angles) is encoded in the TP-GMM. As there are only two trajectories, the product of GMMs in TP-GMM suffers from a severe curse of dimensionality.

Figure 3.18 contains the reproduction results with GMR$^{18}$. The shape information is preserved in the reproduced trajectories and the DMPs goal parameters are correctly inferred. The generated joint angles trajectories extend further away from the demonstrated trajectories for extrapolation. The joint angles trajectories for interpolation are inbetween the extrapolation trajectories. Executing motion trajectories generated by GMR$^{18}$ on KUKA show the presented approach always yields success in the extended range of $[-0.4146, -0.7933]$. For the two extrapolation evaluations with the presented approach, the ball trajectories, as well as the executed motions on KUKA, are visualized in Figure 3.19, where the different final joint configurations of the reproduced motions
3.6. Discussion

This chapter presents an approach for learning a TP-DMP by utilizing incomplete data. The existing works extending DMPs to include task parameters have used discriminative approaches for learning [33, 65, 103, 104]. Discriminative models are used for modeling the dependence of an unobserved variable y on an observed variable x. This is done by modeling the conditional probability distribution $P(y|x)$, which is then used for predicting y from x. On the contrary, the presented method combine a generative approach with the DMP, as it can make use of incomplete/unlabeled training data. This results in a 1-Step learning procedure similar to [103]. Generative models encode the joint distribution of $P(x,y)$ of the variables of interest. The conditional distribution can later be inferred from the joint distribution i.e. $P(y|x) = P(x,y)/p(x)$ where $p(x)$ is obtained by marginalizing out y from $P(x,y)$. The aim of this work is to learn from very few demonstrations which implies sparsely distributed data. The data sparsity problem is solved by augmenting training data with additional incomplete data while poor local optima are avoided with Deterministic Annealing Expectation Maximization (DAEM).

In the presented approach, the use of a generative model with a DMP may seem like a strange choice at first, as existing approaches use discriminative models [33, 65, 103, 104]. The discriminative models have been shown to yield lower asymptotic errors compared to their generative counterparts, but they also require higher amount of training data to reach those levels [45]. More specifically, a discriminative model requires $O(n)$ training examples for reaching its asymptotic error while a generative model require $O(\log n)$ [45]. This implies that, for few training examples, the generative model might have already reached its lowest asymptotic error, and thus performing better than a discriminative model. Since PbD focuses on learning from as few examples as possible, a generative model is indeed a useful choice.

The experiments demonstrates that the TP-GMM model did not perform well. TP-GMM model relies on learning GMMs in multiple frames of references. For inferring the motion for new settings, these GMMs are placed to new positions and multiplied to retrieve a resultant GMM. The resultant GMM is then used for motion reproduction. The TP-GMM model performs well when there are relatively large amount of demonstrations, as it has to fit a GMM model in each frame of reference for the demonstrations data. In our experiments, there are not enough demonstrations for the TP-GMM model to learn the task properly while in our approach we resolve the data scarcity problem by utilizing the incomplete data. Additionally the TP-GMM model is mostly successfully applied for tasks where the trajectory has to pass through certain locations and hence the idea of observing the demonstrations from multiple frames of references arisen. The TP-GMM did not perform well in the striking task because the generated motion did not have to actually pass through the target location. For the obstacle avoidance and the sweeping tasks it loses the shape information, as its main aim is to pass through the frames and in doing so compromises the shape of the trajectories.

3.7. Summary and Future works

In this chapter it is shown that how the task specific generalization of a DMP can be achieved by formulating learning as a density estimation problem. The proposed approach captures the local behavior of each demonstration by using a GMM. These GMMs are then mixed to get the task specific generalization. The data sparsity along task parameters is handled by introducing...
additional incomplete data filling the input space. Deterministic Annealing EM is used to avoid the local maxima problem. The local behavior of each GMM is retained by keeping the means and mixing weights within the GMMs fixed. The task specific generalization is achieved by just adapting covariances and mixing coefficient of the already learned GMMs. The TP-DMP framework can perform learning in task space as well as in joint space and can even handle the learning of meta parameters of a DMP. As shown in the experiments, the proposed approach requires very few demonstrations for learning and it outperforms the existing approaches specially when extrapolating beyond the demonstrated ranges of the task variables.

There are a couple of directions in which the presented TP-DMP approach can be extended. PbD approaches are often utilized for initializing models for reinforcement learning. Hence improving the performance of a TP-DMP model with reinforcement learning can also be investigated. Similar to reinforcement learning, a reproduced motion with some reproduction errors can be relabelled with the correct task parameters and included as a new demonstration. This idea is called sample reuse. For instance in the obstacle avoidance task, a generated motion for a wrong height can be relabelled with the height for which it would have been a successful execution and included in the training data as a new demonstration. Apart from reinforcement learning, the TP-DMP model can also be extended with the sample reuse approach [27] for improving the model’s performance. Additionally, the scalability of the presented approach to more complex tasks, with higher dimensional task parameters should also be tested.
4.1. Motivation

Dynamic Movement Primitives (DMPs) are widely used for encoding motion data. As shown in the previous chapter, Task Parameterized DMP (TP-DMP) can adapt a learned skill to different situations. Task parameters are any additional environment variables that can influence the generated motion. Examples include positions of an object or a target in the environment. The main limitation of the task parameterized DMP approach is that the task parameters have to be provided during the motion reproduction. Customized vision systems are usually deployed to extract task specific variables. These dedicated vision systems are usually specifically designed for the targeted problems. For instance, a blob detection algorithm is used for tracking the position of a ball in [48]. In [78] markers are used for extracting positions of objects in the environment. The use of such dedicated systems limits the use of these approaches for real world scenarios.

This chapter proposes a method for combining the DMP with a Convolutional Neural Network (CNN). CNN is a special type of feed forward neural network which can process high dimensional inputs and has been successfully applied to analyse visual data [26, 55, 56, 81, 102]. The CNN’s architecture also draws inspiration from animals visual cortex, which responds to the small regions of the visual field [44]. To mimic this property, CNN’s utilize weight sharing which reduces the complexity (number of parameters) of the model and at the same time alleviate the overfitting problem commonly associated with the fully connected neural networks. The presented approach preserves the generalization properties associated with a DMP, while the CNN learns the task specific features from the camera images. This eliminates the need to extract the task parameters, by directly utilizing the camera image during the motion reproduction. The performance of the developed approach is demonstrated with a real robot trash cleaning task, which is also presented in the previous chapter. It is also shown that by using the data augmentation, the learned sweeping skill can be generalized for arbitrary real objects. As compared with the work presented in the previous chapter, the use of a CNN eliminates the need to use markers for extracting the positions of the trash. The experiments show the robustness of the presented approach for several different settings.
4. Deep Movement Primitives

4.2. Deep-DMP

As stated earlier, the forcing term of a DMP can be modeled with any suitable function approximator. In this chapter, it is modeled with a CNN. By doing so all the useful properties associated with a DMP model are preserved, i.e. temporal and spatial rescaling properties as well as the guaranteed convergence to a goal position, while the generalization capabilities associated with feature learning are exploited by using a CNN. Figure 4.1 presents an overview of the presented approach. Since deep learning is employed here, this formulation is called as Deep-DMP (D-DMP). Compared with TP-DMP, the camera images are directly processed by the D-DMP, eliminating the need to extract the task parameters during motion reproduction, as shown in Figure 4.2.

Figure 4.1.: An overview of the proposed Deep-DMP (D-DMP) architecture.

Figure 4.2.: Schematic of TP-DMP (above) and D-DMP (below).
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Figure 4.3.: Selected real objects (left) for generalization and their cropped images (right) for data augmentation.

(a) Background  (b) Addition  (c) Replacement

Figure 4.4.: Data augmentation process.

Data collection

Kinesthetic teaching is often used for data collection in PbD [59, 97]. In kinesthetic teaching, a teacher physically holds the robot’s end-effector for generating the required motion. Since generating demonstrations via kinesthetic teaching can be a time consuming and a tedious task for a human operator, the already trained TP-DMP model introduced in the previous chapter is utilized for collecting the demonstrations. For the task considered in this paper, see [78] for details about data collection and training process of the TP-DMP. The dataset consists of 50 motions executed for different task settings. The entire data collection process by using TP-DMP took less than one hour. Each motion has 480 samples, which contain the clock signals, the forcing terms of the DMPs, the RGB images and the task parameters. 45 motions (21600 data-points) are selected for the training set while the remaining 5 motions (2400 data-points) are used for validating the learned model. RGB images were captured with a Kinect Xbox 360 camera. It has a resolution of $480 \times 640$ pixels (height × width). The left parts of the images contain the robot’s base and are irrelevant for the task. The right $480 \times 480$ pixels of the images are kept, as they are relevant for the task and then they are resized to $200 \times 200$ pixels for computational efficiency.

Data augmentation

In this work, the position of an object in an image is considered as a task parameter. Position of objects are often important when performing manipulation or reaching tasks. Here it is shown that if the task parameters are defined as the position of an object, then by using the proposed
data augmentation approach, the learned CNN can generalize for various different objects. For TP-DMP, this position is extracted by placing a marker on the object. The data augmentation process consists of first removing the marker from the image. This is done by covering the marker with a white patch of similar color as that of the table, as shown in Figure 4.4a. These marker-less images are now used as the background images for data augmentation. Now the data augmentation process is used for two purposes. Firstly for pretraining the network to predict the position of the objects in the images, by inserting the RGB image of a randomly selected real object, at a randomly selected position, as shown in Figure 4.4b. Secondly for learning to generate the motions for the real objects, by replacing the marker with a real object in the image, as shown in Figure 4.4c. The images of the four objects that are being used for data augmentation can be visualized in Figure 4.3. With data augmentation, the learned model generalizes for multiple real objects, without any need of detecting their positions. The objects positions have to be only provided during the training phase while the learned CNN directly uses the camera images during the motion reproduction, eliminating the need to extract the task parameters.

Network architecture

The architecture of the CNN is illustrated in Figure 4.5. It consists of nine layers, namely the input layer for image, three convolutional layers, a reduced layer of feature maps, input to fully connected layers, two fully connected layers and a linear output layer. The neural network takes a RGB image and a clock signal as inputs and predict the forcing terms of the DMPs. The input image has 120000 dimensions \((200 \times 200 \times 3)\) as compared with a single value of the clock signal. The image vector can dominate over the clock signal due to its high dimensionality. To avoid this domination, the clock signal is concatenated with the extracted task parameters and then passed as an input to the fully connected layers. This is similar to what Levine et al. did with robot’s state in their approach [62]. In order to avoid the vanishing gradient problem and for learning a good feature representation, the convolutional layers are pretrained to predict the object’s position in the image.

Smaller sized kernels as in [40] can capture fine details from the image. Hence smaller kernels of size \(3 \times 3\) are used, with the stride length of 1 and SAME padding, as shown in Figure 4.5. After convolutional layers a variant of soft attention mechanism called soft-argmax is used, which is introduced in [62]. The soft-argmax 'softpicks' out the position or indices of the maximum value within a matrix. It transforms a feature map into a probability matrix, then the probability matrix is element wise multiplied with the position matrices. The position matrices for \(x\) and \(y\) directions are defined by Eq. (4.1) and (4.2)

\[
M_x = \begin{bmatrix}
0 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 \\
\vdots & \vdots & \ddots & \vdots \\
199 & 199 & \cdots & 199 \\
\end{bmatrix} - 100.0)/100.0
\]  
(4.1)

\[
M_y = \begin{bmatrix}
0 & 1 & \cdots & 199 \\
0 & 1 & \cdots & 199 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 1 & \cdots & 199 \\
\end{bmatrix} - 100.0)/100.0
\]  
(4.2)

Now the output positions are calculated as \(x = \sum_{k,l}(\text{softmax}(F) \circ M_x)_{k,l}, \ y = \sum_{k,l}(\text{softmax}(F) \circ M_y)_{k,l}\) where \(\circ\) denotes element wise product or Hadamard product, \(k,l = [0..199]\) and \(F\) is a
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Figure 4.5.: Architecture of CNN.

single feature map, which has to be flattened before softmax, the result of softmax has to be reshaped back to 200 × 200.

Unlike [62], an additional reduce_mean operator is added before the soft-argmax. The soft-argmax operator is executed on the single reduced feature map, so that it outputs only one position pair \((x, y)\), which can be concatenated with a clock signal for further training. The reduce_mean operator is defined as \(F(i, j) = (\sum_{n} F_n(i, j))/n\) where \(F\) denotes the reduced feature map, \(F_n\) is a single feature map in the last convolutional layer, \(n = [1...32]\), and \(i, j = [0...199]\) are the indices of pixels. All activation functions are Rectified Linear Unit (ReLU) in the neural network. The fully connected layers are pretrained with the positions of the marker and the clock signals as inputs and with the forcing terms as outputs. Once both the convolutional layers and the fully connected layers are pretrained, the pretrained weights are updated further with end-to-end training.

Adam optimizer is utilized for updating the weights of the CNN [46]. The first moment is set to be 0.9 and the second moment is set to be 0.999. The epsilon is set to be 1e-8 for numerical stability. The pixels intensities and the predicted task parameters are rescaled within the interval \([-1, 1]\). The learning rate for pretraining convolutional layers of both object with marker and the real objects is 0.001. The learning rate for pretraining fully connected layers starts at 0.01 and ends at 0.0001, and is decayed by half after every 20 epochs. The learning rate for doing end-to-end training starts at 0.001 and ends at 0.0001. It is decayed by half after every 3 epochs. The loss function for all training steps is the mean squared error and the batch size for updating the weights is 100. The CNN is trained by using TensorFlow v1.0 on GPU GTX1060 6G and it takes about 4 hours to train one model. The forward pass of the CNN takes about 20ms with python 2.7 on GTX1060 GPU. For avoiding the overfitting problem, the model is validated after every 50 steps.

**4.3. Experiments and Results**

The proposed method is tested in a sweeping task. The goal of this task is to generate robot motion for moving a trash into the dustpan. The task parameters are defined as the position of the trash.
in the image. The position of the trash governs the movement of the robot’s end-effector. For a new trash position, the robot should be able to generate a trajectory for moving the trash to the collection point. Three DMPs are learned, two for generating a planar motion and one for encoding the rotary motion about the z-axis of the end-effector, as shown by the blue arrows in Figure 4.1.

4.3.1. Experimental setup

The experiments are conducted by using a KUKA light weight robot IV+. An already trained TP-DMP is used for collecting demonstrations for the D-DMP. For learning the TP-DMP, four demonstrations are collected via Kinesthetic teaching, by setting the robot to gravity compensation mode. For recording the position of the trash, a marker is attached on the object. The marker is tracked with Kinect RGB-D camera by using Robot Operating System (ROS) wrapper for Alvar, an open source augmented reality tag tracking library\(^1\). By using ROS a Server-Client communication interface is built between the CNN and the DMP as shown in Figure 4.6. The client PC (Personal Computer) on which the DMP model is running has to control the robot in real time. In order to avoid the computational burden on the client PC, the CNN is executed on another high performance server PC. The server PC receives the clock signal from the client PC. It then passes the current image and the received clock signal to the learned CNN, which then calculates the required forcing terms. The predicted forcing terms are then sent back to the client PC. Finally, the DMP uses the received forcing terms for the motion execution.

![Figure 4.6.: Communication interface: interaction between DMP model and CNN using Server-Client pattern on ROS.](image)

4.3.2. Feature maps

An example of the feature maps after ReLU operation of the three convolutional layers is shown in Figure 4.7. Since the size of feature maps is not decreased, the feature maps of each convolutional layers are human readable. Figure 4.7b shows one of the feature maps after the third convolutional layer. The target object (marker) has a strong activation in the reduced feature map. Visually all feature maps look very similar after the third convolutional layer and have only minor differences. Although these feature maps can be directly passed into the one of the soft-argmax operator for predicting the position of the object, the mean value of these feature maps is used for making the prediction more robust.

\(^1\)http://wiki.ros.org/ar_track_alvar
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(a) Feature maps after first convolutional layer.

(b) One feature map after third convolutional layer.

(c) Feature maps after second convolutional layer.

Figure 4.7.: Feature maps from the three convolutional layers.

4.3.3. Evaluation

Now the errors and accuracies of predicted object’s positions in the training and the validation set are calculated. The unit of error is pixel and the accuracy is stated in percentage. The \((x, y)\) values are rescaled from range \([-1, 1]\) to \([0, 200]\) for calculating the error in pixels. Mean absolute error is calculated for the training set and the validation set. Errors in horizontal and vertical directions are evaluated separately. The resolution of the reduced feature map is 200 \(\times\) 200, so 200 pixels are used as reference value for calculating the accuracy of predicted position by using Eq. (4.3). The errors and accuracies of the pretrained networks for predicting the positions of the marker and the objects are given in Tab. 4.1.

\[
\text{Accuracy} = (1 - \text{error}/(200\text{pixels})) \times 100 \tag{4.3}
\]

<table>
<thead>
<tr>
<th></th>
<th>Marker</th>
<th>Real Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>horizontal</td>
<td>vertical</td>
</tr>
<tr>
<td>Training</td>
<td>Error</td>
<td>1.87</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>99.07</td>
</tr>
<tr>
<td>Validation</td>
<td>Error</td>
<td>1.83</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>99.09</td>
</tr>
</tbody>
</table>

Table 4.1.: Errors (in pixel) and accuracies (%) of predicted positions in image coordinate system.

In order to check the performance of the CNN on real robot, the trained model is evaluated in different scenarios. Firstly it is tested that the CNN has learned the correct behavior from the collected dataset and can reproduce the results in [78]. The learned model is evaluated with the marker placed over the object. The successfully executed motion with images at different time steps and their corresponding reduced feature maps are visualized in Figure 4.8a. The feature maps have high activation at the marker. The red dot in the feature maps represents the predicted task parameters, which in this case is the object’s position in the image. Since the TP-DMP can be
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(a) The first row show the executed motion. The second row represents the reduced mean feature map of the images in the first row. The red dots in second row show the predicted marker position by the CNN.

(b) Generated forcing term for motion in x-axis by the TP-DMP (red curve) and the D-DMP (blue curve).

Figure 4.8.: Motion execution with a marker on the object.

Figure 4.9.: Motion execution for an object not used during the training. The red rectangle represents the bounding box of the initial trash positions in the collected dataset. The object is placed outside the range of training data for evaluating the extrapolation performance.

used for generating the forcing terms for an object with the marker, they are also being generated with the TP-DMP, while the motion is being executed by the D-DMP. Figure 4.8b shows the generated forcing term from the two models, for motion along x-axis. It can be seen that the graph of the predicted forcing terms from the D-DMP is smooth and closely matches to the graph of the TP-DMP.

Now the motions are executed for the objects without markers. The performance of the approach is also evaluated for an object which is not present in the training data. Since the object specific features are learned by the CNN, the learned skill can be generalized for the objects that look similar to the objects in the training data. The successfully executed motion for a new object can be visualized in Figure 4.9. The red rectangle in the most left image in Figure 4.9 depicts the range of the starting positions of the trash in the collected dataset. It can be seen in image sequences that the learned CNN can generalize for a real object, even when it is placed outside the range of the training data.

By combining DMP with a CNN, it inherits the desirable attributes associated with a DMP model. For instance Figure 4.10 shows that the motion can adapt for a change in the dustpan.
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Figure 4.10.: Motion execution for a different goal position.

Figure 4.11.: Robust motion execution under perturbation (above). Corresponding reduced mean feature map (below).

position, by changing the goal value \( g \) in the DMP. The speed of the executed motion can be changed, by changing the decay rate \( \alpha \), in Eq. (3.1).

The performance of the learned model against the disturbance in the image is also evaluated while changing the position of the sponge in real time. The results are shown in Figure 4.11. The sponge is pulled and pushed by a human hand during the task execution. The hand was never observed by the CNN in the training data and can be termed as a disturbance in the image. The end-effector of the robot follows the changing position of the sponge and neglects the disturbance in the image, by successfully pushing the sponge into the dustpan. A strong activation of the object of interest (sponge) can be visualized in the extracted feature maps. Since the shape and color of the hand are very different from the objects in the training data, the performance of the CNN remains unaffected by its introduction in the image.

4.4. Comparison with State-of-the-Art

In the presented approach, 45 motions are selected for the training set while the remaining 5 motions are used for validating the learned model. With 480 images in each demonstration, the training and test sets consist of 21600 and 2400 data-points respectively. This is lower than 800,000 grasp attempts in [62], at least 156 execution trials in [63] and 24,500 and 3500 data-points in training and validation sets respectively in [112]. The reason for the need of lower amount of training data for the \textbf{D-DMP} can be attributed to the hybrid DMP and CNN model where the CNN has to only learn the forcing terms of the DMP. Also the deep learning based motor primitive models have to be retrained for even a slight change in the execution speed [112]. In contrast, due to the underlying DMP model, the approach presented here can easily speed-up or slow-down the execution speed by simply changing the temporal scaling factor \( \tau \). Moreover, the learned motor primitive can also generalize for different objects, as shown in the experiments.
4.5. Discussion

This chapter proposes the D-DMP architecture, which is achieved by replacing the GMMs of a TP-DMP model with a CNN. As shown in the experiments, the training data for the D-DMP is collected by utilizing the already trained TP-DMP model introduced in the previous chapter. One can argue that why an already trained model is used for the collecting the training data. If a human teacher provides demonstrations for the D-DMP, then his presence will also be recorded in the training images. Since the camera images are utilized in the D-DMP, if a human is always present in the images during demonstrations, a CNN can learn human specific feature. Now during motion reproduction, if the human is not present in the image, then it can result in a failure of the task [62, 63, 112]. Alternatively a human can provide teleoperated demonstrations as in [76, 112]. In teleoperation mode a remote interface is utilized to control the robot. Since collecting teleoperated demonstrations can be a time consuming and a tedious task for a human operator, we use the already trained TP-DMP model to speed up the learning process.

In the presented approach task parameters are also recorded along with the training data. One may wonder that what would be the result of training the CNN model without utilizing the task parameters. Deep architectures usually have a high tendency of overfitting the training data. This is due to the vanishing gradient problem where the first few layers of a CNN get very little update as compared with the last few layers. This problem becomes more severe if the amount of training data is small. Due to this reason we utilize the collected task parameters to pretrain the convolutional layers of the CNN. In the pretraining, the initial convolutional layers are trained to predict the task parameters. Pretraining helps to initialize the weights of the initial layers for reducing the effect of vanishing gradient problem. Moreover the pretraining of initial layers is also helpful to decrease the number of learning iterations when performing end-to-end learning of the network. Due to all these reasons, the task parameters are recorded and utilized for pretraining the convolutional layers of the network. Once trained, the network comes up with an internal representation of the task parameters and thus do not require the extracted task parameters during the motion reproduction.

CNNs can learn task specific features. The experiments demonstrate that they can also reject disturbances in the camera images. Figure 4.11 shows that when a hand enters the image, the learned features did not activate that part of the image and treat it as the background. On the other hand the sponge in the image is highlighted. The reason is that the shape and color of the hand is very different from that of the objects which are learned. Another benefit of using image as an input is that the data augmentation can be applied on the images. This enables the network to generalize for arbitrary real objects, eliminating the need to use markers on the objects.

4.6. Summary and Future works

This work proposes D-DMP, which is learned by modeling the forcing terms of a TP-DMP with a CNN. Existing approaches for learning TP-DMP usually require specialized vision systems or markers for extracting task specific variables. In contrary, task specific features are learned by supervised learning in the presented approach. Also here the task parameters are only required during the training phase. After learning, the camera image is directly used for motion reproduction. The pretraining of the convolutional layers for extracting the task specific variables is also demonstrated. This reduces the effect of vanishing gradient problem as compared with directly doing end-to-end learning of the CNN. Since the features are learned, this eliminates the need to use any markers. Additionally by applying the data augmentation, the proposed approach can easily generalize the learned skill for various different objects. The generalization capability of
the D-DMP approach is demonstrated by executing the task for a novel object and against the background perturbations.

D-DMP requires relatively fewer training data for learning, as compared with other CNN based motor learning approaches [62,63,112]. Applying RL for learning a motor skill can require a lot of trials [63]. Thus the imitation strategy proposed in this work can be used to initialize the network parameters and for rapidly acquiring a motor skill, while the skill refinement can subsequently be done by using RL [98]. In this work the goal position $g$ is provided by the user. Alternatively, it can be also predicted by the learned network, along with the forcing terms of the DMPs.

Currently the time signal and the image are the only inputs to the network. Additional information such as state of the robot can also be passed as an input to the network. This can enable the learned network to get an awareness about the robot’s state, which might be helpful for the execution of the task. Another extension of this the proposed approach can be to eliminate recording of the task parameters, by applying the dimensionality reduction techniques, to come up with a suitable lower dimensional representation of the images. The lower dimensional representation can then be utilized directly as an input to the fully connected layers. An unsupervised deep learning architecture that can be investigated for this purpose is an autoencoder [110]. If the network can only utilize the camera images for learning then this will eliminate the need to identify the task parameters by a human and hence making the approach more self sustaining.

The presented work has used a CNN. Another interesting approach that can be investigated is to use a Recurrent Neural Network (RNN) [68] instead of a CNN. RNN can model the time dependence in a signal and have been shown to work well for speech recognition, text generation and forecasting applications. They can utilize a sequence of images and have the capability to model the dynamical systems [34]. By utilizing a sequence of images, the temporal structure in the tasks can be an exploited, eliminating the need to pass time signal as an additional input for motion reproduction.
CHAPTER 5

Learning in Teleoperation

5.1. Motivation

The last two chapters emphasized on learning task parameterized movement primitives by utilizing kinesthetic teaching for collecting demonstrations. Since a robot and a human cannot always be colocated, teleoperation can be utilized to control a robot in such circumstances. While teleoperation provides a possibility for a robot to operate at extreme conditions instead of a human, teleoperating a robot still demands a heavy mental workload from a human operator. Programming by Demonstrations can reduce the human operator’s burden by learning repetitive teleoperation tasks. Even though there have been several prior researches on learning via teleoperation, most of them were focused on applying PbD approaches developed for kinesthetic teaching, undermining the need to address the problems encountered when using teleoperation for collecting demonstrations. For instance teleoperation can produce demonstrations with large spatial and temporal variations, with different starting/ending phases and partial executions of the task. To the best of my knowledge, there has been no research on developing learning from demonstration approach which can handle inconsistent demonstration with large spatial and temporal variations, demonstration with different starting/ending phases and partial demonstrations of the task.

This chapter proposes a novel PbD method which aim at identifying and overcoming the challenges associated with using teleoperation as an input modality for PbD. It first compares kinesthetic teaching with teleoperation and highlights some inherent problems associated with teleoperation; specifically uncomfortable user interface and inconsistent teleoperated demonstrations. A novel approach for handling the unique features encountered during teleoperation is presented in this chapter. The approach is based on Dynamic Movement Primitives (DMP) for learning the demonstrations provided by an operator during teleoperation. As opposed to other papers which use Dynamic Time Wrapping (DTW) as a preprocessing step, the presented approach aligns and encodes the motion data simultaneously and incorporates the temporal and spatial variance presented by using an EM algorithm [28]. Although the task parameters are not explicitly considered in this chapter, the work presented here can be combined with the task parameterized skill learning approach presented in chapter 3, to simultaneously align and encode the task parameterized demonstrations. The utilization of the learned model to the shared teleoperation settings is also addressed in this chapter. In shared teleoperation, the learned model control some DOFs, while the remaining DOFs are controlled by the human operator/operators. The synchronization of the
generated motion of learned model and the human operators is the main challenge which is en-
countered in shared teleoperation. To address this challenge we propose two shared teleoperation
architectures. The performance of the two architectures is tested and validated against human-
only teleoperation architecture with real robot experiments of a peg-in-hole task conducted on a
3-Degree of freedom (DOF) master-slave teleoperation system.

5.2. Teleoperated demonstrations

While comparing kinesthetic teaching and teleoperation, the former is reported to be easier to
use, as a faster way to provide the demonstrations and a more preferred way of demonstrating a
task [4, 32]. Additionally kinesthetic teaching is also reported to provide more successful demon-
strations in a shorter time duration. This is due to a lack of situational awareness and difficulty of
controlling the robot with teleoperation. By using the setup shown in the Figure 5.1, an operator
is asked to demonstrate four cycles of the peg-in-hole task. Figures 5.2a and 5.2b illustrate the
demonstrations of the peg-in-hole task recorded via kinesthetic teaching and teleoperation. It can
be seen in Figures 5.2c and 5.2d that the demonstrations obtained using kinesthetic teaching have
a higher level of consistency as compared to the demonstrations recorded via teleoperation. Also
trajectories obtained via teleoperation have a higher level of spatial-temporal variations.

Apart from the higher level of spatial-temporal variations, demonstrations via teleoperation can
pose additional challenges. For instance, due to the symmetric nature of the peg-in-hole task, a
change in camera position can cause a user to lose track of a single starting region while provid-
ing the demonstrations. This can result in different initial and final configurations for different
demonstrations. Also an operator might prematurely terminate his/her motion due to communi-
cation issues or a sensor failure, yielding an incomplete demonstration. All these issues make it
challenging to apply existing PbD techniques directly for teleoperation.

Most of the existing PbD literature for teleoperation focuses on DTW [96] based motions align-
ment before encoding the demonstrations. DTW is an algorithm which measure the similarities
between two temporal signals executed at different speeds. However, DTW does not provide a
good solution to the aforementioned problems because it assumes the same initial and final states
of the signals, executed at different speeds. Another limitation of GMM/HMM based PbD ap-
proaches for teleoperation is that unlike nonlinear dynamical system based approaches, such as
DMP [99], the HMM/GMM based encoding with GMR based trajectory generation does not guar-
antee the stability properties associated with dynamical systems [18, 83]. The above mentioned
reasons raise a scalability issue, when applying PbD approaches developed for kinesthetic teach-
ing to teleoperation. Hence there is a need to develop PbD approaches for handling inconsistencies
encountered during demonstrations via teleoperation.

5.3. Teleoperation Skills Learning

5.3.1. DMP learning with GMM/GMR

In the original DMP, locally weighted regression technique is applied in order to learn the non-
linear forcing term \( F(s) \). In this work, the forcing terms are encoded with a GMM. A GMM
with k components is parameterized by \( \Theta \text{(k)} = \{ \pi_m, \mu_m, \Sigma_m \}_{m=1}^k \) where \( \pi_1, \ldots, \pi_k \) are mixing
weights, \( \mu_1, \ldots, \mu_k \) are means and \( \Sigma_1, \ldots, \Sigma_k \) are covariance matrices. The probability den-
sity function of \( y \) is said to follow the k-component GMM if it can be written as \( P(y|\Theta \text{(k)}) = \sum_{m=1}^k \pi_m \mathcal{N}(y; \mu_m, \Sigma_m) \), subject to the constraints \( 0 < \pi_m < 1 \) and \( \sum_{m=1}^k \pi_m = 1 \). After learning
the GMM, the forcing term is synthesized by using the GMR. When human demonstrations are
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Figure 5.1.: (a) Kinesthetic teaching by directly holding the robot, (b) Teleoperation by using 3-DOF haptic device

collected, each demonstration trajectory is linearly re-sampled to have \( n \) number of samples. For each trajectory, the required forcing terms are calculated by rearranging the terms in the DMP equation i.e. \( \dot{F}(s) = \frac{\dot{v}}{\tau_a} - (\alpha_s(\beta_s(g - x)) - v)/a \). Then, there is a sequence of a pair, consisting of position \( x \) and forcing terms \( F(s) \). Assuming that the corresponding phase variable \( s \) is known, now the joint distribution of these variables is encoded by using a GMM. During the reproduction phase, GMR is used for predicting the forcing term for a given phase signal \( s \), which is plugged into the DMP equation to get the acceleration command. A separate controller is used for executing the motion.

5.3.2. EM algorithm for learning from asynchronous data

As discussed earlier, the demonstrations can have temporal variations and thus the phase signal cannot be attached with each trajectory. In order to handle such inconsistent and asynchronous teleoperated demonstration trajectories, the demonstrations are first separated into two parts: one reference trajectory and the rest. The reference trajectory should be a full execution of the motion and it is recommended to be a minimum jerk trajectory.

Assume that there are \( k \) demonstration trajectories and the first demonstration is the reference trajectory. From the demonstrations, there are two data sets. The first data set contains only the reference trajectory, its forcing terms and the concatenated phase signals. It is called as a complete data (\( X^{\text{Com}} \)). The second data set contains the remaining trajectories and their forcing terms. However their phase variables \( s \) are unknown. Thus, it is termed as incomplete data (\( X^{\text{InCom}} \)). The missing phase signals in the second data set will be estimated by synchronizing this data set with the first data set iteratively during EM. The notation \( x^{\text{Com}}_i \) and \( x^{\text{InCom}}_i \) is used to denote \( i^{\text{th}} \) column in complete (\( X^{\text{Com}} \)) and incomplete data sets (\( X^{\text{InCom}} \)) respectively.

\[
X^{\text{Com}} = X_1 = \begin{bmatrix} F_1(s_0) & x_{1,0} & s_0 \\ \vdots & \vdots & \vdots \\ F_1(s_n) & x_{1,n} & s_n \end{bmatrix}^T \quad X^{\text{InCom}} = \begin{bmatrix} X_2 \vdots X_k \end{bmatrix}^T
\]

Now a GMM is fitted to the data sets by using an EM algorithm. The GMM parameters and the missing phase signals in each trajectory should be estimated. These parameters are initialized and are then iteratively updated during EM. The values of phase signals are initialized as a linearly increasing value from 0 to \( 2\pi \) in each trajectory for a rhythmic DMP and an exponentially decreasing value from 1 to 0 in each trajectory for a discrete DMP. Now there are \( n \) data-points in complete data set and \( n_2 = n \ast (k - 1) \) data-points in incomplete data set.
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Figure 5.2.: Four demonstrations recorded via kinesthetic teaching and teleoperation for the peg-in-hole task (a) Recorded trajectories via kinesthetic teaching (b) Recorded trajectories via teleoperation (c) Motion in y-axis using kinesthetic teaching (d) Motion in y-axis using teleoperation.

**E-step**

First the variables are separated into two types, missing (miss) denoting the phase variable and observable (Obs) denoting all variables other than the phase variable.

\[
\mu_m = \begin{bmatrix} \mu_m^{\text{Obs}} \\ \mu_m^{\text{miss}} \end{bmatrix}, \quad \Sigma_m = \begin{bmatrix} \Sigma_m^{\text{Obs},\text{Obs}} & \Sigma_m^{\text{Obs},\text{miss}} \\ \Sigma_m^{\text{miss},\text{Obs}} & \Sigma_m^{\text{miss},\text{miss}} \end{bmatrix}
\]

In case of a rhythmic DMP, first map all the phase variable within the interval \([\mu_m^{\text{miss}} - \pi, \mu_m^{\text{miss}} + \pi]\), for calculating the valid probabilities for the \(m^{th}\) GMM component.

\[
p_{i,m} = \pi_m N(x_i^{\text{com}}; \mu_m, \Sigma_m) \quad q_{j,m} = \pi_m N(x_j^{\text{InCom}}; \mu_m, \Sigma_m)
\]

where the initialized (or updated during M-step) phase variables are used for probabilities calculation in incomplete data set. The responsibility terms for the \(i^{th}\) and \(j^{th}\) data points in complete and incomplete data sets are calculated as:

\[
E[z_{i,m}|x_i^{\text{com}}, \theta] = h_{i,m} = \frac{p_{i,m}}{\sum_{l=1}^n p_{l,j}}, \quad h_m = \sum_{i=1}^n h_{i,m}
\]

\[
E[z_{j,m}|x_j^{\text{InCom}}, \theta] = r_{j,m} = \frac{q_{j,m}}{\sum_{l=1}^n q_{l,j}}, \quad r_m = \sum_{j=1}^{n_2} r_{i,j}
\]
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In incomplete data set, the prediction of the $j^{th}$ missing value with respect to the $m^{th}$ GMM component is done as:

$$\hat{x}_{j,m}^{\text{miss}} = \mu_{\text{m}}^{\text{miss}} + \Sigma_{\text{m}}^{\text{obs}}^{-1}(x_j - \mu_{\text{m}})$$

With this predicted value, two additional expectations are calculated for the incomplete data set:

$$E[z_{j,m}, x_{j,m}^{\text{InCom,miss}} | x_j, \theta] = q_{j,m}(x_j)$$

$$E[z_{j,m}, x_{j,m}^{\text{InCom,miss}}^\top | x_j, \theta] = q_{j,m}(x_j) (\Sigma_{\text{m}}^{\text{obs}} - \Sigma_{\text{m}}^{\text{obs}}^{-1} \Sigma_{\text{m}}^{\text{obs}}^\top + \hat{x}_{j,m}^{\text{miss}} \hat{x}_{j,m}^{\text{miss}}^\top)$$

M-step

The mixing weights are updated as:

$$\pi_m = \frac{h_m + r_m}{n + n_2}$$

while the GMM means are updated as:

$$\mu_m = \frac{\sum_{i=1}^n x_i^{\text{Com}} h_{i,m} + \sum_{v=1}^{n_v} x_v^{\text{InCom}} r_{v,m}}{h_m + r_m}$$

In case of a rhythmic DMP, the phase signal lies on a circular plane for which mean of cos and sin terms is needed:

$$\bar{c}X = \frac{\sum_{i=1}^n \cos(x_i^{\text{Com,miss}}) h_{i,m} + \sum_{v=1}^{n_v} \cos(x_v^{\text{InCom,miss}}) r_{v,m}}{h_m + r_m}$$

$$\bar{s}X = \frac{\sum_{i=1}^n \sin(x_i^{\text{Com,miss}}) h_{i,m} + \sum_{v=1}^{n_v} \sin(x_v^{\text{InCom,miss}}) r_{v,m}}{h_m + r_m}$$

Afterwards the phase variable for a rhythmic DMP is updated in the GMM means with these conditions and wrapped in the interval $[0, 2\pi]$:

$$\text{if}(\bar{c}X < 0) \quad \mu_m^{\text{miss}} = \tan^{-1}(\bar{s}X / \bar{c}X) + \pi$$

$$\text{else if}(\bar{s}X > 0) \quad \mu_m^{\text{miss}} = \tan^{-1}(\bar{s}X / \bar{c}X)$$

$$\text{else} \quad \mu_m^{\text{miss}} = \tan^{-1}(\bar{s}X / \bar{c}X) + 2\pi$$

As before, phase variable is mapped within the interval $[\mu_m^{\text{miss}} - \pi, \mu_m^{\text{miss}} + \pi]$ for a rhythmic DMP. Afterwards the covariances are updated as:

$$\Sigma_m = \frac{\sum_{i=1}^n h_{i,m}(x_i^{\text{Com}} - \mu_m)(x_i^{\text{Com}} - \mu_m)^\top + \sum_{v=1}^{n_v} A_v}{h_m + r_m}$$

$$A_v = r_{i,m} \begin{bmatrix} x_i^{\text{Com,miss}} - \mu_m^{\text{miss}} \\ x_i^{\text{InCom,miss}} - \mu_m^{\text{miss}} \end{bmatrix} \begin{bmatrix} x_i^{\text{Com,miss}} - \mu_m^{\text{miss}} \\ x_i^{\text{InCom,miss}} - \mu_m^{\text{miss}} \end{bmatrix}^\top$$

$$= \begin{bmatrix} a_{11} & a_{12} \\ a_{21} & a_{22} \end{bmatrix}$$
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where

\[
\begin{align*}
A_{11} &= r_{l,m}(x^\text{InCom,obs}_l - \mu_m)(x^\text{InCom,obs}_l - \mu_m)^\top \\
a_{21} &= (E[z_{l,m},x^\text{InCom,miss}_l] - r_{l,m}\mu_m)(x^\text{InCom,obs}_l - \mu_m)^\top \\
a_{12} &= a_{21}^\top \\
a_{22} &= E[z_{l,m},x^\text{InCom,miss}_l] + r_{l,m}\mu_m^\text{miss}(\mu_m^\text{miss})^\top - 2E[z_{l,m},x^\text{InCom,miss}_l](\mu_m^\text{miss})^\top
\end{align*}
\]

After updating the GMM parameters the next step is to maximize the phase signal values in the incomplete data set. This is done by using Gaussian Mixture Regression but with responsibilities calculated using all of the dimensions (phase values from initialization or from last M-step). For a given input variable \(x^\text{InCom,obs}_i\) and a given Gaussian distribution \(m\), the expected value of \(x^\text{InCom,miss}_i\) is defined by:

\[
P(x^\text{InCom,miss}_i| x^\text{InCom,obs}_i, m) = \hat{x}_{i,m}
\]

where

\[
\hat{x}_{i,m} = \mu_m^\text{miss} + \Sigma_m^\text{miss,obs}(\Sigma_m^\text{obs})^{-1}(x^\text{InCom,obs}_i - \mu_m^\text{obs})
\]

By considering the complete GMM

\[
E(x^\text{InCom,miss}_i| x^\text{InCom,obs}_i) = \sum_{l=1}^k r_{l,m}\hat{x}_{i,l}
\]

with

\[
r_{l,m} = \frac{\pi_mN(x^\text{InCom,miss}_i; \mu_m, \Sigma_m)}{\sum_{l=1}^k \pi_lN(x^\text{InCom,miss}_i; \mu_l, \Sigma_l)}
\]

where \(E(x^\text{InCom,miss}_i| x^\text{InCom,obs}_i)\) is the updated phase value of the \(i^{th}\) data point in incomplete data set.

5.4. Shared teleoperation

The goal of skill learning is to decrease the effort which a human operator has to put in for executing the task. Although the autonomy of a task relaxes the workload of a human operator, the issue of correct task execution has to be addressed for effective assistance [29]. Alternatively multiple operators can be deployed for the task execution, which in comparison to a single operator, provides a decrease in cognitive workload of each operator and a reliable execution of the task [107]. The issue of dividing the control authority among multiple operators with multiple Field-of-Views (FOVs) is addressed by [107]. However, introducing multiple operators for controlling a single robot is an economically expensive solution. Also during control sharing among multiple operators, a camera failure or obstruction in FOV of one operator can make it impossible for that operator to execute the task.

There can be cases where some DOFs in a task are repetitive, while the remaining DOFs have non repetitive motion. In such cases, we can introduce shared teleoperation instead of either fully manual teleoperation or autonomous execution of the task. The DOFs which have repetitive motion, can be encoded by LfD and executed autonomously through the artificial agent, and the other DOFs, which are either non repetitive or highly uncertain, can be controlled by a human operator. That way we can expand the application area of the proposed skills learning method to more general tasks by removing the constraint that all DOFs should be fully repetitive.
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However, in order to perform human-agent shared teleoperation, the main challenge is how to synchronize the generated motion of the learned agent and the motion command from the human operator. To address this problem, two human-agent control sharing strategies are proposed i.e. human-synchronized shared teleoperation and agent-synchronized shared teleoperation.

5.4.1. Human-synchronized Shared Teleoperation

In the human-synchronized shared teleoperation, the agent controls the motion of its DOFs, without taking into account the motion of DOFs controlled by the human. All the synchronization effort is performed by the human operator, where the agent does not depend on the former’s spatial information for the execution of task. The control flow of the human-synchronized shared teleoperation architecture can be visualized in Figure 5.3, where the human operator utilizes the visual and haptic feedback coming from the slave’s end and the agent, to synchronize his/her motion while sharing control with the learned artificial agent.

![Figure 5.3: Human-Synchronized Shared Teleoperation.](image)

5.4.2. Agent-synchronized Shared Teleoperation

In agent-synchronized shared teleoperation, the learned agent (DMP) also actively participates in synchronizing its motion with the human operator, as shown in Figure 5.4. The basic idea in this architecture is to predict the DMP’s clock signal, for the given robot configuration, which is then utilized for generating the motion of the DOF to be automated. Hence the learned agent receives task feedback to adjust its motion.

Table 5.1 presents the pseudo-code for the shared teleoperation in between the DMPs and the human operator/operators. The basic idea for shared teleoperation is to predict the clock signal for the given robot configuration, which is then utilized for generating the motion of the DOFs to be automated. The initial clock signal is predicted by a numerical maximum likelihood approach for the current end-effectors configuration. Linearly spaced samples of phase variable are generated and the likelihood value of the generated samples along with the current end-effector configuration is evaluated for the learned GMMs. The sample which yields the maximum likelihood value is selected as the predicted starting value for the clock signal.

For generating the motion of the autonomous DOFs, it is important to synchronize them with the motion of the DOFs to be controlled by the human. For that the current clock signal value is re-estimated after motion command at each time step. To achieve this the clock signal value is generated within a predefined window around the current estimated value. The generated clock
signal values are combined with the current robot configuration and then again a numerical maximum likelihood approach is deployed along the DOFs controlled by the human. The sample that maximizes the likelihood value is now used for updating the clock signal. The clock signal is an increasing function for a rhythmic DMP. If the sample value is greater than the current estimate, the current estimate is updated with the sample maximizing the likelihood. The clock signal for the next time step is predicted by increasing the current estimate with an average increase of clock signal observed in the previous time steps. If the value of the sample maximizing the likelihood is less than the current estimate, the current estimate is kept as it is, as the clock signal is an increasing variable and increment the current estimate by a small predefined amount $\Delta$ for the next time step. The same approach for the discrete DMPs is applied but with decreasing values, instead of increasing values of the clock signal. A concise block diagram of the shared teleoperation controller is presented in Figure 5.5.

Figure 5.4.: Agent-Synchronized Shared Teleoperation.

Figure 5.5.: Block diagram of agent-synchronized shared teleoperation.
5.4. Shared teleoperation

Table 5.1.: Shared teleoperation for rhythmic motion by using the learned GMMs

\[ \text{Input: } \Theta_1 = \{ \{ \pi_{m,d_1}, \mu_{m,d_1}, \Sigma_{m,d_1} \}_{m=1}^{k} \}_{d_1=1}^{D_1}, \sigma_s, N_2, \Delta, \delta, \]
\[ \Theta_2 = \{ \{ \pi_{m,d_2}, \mu_{m,d_2}, \Sigma_{m,d_2} \}_{m=1}^{k} \}_{d_2=1}^{D_2} \]

\[ \text{Initialize: } \text{Step}_{\text{sum}} = 0, l = 0 \]

Predict initial clock value

\[ s_{\text{Samp}} = [0 \delta 2\delta \ldots 2\pi]^T \] \hspace{1cm} \triangleright \text{Generate } N_2 \text{ samples}

for \( o = 1 \) to \( N_2 \) do
  for \( d_1 = 1 \) to \( D_1 \) do
    Temp_{d_1} = \sum_{m=1}^{k} \pi_{m,d_1} N([x_{d_1}, s_{\text{Samp}}^{o}], \mu_{m,d_1}^{[2,3]}, \Sigma_{m,d_1}^{[2,3]})
  end for
end for

for \( d_2 = 1 \) to \( D_2 \) do
  Temp_{d_2} = \sum_{m=1}^{k} \pi_{m,d_2} N([x_{d_2}, s_{\text{Samp}}^{o}], \mu_{m,d_2}^{[2,3]}, \Sigma_{m,d_2}^{[2,3]})
end for

Prob_{o} = N(s_{\text{Samp}}^{o}, s_{\text{Samp}}^{o}, \sigma_2^{2}) \prod_{d_1=1}^{D_1} \text{Temp}_{d_1} \prod_{d_2=1}^{D_2} \text{Temp}_{d_2}

\[ \hat{\delta} = \arg\max \{ \text{Prob}_{o}, o = 1, \ldots, N_2 \} \]

\[ s_{\text{cur}} = s_{\text{Samp}}^{\hat{o}} \]
while \( \text{GenerateMotion}=1 \) do

Generate motion

\[ \text{ForcingTerms} \leftarrow \text{GMR}(s_{\text{cur}}, \Theta_2) \] \hspace{1cm} \triangleright \text{For autonomous DOFs}

\[ \text{AccelerationCommand} \leftarrow \text{DMPs(ForcingTerms)} \]

Re-estimate clock signal

\[ s_{\text{Samp}} = [s_{\text{cur}} - \delta, s_{\text{cur}} \ldots s_{\text{cur}} + N\delta]^T \] \hspace{1cm} \triangleright \text{Generate } N+2 \text{ samples}

for \( o = 1 \) to \( N + 1 \) do
  for \( d_1 = 1 \) to \( D_1 \) do
    Temp_{d_1} = \sum_{m=1}^{k} \pi_{m,d_1} N([x_{d_1}, s_{\text{Samp}}^{o}], \mu_{m,d_1}^{[2,3]}, \Sigma_{m,d_1}^{[2,3]})
  end for
end for

Prob_{o} = N(s_{\text{Samp}}^{o}, s_{\text{Samp}}^{o}, \sigma_2^{2}) \prod_{d_1=1}^{D_1} \text{Temp}_{d_1}

\[ \hat{\delta} = \arg\max \{ \text{Prob}_{o}, o = 1, \ldots, N + 1 \} \]

\[ l = l + 1 \]
if \( s_{\text{Samp}}^{\hat{o}} < s_{\text{cur}} \) then
  Step_{\text{sum}} = \text{Step}_{\text{sum}} + \Delta
  s_{\text{cur}} = s_{\text{cur}} + \Delta
else
  Step_{\text{sum}} = \text{Step}_{\text{sum}} + (s_{\text{Samp}}^{\hat{o}} - s_{\text{cur}}) \] \hspace{1cm} \triangleright \text{Correct clock signal}
  \[ s_{\text{cur}} = s_{\text{Samp}}^{\hat{o}} + \frac{\text{Step}_{\text{sum}}}{l} \] \hspace{1cm} \triangleright \text{Predict clock signal}
end if
end while
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5.5. Comparison with State-of-the-Art

The proposed approaches are evaluated by using a peg-in-hole task with a master-slave teleoperation system. The setup consists of SensAble PHANToM Omni as a master device and PHANToM Premium 1.5A as a slave. An aluminum plate with 4 holes as shown in Figure 5.6 is used for the peg-in-hole task. The operator observed the visual feedback through video displayed on the monitor and controlled the slave with the same orientation as the view from the camera. One execution cycle constitutes of inserting the robot end-effector into the four holes in counter-clockwise direction, while starting and ending above the same hole. During the data collection phase, slave records the Cartesian positions, which are being used for calculating the velocities and accelerations through numerical differentiation. Separate DMPs are learned for each considered degree of freedom i.e. the $x$, $y$ and $z$-axis. All the models used phase signal as input and 20 Gaussians in the GMMs. The number of Gaussians in the GMMs can also be optimized [77]. Since the amplitude modification is not required, the amplitude modifier term $a$ is set in the DMP equation to be 1.

![Figure 5.6.](image)

Figure 5.6.: (a) Visual feedback, (b) slave with peg-in-hole task, (c) haptic device and (d) peg-in-hole task.

5.5.1. Experiment 1: Temporal and spatial variations

An operator demonstrated four counter-clockwise cycles of the peg-in-hole task as shown in Figures (5.8a-5.8d). The operator started and ended above the same hole. An operator needs some time to reach an adequate level of performance in teleoperation and thus first few demonstrations can have large temporal and spatial variations [14], as visible in Figure 5.2d.

Figure 5.8e contains the result of PbD method presented in [3, 19] where the trajectories are first aligned by using DTW. Afterwards the phase signal and the spatial data are encoded by using a GMM. Finally GMR is used for motion retrieval. When applying GMR for a rhythmic task, the data for the circular dimension (phase signal) is always mapped in the interval $\mu - X_i$ and $\mu + X_i$ for calculating the valid responsibilities. The downsides of this approach are that firstly the value of phase signal cannot be inferred for arbitrary starting point of the end-effector using
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Figure 5.7.: Experiment 1: (a) Demonstrated motions and (b) learned trajectory for y-axis plotted against phase signal.

Figure 5.8.: All axis are in millimeters. (a-d) Recorded motions for experiment 1, with starting and ending points in each trajectory indicated by a circle and a square respectively. Same starting point and ending point representation is also used in the other two experiments. (e-g) Motion reconstructions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach.

GMR. This is because the mapping from an output to input of a function is not guaranteed to be one to one. Secondly with phase signal as the only input, the GMM-GMR based encoding does not consider the current position of the end-effector when generating the motion. The learned
trajectory partially completes the task by inserting peg in three out of four holes, as shown in Figure 5.8e.

The next model that is considered in the DMP based encoding of the demonstrations, with phase signal and forcing terms encoded by using a GMM [6]. Again the forcing terms of different trajectories are first aligned with DTW. This approach fails to reproduce the task, as shown in Figure 5.8f. Because of dissimilarity in the forcing terms of different trajectories, the DTW fails to align them properly.

Figure 5.8g shows the result of the proposed approach which successfully reproduces the task due to the temporal alignment performed during EM. The asynchronous nature of the motions and the learned motion along y-axis can be visualized in Figure 5.7. Another benefit of using the DMP based encoding is that it also considers the current position along with the phase signal when doing motion reproduction. The starting value of phase signal can easily be inferred by linearly generating samples of phase signal in between 0 and 2\(\pi\) and then calculating the acceleration value \(\dot{v}\) for each of them by using the DMP equation. The sample which yields the lowest value of sum of absolute accelerations of all DMPs is used as the starting point for integrating the canonical system.

5.5.2. Experiment 2: Different initial and final conditions

In the second experiment, an operator was asked to complete four counter-clockwise cycles of the peg-in-hole task, each time starting and ending above a different hole, as illustrated in Figures (5.9a-5.9d). A major constraint when applying DTW is that it assumes similar starting and ending positions for a signal, with temporal variations in between. If this condition is violated, its performance degrades. The major advantage with the proposed approach is that it does not need to fulfill any such constraints. Since the holes are symmetric, a user can easily lose track of a single hole while demonstrating the peg-in-hole task in case of the change in camera view.

Figure 5.9e shows the result of DTW and GMM-GMR approach. The learned trajectory was only able to reach two holes due to the extreme misalignment of phase signal. Figure 5.9f shows the result of DMP encoding with DTW based alignment of forcing terms. This approach only reaches one hole and fails to learn the complete task due to the aforementioned reasons. The presented approach successfully executes the task as shown in Figure 5.9g, because in this approach the trajectories alignment is performed during the EM.

5.5.3. Experiment 3: Incomplete demonstrations

This experiment utilizes data from the first experiment. One full trajectory is used while the others are clipped to simulate the partial executions. The generated trajectories are shown in Figures (5.10a-5.10d). This experiment depicts the situation where a human operator may fail to provide a full execution of the motion and abort the execution before completing the full cycle. As shown in Figure 5.10e DTW aligned GMM-GMR based reproduction generates reaching motion for two out of four holes but did not go deep enough to insert the peg. DMP-GMM based encoding with DTW based alignment of forcing terms completely fails to execute the task as depicted in Figure 5.10f. Again the presented approach successfully reproduces the learned task as shown in Figure 5.10g. The success rates of the three experiments are summarized in Table 5.2.
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Figure 5.9.: All axis are in millimeters. (a-d) Recorded motions for experiment 2. The motions start and end above different holes in each demonstration. (e-g) Motion reproductions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach.

Figure 5.10.: All axis are in millimeters. (a-d) Demonstrations for experiment 3. (e-g) Motion reproductions with different models (e) DTW+GMM based encoding of spatial data with GMR based motion reproduction, (f) DMP model with DTW+GMM based encoding of forcing terms, (g) Our approach.

Table 5.2.: Success rate of different approaches shown as the number of holes reached.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>DTW GMM+GMR</th>
<th>DTW DMP+GMM</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td>3</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>Experiment 2</td>
<td>2</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>Experiment 3</td>
<td>0</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>
Figure 5.11: (a) Recorded motion. (b) y-axis motion of the recorded motion is used as the operator motion while the motion of x and z-axis is autonomously generated. (c) x and y-axis motion of the recorded motion is used as the operator motion while the motion of z-axis is autonomously generated. The speed of operators motion is significantly slower than the demonstrated motions in this experiment. (d) Linearly increasing clock signal (without shared teleoperation) corresponding to experiment 1. (e) Generated clock signal corresponding to (b). (f) Generated clock signal corresponding to (c). (g) y and z-axis motion of the recorded motion is used as the operator motion while the motion of x-axis is autonomously generated. The speed of operators motion is significantly faster than the demonstrated motions in this experiment. (h) y-axis motion of the recorded motion is used as the operator motion while the motion of x and z-axis is autonomously generated during first half of the motion. The later half of the motion is generated in fully autonomous mode. (i) Control sharing without synchronization. The motion of x and y-axis comes from a human operator while that of z-axis is autonomously generated by the approach presented in Section 5.3.2. (j) Generated clock signal corresponding to (g). (k) Generated clock signal corresponding to (h). The switching point from shared teleoperation to full autonomy is indicated by the red line.
5.5.4. Experiment 4: Shared teleoperation

Simulation Results of Agent-Synchronized Shared Teleoperation

For simulation based experiment, an operator is asked to demonstrate a single motion of the peg-in-hole task as a reference trajectory, as shown in Figure 5.11a. Now the reference trajectory is used along with the GMM model learned in experiment one to demonstrate the performance of the agent-synchronized shared teleoperation. For the simulation, the values of $N_1$, $N_2$, $\delta$ and $\Delta$ are set to 4000, 1300, $2 \times 10^{-4}$ and $1 \times 10^{-3}$ respectively. Firstly only the motion of y-axis is passed as the human input while that of x and z-axis are autonomously generated. The learned model successfully completes the peg-in-hole task as shown by the generated motion in Figure 5.11b while the evolution of clock signal is shown in Figure 5.11e.

Now the performance is evaluated for the temporal variation in the execution of the motion as well as for the control of multiple DOFs by the operator. The multiple degrees of freedom can be operated by a single operator or by more than one operator. Figure 5.11c shows the result of successful motion execution when x and y-axis of the motion comes from the reference trajectory as human input while the motion of z-axis is autonomously generated. The speed of execution of the motion of DOFs controlled by the reference trajectory is significantly decreased in this experiment and the generated clock signal also increases slowly. This can be observed by comparing Figure 5.11f with Figure 5.11e. Figure 5.11g shows the result of successful motion execution when the motion of y and z-axis comes from the reference trajectory while the motion of x-axis is autonomously executed. Now the speed of execution of the motion of DOFs controlled by the reference trajectory is significantly increased in this experiment. This generated clock signal adapts by increasing faster. This can be observed by comparing Figure 5.11j with Figure 5.11e. In all of the experiments of shared teleoperation, the generated clock signal does not simply increase linearly and small adjustments can be observed in the generated clock values for synchronizing the motion of autonomous DOFs with the DOFs controlled by the human. For comparison, Figure 5.11d show the result of generated clock signal for experiment 1, which only increases linearly, as the motion of all DOFs is autonomously generated.

The generated motion can also switch from shared teleoperation to fully autonomous mode and vice versa. If an operator wants to rest or is confident of correct motion execution then he can enable the fully autonomous mode. Figure 5.11h shows the result when half of the motion is generated in shared teleoperation setting while the second half of the motion is generated in fully autonomous mode. For full autonomy the increase of clock signal becomes linear, as shown in Figure 5.11k. Due to the use of a dynamical system in the DMP model, the control transitions smoothly from shared teleoperation to fully autonomous mode as shown in Figure 5.11h. Figure 5.11i shows the result of failed execution of the peg-in-hole task when the control is shared without synchronization in-between a learned model and an operator. For unsynchronized trajectory the motion of x and y-axis comes from the reference trajectory while the motion of z-axis is autonomously executed.

Experimental Evaluation of Shared Teleoperation

Eight engineering students, both male and female, ages ranging from 23 to 33, participated in performing 4 trials for each of the three types of experiments - human-only teleoperation, human-synchronized shared teleoperation and agent-synchronized shared teleoperation. The subjects were given sufficient time to familiarize themselves with the setup of the three type of experiments. The subjects observe the visual feedback from the camera placed at the slave’s end. During shared teleoperation experiments the agent and the operator have complete control authority of
their respective axis. In order to evaluate the performance of the two proposed shared teleoperation approaches against the human-only teleoperation mode, we recorded the execution time, the rate of collision and the overall workload index using NASA-TLX [38] for the three aforementioned settings.

**Execution Time:** Each execution cycle of the peg-in-hole task comprised of moving to the four holes of the rig and inserting the end-effector into them. Of the three teleoperation architectures, the human-synchronized shared teleoperation on average enables slightly faster motion execution, while the agent-synchronized shared teleoperation on average enables significantly faster motion execution, when compared with human-only teleoperation. Moreover, in the human-synchronized teleoperation, the execution time, measured in milliseconds, was almost constant throughout the task execution across all the 8 subjects’ records, with only minor variations due to the noise introduced by the subjects (time taken by subjects to stop the recording manually). This is because the execution time in this setting is mainly governed by the time taken by the artificial agent to complete the task. As visible in Figure 5.12, the agent-synchronized shared control, with the same value for the temporal scaling factor $\tau$, has the shortest execution time to complete one cycle of the task, due to the prediction of the next clock signal being based on the current motion of the human operator. This allows the execution speeds to be variable for different subjects, and hence, braked up at points where human intended on moving faster, whereas slowed down (less increment in the clock value) where human wanted to take more time at critical points of the task. Finally, the human-only teleoperation posed the most difficulty and labour for the subjects, primarily due to the visual distortion and zero haptic assistance from any external agents, thereby making it the most slowest of the three teleoperation modes for the same task.

![Figure 5.12.](image)

Figure 5.12.: Average execution time of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.
5.5. Comparison with State-of-the-Art

Rate of Collision and Missed Holes: In this metric the three teleoperation approaches were evaluated based on the rate of collisions and the missed holes recorded while experimenting. By definition, ‘collision’ here means involuntarily hitting the rig with the slave’s end-effector anywhere apart from the hole itself (including the walls surrounding the holes). It also incorporates dismantling the rig completely due to a delayed or brisk move of the human controlled axis. ‘Missing’ simply symbolizes losing the opportunity to insert the slave end-effector into the hole of the rig as per the task’s requisite steps. Additionally, the maximum number of collisions incurred by each subject throughout the four trials of each teleoperation setting was averaged across all subjects. Figure 5.13 clearly shows that the subjects had much less collisions and missed holes with the task rig in the two shared teleoperation approaches, as compared to the highly error-prone human-only teleoperation. The reason being that in the human-synchronized control, the slave robot would traverse through the rig as per the prescribed steps of motion and would only station itself right above each hole, which gives the operator the time as well as the ease to just insert the end-effector when it is at that point. Similarly, the agent-synchronized shared teleoperation had no missed holes, since the slave only moved to the next step based on the master’s current position, thereby synchronizing its speed with the human’s speed at every instant. Whereas, the human-only teleoperation incurred the most collisions and holes’ misses.

![Figure 5.13.: Average rate of collision/missed holes of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.](image)

Workload Index: The NASA-TLX subjective assessment in terms of the overall workload is shown in Figure 5.14 for each of the teleoperation methods. As a consequence of all the satisfactory results in the previously mentioned metrics, both of the proposed shared teleoperation approaches have ranked subjectively to have a lower index of workload. The subjects reported to have felt complete ease at having to only care about inserting the end-effector into the holes
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(y-axis motion) while the agent controlled the rest of the motion (x and z axes). Between the two shared teleoperation settings, the human-synchronized one takes preeminence over its agent-synchronized counterpart slightly. This precedence, even though by a slight margin, could perhaps be accounted for due to an obvious factor. The human subjects had their motion completely decoupled with that of the agent in the human-synchronized mode, hence had little to no dependency upon themselves regarding the agent’s motion whilst they inserted the end-effector into the holes. Whereas, in the agent-synchronized mode, the human users had to be constantly in some minimal movement in order for the agent to deduce that the human motion was in fact non-zero, and thus the clock signal needs to jump to the next step in the task trajectory. Having only the task execution fed back into the agent for real-time reproduction as the only distinguishing feature of the agent-synchronized teleoperation, the human-agent shared teleoperation served as the least laborious of the two of them.

Hence, conclusively, the agent-synchronized based teleoperation mode was evaluated to be the one with the most accurate execution of task while taking the least bit of time to perform it across all subjects. Whereas, its sibling teleoperation, human-synchronized shared control, came out to be the least burden-some of all.

Figure 5.14.: Overall workload index of the peg-in-hole task for the two shared teleoperation approaches compared with the human-only teleoperation experiments. Error bars indicate the minimum and maximum values.

5.6. Discussion

This work introduces a way to simultaneously align and encode the teleoperated demonstrations via the EM algorithm. The proposed approach outperforms the approaches which first perform DTW based pre-alignment before encoding the trajectories. The reason for the failure of the other approaches is that the DTW assumes the signals/trajectories to have same initial and final configurations. If this condition is violated then the DTW cannot align the signal. This is particularly true in the second and the third experiments where demonstrations with different initial and final
conditions and incomplete demonstrations are considered. Due to this reason DTW failed to align those demonstrations.

The experiments show the advantage of using the EM based alignment and encoding approach. Although the presented approach align the data before encoding it, it cannot be separately used as a trajectories alignment algorithm. This is due to the fact that it does not guarantee to preserve the temporal structure of the trajectories, as each data point is considered independently in EM. To use EM for only aligning the trajectories, additional temporal constraints should be considered in the EM cycles. This can also be regarded as one of the future working directions for this work.

In the shared teleopeartion settings, human and the learned controller operate in conjunction. One can argue that if the model can operate autonomously then what is the point of including an operator in the loop. The idea behind shared teleopearion setup is to execute tasks where some DOFs have repetitive motion while some have non-repetitive motions. It also guarantee a safe task execution. A wrong task execution by the learned controller can be dangerous for the robot as well as for the environment. If the human feels that the task is being correctly executed then he can let the learned model to execute autonomously. If the operator feels that the certain DOFs should be manually controlled then they can be taken over by him. As we showed in the experiments, the switching inbetween manual control and the autonomous mode can take place smoothly at any moment. Hence the degree of autonomy can be easily regulated by the operator.

5.7. Summary and Future works

This chapter discusses the typical problems encountered when applying existing PbD approaches to teleoperation. Although it explicitly focuses on utilizing teleopearated demonstrations, this does not limit the applicability of the presented approach to demonstrations collected via kinesthetic teaching. In this chapter an EM based approach for aligning and encoding the trajectories simultaneously is presented. This is achieved by simultaneous estimation of the GMM parameters and the phase variables. Although the results have been presented for a rhythmic peg-in-hole task, the approach can encode rhythmic as well as discrete motions, as it possesses all the desirable properties associated with a DMP model. Through multiple peg-in-hole experiments, it is demonstrated that the presented approach can handle large variabilities in the teleoperation demonstrations i.e. large spatial and temporal variabilities, demonstrations with different starting/ending phases and partial task executions. Additionally it is also shown that the learned model can also be used in the shared autonomy setup. This way the motion of DOFs which are delicate for the execution of the task can be controlled by the human operator/operators while the motion of the remaining DOFs can be autonomously executed. Adding human in the loop also ensures correct task execution and supervision during motion execution. The proposed method outperforms existing approaches based on combining DTW based time alignment and trajectories encoding algorithms.

Generally a separate DMP is learned for each considered DOF. Since the tasks are repetitive, as a future work it can be useful to consider the learning of correlations inbetween different degrees of freedom. This can be done by learning only a single DMP that can capture the correlations inbetween all DOF, instead of learning a separate DMP for each DOF. Learning of movement primitives by utilizing camera images is considered in the last chapter. Since the camera feedback is also available in the teleopearion setup, use of deep architectures such as a CNN can also be investigated for learning repetitive teleoperation tasks. This work only utilizes the position data for encoding the tasks. Haptic data is also often available in the teleoperation setups [1, 71, 84, 89]. For the tasks which involve interaction with the environment, force feedback can be also encoded in the learned DMP for robust task execution. The EM approach presented in this chapter can be combined with the EM algorithm for task parameterized skill learning presented in chapter 3. This
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can synchronize the phase variable, along with encoding of the task variables of the demonstrations, yielding better task reproductions.
6.1. Conclusions

PbD is the main focus of the research presented in this thesis. More specifically, I have presented PbD algorithms for robotics tasks. Although it is not a new research area in robotics, there are still many challenges which are associated with the existing PbD approaches. In this work, some of those challenges are identified and new PbD approaches are presented to address them.

In chapter 2, a novel approach for handling the problems encountered when fitting a GMM with EM is proposed, as most of the PbD approaches presented in this thesis require density estimation via GMM as a preliminary step. The proposed method considers the initialization and the model complexity issues. The initialization approach for fitting a GMM utilizes a search strategy where each component looks for its nearby component. Two components are combined when they have a high overlap. This provides a transition from an irregular density function to a smoother density function. CSAEM\(^2\) is applied when the components count reaches \(k_{\text{max}}\). A component is annihilated if its prior becomes very small. \((k - 1)\) components GMM is obtained by selecting the one which yields highest likelihood value. A model selection criterion is utilized to select the optimal model complexity.

In chapter 3, it is shown that how the task specific generalization of a DMP can be achieved by formulating learning as a density estimation problem. The proposed approach captures the local behavior of each demonstration by using a GMM. These GMMs are then mixed to get the task specific generalization. The data sparsity along task parameters is handled by introducing additional incomplete data filling the input space. The task specific generalization is achieved by just adapting covariances and mixing coefficient of the already learned GMMs. The TP-DMP framework can perform learning in task space as well as in joint space and can also handle the learning of meta parameters of a DMP. The proposed approach requires very few demonstrations for learning and it outperforms the existing approaches specially when extrapolating beyond the demonstrated ranges of the task variables.

Chapter 4 introduces D-DMP, which is learned by modeling the forcing terms of a TP-DMP with a CNN. In D-DMP the task parameters are only required during the training phase. After learning, the camera image is directly used for motion reproduction. Since the features are learned, this eliminates the need to use any markers. Additionally by applying the data augmentation, D-DMP can easily generalize the learned skill for various different objects. The generalization
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capability of is demonstrated by executing the task for a novel object and against the background perturbations. **D-DMP** requires relatively fewer training data for learning, as compared with other CNN based motor learning approaches [62, 63, 112].

Chapter 5 highlights the typical problems encountered when applying existing PbD approaches to teleoperation, as it is not always possible to utilize kinesthetic teaching for collecting the demonstrations. For solving the issues with teleoperated demonstration, an EM based approach for aligning and encoding the trajectories simultaneously is presented. This is achieved by simultaneous estimation of the GMM parameters and the phase variables. Additionally it is also shown that the learned model can also be used in the shared autonomy setup. This way the motion of DOFs which are delicate for the execution of the task can be controlled by the human operator/operators while the motion of the remaining DOFs can be autonomously executed. The proposed method outperforms existing approaches based on combining DTW based time alignment and trajectories encoding algorithms.

6.2. Future research directions

Most of the research presented in this thesis is based on developing mathematical models suitable for PbD. More research need to be carried out from a psychological perspective on about how humans actually perform imitation learning. As a future work for TP-DMP and **D-DMP**, the proposed approaches can be extended with sample reuse approach [27], where the reproduced motion is regarded as an additional demonstration for improving the performance of the task. Another more popular approach of skill refinement is reinforcement learning. Directly applying RL for learning a motor skill can require a lot of trials [63]. PbD is mostly utilized to initialize the model parameters of a movement primitive. RL is then usually applied as a next step to improve the performance of the learned model. As a future work for the PbD approaches presented in this thesis, they can be used to initialize the model parameters and for rapidly acquiring a motor skill, while the skill refinement can subsequently be done by using RL [98].

For **D-DMP**, the task parameters still have to be recorded during the data collection phase. As a future work, by utilizing the unsupervised learning methods, for instance an autoencoder, lower dimensional features from a camera image can be directly extracted. The extracted features can then be utilized for learning the motor actions, eliminating the need to utilize the task parameters for initializing the CNN parameters. The presented **D-DMP** approach utilizes a CNN. Since the robotics tasks usually have a temporal structure, utilizing a Recurrent Neural Network to capture those dependencies can be considered. The visual feedback is always available in the teleoperation setups. Using deep learning approaches for directly processing the visual feedback in the teleoperation scenarios can be investigated. Also for teleoperartion, additional information, for instance the haptic feedback, can be utilized in the presented skill acquisition approach.
Appendices
Appendix

Following properties have been used in this proof [80]:

- **Property 1:** If $\mathbf{X} \sim \mathcal{N}(\mu, \Sigma)$ and $\mathbf{b}$ a vector then
  \[
  E \left[ (\mathbf{X} + \mathbf{b})(\mathbf{X} + \mathbf{b})^\top \right] = \Sigma + (\mu + \mathbf{b})(\mu + \mathbf{b})^\top
  \]

- **Property 2:** The product of Gaussian densities is defined as:
  \[
  \mathcal{N}(\mu_1, \Sigma_1)\mathcal{N}(\mu_2, \Sigma_2) = e\mathcal{N}(\mu_e, \Sigma_e)
  \]
  where
  \[
  e = \mathcal{N}(\mu_1; \mu_2, \Sigma_1 + \Sigma_2).
  \]

**Expected pdf value:**
The Expected pdf value of a Gaussian $\mathcal{N}(\mu, \Sigma)$ evaluated at a Gaussian stochastic random variable $\mathbf{X} \sim \mathcal{N}(\mu_X, \Sigma_X)$ can be defined as:

\[
E[\mathcal{N}(\mu; \Sigma)] = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \mathcal{N}(\mu, \Sigma)\mathcal{N}(\mu_X, \Sigma_X)
\]

By using property 2,

\[
E[\mathcal{N}(\mu; \Sigma)] = \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} e\mathcal{N}(\mu; \mu_e, \Sigma_e)
\]

\[
= e\int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} \mathcal{N}(\mu; \mu_e, \Sigma_e)
\]

where

\[ e = \mathcal{N}(\mu; \mu_X, \Sigma + \Sigma_X) \quad (A.1) \]

**Incorporating Incomplete data via EM for mixture of GMMs:**
In the E-step, the expectations $E[\mathbf{z}_{i,k} | \mathbf{x}_{i,k}^{\text{obs}}, \theta_i], E[\mathbf{z}_{i,k} | \mathbf{x}_{i,k}^{\text{obs}}, \theta_i]$ and $E[\mathbf{z}_{i,k} | \mathbf{x}_{i,k}^{\text{obs}}, \theta_i]$, have to be calculated for incomplete data [36]. Let

\[
\begin{bmatrix}
\mu_{o,m} \\
\mu_{o,m}^{\text{obs}}
\end{bmatrix},
\begin{bmatrix}
\Sigma_{o,m} \\
\Sigma_{o,m}^{\text{obs}}
\end{bmatrix}.
\]
\[ X_w = \begin{bmatrix} X_{w, \text{obs}} \\ X_{w, \text{miss}} \end{bmatrix} \] where \( X_{w, \text{obs}} \sim \mathcal{N}(\mu_{w, \text{obs}}, \Sigma_{w, \text{obs}}) \) is the observable part representing the GMM components spanning the input space. Now the similar expectations of the missing dimensions (output) are calculated as:

\[
E[z_{w, o, m} | X_{w, \text{obs}}, \theta_t] = d_{w, o, m}^{t+1} \\
= \frac{c_{w, o, m}^{t+1}}{M \sum_{r=1}^{M} c_{w, o, m}^{t+1}} \times \pi_{w, \text{obs}} \times \mathcal{N}
\]

with \( c_{w, o, m}^{t+1} = (\phi_r \pi_{r, o, m} \mathcal{N}(\mu_{w, \text{obs}}, \Sigma_{w, \text{obs}} + \Sigma_{o, m}) \bigg) \) where \( \mathcal{N}(\mu_{w, \text{obs}}, \Sigma_{w, \text{obs}} + \Sigma_{o, m}) \) is the expected pdf calculated only on the observed dimensions, as derived for Equation (A.1).

Define \( \hat{X}_{w, o, m} = \mu_{o, m} + \Sigma_{o, m} \left( \Sigma_{o, m}^{-1} (X_{w, \text{obs}} - \mu_{w, \text{obs}}) \right) \) Now:

\[
E[z_{w, o, m} | X_{w, \text{miss}}, X_{w, \text{obs}}, \theta_t] = d_{w, o, m}^{t+1} \hat{X}_{w, o, m}
\]

\[
E[z_{w, o, m} | X_{w, \text{miss}}, X_{w, \text{obs}}, \theta_t] = d_{w, o, m}^{t+1} (\Sigma_{o, m} - \Sigma_{o, m} \left( \Sigma_{o, m}^{-1} (X_{w, \text{miss}} - \hat{X}_{w, o, m}) \right)^{\top} + \hat{X}_{w, o, m} \hat{X}_{w, o, m}^{\top})
\]

For updating \( \Sigma_{o, m}^{t+1} \), the term \( d_{w, o, m}^{t+1} (X_{w} - \mu_{o, m})(X_{w} - \mu_{o, m})^{\top} \) for incomplete data is calculated as:

\[
d_{w, o, m}^{t+1} \begin{bmatrix} X_{w, \text{obs}} - \mu_{o, m} \\ X_{w, \text{miss}} - \mu_{o, m} \end{bmatrix} = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}
\]

where

\[
A_{11} = d_{w, o, m}^{t+1} (X_{w, \text{obs}} - \mu_{o, m})(X_{w, \text{obs}} - \mu_{o, m})^{\top}
\]

by using Property 1

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]

\[
A_{21} = d_{w, o, m}^{t+1} (X_{w, \text{miss}} - \mu_{o, m})(X_{w, \text{miss}} - \mu_{o, m})^{\top}
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]

\[
A_{22} = d_{w, o, m}^{t+1} (X_{w, \text{miss}} - \mu_{o, m})(X_{w, \text{miss}} - \mu_{o, m})^{\top}
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{miss}})(\mu_{o, m} - \mu_{w, \text{miss}})^{\top})
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]

\[
= d_{w, o, m}^{t+1} (\Sigma_{o, m} + (\mu_{o, m} - \mu_{w, \text{obs}})(\mu_{o, m} - \mu_{w, \text{obs}})^{\top})
\]
\[
A_{22} = d_{w,o,m}^{t+1} \Sigma_{o,m}^{\text{miss}} - d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (\Sigma_{o,m}^{\text{miss,obs}})^{\top} + d_{w,o,m}^{t+1} (\mu_{o,m}^{\text{miss}} + \Sigma_{o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (X_{w}^{\text{obs}} - \mu_{o,m}^{\text{obs}}))
\]

\[
= d_{w,o,m}^{t+1} \Sigma_{o,m}^{\text{miss}} - d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (\Sigma_{o,m}^{\text{miss,obs}})^{\top} + d_{w,o,m}^{t+1} (\mu_{o,m}^{\text{miss}} + \Sigma_{o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (X_{w}^{\text{obs}} - \mu_{o,m}^{\text{obs}}))
\]

\[
= d_{w,o,m}^{t+1} \Sigma_{o,m}^{\text{miss}} - d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (\Sigma_{o,m}^{\text{miss,obs}})^{\top} + d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (X_{w}^{\text{obs}} - \mu_{o,m}^{\text{obs}})
\]

\[
= d_{w,o,m}^{t+1} \Sigma_{o,m}^{\text{miss}} - d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (\Sigma_{o,m}^{\text{miss,obs}})^{\top} + d_{w,o,m}^{t+1} \sum_{w,o,m}^{\text{miss,obs}} (\Sigma_{o,m}^{\text{obs}})^{-1} (\Sigma_{o,m}^{\text{miss,obs}})^{\top} (X_{w}^{\text{obs}} - \mu_{o,m}^{\text{obs}})
\]
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