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Wind power Wind power: what really happened
when the Ayrshire turbine caught fire?

Dramatic picture was seized upon by opponents of wind energy but
the same gales caused a much bigger nuclear power outage

Michael MacLeod

Tiee 28 Feb 2012 10.00 GMT
f W &= e

@ This article Is 6 years old

18

A A wind Turbine bursts into flamses a5 sToqms Tear a(ross Scotland. Photograph: Stuart MoMahon/Universal News

As Scots surveyed the damage after the fierce winds of 8 December last year,
many newspapers carried a striking picture of a wind turbine in flames.

The drama at Aldmssan windfa:rm in Morth ﬂ'_.rrshire - whi::h was caught on film -

bnngi;n,g down pcrwer Iines and Ieavm;g; about 60, 01}0 prlE wlthou.t electricity.

For some, the fire symboelised all that is wrong with wind turbines. Sir Bernard

Ingham, secretary of the Supporters of Nuclear Energy group, said: “They are no ?
good when the wind doesn't blow and they are no good when the wind does

blow."




£2.000.000 turbine destroyed

Turbine stopped when wind too strong

60.000 people without electrity

Turbine disconnected from the grid when it fails



£2.000.000 turbine destroyed

Turbine stopped when wind too strong

60.000 people without electrity

Turbine disconnected from the grid when it fails

sensor — controller — actuator communication
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Turbine stopped when wind too strong




Turbine disconnected from the grid when it fails TI-ITI




£2.000.000 turbine destroyed

60.000 people without electrity

In order to avoid such losses and damages

sensor — controller — actuator communication

must be

deterministically delay bounded



delay bound

packet delay

deterministically delay bounded

packets



delay bound

packet delay

deterministically delay bounded

A
Real-Time Quality of Service (QoS)
or industrial-grade QoS

packets



cost
(money, configuration time)

SoA proprietary technologies are
typically costly and not interoperable

s
BJUJS
Fieldbus systems

CAN

Prioritized
Industrial Ethernet

\)Modbus

Industrial Ethernet

EtherNet/IPb

NJE
ETHERNET Ml =1 BEE

 EthercaT=
POWERLINK = 'creAl
TDMA & Ring Systems

Use SDN to provide
real-time QoS with
commodity hardware

@Openﬂow

performance
(resource efficiency)



Embed F such that
embed new Flow f | itsdelay ¢, is guara.nteed |
with delay t ii. the guarantees provided to previously
f

» \\Opon.FJaw embedded flows are still valid

SDN controller

N ¥
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Embed f such that

i. itsdelay t is guaranteed

ii. the guarantees provided to previously
embedded flows are still valid

embed new flow f

with delay t,

) o

|V Openilow

SN controller
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embed new flow f
with delay t,

Embed f such that

i. itsdelay t is guaranteed

ii. the guarantees provided to previously
embedded flows are still valid

Delay-constrained
Routing
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embed new flow f
with delay t,

Embed f such that

i. itsdelay t is guaranteed

ii. the guarantees provided to previously
embedded flows are still valid

getDelay()

Network
Model

Delay-constrained
Routing

registerPath()

hasAccess()
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embed new flow f
with delay t,

Embed f such that

i. itsdelay t is guaranteed

i\ the guarantees provided to previously
mbedded flows are still valid

getDelay()
N\

Delay-constrained Network
Routing registerPath() Model

hasAccess()
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embed new flow f
with delay t,

Embed f such that

i. itsdelay t is guaranteed

i\ the guarantees provided to previously
/ mbedded flows are still valid

getDelay()

Delay-cynstrained u

Routyag / registerPath() \
hasAccess() Y/

Network
Model
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embed new flow F
with delay t,

The delay of a route depends on
#  the physical links

#  how the flowis scheduled at each node
A

getDelay()

Network
Model

Delay-constrained
Routing

registerPath()

hasAccess()
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The delay of a route depends on

#
#

the physical links
how the flow is scheduled at each node
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assuming priority scheduling

(cheap and ubiquitous)

C,

The delay of a route depends on
#  the physical links

the queue at which the flow is schedule at each node
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The delay of a route depends on
#  the physical links

assuming priority scheduling (

(cheap and ubiquitous)

the queue at which the flow is schedule at each node

\@

-
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The delay of a route depends on
#  the physical links

assuming priority scheduling
(cheapand ubiquitous) % 4 the queue at which the flow is schedule at each node

7

21



The d
#

assuming priority scheduling (

(cheap and ubiquitous)

with, e.qg., 3 priority queues
at each output port

{

elay of a route depends on
the physical links

the queue at which the flow is schedule at each node
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The delay of a route depends on
#  the physical links <

assuming priority scheduling (

(cheap and ubiquitous)

the queue at which the flow is schedule at each node <

QUEUE LINK TOPOLOGY

with, e.qg., 3 priority queues
at each output port
Performing route selection on this topology defines both

{
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The delay of a route depends on
#  the physical links <

assuming priority scheduling (

(cheap and ubiquitous)

the queue at which the flow is schedule at each node <

QUEUE LINK TOPOLOGY

with, e.qg., 3 priority queues
at each output port
Performing route selection on this topology defines both

Has to be done per queue-link

e.g., get delay of queue 2 of link AB

Network
Model

Delay-constrained
Routing

24



-
getDelay()

registerPath()

Network
Model

As we need deterministic delay quarantees,

hasAccess()
—

deterministic network calculus

is a perfect candidate modeling tool!
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Ry v capacity of link (u,v)
p € [1, Qu,v] queue priorities (1 being highest)
o . (u,v,p) queue with priority p atlink (u,v)
assuming priority scheduling
(cheap and ubiquitous) Ug|u,v,p]  rate of Flow through queue (u, v, p)

We assume token bucket
flows through each queue

Upglu,v,p|]  burstof flow through queue (u, v, p)

lmam

w.p maximum packet size through queue (u, v, p)

The service curve for priority queue (u, v, p) is given by

p—1 p—1
. . max max
RU7Ut T t E - UR[“? /U7 ]] o : 1: UB [u7 U7 ]] o p_i_lg;aéXQu’v{lU,'Uaj o lu,v,p
J= J=
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TUTI

Ry v capacity of link (u,v)
p € [1,Qu.] queue priorities (1 being highest)
o . (u,v,p) queue with priority p atlink (u,v)
assuming priority scheduling
(cheap and ubiquitous) Ug|u,v,p]  rate of Flow through queue (u, v, p)

We assume token bucket
flows through each queue

Upglu,v,p|]  burstof flow through queue (u, v, p)

lmaa;

w.p maximum packet size through queue (u, v, p)

The service curve for priority queue (u, v, p) is given by

one packet from a
lower priority queue per packet delay

(non-preemptive scheduling)

whole link service used by
service higher priority queues

27



The service curve for priority queue (u, v, p) isqgiven by ~ TLTI

p—1 p—1 -
Buwp = | Ruvt — tZ Uglu,v, j] — Z Uglu,v, j] — p+1%8£XQu,v{lmz — lmﬁ)

A
data Bu,v,p

UB [ua v, p] h

28



In order to respect the QoS requirements of the flows, TI.ITI

The path Py of a flow f must be chosen such that if fulfills the delay requirementt; of the flow,

Z T[u,'v,p] Stf

(u,v,p)EPy
and we must ensure that no buffer overflow occurs

Bimaz(u,v,p) < Aglu,v,p] VY (u,v,p)

Buffer capacity of a queue

29



In order to respect the QoS requirements of the flows, Tu'“

The path P, of a flow f must be chosen such that if fulfills the delay requirementz; of the Flow,

Z T[U,’U,p] S tf

(u,v,p) € Py Must be fulfilled at all times,

and we must ensure that no buffer overflow occurs for all the flows

Bimaz(u,v,p) < Aglu,v,p] V¥V (u,v,p)

Buffer capacity of a queue
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In order to respect the QoS requirements of the flows, TI.ITI

The path Py of a flow f must be chosen such that if fulfills the delay requirementt; of the flow,

Z T[u,v,p] < tf

i) S Must be Fulfilled at all times,
and we must ensure that no buffer overflow occurs for all the flows

Bimaz(u,v,p) < Aglu,v,p] V¥V (u,v,p)

Buffer capacity of a queue

We have...

p . max max
J=1 UB [u7 v, j] —|_ p+1I§r:lyaéXQu,v{lu,U7j} —|— l’U,,’U,p

Ru,v — f;gll UR[ua Uaj]

T|u,v,p| =

p—1 Y max max
. Uglu,v, 7| + max [mart 4 [
Jj=1 [ ’ 7]] p-i—lSjSQu,v{ u,v,J} u,v,p

Bmaaz(ua ”U,p) = Ugp [u,v,p] -+ UR[“? v,p]

Ru,v — 5;11 UR[u7 Uvj]
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In order to respect the QoS requirements of the flows, TI.ITI

The path Py of a flow f must be chosen such that if fulfills the delay requirementt; of the flow,

Z T[u,v,p] < tf

i) S Must be Fulfilled at all times,
and we must ensure that no buffer overflow occurs for all the flows

‘Bmagc(u,v,p) < Al (o)

Buffer capacity of a queue

We have... Dependence on other flows embedded at the same link

p
u, v, p| = -
P Ru,v_2§: UR[U,U,j]

p—
j— pHgﬁX
Bmaa: (’LL, Uap) UR[ua v, p R p
u,v j=

32



Z T[U, U,p] S tf
(’U,,’U,p)epf

vf

Bmaa:(ua vﬁp) S AB[/U/,/U,p]

V (u,v,p)

Should we re-check a
previously embedded

No, it does not sca

TUTI

| the
Flows?

e!
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> Tup <ty Vf Should we re-check all the
(u,0,p) € Py previously embedded flows?
Bias(u,v,p) < Aglu,v,p] YV (u,v,p) No, it does not scale!

— Define upper bounds which are independent of the state of the network!

getDelay()

Network
Model

Delay-constrained
Routing

registerPath()

hasAccess()
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> Tup <ty Vf Should we re-check all the
(u,0,p) € Py previously embedded flows?
Bias(u,v,p) < Aglu,v,p] YV (u,v,p) No, it does not scale!

— Define upper bounds which are independent of the state of the network!

returns the upper bound

getDelay()
Delay-constrained H Network

Routing ‘ Model

makes sure the upper bound is not
reached if a flow is added to the
current state

adds the flow to current state

35



Let's find an upper bound independent of the network state... UM

p . max max
j=1 UB[“? ’U,j] + p+1r<r;.a%XQ {lu,v,j} + ZU;U,P

Ru,v — ?;i UR[ua ’U,j]

T|u,v,p| =

p—1 . max max
j=1 Uglu,v,j] + p+1I§I;8%XQu,U{lu’U’]} + lu,v,P

Bmax(uavap) — UB [u,v,p] + UR[’LL,U,p] _ .
Ru v 5211 UR[ua U?]]

Y
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Let's find an upper bound independent of the network state...

Packets cannot be bigger than the biggest Ethernet frame size

P Ugplu,v,j]+ 1542+ 1542

T u,v,p| = —
[ ] Ru,v — ?zi UR[U’a ’U,j]

g;i UB[U, Uaj] +

1542 + 1542

TUTI

Bmax(uavap) — UB [u,v,p] + UR[’LL,U,p] R

Y

1 )
521 UR[U7U7]]
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Let's find an upper bound independent of the network state...

A r[u,v,p| defined as the maximum rate that can be accepted at a queue

P Ugplu,v,j]+ 1542+ 1542

Tu,v,p| = =
[ p] Ru,v - 5211 AR[U, Uap]

P Uplu,v,j] + 1542 4 1542

TUTI

Bmax u, v, =U u,v,p + A u,v,p _
( p> B[ ] R[ ] Ru,v — 5211 AR[U,’U,p]
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Let's find an upper bound independent of the network state...

§_ 1542 + 1542

Ru,v - ?;rl[ AR[U, U,p]

T|u,v,p| =

TUTI

Z§;+ 1542 + 1542
Brnag (1,v,p) Arlu, v, 1]

Ru,v — f;ll AR[U, ’U,p]
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Let's find an upper bound independent of the network state...

Limit bursts such that no buffer overflow occurs

P Ugplu,v,j]+ 1542+ 1542

Tu,v,p| = =
[ p] Ru,v - 5211 AR[U, Uap]

5;% UB[U, Uaj] +

1542 + 1542

TUTI

Bmax(ua U7p> — UB[ua U,p] + AR[’U,, Uap] R

S AB [u7 v, p]

—1
521 AR[“? va]
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Let's find an upper bound independent of the network state...

Limit bursts such that no buffer overflow occurs

C_ i Mplu,v,pl+ 1542 + 1542

Tu,v,p| = =
[ p] Ru,v - ?zrll AR[U, U,p]

g;iMB [ua Uap] +

1542 + 1542

TUTI

Bmax(uavap> :MB [U,”U,p] + AR[U,U,]?] R

S AB [u7 v, p]

—1
521 AR[ua ’U,p]

41



Let's find an upper bound independent of the network state...

Limit bursts such that no buffer overflow occurs

C_ i Mplu,v,pl+ 1542 + 1542

T|\u,v,p| = =
[ ] Ru,v - 5211 AR[U, Uap]

P Mglu,v,p] + 1542 + 1542

TUTI

Bmax(uavap> :MB[U,”U,p] + AR[U,U,]D] —
Ru,v — 5211 AR[’LL, va]

S AB [u7 v, p]

The maximum bursts M [u, v, p| can be computed recursively

3084
RUU

)

MB[uv v, 1] + AR[uv v, 1] — AB[uv v, 1]

42



Let's find an upper bound independent of the network state...

Limit bursts such that no buffer overflow occurs

C_ i Mplu,v,pl+ 1542 + 1542

T|\u,v,p| = =
[ ] Ru,v - ?zi AR[U, Uap]

P Mglu,v,p] + 1542 + 1542

TUTI

Bmaa}(uavap) :MB[U,”U,]J] + AR[U,U,]D] —
Ru,v — lel AR[’LL, ’U,p]

< AB [ua v, p]

The maximum bursts M [u, v, p| can be computed recursively

Mp|u, v, 1] 4+ 3084
— A 1
Ry — Apluv,1] ol 0 1l

Mg [’U,, v, 2] + AR[uv v, 2]

etc.

43



We have the following expression, independent of the state of the network,

computed recursively

Tlu,v,p] < 2= & mMHM|

defined per queu

TUTI

u7v7p]

e by a

resource allocation algorithm

44



We have the following expression, independent of the state of the network, T|_|T|

The opposite can
actually also be done...

computed recursively =

2 3084
Tlu,v,p] < = = TMHM[“? v, )
Ru,’u [ua v, .]]

defined per queue by a
resource allocation algorithm

45



check M g|u, v, p|, Agrlu, v, p|] are not exceeded

TUTI

P Mg[u,v, j] + 3084

Tlu,v,p] < - ,
Ru,v — ;O:i AR[’LL,U,]]

£ T [u, v, p)

The Multi-Hop Model (MHM)

MHM -
return T [U, v, p] getDelay()

Network
Model

update Ug|u, v, p], Uglu, v, p]

registerPath()

hasAccess()

46



Let's see how this looks like graphically.

data f\

>
>

time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[u’Uap] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

Zl;zl Mpg(u, v, j] + 3084

Ru,v - ?;11 A‘R[“? ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

V = Ru,v,l — Ru,v
Bu,v,l

data f\

Ny
>

Ty ,v | i i iori
0,1 time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[u’Uap] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

Zl;zl Mpg(u, v, j] + 3084

Ru,v - ?;11 AR[U, ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

V = Ru,v,l — Ru,v
Bu,'u,l

data f\

AB [ua v, 1] 7]

Ny
>

Tu,v | i i iori
0,1 time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[u’Uap] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

Zl;zl Mpg(u, v, j] + 3084

Ru,v - ?;11 AR[U, ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

v - R’LL,’U,]_ - Ru,'u
Bu,v,1 V = ARrlu,v, 1]

data f\

Mpg|u, v, 1]
AB [’lL, v, 1]
A 4 T T T T T T T T T }
Tu,v,l

time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[U,’U,p] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

21;:1 Mpg(u, v, j] + 3084

Ru,v - ?;11 AR[U, ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

A V = Ru,v,l — Ru,v

W2 uwns sV = Anlu, v, 1]
MHM
Mpg(u, v, 1] 4 T P [w, v, 1]
AB[U,U, 1] ]
Tu,v,l

time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[U,’U,p] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

21;:1 Mpg(u, v, j] + 3084

Ru,v - ?;11 AR[U, ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

V = Ru,v,l — Ru,v
Bu.v.1 V = Aglu,v,1]

data f\

MHM
Mg|u, v, 1] T . [u, v, 1]

AB [ua v, 1]

| Ny
\ 4 T T T T T T T T T >

time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[U,’U,p] =1 — - = AB[U7U7p]
RU,U - Z?:ll AR[U, U,]]

21;:1 Mpg(u, v, j] + 3084

Ru,v - ?;11 AR[U, ’U,j]

..ata link with 3 priority queues

TUTI
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Let's see how this looks like graphically.

A V= Ru,’u,l = Ru,’u

data ] Bu.v.1 V = Agrlu, v, 1]
MHM
Mp(u,v, 1] 4 | T , [u, v, 1]
AB[ua v, 1] ] 3
T’LL v | 7l’U..I’L‘,;_ . . . . i
vt e time high priority queue

=) Mp[u, v, j] + 3084
Ru,v - Z?;ll AR[U, U,j]

MB[U7U7p] +AR[U,’U,p] - AB[U7U7p]

+
p—1 p—1
Buwp = (th —tY Agfu,v.5] =Y Mplu,v,j] - 3084)

j=1 7=1

21;:1 Mpg(u, v, j] + 3084

TMHM[ — :
Ru,v - j=1 AR[U, ’U,j]

u, v, p|

..ata link with 3 priority queues

data

A

Bu,v,2

Ny
>

time

medium priority queue

TUTI
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Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

V = Ru,v,l — Ru,v

data 4 data A
i Bu,v,1 V = Arlu,v,1]
} MHM
Mp[u, v, 1] g— | T . [u, v, 1] Aplu,v, 2]+
AB[U,U, 1] 1 3
Ty Lo . N T . i
©ho PP time  high priority queue YR tme pedium priority queue

=) Mp[u, v, j] + 3084
Ru,v - Z?;ll AR[U, U,j]

MB[U7U7p] +AR[U,’U,p] - AB[U7U7p]

+
p—1 p—1
Buwp = (th —tY Agfu,v.5] =Y Mplu,v,j] - 3084)

j=1 7=1

21;:1 Mpg(u, v, j] + 3084

TMHM[ — :
Ru,v - j=1 AR[U, ’U,j]

u, v, p|
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Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

V = Ru,v,l — Ru,v

data 4 data A
i 5u,v,1 V = AR[U, v, 1} B /Bu,v,Z
} MHM
Mg [u, v, 1] g— | T B [w, v, 1] Aplu,v,2]-
Aplu,v,1] - : M [, v, 2]
Tuovi Tavz e v  Tu . i
e e time high priority queue e time — medium priority queue

p—1 :
. Mplu,v, 7| + 3084
MB[U7U7p] +AR[U,v,p] = B}E—l j] 1 AB[U7U7p]
Ry — Zj:l Ar[u, v, j]

+
p—1 p—1
Buwyp = (Rw,t —tY Agfu,v.5] =Y Mplu,v,j] - 3084)

Jj=1 J=1

21;:1 Mpg(u, v, j] + 3084

TMHM[ — :
Ru,v - j=1 AR[U, ’U,j]

u, v, p|

55



Let's see how this looks like graphically..

A V= Ru,’u,l = Ru,'u

deta I g i) V= Arluv,1
| MHM
Mol e T ot Al
Agplu,v,1] - 3 Mg [u, v, 21

o | R
w,v,1 u,v,2 time high priority queue

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[U,’U,p] =1 — - = AB[U7U7p]
Ry — Z?:% Ar[u, v, j]

+
p—1 p—1
Buwp = (Ru,vt —tY Agfu,v.5] =Y Mplu,v,j] - 3084)

j=1 7=1

21;:1 Mpg(u, v, j] + 3084

TMHM[ — :
Ru,v - j=1 AR[U, ’U,j]

u, v, p|

at a link with 3 priority queues

data A

o
30
4

Bu,v,Q

Ny
>

Tu,v,2

time

medium priority queue

TUTI
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Let's see how this looks like graphically...

A V= Ru,’u,l = Ru,'u

data | 5u . v — AR[/ua v, 1} i
MHM
Mp(u,v, 1] 4 T ﬂ[u,v,l] Aplu,v,2]+--------
Aplu,v,1] - 3 Mp[u, v, 2] = >
| TMHEMy 3] 2] ///
3 s | 2
Tu v Tu:v,; . . . e Tu v
ot o time high priority queue 002

p—1 :
1 Mplu,v,j] + 3084
MB[U7U7p] +AR[U,’U,p] =1 — - = AB[U7U7p]
Ry — Z?:% Ar[u, v, j]

+
p—1 p—1
Buwp = (Ru,vt —tY Agfu,v.5] =Y Mplu,v,j] - 3084)

j=1 j=1

21;:1 Mpg(u, v, j] + 3084

TMHM[ — :
Ru,v - j=1 AR[U, ’U,j]

u, v, p|

at a link with 3 priority queues

data A

/Bu,v,Z

! N,
L] T T >

T
T{L,’U,B

medium priority queue

TUTI
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Let's see how this looks like gra

V = Ru,v,l — Ru,v

phically... at a link with 3 priority queues

N,
>

time

u,v,3

medium priority queue

A
data Bu s V = Anfu,v, 1] data
| MHM
Mpgu, v, 1] 4 | T ‘1[%”’1] Aplu,v,2]-
Aplu,v,1] - : Mp|u, v, 2] %
Tuwy  Tuvz R
vl ’ time high priority queue
71 M [u, v, j] + 3084 data 4
Mp [U, U7p] + AR[ua Uap] = p—1 1 AB[U7 U7p] 7
Ry — Zj:l Ar[u, v, j]
\val
p—1 p—1 *
Buwp = | Ruwt —t Y _ Agfu,v.5] = > Mp[u,v,j] — 3084 1
j=1 j=1
AB [u’a v, 3] b
TMHM ol — 21;:1 Mpg(u, v, j] + 3084
Ruﬂ} - ?;11 AR[UJ 'U,j] i
MB [LL v, 3} I‘

time

Y

u,v,3

low priority queue

TUTI
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Let's see how this looks like graphically...

V = Ru,v,l — Ru,v

at a link with 3 priority queues

data 4 data A
) 5u,v,1 V= AR[U’ v, 1] b 6u,v,2
MHM
Mp(u,v, 1] 4 | T ﬂ[u,v,l] Aplu,v,2]+-------- ‘ ,
o / R
Agplu,v,1] - l Mp|u, v, 2] = /0,
| TMHM [, 4| 9] ///‘3“
: . l 4 ‘ .
Tu,v,l Tu,,’v,2 . . .. Tu,v,2 . w,v,3
time high priority queue time o4 priority queve
A

The Multi-Hop Model (MHM)

return TMHM [u,v,p]  getDelay()

Network

update Ug|u,v,p|, Uglu,v,p

registerPath()

check Mpu, v, p|, Ag[u, v, p| hasAccess()

TMHM [, o, 3]

Y

Tu,v,3

time L.
low priority queue

TUTI
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TUTI

data 3 maximum usage of
w,v,2 the queue

current usage of
the queue

wasted buffer
space

Upglu,v,2

time

In such a situation, the MHM leads to a waste of resources
The buffer budget will never be used!

because the rate blocks acceptance of other flows
60



A solution is to artificially reduce the buffer budget! TUTI

data :“ 3 )
o maximum usage of
the queue
current usage of
the queue
No wasted
buffer space
UB [’U,, v, 2]
>
time
This also reduces the delay of the queue,
And hence the lower priority queues can have
"a lower delay, or delay/burst/data rate
-a higher burst budget, or budget trade-off
-3 higher data rate budget
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data i

The resource allocation hence has to allocate

# A Rlu,v,p|:adatarate
#  Mplu, v, p]:abuffer capacity

. Uplu,v, 2]
to each queue in the network.

time

The resource allocation algorithm is responsible for adjusting a priori,

the trade-off between resources

The quality of this choice depends on the type of flows

— bursty traffic? rate demanding traffic? low delay?

delay/burst/data rate
budget trade-off
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Can we do this differently? TUTI

We have to find an upper bound independent of the network state...

b . max max
Jj=1 UB [u7v7~]:| +p+1]g;a<JXQ {Z’U,,’U,]} —|_ lu,v,p

Ruv — ?;il UR[U,U,j]

T|u,v,p| =

Y

The MHM does this by bounding A g [u, v, p|, Mp[u, v, p]and {;;",’,

u7v7p

The resource allocation algorithm can rather bound the delay itself

L Uglu,v,j]+ max {{Mmao=} 4 [max
Jj=1 B ? 7'] 1<i< u,v,j u,v,
T[u, ’U)p] _ p+ _]_Qu,v KTTBM [u, U,p]

Ruw — Y0~ 1 Uglu,v, j] N—

and let everything vary as long as

‘ T[u,v,p] < T""M[u,v,p]  V¥(u,v,p) ‘ ‘Bmax(u,v,p) < Aglu,v,p] V (u,v,p)‘
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The resource allocation algorithm can rather bound the delay itself TI.ITI
?:1 Uplu,v,j]+ max  {["e* ) 4 [mae

+1< < w.v U,’U,j u,v,p
T[u,v,p] = pp_l_]_Q — < TP My, v, p]
Ru,v - j=1 UR[ua U?J] \
set by the resource
and let everything vary as long as allocation algorithm

‘T[u,v,p] < T"PMu, v, p] V(u,v,p)‘ ‘Bmax(u,v,p) < Aplu,v,p] V (u,v,p)‘

p—1 . max max
. UB u,v + max .+ [
71=1 [ Y 7.]] D 1<j<Qu,v{ u,'u,j} U,v,p

Bmax u,v,p :UB u,v,p +UR u,v,p —
( ) [ ] [ ] Ru,v — 5211 UR[’LL,U,j]

< Aplu,v,p] ~ buffer capacity
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The resource allocation algorithm can rather bound the delay itself TI.ITI

u, v, j| max ~ {64r L 4 [maT
Ry v f;il r[u,v, J] B 'Y

set by the resource
and let everything vary as long as allocation algorithm

T|u, v, p

‘T[u,v,p] < T"PMu, v, p] V(u,v,p)‘ ‘Bmax(u,v,p) < Aplu,v,p] V (u,v,p)‘

y Nmax max
plu v gl max  HuTHH L

Bmax(u7vap) — UB [U, Uap] + UR[,UM U,p]

Ru,v ?;1 R[uv U,j]

< Aplu,v,p] ~ buffer capacity

Requires to check lower priority queues and
before the addition of a new flow
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The resource allocation algorithm can rather bound the delay itself TI.ITI

Blu,v, j] + 1542 + Loy
Tlu,v,p] = R = : < TTBM [y, v, p]
U,V ‘Qi‘:)JR[uavv.]] \

set by the resource
and let everything vary as long as allocation algorithm

‘T[u,v,p] < T"PMu, v, p] v(u,v,p)‘ ‘Bmax(u,v,p) < Aplu,v,p] V (u,v,p)‘

slu, v, j] + 1542 + e

Bmax(u7 Uap) — UB [’LL, Uap] + UR[“? U,p] _ .
Ru,v ‘@R[uv U,]]
S AB[U, Uap]

™ buffer capacity

Requires to check lower priority queues and

before the addition of a new flow because there might be unknown best-

effort trafficin the lowest priority queue y



The Threshold-based Model (TBM)

TBM -
return T [U, v, p] getDelay()

Network
Model

[max
’LL,’U,p

update Uglu, v, p], Uglu, v, p|,

registerPath()

check TTBM[u,v, ql, Aglu,v,q] Vg>p iasAccess()
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The Threshold-based Model (TBM)

-

QL’QJ’]?] getDelay()

return TZHM |

Network
Model

[maz
) u’v’p

update Ug[u, v, p|, Uglu,v, p]

registerPath()

cheek T7M[u,v, ), Aplu,v, ] (g > pyloeces0

Requires up to QQu,» times more
work than the MHM

But no a priori choice on the burst/rate/delay trade-off

68



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

A A

data data
AB[U7U71] AB[U)UJZ]
Aru,v,1] time - high priority queue A7[u,v,2]  medium priority quzlurgle
data f\
Agplu,v, 3]
time
AT [ua v, 3]

low priority queue 69



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

data f\ Bu,v,1 data f\
Aglu,v,1] Aglu,v,2]
Tu,v,l time - - . » T T T T T T T T T t.’
Arlu,v,1] high priority queue A7[u,v,2]  medium priority quelur:.'le
data f\
AB [ua v, 3]
time
Arfu,v, 3]

low priority queue 0



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

Ny,

>

time

data f\ Bu,v,l data f\
AB[U,’U, 1] AB[U)UJZ]
Uplu, v, 1]
Tu,v,l | : . e e i
Arlu,v,1] tme  high priority queue A7[u,v,2]  medium priority queue
data f\
AB [ua v, 3]
time
AT [U, v, 3]

low priority queue

1



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

Ny,

>

time

data f\ Bu,v,l data A
N
\‘N\"
W
OC“\
z
T[u, v, 1]
Aglu,v,1] 7 " Agplu,v,2]
Uplu,v, 1] & ‘ Braz(u,v,1)
T3 tir;le hiah !
i riority queue
Ar(u,v,1] ghprioriy g Ar[u,v,2]  medium priority queue
data f\
AB[U,’U,g]
Arlu,v,3] time

low priority queue
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Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

data f\ Bu,v,l data f\ /Bu,v,Q
N

- \‘[\'\‘ p -

W
0 aY
yZ
T[u, v, 1] |
Uplu, v, 1] 7<—'; Bmaz(u,v,1)
Tu,v 1 time . . e J t"
Ar[u,v,1] high priority queue medium priority quelum!;le
data f\
AB [ua v, 3]
time

Arlu,v,3
vl ] low priority queue 3



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

data

A

Bu,v,

20
z

1 data A ﬂu,'u,2

N
\‘N\ y
o
N

T[u, v, 1]

Braz(u,v,1) Upglu,v,2] 4

Ny,
>

Agplu,v,?2]

N,
>

Arfu,v, 3]

1 . . s Tu‘,lv,2 | .
1me - high priority queue Ar[u,v,2]  medium priority (Iuteluméle
data f\
Agplu,v, 3]
time

low priority queue 74



Let's see how this looks like graphically... at a link with 3 priority queues

time

data f\ 6u,v,1 data f\ Bu,v,Q
N
] \ 0 | N
o \
O
z
T[u, v, 1] T[u, v, 2]
a1 A
AB[U,’U, ]_] V_ : AB[UaQUZ] '
Uglu,v,1] & Brmaz(u,v,1) Upglu,v,2] 4 . my? Bmaz(u,v,2)
£ B Q" A
A
rrrrrrrrrrrrrrrr - A
Tu v.1 . Tu‘ v,2
' time  high priority queue o
Arlu,v,1] gh priority q Ar[u,v,2]  medium priority queue
data f\
AB [ua v, 3]
time

AT [U’a v, 3]

low priority queue

TUTI
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Let's see how this looks like graphically... at a link with 3 priority queues

data f\ 6u,v,1 data f\ BU,U,Q
W\
| 0 N
r\)\“ - .
O
z
T[u, v, 1] T[u, v, 2]
El A
AB[U,U, ]_] V8 : AB[U,U, 2] I R '
Up [U v 1] <> Bmax(ua v, 1) Usg [“” v, 2} ) 7 &? Bmaa (u’ v 2)
A e i Q" A
/20N EEPN
rrrrrrrrrrrrrrrrrr - A
Th o1 . Tu‘ v,2 :
- time high priority queue o time
Arlu,v,1] gh priority q Ar[u,v,2]  medium priority queue
data f\
T[U,U,S] Bmax(uavag)
! ! /Bu,U,S
)
: : V7
- ’:: Q\f\)’\
: ; 7
Aglu,v, 3]
g= U I{,\V
Uglu, v, 3] q i
‘Tu,;),S -’
AT [U, v, 3] tme

low priority queue

TUTI
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Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data 1 Bu,v,1 data 4 Let’s try to add
a new flow here
N
;\'\“
i o ]
\3‘3\
z
T['U,,'U, 1] / T[U,’U,Q]
A ,'4
Aglu,v,1] 7V Agplu,v,2] I —
Sy
Uglu,v, 1] 7(_.; Brmasz(u,v,1) Uplu, v, 2] C’Z_""@? Briax gu, v, 2)
// 777777 ’
"""""""" - 7AN _
TXU’[lu v, 1] time  high priority queue Tuv,2 Aru,v, 2] . . time
T|u, v, L% medium priority queue
data f\
T[u, v, 3] Binaz (U, v, 3)
! A /Bu,U,S
: %
: 0
i : v
,": //
AB [U, U, 3] B
=9 R\“/
Uplu, v, 3] d
‘Tu,;),S -’
AT [U’a v, 3] time

low priority queue

17



Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data 4 Bu,v,1 data 4 Let's try to add
a new flow here
N
;\'\“
i o §
\3‘3\
7
T['U,,'U, 1] / T[U,’U,Z]
A ,'4
A-B [u,v, ]-] 7V AB [’LL,’U, 2] e
é 20
Uplu, v, 1] 7<—'; Bmaz (u,v,1) Uplu, v, 2] ( 5 Qﬁs Bz gu, v, 2)
// 777777 :
"""""""" - 7AN _
TXU’[lu v, 1] time  high priority queue Tuv,2 Aru,v, 2] . . time
T|u, v, L% medium priority queue
data f\
T[U,U,g] Bmax(uavag)
! A Bu,U,B
: %
; N
i : o
//QV
4
AB [ua v, 3]
. qﬁ = / f1
Uplu, v, 3] d -
v >
Tu,v,S .
AT [U, v, 3] time

low priority queue
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Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data data } Let's try to add
a new flow here
»
T['U,,'U,]_] ] / T[U,’U,2]
Ap [u, v, 1] : Ap [’LL, v, 2] I EEEEEEEE
Z 20
UB[U, U 1] Bmaw(u,v’ ]_) UB [U,U, 2} E Q‘:\YS Bmamguy'l);Q)
P T ‘/r/‘\"rv,rr 777777 ’
~~~~~~~~~~~~~~~~ . 2 .
TXU’[I 1] time  high priority queue Tusw.2 Ar] 2] time
T|u, v, Tw, v, medium priority queue
data f\
T[U,U,g] Bmax(uavag)
! ! Bu,v,3
D
o
— '\).'\
4 2
AB [ua v, 3] :
LU R\L@
%ﬁ- X Impossible: the deadline of this
Uglu, v, 3] 9/ queue would be violated
‘T'U,,'l‘J,S | | | "
AT [U, v, 3] time

low priority queue 79



Let's see how this looks like graphically... at a link with 3 priority queues  TLITI

data } Let's try to add
< a new flow here

.
T[’U,,’U,l] ] / T[U,’U,2]

i Aplu,v, 2] P

A e
Bmaw(u,v’ 1) UB[U,U,2} (Z—> 09 Bmaw(uav>2)
/20N SR
~~~~~~~~~~~~~~~~ - / R
TXU’I 1 time  high priority queue fuw2 A 2 time
T[u, v, 1] T[4, v,2]  medium priority queue
data f\
| T[u,v,?)] Bmax(uavu'?’)
! Bu,v,3 Low priority
] o2 blocking problem
Y
,": //
AB [ua v, 3] 4
U R\“/’@
1 VZ ﬁ' X. Impossible: the deadline of this
Ug|u, v, 3] ¢e 9/ queue would be violated

time

low priority queue 80



Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data data f\
| < 73 Let's try to add
"""" Ay
a0 another flow here
1 T[u, v, 2]
Aplu,v,1] Agplu,v,?2] ai .
Sy
Uplu, v, 1] Uplu, v, 2] 54 > Qﬁ? Biax gu, v, 2)
AN
"""""""" R L _
Tu,v,l tim . - Tu>” 2 time
Arlu,v,1] ¢ high priority queue Ar[u,v,2]  padium priority queue
data f\
| T[U,U,g] Bmax(uavag)
! ! Bu,v 3
>
s r Yy
J : : o
: 4 //<2v
q _U R\L/U’//
Uplu,v, 3] c/
‘Tu,'z;,S | ~’
AT [U, v, 3] time

low

priority queue
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Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data f\
o ] #“ A Let's try to add
2 another flow here
T[u, v, 1] i Tlu, v, 2]
A A
Aplu,v,?2] PR —
N I
Braz(u,v,1) Uplu, v, 2] & = 0? Baz(u,v,2)
L > i ) Q‘ A
F/ZNtE O
"""""""" _ N .
’ time  high priority queue Tuv2 time
Arlu,v, 1] e a Ar[u,v,2]  madium priority queue
data f\
T[u> v, 3] Bmax(u
i f2
Aglu,v,3] -
Ur\® U 3) g
1 Nt s
Upglu,v, 3] ¢e :
r,1—111,,'1;,3 -’
A [u, v, 3] time

low priority queue

82



Let's see how this looks like graphically... at a link with 3 priority queues

TUTI

data f\
N '
® | 73 Let's try to add
o AR
= another flow here
T[’U,,’U,l] 1 T[U,’U,2]
El Bl
Aplu,v,?2] M ——
(y '''''''
Bmaw (u, v, 1) UB [u v, 2] (‘ - «Y? Bmacc (u, v 2>
T A
/2R S
~~~~~~~~~~~~~~~~ R 7 _
TXUJ . time  high priority queue w2 A 2 time
T[u, v, 1] 7[u,v,2] " medium priority queue
data f\
| T['U,,U,B] Bmax(uavag)
! ! ﬂu,v,S
>
1 f2
AB [u7 v, 3]
| gsuR—
Uglu, v, 3] ¢ " f‘) OKAY: the delay of all queues is still satisfied

Tu,'u,3
At

[u, v, 3]

time

low priority queue
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The Multi-Hop Model (MHM)

MHM -
return T [’LL, v, p] getDelay()

Network

update Ug|u, v, p|, Uplu, v, p] Model

registerPath()

check M p[u,v,p], Aglu,v,p] are not exceeded L2A¢*0

The Threshold-based Model (TBM)

TBM -
return T [U, v, p] getDelay()

Network
Model

jmaz
u7v)p

update UR[U) v, p]a UB [ua v, p]a

registerPath()

check TTBM [y, v, q], Aglu,v,q] Vg >p _ hasAccessO)

TUTI
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The Multi-Hop Model (MHM) TLT

return T [u, v, p| rgetDelay()\
+ fast
update Ug[u,v, p|, Uglu, v, p] » - a priori choice
registerPath()

- 2 parameters to allocate
check Mplu, v, p|, Ag|u, v, p| are not exceeded LashccessO)__~

The Threshold-based Model (TBM)

TBM -
return T [U, v, p] getDelay()

Network
Model

jmaz
u7v)p

update UR[U) v, p]a UB [’U,, v, p]a

registerPath()

check TTBM [y, v, q], Aglu,v,q] Vg >p _ hasAccessO)
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The Multi-Hop Model (MHM) TLT

return TMHM [y v, p] T etbelay()
+ fast

update Ug[u,v, p|, Uglu, v, p] . » - a priori choice
regteterPoth® . 2 parameters to allocate

check Mplu, v, p|, Ag|u, v, p| are not exceeded LashccessO)__~

The Threshold-based Model (TBM)

return T 7Y fu, v, p] 200 0 .
9010+ no a priori choice
+
update Uglu, v, p|, Uplu, v, p), (7%, — o+ par.ameterto allocate
registerPath() - hlocking problem
- slower

check TTBM [y, v, q], Aglu,v,q] Vg >p JashecessO)
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Evaluation of the models

87



Evaluation of the MHM in a real wind park setup
Model running on top of OpenDaylight

TUTI

"
= Network gradually congested

until the MHM rejects all the
flows between SWO and SW2

i

SWO-SW2 - SWO flow with a

12ms deadline

88



Evolution of the packet delay for the SWO-SW2 - SWO flow

Delay border never violated, no packet loss

TUTI

Delay quarantee 12ms

2 ms

1.5ms |

Tms -

0.5ms K&t ali

0 ms

Packets

89



Evolution of the packet delay for the SWO-SW2 - SWO flow TI.ITI

Delay border never violated, no packet loss

Delay quarantee 12ms

2 ms

1.5ms | . i

Tms : . . B .

0.5ms .. - i

Packets cross traffic stopped

90



Simulation of the MHM and TBM

4 queues, various topologies, various routing procedures, various delay constraints

— MHM — TBM

1+~ ]

0.4

ECDF (x)

0.2

1
0.8
0.6
0.4
0.2

0

10~3 1072 10~1

Runtime [x in s

TBM around @)y, timesslower

TBM potential to perform better but depends on how the routing and resource allocation

algorithms avoid the blocking problem

500 1,000 1,500 2,000

Traffic Intensity [x]

The performance of the models is highly dependent on the other routing/resource

allocation algorithms
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2

Delay-constrained
Routing

getDelay()

registerPath()

hasAccess()
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Unicast QoS Routing Algorithms for SDN:
A Comprehensive Survey and
Performance Evaluation

Jochen W. Guck, Amaury Van Bemten, Martin Reisslein, Fellow, IEEE,
and Wolfgang Kellerer, Senior Member, IEEE

Absi A varicty of nctworks, such as
industril commumication systems, have 1o provide strict delay
guarantess to the carried flows. Fast and close to optimal quality
of service (QoS) routing algorithms, e.g., delay-constrained least-
cost (DCLC) routing algorithms, are required for routing fows
in such networks with strict delay requirements. The emerging
software-defined networking (SDN) paradigm centralizes the net-
wark control in SDN cantrollers that can centrally execate QoS
routing algorithms. A wide range of QoS routing algorithms
have been proposed in the liferafure and cxamined in individ-
ual studies. However, a comprehensive evaluation framework and

of QoS routing algorithms that can serve
asa basis for selecting and further advancing QoS routing in SDN
networks is missing in the literature. This makes it difficalt to
select the most apprapriate QoS routing algorithm for a particu-

L. INTRODUCTION
A. Topic Area: Routing Algorithms for QoS Networking

OUTING, i.e., determining a route (path) from a source
node to a destination node through a sequence of
intermediate switching nodes, is an elementary function of the
network layer in communication networks. Given the impor-
tance of routing for communication networks, a diverse array
of routing algorithms have been designed. Many routing algo-
rithms have been specifically designed for specific network

seltings or applications, see Section I-C.
Providing quality of service (QoS) is an important require-
mcm for a wide range of communication network settings and

lar wse case, e.g., for SDN industrial
We close this gap in the literature by conducting a comprehen-
sive up-to-date survey of QoS routing

For instance, multimedia network applications
n:qun QoS from the network service, as do many network

We introduce a novel four-dimensional (4D) evaluation frame-
work for QoS routing algorithms, whereby the 4D correspond
to the type of topology, two forms of scalability of a topology,
and the tightness of the delay constraint. We implemented 26
selected DCLC aigoritins and compared their runtime and cost
. While the main
condlusion of this zvn]llxhnn is that the best algorithm depends
on the specific sub-space of the 4D space that is targeted, we iden-
tify two algorithms, namely Lagrange relaxation-based aggregated
cost (LARAC) and search space reduction delay-cost-constrained
routing (SSR+DCCR), that perform very well in most of the 41}
evaluation space.
Index Terms—Delay-consirained least-cost (DCLC) routing,
performance evaluation framework, quality of service (QoS),
ility, software-defined ing (SDN).

Manuscript received March 7, 2017; revised July 24, 2017; accepted
August 29, 2017, Date of publication September 7, 2017; date of curment
ventan February 26, 2018, This work was supported in part by the Buropean
Union's Horizon 2020 Research and Innovation Programme under Grant
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the Alexander von Humboldt Foundation through a Friedrich Wilbelm Bessel
Research Award, and in part by the U.S. National Science Foundation under
Grant #1716121. (Lurrnpond'mg author: Walygang Kellerer)

Van Bemten, Kellerer are with the
Lehrstuhl fiir Mmumkmnsmu Tﬁhm‘d University of Munich, 80290
anieh Caarnay Tl SR A st el s A

in industrial networks [1] and the smart grid [2]
as wcll as networked control systems [3]. The required QoS
is often in the form of delay bounds (constraints) for the
data packets traversing the network. Accordingly, extensive
research has developed routing algorithms that satisfy given
delay constraints while minimizing some cost metric, i.e., so-
called delay-constrained least-cost (DCLC) routing algorithms.
DCLC routing algorithms and similar routing algorithms that
support QoS networking are often referred to as QoS routing
algorithms.

Generally, the route determination (computation) is either
carried out in distributed nodes, e.g., the control mod-
ules in individual distributed Intemet Protocol (IP) routers,
or by a centralized controller, eg., a Software-Defined
Networking (SDN) controller [4]-{8]. Distributed routing
algorithms had been intensely researched for traditional IP
routing, e.g., [91-[11], and more recently for ad hoc netweorks,
see [12]16]). In the mid 1990s, the development of Qo$
paradigms for the Internet, see [17]-[22], led to a renewed
interest in examining routing and spurred the development of
a plethora of QoS routing algorithms, which mainly targeted
distributed computation. In sharp contrast, the emergence of
the Software-Defined Networking (SDN) paradigm [23], [24]
has shifted the research focus to centralized network control,
including centralized routing computations [25]-[30]. The pur-

Network
Model

[1] This presentation!

IEEE TRANSACTIONS ON NETWORK AND SERVICE MANAGEMENT, VOL. 14, NO. 4, DECEMBER 2017 1003

DetServ: Network Models for Real-Time
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Industrial Environments
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Abstract—Industrial networks require realtime guarantees
for the flows they carry. That is, flows have hard end-to-end
delay requirements that have to be deterministically guaran-
teed. While proprietary extensions of Ethernet have provided
solutions, these often require expensive forwarding devices. The
rise of software-defined networking (SDN) opens the door to the

solutions typically require changes within the network proto-
col stack or impose restrictions on the topology that can be
deployed, which leads to expensive forwarding devices.

B. Basis: Centralized Frameworks Based on

design of centralized traffic engineering fr for provid-
ing such real-time guarantees. As part of such a framework, a
network model is needed for the computation of worst-case delays
and for access control. In this paper, we propose two network
models based on network calculus theory for providing deter-
‘ministic services (DetServ). While our first model, the multi-iop
model (MHM), assigns a rate and a buffer budget to each queue in
the network, our second model, the threshold-based model (TBM),
simply fixes a maximum delay for each queue. Via a packet-level
simulation, we confirm that the delay bounds guaranteed by both
models are never exceeded and that no packet loss oceurs, We
further show that the TBM provides more flexibility with respect
to the characteristics of the flows to be embedded and that it has
the potential of accepting more flows in a given network. Finally,
we show that the runtime cost for this increase in flexibility stays
reasonable for online request processing in industrial scenarios.
Index Terms—Access control, real-time, industrial network,

network modeling, network calculus, quality of service (QoS),
software-defined networking (SDN).

1. INTRODUCTION

A. Motivation: Industrial Networking Quality
of Service

NDUSTRIAL icati (e.g., hi hi

(M2M) communications or production facilities networks)
have strict Quality of Service (QoS) requirements, mainly in
terms of end-to-end delay [1]. This means that flows have end-
to-end delay bounds that must not be exceeded. In this article,
such flows are referred to as real-time flows. A wide range of
proprietary solutions [2] and extensions of Ethernet [3] have
been developed for providing this strict QoS. However, these

Munuscript received March 19, 2017, revised July 22, 2017 and
September 11, 2017; accepled September 19, 2017. Date of publication
September 22, 2017; date of current version December 8, 2017. This
work was supported by the European Unions Horizon 2020 Research and
Innovation Programme under Grant 671648 (VituWind) and ERC Grant
647158 (FlexNets). The associate editor coordinating the review of this paper
and approving it for publication was F. De Turck. (Corresponding author:
Jochen W. Guck.)

The authors are with the Lehrstuhl fiir Kommunikationsnetze. Technical

S. Defined Netw ;
Software-Defined Networking (SDN) is a new networking
paradigm that runs control functions on a centralized controller
which is then able to program the Ethernet forwarding ele-
ments in the network using a standardized interface such as
OpenFlow [4]. This central view offered by SDN allows to
perform traffic engineering based on the global knowledge
of the network. Because it only requires simple commodity
SDN forwarding elements that can be changed and updated
p [5], SDN is as an inexpensive solu-
tion. Therefore, as elaborated in Section II, a plethora of work
has been considering the usage of SDN for the provision-
ing of QoS [6]-[18]. However, the QoS control provided by
these approaches is either 100 inaccurate or slow for industrial
applications [18].

As initiated by Jasperneite er al. [19], Guek er al. [16]-[18]
propose to overcome the two above-mentioned shortcomings
by using network calculus, a mathematical modeling frame-
work (introduced in Section II), to maintain a deterministic
model of the network state in the control plane. First, network
calculus being a deterministic framework, accurate bounds can
be computed on a per-flow basis. Second, keeping a determin-
istic model in the centralized control plane allows to avoid the
QoS control loop to go through the forwarding plane, thereby
allowing to guickly provision new flow requests [17]. As such,
the two drawbacks of existing approaches are overcome.

C. Contribution: DetServ: Network Models for
Deterministic Worst-Case Delay Computation
and Access Control

As elaborated in Section IV, a centralized industrial QoS
framework requires a network model for the computation of
worst-case delays and for access control. The core contribu-
tion of this article consists of two network models that can be
used as part of such QoS frameworks for providing determin-
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