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DetServ: Network Models for Real-Time QoS
Provisioning in SDN-based Industrial Environments

Jochen W. Guck, Amaury Van Bemten, and Wolfgang Kellerer

Abstract—Industrial networks require real-time guarantees for
the flows they carry. That is, flows have hard end-to-end delay
requirements that have to be deterministically guaranteed. While
proprietary extensions of Ethernet have provided solutions, these
often require expensive forwarding devices. The rise of Software-
Defined Networking (SDN) opens the door to the design of
centralized traffic engineering frameworks for providing such
real-time guarantees. As part of such a framework, a network
model is needed for the computation of worst-case delays and for
access control. In this article, we propose two network models
based on network calculus theory for providing deterministic
services (DetServ). While our first model, the multi-hop model
(MHM), assigns a rate and a buffer budget to each queue in the
network, our second model, the threshold-based model (TBM),
simply fixes a maximum delay for each queue. Via a packet-level
simulation, we confirm that the delay bounds guaranteed by both
models are never exceeded and that no packet loss occurs. We
further show that the TBM provides more flexibility with respect
to the characteristics of the flows to be embedded and that it has
the potential of accepting more flows in a given network. Finally,
we show that the runtime cost for this increase in flexibility stays
reasonable for online request processing in industrial scenarios.

Index Terms—access control, real-time, industrial network,
network modeling, network calculus, Quality of Service (QoS),
Software-Defined Networking (SDN)

I. INTRODUCTION
A. Motivation: Industrial Networking Quality of Service

Industrial communications (e.g., machine-to-machine
(M2M) communications or production facilities networks)
have strict Quality of Service (QoS) requirements, mainly
in terms of end-to-end delay [1]. This means that flows
have end-to-end delay bounds that must not be exceeded.
In this article, such flows are referred to as real-time flows.
A wide range of proprietary solutions [2] and extensions of
Ethernet [3] have been developed for providing this strict
QoS. However, these solutions typically require changes
within the network protocol stack or impose restrictions on
the topology that can be deployed, which leads to expensive
forwarding devices.

B. Basis: Centralized Frameworks based on Software-Defined
Networking

Software-Defined Networking (SDN) is a new networking
paradigm that runs control functions on a centralized controller
which is then able to program the Ethernet forwarding ele-
ments in the network using a standardized interface such as
OpenFlow [4]. This central view offered by SDN allows to
perform traffic engineering based on the global knowledge of
the network. Because it only requires simple commodity SDN
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forwarding elements that can be changed and updated inde-
pendently [5], SDN is considered as an inexpensive solution.
Therefore, as elaborated in Sec. II, a plethora of work has been
considering the usage of SDN for the provisioning of QoS [6]-
[18]. However, the QoS control provided by these approaches
is either too inaccurate or slow for industrial applications [18].

As initiated by Jasperneite et al. [19], Guck et al. [16]—
[18] propose to overcome the two above-mentioned short-
comings by using network calculus, a mathematical modeling
framework (introduced in Sec. III), to maintain a deterministic
model of the network state in the control plane. First, network
calculus being a deterministic framework, accurate bounds can
be computed on a per-flow basis. Second, keeping a determin-
istic model in the centralized control plane allows to avoid the
QoS control loop to go through the forwarding plane, thereby
allowing to quickly provision new flow requests [17]. As such,
the two drawbacks of existing approaches are overcome.

C. Contribution: DetServ: Network Models for Deterministic
Worst-Case Delay Computation and Access Control

As elaborated in Sec. IV, a centralized industrial QoS
framework requires a network model for the computation of
worst-case delays and for access control. The core contribution
of this article consists of two network models that can be used
as part of such QoS frameworks for providing deterministic
services (DetServ). The first model, the multi-hop model
(MHM - Sec. V-D), assigns a rate and a buffer budget to
each queue in the network. This allows to compute worst-case
delays for any path in the network. This model corresponds to
an updated version of a previously proposed model [16], [18]
which was not considering buffer consumption and, hence, was
potentially leading to packet loss. We show that the MHM
requires an a priori choice regarding the characteristics of
flows that are to be embedded based on the trade-off between
rate, buffer capacity and delay. R1-4The second model, the
threshold-based model (TBM — Sec. V-E), is the main contri-
bution of this article. It simplifies this trade-off by only fixing
a maximum delay for each queue in the network, thereby
avoiding the a priori assignment of rate and buffer budgets.
We show that the TBM automatically adapts the allocation of
rate and buffer capacity based on the type of traffic (bandwidth
or buffer demanding) and we find that this gives it the potential
to outperform the MHM, i.e., to accept more flows and
hence increase network utilization. However, this increase in
flexibility leads to an increase in the request processing time
by a factor corresponding to the number of priority levels in
the network. Further, we propose an extension to both models
that considers the shaping introduced by the limited capacity
of the links in the network (Sec. V-G). While beneficial for
both models, we show that it has a higher impact on the TBM,




both in terms of increased runtime and performance. We find
that this runtime increase is reasonable for industrial scenarios.
Indeed, in our simulations, the total request processing time
of the TBM remains lower than 350 ms in 99% of the cases
and never exceeds 620 ms.

The power of the proposed models resides in the fact
that they can be used with off-the-shelf switches supporting
priority scheduling and any SDN protocol providing standard
enqueuing and forwarding primitives, e.g., OpenFlow 1.0 [20].

II. RELATED WORK
A. Legacy Industrial Networking Solutions

Initially, proprietary solutions (e.g., Profibus, Interbus or
CAN) have been specifically developed for real-time industrial
communications [2], [21]. These solutions often come with
a complete proprietary communication stack which requires
specialized and expensive hardware.

Later, Ethernet data transfer rates increased and Ethernet
became ubiquitous in local area networks (LANs) and the
Internet. Therefore, it attracted a lot of attention for indus-
trial deployments. However, because of its non-deterministic
medium access control (MAC) scheme, Ethernet was ini-
tially not considered as a suitable solution. The usage of
full duplex point-to-point links along with Ethernet switches
instead of shared buses and hubs allowed to avoid collisions
and hence the negative impact of the Ethernet MAC proto-
col [3]. Nevertheless, this introduces buffering and possibly
overflows, which were still considered to be a source of non-
determinism [3]. Despite this, using Ethernet in industrial
environments has major benefits, including simple and cheap
deployment, easy connectivity towards office networks, the
Internet or more generally any IP traffic, and usage of off-
the-shelf communication hardware. Hence, many industrial
control systems manufacturers decided to develop proprietary
extensions of Ethernet to achieve determinism [21], [22].
A broad overview of Ethernet-based real-time technologies,
including deterministic Ethernet standards, was provided by
Decotignie [3]. Unfortunately, these solutions require changes
within the network protocol stack or impose topology re-
strictions or both, which leads to more expensive forwarding
devices than with standard Ethernet.

B. SDN-based QoS Networking Frameworks

The emergence of SDN as a new networking paradigm
providing a global view of the network in a centralized control
entity provided a new opportunity for traffic engineering.
Hence, a wide range of work has been considering the usage
of SDN for QoS networking. In this section, we present an
overview of the state-of-the-art in QoS provisioning using
SDN and highlight the contributions of this article with respect
to the existing literature. We classify the existing approaches in
six categories for which we list a few representative examples.

1) High-Level Architectural Proposals: Several proposals
mainly focus on architectural issues such as interface design
and requirements analysis [23]-[26]. These approaches men-
tion that a method for access control and resource reservation
is needed but do not tackle the problem. The models we
propose in this article can be used as part of such frameworks.

2) OpenFlow Extensions: Other approaches consider the
enhancement of the OpenFlow protocol with QoS-related
features [10], [25], [27]. Because of the lack of standard-
ization, this potentially leads to higher cost and/or effort. In
contrast, we propose new models which can be used with any
SDN protocol providing standard enqueuing and forwarding
programming primitives, e.g., OpenFlow 1.0 [20].

3) TDMA Solutions: Systems using time division multiple
access (TDMA) on top of Ethernet have also been proposed
[28], [29]. These solutions can potentially lead to an optimal
utilization of resources. However, because of the need for
synchronization, changes in the protocol stack of endpoints
might be needed, thereby leading to expensive solutions in
terms of cost and effort. In comparison, our models do not
require any change at the endpoints.

4) QoS Frameworks based on Data Rate Allocation:
Another class of proposals, mainly tailored for Internet QoS,
maps QoS requirements to equivalent minimum data rates
[6]-[9]. Such systems typically do not consider the limited
capacity of buffers and hence packet loss and queuing delay.
These approaches provide the scalability and QoS level needed
for wide-area networks but are not sufficient for industrial
scenarios, which require strict buffer management as provided
by our proposed models.

5) Measurement-based Frameworks: A wide range of pro-
posals build the network state by retrieving it from the data
plane [9]-[15]. This step adds a non-negligible delay to the
flow request processing. Besides, these approaches suffer from
possible measurement errors. Thus, they can only provide soft
guarantees. While this is an efficient solution for multimedia
traffic, it does not fulfill the requirements of industrial commu-
nications. On the other hand, the determinism of our models
allow to provide hard, i.e., real-time, guarantees.

6) Model-based Frameworks: The present article falls into
the category of model-based frameworks where a model of the
resources usage is kept in the control plane [6], [8], [17], [30].
The state of the network can then be retrieved from the model
itself, avoiding the request processing loop to go through the
data plane, thereby reducing the request processing time. The
model only has to communicate with the data plane at topology
change events. While stochastic modeling could be used for
soft QoS requirements, a deterministic model is needed for
providing real-time guarantees. Duan [6] and Tomovic et
al. [8] proposed models based on data rate allocation which,
as elaborated in Sec. II-B4, are not suitable for industrial
applications. For their part, Guck et al. [17] mentioned the
need of a model but did not present one and King et al. [30]
detailed a deterministic model but which requires a flow
embedding procedure that can lead to high request processing
time. The new DetServ models we propose in this article are
deterministic models that can be used as part of a model-
based QoS framework for fast request processing in industrial
scenarios. One of the models was already partially described
by Guck et al. [16], [18] but the limited capacity of buffers was
not considered. In this article, we present an updated and more
detailed version of this original model and further introduce a
new second model providing more flexibility with respect to
the characteristics of the flows to be embedded.
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Fig. 1: Example of graphical computation of delay, backlog and output bounds
using network calculus concepts. The delay and backlog bounds respectively
correspond to the horizontal and vertical deviations between the arrival and
service curves. In the particular case of an arrival curve 7, and a service
curve SR T, the output bound o is obtained by shifting the initial arrival
curve « up by r7T.

It is worth mentioning that model-based approaches, and
hence our proposed models, can be used as part of the
path computation unit of Time-Sensitive Networking (TSN)
approaches, the emerging real-time networking standards.

III. MODELING BACKGROUND: NETWORK CALCULUS
A. Basics: Theory Principles

In order to provide a deterministic model of the network,
we propose to use network calculus. Network calculus [31] is
a system theory for communication networks. From models
of a considered flow and of the service a so-called system
can offer, bounds on (i) the delay the flow will experience
traversing the system, (ii) the backlog the flow will generate
in the system, and (iii) the new model for the flow after it has
passed the system can be computed. A system can range from
a simple queue to a complete network. The theory is divided
in two parts: deterministic network calculus, providing deter-
ministic bounds, and stochastic network calculus, providing
bounds following probabilistic distributions. Since we strive
for deterministic modeling, we will only consider the former.

The modeling of a flow is done using a so-called arrival
curve a(t). a(T) gives an upper bound on the amount of data
a flow will send during any time interval of length 7. The «
curve in Fig. 1 represents a foken bucket flow: it is allowed to
send bursts of up to b bytes but its sustainable rate is limited
to 7 B/s. This type of arrival curve is denoted by ;..

The modeling of a network system is, for its part, done
using a so-called service curve ((t). Its general interpretation
is less trivial than for an arrival curve [32]. The particular
service curve 5 shown in Fig. 1 can be interpreted as follows.
Data might have to wait up fo T seconds before being served
at a rate of at least R B/s. This type of service curve is denoted
by Br,r and is referred to as a rate-latency service curve.

From these two curves, the three above mentioned bounds
can be computed (Fig. 1). The delay and backlog bounds re-
spectively correspond to the horizontal and vertical deviations
between the arrival and service curves [32]. In the general
case, the way to compute a*, the arrival curve of the flow after
having traversed the system, is not straightforward [32]. In the
particular case where the arrival and service curves are -, ; and
Br,r, we have o = 7,7 [32] (Fig. 1). This formula can
be interpreted as follows. Since the flow can possibly wait up
to T" seconds before being served at a potentially infinite rate,
its burst size can increase by up to 1" bytes — the maximum

amount of data that, by definition of the arrival curve of the
flow, will arrive during these 1" seconds of potential waiting
time.

B. Selected Results: Priority Scheduling

In the particular case of a non-preemptive strict priority
scheduler with n queues traversed by token bucket flows [33],
the service curve for priority queue 7 is given by [32]
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where queue ¢ = 1 is the highest priority queue, C is the
capacity of the output link, and r;, b; and l;-”‘” are the rate,
burst size and maximum packet size of the token bucket flow
traversing queue j. This formula can be interpreted as follows.
The service offered to a given queue ¢ corresponds to the
whole link capacity (first term) from which the capacity used
by higher priority flows is deducted (second and third terms).
Since we assume a non-preemptive priority scheduler, data in a
high priority queue might have to wait for a packet of a lower
priority queue to be transmitted before being served (fourth
term). The fifth term models the store-and-forward behavior
of switches. Indeed, the scheduler must wait for each packet
to be completely received before serving it. Note that for cut-
through switches, only the header length should be used here.
Because the scheduler cannot provide negative service, the
negative part of the resulting curve is reduced to zero ((.)*
notation).

Eqn. 1 corresponds to a g, 1, curve where

i—1 max max
= diibi+ i+11n§Xgn{lj Y+ o
i = i1
C - Zj:l T
and

i—1
Ri=C=) r; 3)

j=1

From Fig. 1, the delay and backlog experienced by the flow
traversing queue ¢ are respectively bounded by
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and
z; = by + 115, (5

and the new burst of the flow after the system is given by
b; =i, (6)

while its rate remains unchanged.

IV. CONTEXT: MODEL-BASED QOS FRAMEWORK

We present the model-based framework proposed by Guck
et al. [16]-[18] (Sec. IV-A to IV-E). However, as mentioned
in Sec. II, the models can be used with any model-based
framework. This leads to the definition of an interface that the
DetServ models have to implement (Sec. IV-F). Sec. V then
describes how this interface is implemented for both models.



A. Parameter Considered: End-to-End Delay

There are numerous different QoS parameters that can be
considered in industrial environments, e.g., resilience, packet
loss, maximum jitter, average and maximum delay [34]-[36].
However, in most industrial cases, the most critical metric for
applications is the response time [1], [36]. Though response
time is also influenced by the processing time of the end
hosts, we here only deal with the influence of the network and
hence focus on guaranteeing maximum unidirectional end-to-
end delay requirements of flows without packet loss. We refer
to traffic requiring such guarantees as real-time traffic.

Along its path, a packet suffers from different types of
delays: processing, queuing, transmission and propagation
delays. Since the link characteristics are assumed to be known,
the propagation delay for each link is known. The processing
delay can usually be neglected. However, any assumption on
the worst-case behavior of the hardware would allow to bound
it at each node. Upper bounds on the queuing and transmission
delays can, for their part, be computed using the network
calculus results presented in Sec. III. The sum of all these
components along the route of a flow makes up the total
deterministic end-to-end worst-case delay bound for the flow.

B. Queue Link Network Topology

Obviously, the (queuing) delay a packet experiences on its
way to its destination does not only depend on the path the
packet follows but also on how the packet is scheduled at each
output link. Because of its simplicity and ubiquity, we assume
that non-preemptive strict priority scheduling is used.

From this, the route selection process for a flow must
consider both the physical links the flow will traverse and the
queues at which the flow will be buffered at each output link.
As a consequence, Guck et al. [17], [18] introduced a queue
link network topology. From the physical network topology,
each directed physical link (u,v) is replaced by Q.. queue
links, where © and v are the source and destination nodes
of the link and @, , is the number of priority queues at the
scheduler of the link. Each link in the queue link network
topology hence represents a physical link and a given queue
at the ingress of this physical link, i.e., a different QoS level
of transmission over this physical link. Route selection on this
queue link network thus determines both the path that a flow
takes through the physical network as well as the queue in
which the flow will be buffered at each physical link.

Performing route selection on the queue link topology
allows a flow to be assigned different priorities at each node,
thereby increasing flexibility compared to other legacy [1]
and SDN [7], [8], [13] approaches which usually assign fixed
priorities to flows along their complete path. However, route
selection is performed on a graph with a greater amount of
edges, thereby increasing the routing procedure complexity.

C. Consideration of Best-Effort Traffic

One benefit of using Ethernet for guaranteeing real-time
QoS is the interoperability with other IP networks such as
a company’s office network or the Internet itself. The traffic
exchanged with these networks might not have such QoS

requirements as the industrial traffic. The lowest priority queue
of each link can be used for serving this so-called best-effort
traffic. In this manner, the real-time traffic, which is only
flowing through the higher priority queues, is not influenced
by the best-effort traffic which is then only allowed to use
resources which are left unused by the real-time flows.

Since best-effort traffic is allocated a single queue at each
link, it can be routed using traditional SDN controller modules
for routing (e.g., layer-two learning switch).

D. Problem Formulation

From a set of flows and the paths they follow in the queue
link topology, the network calculus results presented in Sec. III
allow to compute end-to-end delay bounds for each flow. Our
initial problem is the following.

Problem 1: For a set of real-time flows F, find a route through
the queue link topology for each flow f € F such that the end-
to-end delay requirement ty of each flow is satisfied.

As a result of the complexity increase due to the high
number of edges in the graph on which route selection is
performed, solving the problem using a mixed integer pro-
gramming (MIP) formulation leads to intractable runtimes.
Already hundreds of seconds or more are needed to solve
the problem for small networks [17], [18]. Therefore, Guck
et al. [17] proposed an online approach to solve the problem.
Flows are taken one by one and embedded one at a time. They
show that this approach can lead to results close to those of
the MIP formulation in terms of number of embeddable flows,
however having a much lower runtime. In such an approach,
since the global goal of Problem 1 is to be able to embed all
the candidate flows, each flow has to be embedded such that
its consumption of resources is minimized, so as to maximize
the probability of acceptance of forthcoming flow requests. As
such, the following problem has to be solved.

Problem 2: For a given flow f, find a route through the queue
link topology such that (i) the end-to-end delay requirement t
of the flow is satisfied, (ii) the end-to-end guarantees provided
to previously embedded flows are still guaranteed, and (iii) the
probability of future flow requests acceptance is maximized.

Compared to the overall approach, this online approach has
the additional advantage of being able to deal with scenarios
for which the requests are not known a priori but are rather
received at different points in time.

E. Interplay between Routing and Resource Allocation

As a result of this online approach, QoS routing is initiated
by a query of the data plane. This can be done by contacting
the northbound interface (NBI) of the SDN controller or by
means of a PACKET_IN OpenFlow message [20]. The query
should at least contain the flow characteristics (e.g., in our
case, source, destination(s), burst, rate and maximum packet
size) and QoS requirements (e.g., in our case, maximum
delay). In case of queries coming from PACKET _IN messages,
these parameters can be inferred from the packet header (port
numbers, transport protocol, etc.). Based on this input and on
the current state of the network, routing can then be performed.
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Fig. 2: Operation and interface of the DetServ network models. A flow request
is handled by the QoS routing procedure whose task is to find a suitable route
in the queue link topology for the corresponding flow (i.e., to solve Problem
2). While routing, the GETDELAY and HASACCESS methods of the network
model are used for the computation of worst-case delays and for access
control. The REGISTERPATH and DEREGISTERPATH functions are for their
part used to update the state of the network model to reflect the embedding
or removal of a flow.
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When this is done, the corresponding forwarding rules are
pushed to the data plane.

The embedding of a new flow must not violate the delay
guarantees provided to previously embedded flows. Indeed,
as shown by Eqn. 1, embedding a new flow updates the
service offered to other flows, which in turn updates the delay
bounds for these flows (Eqn. 4), which might potentially in
turn cause the violation of the end-to-end delay guarantees
already provided to these flows.

As a result, resources usage has to be taken into account
while routing. The approach proposed by Guck et al. [18] is
to split the problem into two subproblems that can be solved
separately.

o The resource allocation problem, which consists in find-
ing the amount of resources to allocate to all the different
queues at each link of the network, and

o the routing problem, which consists in finding a path
in the queue link topology for which the delay of the
new flow is guaranteed and that only uses resources that
are still available, thereby ensuring that the guarantees of
previously embedded flows are not violated.

FE. Interface of a Generic DetServ Network Model

In this article, we consider that the resource allocation
algorithm has allocated resources to the different queues in
the network and that we have a routing algorithm able to look
for a delay-constrained path in the network ((i) in Problem 2)
using only resources that are still available ((ii) in Problem 2)
and in a way that consumes the least amount of resources ((iii)
in Problem 2). For (iii), an option is for the routing algorithm
to use a cost function whose minimization maximizes the
probability of future requests acceptance. A delay-constrained
least-cost (DCLC) routing algorithm is then needed. For (i)
and (ii), the network model has to provide an interface to the
routing algorithm. This interface consists of the following four
so-called model functions.

e GETDELAY: computes the worst-case delay of a given
queue link edge.

o HASACCESS: checks whether or not there are still enough
resources available for a given flow at a given queue link
edge.

o REGISTERPATH: updates the model state to reflect the
embedding of a new flow.

o DEREGISTERPATH: updates the model state to reflect the
removal of a previously embedded flow.

The processing of a flow request is then illustrated in Fig. 2.
Upon receipt of a flow request, the QoS routing algorithm
searches for a solution to Problem 2. While searching, the
algorithm uses the GETDELAY and HASACCESS methods to
obtain the delay of an edge and to check if enough resources
are available at an edge. Once a path has been found, the
REGISTERPATH method is used to update the state of the
model in order to reflect the embedding of the new flow.
Similarly, the DEREGISTERPATH method is used upon the
receipt of a flow termination notification in order to reflect
the removal of the corresponding flow.

How these methods are implemented depends on how and
which resources are allocated and managed at each queue. In
the next section, we present our two DetServ models imple-
menting these four model functions for providing deterministic
guarantees.

V. DETSERV: NETWORK MODELS
A. Notations

The physical and queue link graphs are respectively denoted
by P and G. The indices £ and N are used to refer to
the set of edges and nodes of the graphs. For example, Pg
corresponds to the set of edges of the physical graph. The
capacity of a physical link (u,v) € Pg is denoted by R, ,.
We assume a non-preemptive strict priority scheduler with
Qu,v queues at the physical link (u,v) € Pg. Edges in the
queue link network are denoted by (u,v,p), where (u,v) is
the corresponding physical link and p € {1,...,Q, } is the
priority of the corresponding queue at the physical link, @, .
being the lowest priority.

The set of active (i.e., embedded) flows in the network is
denoted by F. For a given embedded flow f € F or for a
given flow f requesting an embedding,

o 1y denotes the rate (as defined in Sec. III-A) of the flow,

o by¢[u, v, p| denotes the burst size (as defined in Sec. III-A)

of the flow at queue link (u,v,p) (as we have seen in
Sec. III-B that the burst of a flow changes at each hop),

e ty denotes the end-to-end delay requirement of the flow,

o "% denotes the maximum packet size of the flow, and

o P C Gg denotes the set of queue link edges through

which the flow is routed (empty set if the flow is not
embedded yet).

We denote the maximum packet size in the network by
L™ If it is not known, the maximum Ethernet frame size
can be used.

For a given queue link edge (u,v,p) € Gg,

e Fuvp C© F denotes the set of flows routed through the

queue link edge,

e Ug[u,v,p] denotes the sum of the rates of the flows

routed through the queue link edge, i.e.,

UR[ua Uap] £ Z Tf, (7)
fE€EFuvp

e Uplu,v,p| denotes the sum of the bursts of the flows
routed through the queue link edge, i.e.,

Uplu,0,p] 2 > brlu,0,p), ®)
fE€EFu,vp



ly's?5, denotes the maximum packet size of the aggregate

flow traversing the queue link edge, i.e.,

A
L 2 ma {170), ©)

o T[u,v,p|] denotes the worst-case delay of the queue link
edge,

e Bpaz(u,v,p) denotes the worst-case backlog at the
queue link edge, and

e Apglu,v,p| denotes the buffer capacity of the queue
corresponding to the queue link edge.

Using these notations, Eqn. 2, 3, 4 and 5 can be respectively
rewritten as

?;% Uplu,v,j]+ max {lme=} 4 [maz

PHI<i<Qu,w Y P

Tu,v,p = — A )
Ru,,v - ;j:i UR[ua v, j]
(10)
p—1
Rywp = Ruw— Y _ Uglu,v, ], (11)
j=1
p . max max
j=1 UB[uv v, -7] + p+121]a§XQu)v{lu,v»j} + lu,vJ’
T[’U/, Uap] = p—1 , )
Ruﬂ) - j=1 UR[ua U,]]
(12)
and
Bmaa: (ua v, p) = UB [uv va] + UR[”) va]Tu,v,zn (13)

where Br, ., T is the rate-latency service curve offered
v Tuw,p

by a queue link edge (u,v,p) € Gg.

B. Flows Requirements: Mathematical Formulation

First, in order to respect the QoS requirements of embedded
flows, we must have,

>

(u,v,p)€ Py

Tlu,v,p| <ty VfeF. (14)

Second, in order to avoid any buffer overflow (and hence
any packet loss), we must have

Baz(u,v,p) < Aplu,v, p| V (u,v,p) € Gg.  (15)

C. Requirement for the Models: Fixed Per-Queue Delay

Both bounds in Eqn. 12 and 13 depend on Uglu,v,j],
Ug[u,v, j] and lye® for some j, i.e., on the burst size, rate
and maximum packet size of other flows embedded on the
same physical link. This means that, if a new flow is embedded
on a link (u,v) € Pg, the worst-case delay (Eqn. 12) and
buffer consumption (Eqn. 13) of some of the queues at the
link will be updated, thereby possibly violating requirements
of some previously embedded flows (Eqn. 14 and 15). As
explained in Sec. IV-E, we do not want to check that the
delay requirements of the already embedded flows are still
satisfied (i.e., check Eqn. 14) after a new flow embedding.
That means that the worst-case bounds T[u, v, p| have to be
bounded independently of the status of the network. In such a
way, if Eqn. 14 for a given flow f was satisfied when the flow
was embedded, it will be kept satisfied for the whole runtime
of the network.

The two different models we present in the next sections
differ in the way they fix the T[u,v,p] bounds. While the
multi-hop model upper-bounds the variable parts of Eqn. 12,
the threshold-based model fixes T[u,v,p] itself and lets the
variables vary until the fixed threshold is reached.

D. Multi-Hop Model (MHM)

Our first model, the multi-hop model (MHM), extends the
access control scheme proposed by Schmitt et al. [33] for one
aggregation node in order to consider multi-hop paths and
physical buffer limits. This extension was already partially
described by Guck et al. [18] but the limited capacity of buffers
was not considered. We here present an updated version.

1) Network Calculus Developments: The model finds an
upper bound for T[u, v, p] by replacing the variable compo-
nents in Eqn. 12 with upper bounds for them.

Firstly, the packet size of a flow cannot be greater than the
maximum packet size in the network. That is,

[par < LMt Yf e F. (16)

Secondly, the model assumes that the resource allocation
algorithm allocates a data rate A g[u, v, p| to each queue link
edge. The rate of the aggregate flow traversing a queue is then
limited by the access control scheme to the rate allocated to
this queue. That is,

UR[U/7Uap] S AR[U;,'U,p] v (U,U,p) € gE (17)

From Eqn. 12 and 13, Eqn. 16 and 17 allow to compute the
following upper bounds for the worst-case delay and backlog
at a queue link edge.

le Uglu, v, j] +20™m**

Tlu,v,p| < — : (18)
Ru,v - é):i AR[U7 Um]]
Bmaz(u7v7p) S UB[u,v,p] +
P Uplu,v, 4] +20M% (19)

AR[UH Uap]

Ru,v - 5;% AR[U,’U,j]

Finally, the burst of the aggregate flow traversing a queue
has to be limited such that it does not generate any buffer
overflow. Mathematically, combining Eqn. 15 and 19, we have

41 Uplu v, ] + 207

Ru,v - Zi);ll AR[ua Uaj]

UB[ua Uap] + AR[U, U,p}

S AB[U, U,p].
(20)
If we refer to the maximum allowed burst at a queue as
Mpglu,v,p), ie.,

UB[%UJ?] S MB[UaU7P] V(U,U,p) S gEa (2])

these M g[u, v, p] bounds must be computed such that

p—1 . max
i— MB[U,U,j] +2L
MB[uavup] +AR[U,’U7P} =1

1 .
w,v §:1 AR[U> ’U7j]
< AB [’ll,7 v, p} .
(22)
Eqn. 22 allows to recursively compute the M g[u, v, p] values

independently of the state of the network. Yny (u,v,p), A g [uv,p]



corresponds to the maximum arrival curve allowed to traverse
a given queue link (u,v,p). We will denote it as M, [u, v, p].
As a result, Eqn. 18, can be rewritten as

> ;-1 Mp[u,v, j] +2Lm

Ru,v -
TIWHM[

T[u, v, p]

Pl Aglu,v,j](23)

lI>

IU’?/U’p]7

where TMHM [y v p| is the upper bound of the worst-case
delay T[u,v,p] of a queue link (u,v,p) € Gg used by the
MHM and that is independent of the state of the network.

2) Model Operations: From these developments, the four
model functions of the MHM are defined in Fig. 3.

. function GETDELAY((u, v, p))
return TMHM [y, o p] (Eqn. 23)

. function HASACCESS(f, (u,v,p))

if Uglu,v,p] + bflu,v,p] < Mplu,v,p| and
Uglu,v,p] +r¢ < Ag[u,v,p] then
6 return true
7: else
8
9

1
2
3.
4
5

return false

10: function REGISTERPATH(f, P)
11: for (u,v,p) € P do

12: Usglu, v, p| < Uplu, v, p| + bylu,v, p|
13: UR[’U/7U7P] — UR[U,’U,p] + Tf
14:

15: function DEREGISTERPATH( f, P)

16: for (u,v,p) € P do

17: UB[U,’U,p] < UB[U,’U,p] - bf[U,v,p]

18: Urlu,v,p] < Uglu,v,p] — 1y

Fig. 3: The four model functions for the multi-hop model. The model uses
Uglu, v, p] and Ug[u, v, p] as state variables for each queue (u, v, p) € Gg.
The registration and deregistration of a path in the network simply consists
in updating these variables. For its part, the access control simply consists in
checking that the state variables never exceed their respective limits, which
are defined is such a way that, if the variables stay below these limits, (i) the
maximum backlog at a queue will never exceed the buffer size of the queue,
thereby avoiding any buffer overflow, and (ii) the maximum delay for a queue
will never exceed the delay returned by GETDELAY for this queue.

The model uses Uglu, v, p] and Ug[u,v,p| as state vari-
ables for each queue (u,v,p) € Gg. The registration and
deregistration methods simply consist in updating these vari-
ables. The access control for a new flow simply consists in
checking that Eqn. 17 and 21 are always satisfied. Based on
the rate allocated by the resource allocation algorithm to each
queue in the network, the Mp[u,v,p] and TMHEM [y o p]
bounds can be computed once for each queue link edge
(u,v,p) € Gg and the four model functions then require low
computation overhead.

An example of the detailed operation of the model at a given
physical link (u,v) € Pg is given as supplementary material.
Basically, once the M, [u, v, p] curves have been recursively
computed, flows will be accepted at a queue p of the link
as long as the resulting aggregate arrival curve traversing the
queue stays below the M, [u, v, p] limit curve.

3) Limitations of the Multi-Hop Model: The MHM requires
a data rate to be allocated to each queue. These allocated data
rates then define the maximum rate and burst allowed at each
queue, as well as the maximum delay of each queue. The
access control checks the availability of two resources: burst
and rate. Hence, it can happen that the access to a queue is
blocked because its rate budget is exhausted, while its burst
limit is not reached. In such a situation, it would be beneficial
to artificially reduce the buffer size A g[u,v,p] of the queue.
Indeed, this would, by Eqn. 22, reduce M gu, v, p] (which is
not a problem since the remaining burst budget will never be
used because of the data rate bottleneck) and lower priority
queues could then either (i) see their maximum delay reduced
(by Eqn. 23) or (ii) see their maximum allowed burst or rate
increased (by Eqn. 22).

From this observation, the resource allocation algorithm
should also assign a buffer capacity to each queue, thereby
being allowed to artificially reduce the capacity of a buffer in
order to trade it against lower delay or more rate or buffer
for other queues. Note that the opposite situation could also
happen. That is, the buffer capacity could be the bottleneck, in
which case it would be beneficial to trade off rate in order to
increase the maximum allowed bursts or reduce the maximum
delays at other queues. In other words, the MHM requires the
resource allocation algorithm to be responsible for adjusting
the trade-off between the resources, that is, to make an a priori
choice between buffer space, data rate and delay. However,
adjusting this trade-off requires to know what is the bottleneck
in the network or at a given link. Will flows be rejected because
there is no buffer capacity available anymore, no data rate
available anymore, or because their delay cannot be satisfied?
Unfortunately, answering this question requires to know the
traffic demand, which is, because of our online approach (see
Sec. IV-D), not the case.

E. Threshold-Based Model (TBM)

The threshold-based model (TBM) solves the shortcoming
of the MHM by choosing between buffer capacity and data rate
as flows are added to the network, thereby allocating the rate
and buffer capacity resources only when needed rather than
pre-allocating them without knowing future flow requests.

1) Model Operations: In the TBM, the worst-case delay of
each queue (Eqn. 12) is simply fixed by defining a threshold
TTBM [y, v, p]. Then, flows are accepted in a queue as long
as the worst-case delay of the queues at the same link do not
exceed their respective thresholds.

This approach has two main benefits. First, as mentioned,
the data rate and buffer space resources are allocated only
when needed, rather than a priori, thereby leading to a better
utilization of the resources. Second, the resource allocation
algorithm is now simplified since it only has to optimize with
respect to one variable (the time) rather than two (buffer space
and data rate). In other words, the TBM replaces the three data
rate, buffer space and delay resources by a single one: delay.

Unfortunately, this comes at the cost of a higher computa-
tional complexity for access control. Indeed, as Ug[u, v, p] is
not bounded anymore, it is not anymore possible to compute
a bound on the service curves offered to the different queues



(ie., on the T, ,, and R, ,, parameters). Adding a flow
in a queue will update the service curve offered to lower
priority queues (by Eqn. 10 and 11). Hence, when adding a
flow in a queue (u,v,p), besides checking that T[u, v, p] <
TTBM[y, v, p| for this queue, the access control mechanism
has to check that the thresholds of lower priority queues are
also not exceeded. That is, the access control mechanism has
to check that

Tlu,v,5] < TTPMu,v,5] Vjiip<j<Quo (24

Besides, the access control scheme has to make sure that no
buffer overflow can be caused by the embedding of the new
flow, i.e.,

Braw(u,v,5) < Aplu,v,j] Vijiip<j<Que (25)

Note that Eqn. 12 and 13 require the knowledge of the
maximum packet size in lower priority queues. This means
that, when embedding a flow in a queue, higher priority
queues also have to be checked since the maximum packet
size might have changed. However, because best-effort traffic
flows through the lowest priority queue, we cannot keep track
of this value and we hence replace it by L™**. From this, we
have

52 Uplu,v,j] + L™es 4 1paz,

T[u,v,p] < Row Z?j Unloo ] , (26)
and
Biaz(u,v,p) < Uglu,v,p| +
P Uplu, v, 4]+ LM + 192 - (27)

UR[U7U7P}

Ru,v - ?;11 UR[U,’U,j]

which only depend on the state of higher priority queues. As
a result, it is sufficient to only check lower priority queues
when embedding a new flow.

The four model functions of the TBM are given in Fig. 4.
As for the MHM, the registration and deregistration methods
simply consist in updating the state variables. However, we
here have one additional state variable: the maximum packet
size at each queue. The delay of a queue link edge is now the
one fixed by the resource allocation algorithm and the access
control scheme simply verifies that Eqn. 24 and 25 are still
verified for the subject queue and the lower priority queues if
the flow is embedded.

An example of the detailed operation of the model at a given
physical link is given as supplementary material.

2) Shortcomings of the TBM: The TBM, though having ma-
jor advantages, presents two drawbacks. First, the complexity
of the HASACCESS model function is increased by a factor
of up to @,,,. Because the HASACCESS function is called
each time the routing algorithm visits an edge, this might
have a considerable influence on the overall request processing
time. However, we will show in Sec. VI-B4 that the increase
in runtime is acceptable for industrial scenarios. Second, the
model presents an inherent blocking problem. Indeed, if a low
priority queue is close to its delay threshold, it will block
further embeddings in higher priority queues, even if these
are still far from their own delay threshold. Consequently,

: function GETDELAY((u, v, p))
return TTBM [y o, p

1

2

3:

4: function HASACCESS(f, (u,v,Dp))

5: foric{p,...,Qun} do

6 T[u, v, ] < Eqn. 26 including new flow

7 Biaz(u,v,4) <+ Eqn. 27 including new flow

8 if T[u,v,i] > TTBM [y, v i] or Bax(u,v,i) >
Aglu,v,i] then

9: return false

10: return true

12: function REGISTERPATH(f, P)
13: for (u,v,p) € P do

14: UB[U,'U,p] <~ UB[U,U,p] +bf[u,’l),p]
15: UR[uvvvp} — UR[’LL,'U,p] +Tf

16: Update 13'77,

17:

18: function DEREGISTERPATH( f, P)
19: for (u,v,p) € P do

20: UB[U,U,p] — UB[U,’U,p] - bf[u,'l},p]
21: UR[UJHP} <—UR[U,’U,p] —’I"f
22: Update 1337,

Fig. 4: The four model functions for the threshold-based model. The threshold
for the delay of a queue is chosen by the resource allocation algorithm. Access
to a queue link edge (u, v, p) € Gg is then checked by checking that the new
worst-case bound does not exceed its threshold value. Besides, as the state
of a queue influences the state of lower priority queues, the access control
mechanism also has to check that the worst-case bounds of lower priority
queues do not exceed their respective thresholds. Finally, the buffer capacity
also has to be checked for the different queues.

the routing algorithm has now to operate cautiously when
embedding flows in order to avoid such a blocking situation
which would inevitably cause resource waste.

F. Computation of the Burst Increase

1) Per-Flow Worst-Case Increase: Though we mentioned
that the burst of a flow changes at each hop, we did not explain
how these changes can be computed on a per-flow basis and
how this impacts delay computations. From Sec. III, we know
that an aggregate flow with arrival curve Yy ,u,v,p],Up[u,v,p]
traversing a queue offering a service curve Sg, , 1, Will
see its burst Upglu, v, p] increased by Ug[u, v, p|Ty v p, i.€.,

Uglu,v,p] = Uplu,v,p] + Uglu, v, p|Tu0p. (28)

U%[u, v, p| is the new burst of the entire aggregate. Never-
theless, the flows composing this aggregate might take differ-
ent routes at the next hop and the individual burst increases
of the individual flows composing the aggregate must be
computed. From Eqn. 7 and 8, Eqn. 28 can be rewritten as

UE[ua v,p] = Z (bf [u, Uap] + rfTu,v,p) 5 (29)
fej:u,v.p

which highlights the contribution of each individual flow to
the burst increase. Therefore, the burst of a flow f € F, , p
when entering a queue (s,t,q) € Gg after having traversed
queue (u,v,p) € Gg is given by

bf [57 t, Q] = bf[uv Uap] + rfTu,v,pv (30)
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Fig. 5: Shaped arrival curve of an aggregate flow traversing a queue
(u,v,p) € Gg coming from an input link with rate R. The knowledge of
the physical properties of the input link of the flow allows to limit the burst

and rate of the aggregate respectively to the maximum packet size 17’57, of

the flow and to the maximum rate R of the link. Graphically, we can easily
see that such a shaping reduces the values of the backlog and delay bounds.

which depends, through T, , ,, on other flows traversing the
same physical link. This dependency of the burst increase on
other embedded flows is problematic. Indeed, this means that,
when a flow is embedded in a queue, the burst increases of
other flows traversing the same link might change, possibly vi-
olating already performed access control checks. As explained
in Sec. IV-E, such a situation must be avoided and the burst
increase of a flow must therefore be, as the worst-case delay
of a queue, independent of the network state. From Eqn. 10
and 12, it is straightforward that

jﬂuﬂ)m S T[U7U7p} V(U,’U,p) S gE (31)

Therefore, the burst increase of a flow f is such that
bf[87t7q] S bf[u,v,p] +7”fT[U,U,p], (32)

and the MHM and TBM can compute by[s,t,q]
using bylu,v,p] + ryTMEIM[y v p] and bflu,v,p] +
ryTTBM [y, v, p|, respectively, which are independent of the
network state.

2) Exception: We note that, if the cycle time (or inter-
arrival time of packets) of a flow is greater than its delay
bound, then the burst increase can be neglected. Indeed, in
such a case, a packet is ensured to reach its destination before
the following packet is sent. As a result, packets of the same
flow will not queue up at any queue and the burst of the flow
will never increase.

G. Input Link Shaping (ILS)

1) Towards Lower Bounds: So far, we considered that
the arrival curve of the aggregate flow entering a queue
(u,v,p) € GB IS YU L[u,v,p],Usluw,p)» that is, that the burst
of the aggregate flow entering a queue is given by the sum
of all the bursts of all the flows composing the aggregate
(see Eqn. 8). Nevertheless, the individual flows come from
physical links of finite capacity. Hence, the amount of traffic
entering a given queue is further limited by the capacity of the
links it is coming from. Considering this new bound on the
traffic entering a queue, we can lower the corresponding arrival
curves, yielding lower bound values and thereby potentially
accepting more flows in the network.

The idea, to which we refer to as input link shaping (ILS),
is illustrated in Fig. 5 for a given queue (u,v,p) traversed by
a set of flows coming from a common input link of capacity
R. From the knowledge of the physical properties of the input
link, besides its traditional arrival curve, the aggregate flow

is additionally constrained by a token bucket arrival curve
with rate R and burst [;'3%. A better arrival curve for a flow
constrained by two different token bucket arrival curves being
the minimum of these curves [32], the new arrival curve of
the aggregate flow is of the form shown in Fig. 5. We can see
that the backlog and delay bounds will always be smaller than
if shaping was not taken into account, highlighting the benefit
of ILS.

2) ILS Does Not Contradict Network Calculus: In Sec. III,
we have presented network calculus results for computing the
output arrival curve of a flow after it has traversed a network
node characterized by a given service curve. We now propose
to cut off a part of this arrival curve by shaping it with the
input link rate. Though this is intuitive, it might seem to
contradict the network calculus results which say that a big
burst could happen. The justification is the following. The
results of network calculus theory are solely based on the
arrival and service curve concepts. While the service curve
gives a lower bound on the service a network node will offer
to a flow, it does not specify anything regarding the maximum
service the node could offer, hence potentially allowing infinite
service, i.e., infinite rate. Taking this into account, network
calculus results consider that an infinite service could instantly
output the current backlog as a single burst, which is why, in
Eqn. 6, the output burst corresponds to the worst-case backlog.
As a matter of fact, we know more than what the service curve
concept provides to network calculus theory. Indeed, we know
that the service provided by the network node can never be
higher than the link rate. The shaping we introduce is hence
augmenting network calculus results, rather than contradicting
them.

3) Adapting the Multi-Hop Model: In the MHM, the worst-
case delay of a queue is made independent of the network
state by statically defining the maximum arrival curves allowed
at each queue. Therefore, to keep the worst-case delay of a
queue static, ILS must be introduced in a way that is also
independent of the network state. For a given queue-link edge
(u,v,p) € Gg, the worst-case burst that could ever enter the
queue is nL™** where n is the number of links entering node
u. The worst-case rate is for its part given by the sum of the
rates of the individual incoming links. Therefore, the arrival
curve M, [u, v, p] considered so far can be replaced by

>

z:(z,u)EPE

ML [y, v, p] = min (VRy o, Lmes ) s Ma[u, v, p]
(33)
Two options are then possible.

First, one can compute the maximum allowed bursts
Mpglu,v,p] without considering ILS and then shaping the
obtained M, [u, v, p] curves according to Eqn. 33 in order to
reduce the worst-case delay at each queue.

Second, one can compute the maximum allowed bursts
Mpg[u,v,p] using the already shaped curve. That is,
Mpg|u, v, p| is obtained as the maximum value such that the
worst-case burst generated by MZE%[y, v, p] does not exceed
the allocated buffer capacity A p[u, v, p|. Because the shaped
arrival curve is lower or equal to the original arrival curve, the
obtained maximum allowed burst M g[u, v, p] will always be
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Fig. 6: Example of shaped arrival curve for the TBM. The aggregate flow
traversing queue (u,v,p) comes from two input links (m,u) and (o, u).
Each input link has shaped the traffic it carries as shown in Fig. 5 and the
resulting aggregate, corresponding to the sum of the two shaped arrival curves,
is composed of three segments with decreasing slopes. The backlog and delay
bounds can then be reached at any angular point of both curves. The bounds
will always be lower than if shaping was not taken into account.

greater than without considering ILS. The calculation of the
worst-case delay is then also done using the shaped arrival
curve MZESTu, v, p).

These two options once more highlight the trade-off be-
tween the different resources in the MHM. While the first
option reduces delay, the second increases the maximum
allowed bursts.

Whichever option is considered, once these computations
are done, the four model functions described in Fig. 3 are left
unchanged.

4) Adapting the Threshold-Based Model: While present,
the benefits of ILS for the MHM are limited. Indeed, since
we only keep track of worst-case arrival curves, ILS also has
to be done worst-case, i.e., considering the worst-case packet
size and rates coming from each input link.

For the TBM, the arrival curves are computed live. There-
fore, the maximum packet size and rate for each incoming link
can also be computed on the fly. This can be done by introduc-
ing three new state variables Iz[m,u, v, p|, Ig[m, u,v, p|] and
Ijma= [m, u, v, p] keeping track respectively of the rate, burst
and maximum packet size of the aggregate flow coming from
the physical edge (m,u) and traversing the queue-link edge
(u,v,p). Instead of considering the arrival curve consisting
of the sum of all the arrival curves of the flows entering the
queue, the contribution of each input link can now be shaped
individually. That is, the arrival curve considered at a queue
(u,v,p) is now

>

z:(z,u)EPE

(min {’sz7u,Il'rrLa:z [z,u,v,p]» ’YIR[m,u,v,p],IB [z,u,v,p] }) 5

(34
i.e., a sum of shaped arrival curves.

An example for two input links is shown in Fig. 6. One can
see that the summed up arrival curve can have up to n knee
points, where n is the number of physical input links.

For the same reasons as for the MHM, but with increased
impact since shaping is done with the current real values, the
computed worst-case delay and backlog values will be lower.
As a consequence, the limits TTBM [y, v, p] and Aglu,v, p)
will be reached later, thereby potentially allowing more flows
to be accepted.

Obviously, the GETDELAY method in Fig. 3 does not
change. The REGISTERPATH and DEREGISTERPATH methods

have to be updated to keep track of the new state variables.
For its part, the HASACCESS method only has to be changed
at lines 6-7. Since the arrival curves are not token buckets
anymore, the formulas for computing the worst-case delay
T[u,v,p] and backlog By, (u,v,p) are not valid anymore
and these values have now to be computed geometrically (see
Parag. V-G7).

5) Burst Increase with Shaped Arrival Curves: Unfortu-
nately, when the arrival curve is shaped, the computation
of the burst increase becomes mathematically much more
complex [32]. In particular, its decomposition into the con-
tributions by the different flows as in Sec. V-F becomes then
much less trivial. For simplicity, we will therefore consider
that the burst increase is still computed using Eqn. 32.

6) Impact on the Performance of the MHM: As mentioned,
because the MHM performs shaping based on worst-case
values, we expect the impact on the amount of flows that can
be embedded to be quite low. Nevertheless, as everything is
computed during initialization, the request processing time of
the MHM should not be affected by ILS. Hence, for the MHM,
ILS has only benefits, though limited.

7) Impact on the Performance of the TBM: On the contrary,
the TBM performs shaping based on the current traffic. Hence,
the impact of ILS on the amount of flows that can be accepted
in the network is expected to be greater than for the MHM.
While ILS does not slow down the MHM, the runtime of the
TBM should be much more affected. Indeed, the increased
amount of knee points in the arrival curves does not allow
anymore the computation of the worst-case delay and burst
with formulas. From the convexity of the region between
the curves (see Fig. 6), the delay (resp. backlog) bound can
be computed by comparing the horizontal (resp. vertical)
deviation at each knee point of the two curves. This inevitably
slows down the HASACCESS method. Hence, ILS is expected
to have a major impact on the TBM, both in terms of increased
performance and increased runtime.

VI. EVALUATION

The evaluation of the proposed models is separated in two
parts. First, in Sec. VI-A, we run a packet-level simulation
of one physical link managed by the different models and
observe the amount of flows that can be accepted at the
link and the delay experienced by the individual packets.
The goal is to confirm that the models respect the delay
guarantees provided to the different flows and to observe
the higher flexibility of the TBM. Although the simulation
is performed only at a single link, this also confirms that
the models are valid for end-to-end delays. Indeed, if the
worst-case delay of each queue is guaranteed, the end-to-end
delay of each flow, corresponding to the sum of the individual
worst-case delays of each queue visited by the flow, is also
guaranteed. Second, in Sec. VI-B, we run a network-wide
simulation by generating series of flow requests for different
network settings and observe the request processing time for
the different models, along with the amount of flows they can
accept. The goal is to quantify the additional runtime required
by the TBM and hence to determine whether or not it is



viable for online request processing in industrial environments.
Besides, we want to observe the impact of ILS and confirm
our expectations formulated in Sec. V-G6 and V-G7. Note that,
for the MHM with ILS, we used the first option described in
Sec. V-G3.

A. Packet-level Simulation: Confirming Correctness

1) Setup: Saturated Link Simulation: We simulate the ac-
cess control of a single 1 Gbps link with four priority queues
and varying amount of input links (1, 2, 3, 5 and 10). For each
model and amount of input links, we generate flow registration
and termination requests during 100 seconds. We generate
requests at a rate high enough for saturating the link (250
requests per second) and hence for experiencing rejections of
requests.

2) Resource Allocation Algorithms: As we have seen in
Sec. V-D and V-E, the two models require different types
of resource allocation algorithms. We define two algorithms
which lead to the same delays for the different queues. These
delay values are chosen so that they lead to a nice distribution
of QoS levels among the queues in both models. The algorithm
for the TBM assigns the delays 0.487 ms (high priority),
1.437 ms, 3.035 ms, and 4.709 ms (low priority) to the
different queues. The algorithm for the MHM assigns the
rates 51.2 MB/s (high priority), 24.622 MB/s, 8.349 MB/s,
and 3.953 MB/s (low priority) to these same queues and the
buffer capacity of 60 KB to all of them.

3) First Configuration: The TBM Performs Better:

a) Request Types: In a first configuration, each request
is defined by a data rate (between 50 KB/s and 150 KB/s), a
burst size (between 70 B and 150 B), a maximum packet size
(between 64 B and the burst of the flow) and a delay constraint
(between 10 ms and 100 ms) which are uniformly randomly
distributed in their respective ranges. These are values in line
with traffic traces observed in an operational industrial wind
park network in the context of the VirtuWind H2020 European
Project [37]. We consider L™ as the maximum Ethernet
frame size including preamble, VLAN tag and inter-frame
gap, i.e., L™ = 1542 B. Because the delay constraint is
always greater than the delay of any queue, the delay will not
influence the rejection or acceptance of requests. The reason
for this is that, since we are fully saturating the considered
link, having requests rejected because of their delay constraint
will not affect the amount of flows that can be embedded.
The generated flow requests are evenly distributed among
the different combinations of input link and queue of the
considered link. Flow requests are characterized by a duration
which is randomly generated from an exponential distribution
with an average duration of 100 seconds, representing the
long-duration characteristic of industrial flows.

b) Results: For each run, the amount of flows embedded
at the link was sampled every second. The left diagram of
Fig. 7 shows, for each amount of input link, the average and
the standard deviation of these sampled values. We observe
that the TBM considerably increases the amount of flows in
the system — by around 50%. This shows the flexibility of
the TBM. While it automatically adapted to the rate and burst
characteristics of the requests, the MHM did not because of
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Fig. 7: On the left diagram, results of the packet-level simulation when flows
are evenly distributed among the combinations of input link and queue. The
TBM performs 50% better than the MHM and the ILS has no influence on
the performance of both models. On the right diagram, one priority queue
received more traffic from a given input link and the traffic was more bursty.
The TBM still performs better than the MHM but the ILS now increases the
performance of the TBM when the amount of input link is low. No packet
loss nor deadline violation was observed in both scenarios.

the a priori choice on the rate, buffer and delay trade-off. We
observe that ILS does not provide any benefit for both models.
For the MHM, since we use the first option mentioned in
Sec. V-G3, ILS only reduces the delay of the queues. Since the
delay does not influence the access control in our simulation,
ILS has no impact on the MHM. For the TBM, ILS reduces
both the delay and the maximum burst computation. However,
as shown in Fig. 6, the maximum burst computation will be
reduced only if one knee point of the arrival curve is after
the knee point of the service curve. In our particular setup of
requests distributed evenly among the combinations of input
link and queue, the knee points of the arrival curves are always
before the knee point of the service curve, thereby explaining
why ILS has no impact in this configuration. During all the
simulations, out of 909,267,506 transmitted packets, no packet
loss was observed and the highest packet delay to deadline
ratio was 1.07%.

4) Second Configuration: Impact of ILS:

a) Request Types: In a second configuration, we change
the requests generation. The data rate and burst size are now
varying between 7.086 KB/s and 8.086 KB/s and 879 B
and 889 B, respectively. That is, the traffic is more bursty.
Additionally, the requests are not anymore distributed evenly
among the combinations of input link and queue but we
generate 10 times more requests from the first input link for
the highest priority queue than for all other combinations of
input link and queue. In such a way, because more flows will
be embedded in the high priority queue, the knee point of
the corresponding shaped arrival curve will be shifted towards
the right, thereby potentially reducing the maximum burst
computation. Besides, since ILS shapes bursts, having more
bursty traffic should increase the effect of ILS.

b) Results: The right diagram of Fig. 7 shows the result
of the simulation for the second configuration. We can see that
the TBM still behaves better than the MHM, confirming its
higher flexibility: it adapted to the new characteristics of the
requests. For the same reason as for the previous simulation,
ILS has no impact on the MHM. On the other hand, ILS
improves the performance of the TBM when the amount of
input links is low. This is due to the fact that, when the
amount of input link increases, the ratio of requests from



the first input link for the high priority queue to the total
of requests decreases. Therefore, as increasing the amount
of input links leads to a more even distribution of requests
among the combinations of input link and queue (as in the
first simulation), the performance of ILS decreases. This
shows that ILS behaves better when the flows at one link are
not distributed evenly among the input links. During all the
simulations, out of 36,747,129 transmitted packets, no packet
loss was observed and the highest packet delay to deadline
ratio was 0.47%.

B. Monte Carlo Simulation

The first part of our evaluation confirmed that our models
are correct and showed that the TBM has the potential to
outperform the MHM. Further, it has shown that the benefit
of ILS grows when the traffic entering a link is not distributed
evenly among the incoming links. However, we only observed
the impact of ILS on the allowed bursts. In order to observe
the impact of ILS on both the allowed bursts and the delay
computation, a global network simulation is required. As part
of a global QoS framework, the performance of a network
model depends on the associated components (resource allo-
cation and routing algorithms) and on the scenario (topology
and type of flow requests). As such, with the aim of observing
the influence of the network model only, we run a Monte
Carlo simulation varying the different components (defined
in Sec. VI-B1) and scenarios (defined in Sec. VI-B2) around
the two models. In other words, we randomly vary the context
in which the models are used in order to isolate their impact
on the overall performance of the QoS framework.

1) Other Components: Resource Allocation and Routing
Algorithms:

a) Resource Allocation Algorithms: For simplicity, re-
sources are allocated among the queues identically for each
link and following the resource allocation algorithms used in
the first evaluation (Sec. VI-A).

b) Routing Algorithms: As proposed in Sec. IV-E, we
use a DCLC algorithm. Among the plethora of such algorithms
available in the literature, we consider constrained Bellman-
Ford (CBF) [38] for its optimality, LARAC [39] for its good
average performance [40] and Dijkstra computing the least-
delay path (LDP) for its simplicity. We use different cost
functions based on the priority of a queue link, the amount of
average flows that can still be embedded in it or a combination
of those.

2) Scenario:

a) Topologies: We define two network topologies based
on lines and rings, which are typical structures for industrial
networks. The first topology consists of a ring of size m—+1 to
which one programmable logic controller (PLC) and m lines
composed of n remotes I/Os are attached. The second topology
extends the first one by connecting another ring of size m+1 to
the former loose ends of the remotes I/Os lines. The (m+1)th
switch not connected to the lines is then connected to the PLC.
Communication is only considered from the remote I/Os to the
PLC. Both topologies can be scaled along the two n and m
dimensions (4 < n < 10,4 < m < 10).
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Fig. 8: Results of the evaluation. The left plot shows the empirical cumulative
distribution function (ECDF) of the average runtime of one complete request
life cycle (routing, embedding, deregistration) for the different models and
their corresponding variations with input link shaping (ILS). The right plot
shows the ECDF of the traffic intensity that the different models were able
to reach. As expected, ILS has a greater impact on the TBM, both in terms
of runtime and traffic intensity. We can observe that the TBM with ILS has
the potential of reaching a high traffic intensity, but at the cost of a higher
runtime.

b) Flow Requests: In order to generate a request for a
given topology, a random remote /O is selected to communi-
cate with the PLC. Requests are defined as in Par. VI-A3a.

3) Evaluation Metrics: For a given iteration of the Monte
Carlo simulation, i.e., for a given network model (and asso-
ciated resource allocation algorithm), cost function, routing
algorithm and topology, a binary search is started in order to
find, for this scenario, the greatest traffic intensity for which
every request can be embedded. Traffic intensity is defined as
the arrival rate of flows multiplied by their average duration
(100 s, see Par. VI-A3a), which also corresponds to the amount
of active flows in the network (when the system converges).
The traffic intensity associated to an iteration then corresponds
to the maximum traffic intensity that could be reached. The
runtime associated to an iteration corresponds to the average
runtime of a request routing plus the average runtime of a path
registration plus the average runtime of a path deregistration,
i.e., to the average runtime of a request processing life cycle,
that was observed during the complete binary search. The
runtime was measured on a machine equipped with an Intel
Xeon E5 2690v2 @ 3.00GHz processor.

4) Results: Fig. 8 shows the results of the Monte Carlo sim-
ulation. The left and right plot show the empirical cumulative
distribution functions (ECDF) of, respectively, the runtime and
the traffic intensity for the different models.

a) Runtime: As expected, the runtime of the MHM is
not much affected by the introduction of ILS. Indeed, as we
have seen in Sec. V-G6, the access control complexity of the
MHM is the same with or without ILS. The small runtime
difference in Fig. 8 is due to routing. As the delay values are
changed by ILS, the routing algorithm will behave differently
while searching for a path, hence possibly leading to slightly
different running times.

We also observe that the TBM exhibits a higher runtime
than the MHM. As mentioned in Sec. V-E2, this was expected
and is due to the increased complexity of the access control
method. More precisely, the TBM leads to an increase in the
runtime by a factor of 2 to 4. This is consistent with the fact
that the access control of the MHM checks only one queue,
while the TBM checks up to @, queues, which is 4 in our



evaluation.

Contrary to the MHM, the runtime of the TBM is highly
affected by the introduction of ILS (slowed down by a factor of
around 2). As elaborated in Sec. V-G7, this was expected and
is due to the increased complexity for computing horizontal
and vertical deviations when introducing ILS to the TBM.
However, the runtime stays lower than 350 ms in 99% of
the cases and never exceeds 620 ms, which corresponds
to a single-threaded worst-case performance of 1.6 requests
per second, which is a reasonable performance for industrial
applications.

Furthermore, because the runtime shift between the models
stays roughly equal, Fig. 8 clearly shows that the network
model is the main driver for the runtime of the system.

b) Traffic Intensity: We observe that the introduction of
ILS brings a performance increase to both models, however
more significant for the TBM. As elaborated in Sec. V-G4,
this is due to the fact that the MHM performs ILS with worst-
case values while the TBM performs ILS with the current
flow values, which are inevitably lower. Because ILS does not
affect the runtime of the MHM and sometimes improves its
performance, this confirms that ILS is always beneficial for
the MHM.

While Fig. 8 shows that the runtime is mostly influenced
by the network model, we observe that this is not true for the
traffic intensity. Indeed, the traffic intensity ECDFs present
crossover points, which means that other components used in
the Monte Carlo simulation have a significant impact on the
performance of the models. This contrasts with the simulation
in Sec. VI-A and shows that the MHM is able to outperform
the TBM in some circumstances and hence that further study
is required in order to identify which set of components
(including the network model) is the most suitable for a
specific scenario.

VII. CONCLUSIONS

In this article, we provided a detailed description of two
network models (DetServ) for the provisioning of real-time
QoS (e.g., for machine-to-machine (M2M) communications
or production facilities) with SDN. The first model, the multi-
hop model (MHM), assigns a rate and a buffer budget to
each queue in the network. This model corresponds to an
updated version of the model previously presented in [16],
[18], which was not considering the buffer consumption of
flows, i.e., not preventing packet loss. The second model, the
main contribution of this article, simply fixes a maximum
delay for each queue. We refer to this new network model
as the threshold-based model (TBM). We have shown that, by
avoiding an a priori choice on the trade-off between data rate
and buffer capacity, the TBM is more flexible with respect
to the characteristics of flows that are to be embedded in the
network but that this comes at the price of an increase in
the request processing time by a factor corresponding to the
amount of priority levels in the network. We also gave an
insight on how this increase in flexibility has the potential of
reaching higher network utilization.

One major benefit of the proposed models is that they
can be used with simple commodity switches supporting

priority scheduling and any SDN protocol providing standard
enqueuing and forwarding primitives, e.g., OpenFlow 1.0 [20].

We further introduced input link shaping (ILS), an extension
to the two proposed models which takes into account the
shaping of the traffic by the limited capacity of the links in the
network. Our evaluations have shown that, while beneficial for
both models, this extension has a much higher impact on the
performance and runtime of the TBM. Our evaluations have
additionally shown that the runtime cost of the higher flexi-
bility and performance of the TBM with ILS stays reasonable
for industrial scenarios. Indeed, the total request processing
time never exceeds 620 ms.

In order to be part of a QoS framework, these models have
to be combined with a routing procedure. This procedure was
however not considered in this article and is a future research
direction.
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DetServ: Network Models for Real-Time QoS
Provisioning in SDN-based Industrial Environments

Supplementary Material: Examples of the Models Operations

Jochen W. Guck, Amaury Van Bemten, Wolfgang Kellerer

S.I. INTRODUCTION

This supplementary material provides two examples of the
operations of the two DetServ network models proposed in the
main article. Note that references to figures, sections or equa-
tions of the main article use the latter’s numbering. Notations
also correspond to those introduced in the main article (see
Sec. III and V-A). Numbering for this supplementary material
is reinitialized and preceded by S.

For both models, we consider a given physical link (u, v) €
Pg of capacity R, , = 1 Gb/s and with three priority queues
scheduled by a non-preemptive strict priority scheduler. We
assume L™* = 1530 B. We do not consider input link
shaping (ILS) in these examples.

S.II. MuULTI-HOP MODEL EXAMPLE
Before developing the example, we introduce two formulas
which will be helpful. With similar developments as for
obtaining Eqn. 23, Eqn. 10 and 11 yield the following upper
bounds.

571 M[u,v, j] + 2L

Tuwp < — , (S.1)
3 RU,U - Zf:ll AR[uv Uv]]
p—1
Rywp < Ruw— Y Agfu,v,j] (S.2)
j=1

The example for the multi-hop model (MHM) operation
is illustrated in Fig. S.1. Let us assume that the resource
allocation algorithm assigned half of the capacity to the high
priority queue, a quarter of the capacity to the middle priority
queue and an eighth of the capacity to the lowest priority
queue, i.e., Ar[u,v,1] = 500 Mb/s, Ag[u,v,2] = 250 Mb/s
and A g[u,v, 3] = 125 Mb/s. We further assume that the buffer
size at each queue is 300 KB, i.e., Ag[u,v,p] = 300000 B
Vp € {1,2,3}, and that the resource allocation algorithm did
not artificially reduce it.

For the highest priority queue (Fig. S.la), the worst-case
service curve parameters T, ,, 1 and R, ,, 1 are directly given
by Eqn. S.1 and S.2. We have T, ,; = 0.02448 ms and
R, 1 =1 Gb/s. Based on this, Mpg[u, v, 1] corresponds to
the maximum burst that can be allowed to enter the queue
such that the backlog bound stays smaller than the buffer
capacity A plu,v,1] at the queue, provided that the slope of
the arrival curve is fixed by the resource allocation algorithm to
A g[u,v,1]. This corresponds to pushing the straight line with
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munikationsnetze, Technical University of Munich, Munich, 80290, Germany
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slope A g[u,v, 1] up until its maximum distance to the service
curve reaches A pglu,v,1]. We have Mp[u,v,1] = 298470 B
(computed with Eqn. 22). From the obtained maximum arrival
curve M, [u, v, 1], the delay of the queue can be computed as
the horizontal deviation between M, [u,v, 1] and B, 41, i.e.,
with Eqn. 23. We have T[u, v, 1] = 2.41224 ms.

For the middle priority queue (Fig. S.1b), the service curve
parameters T3, , 2 and R, ,2 can now be computed with
Eqn. S.1 and S.2, since Mp[u,v,1] is now known. Note
that, graphically, T, , » corresponds to the abscissa at which
M, [u,v,1] and By 41 intersect'. This can be intuitively un-
derstood. Indeed, the middle priority queue has to wait for the
high priority queue to empty its backlog before being served.
We will, hereafter, refer to this value as the finishing time
of the queue. The computations yield T, , » = 4.82448 ms
and R, 2 = 500 Mb/s. Mp[u,v,2] and Tu,v,2] can
then be computed as for the high priority queue. We have
Mpglu,v,2] = 149235 B and T|u,v,2] = 7.21224 ms.

The process is then similar for the low priority queue, for
which we obtain T, , 3 = 14.42448 ms, R, , 3 = 250 Mb/s,
Mpg(u,v,3] = 74617.5 B and T, ,, 3 = 16.81224 ms.

All the required values are now available for implementing
the four model functions in Fig. 3. Basically, flows will be
accepted at a queue p of the link as long as the resulting
aggregate arrival curve traversing the queue stays below the
M, [u,v,p] limit curve. This is illustrated in Fig. S.2. Let
us assume that the current burst and rate utilization for
the middle priority queue are Uplu,v,2] = 45000 B and
Uglu,v,2] = 106.115 Mb/s. Let us consider that the routing
algorithm would like to add a flow f; with rate and burst
given by r = 100 Mb/s and by, [u, v, 2] = 150000 B to this
queue. In this case, access to the queue is refused because
Uglu,v,2] + by, [u,v,2] = 195000 B > Mp[u, v, 2] (dashed
line in Fig. S.2). If the routing algorithm then requests access
to the queue for a flow fo with rate and burst given by r¢, =
200 Mb/s and by, [u, v, 2] = 20000 B, access to the queue will
also be refused because Ug[u,v,2] + ry, = 306.115 Mb/s
> AR[u,v,2] (dotted line in Fig. S.2). If the routing algorithm
then requests access to the queue for a flow f5 with rate and
burst given by 7y, = 130 Mb/s and by, [u, v,2] = 15000 B,
the access to the queue will this time be granted because
Uglu,v,2] + bplu,v,2] = 60000 B < Mplu,v,2] and

IStrictly speaking, this is only the case if we neglect the 17T term
in Eqn. 1, i.e., if the store-and-forward behavior of switches is neglected.
Nevertheless, this term only slightly shifts the T3, p values, so we can
consider, for understanding purposes, that the statement is true. Note that,
in all the upcoming figures, the real values are shown. It can be seen that
Tu,v,p is always very close to the intersection of the two curves.
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Fig. S.1: Example of service and maximum arrival curves for a non-preemptive strict priority scheduler with three queues using the multi-hop model. The process of computing the maximum allowed arrival curves

is iterative, starting from the high priority queue towards the lower priority queues. The service curve parameters 1%, .1 and Ry ,,1 are directly given by Eqn. S.1 and S.2. Then, based on the rate A g[u,v,1]
allocated to the high priority queue, the maximum allowed burst M g[u, v, 1] is the maximum burst such that the backlog at that queue stays smaller than the buffer capacity A g[u,v,1] at the queue. This

corresponds to pushing the straight line with slope A g[u, v, 1] up until its maximum distance to the service curve reaches A g[u,v,1]. From the obtained maximum arrival curve Mg [u, v, 1], the delay of the
queue can be computed as the horizontal deviation between Mg, [u, v, 1] and By,,,1. Now that M g[u, v, 1] is known, the same procedure can be applied to the middle priority queue to obtain the service curve

parameters, the maximum allowed burst and the worst-case delay of the queue. The procedure then continues once more for the lowest priority queue. Note that the service curve parameter T’ 4,p for a given

queue p (approximately) corresponds to the time at which the service curve and the maximum arrival curve intersect for the priority queue p — 1.
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Fig. S.2: Operation of the HASACCESS method of the multi-hop model for
the middle priority queue of Fig. S.1 (Fig. S.1b). The routing algorithm tries
to embed three flows in the queue. The first one, fi, is rejected because it
would cause the maximum allowed burst to be exceeded (dashed line). The
second one, fa, is also rejected because it would cause the allocated rate to
be exceeded (dotted line). The third one, f3, is accepted because none of the
two limits are exceeded when adding the flow to the queue.

Uglu,v,2] + rg, = 236.115 Mb/s < Ag[u,v,2] (thin full
line in Fig. S.2).

S.ITII. THRESHOLD-BASED MODEL EXAMPLE

The example for the threshold-based model (TBM) op-
eration is illustrated in Fig. S.3. Let us assume that the
resource allocation algorithm assigned A [u, v, 1] = 1.74 ms,
Arlu,v,2] = 6.6 ms and Ar[u,v,3] = 11.22 ms as limit
worst-case delays for the three queues and that these are in
the following state. The high priority queue is traversed by
an aggregate flow with parameters Uglu,v,1] = 186 KB,
Ug[u,v,1] = 322 Mb/s and [;77% = 700 B. The middle
and low priority queues are traversed by aggregate flows with
parameters Upglu,v,2] = 195 KB, Ug[u,v, 2] = 275 Mb/s,
we% = 400 B and Uplu,v,3] = 90 KB, Uglu,v,3] =
93 Mb/s, [;'3% = 1200 B, respectively. The corresponding
service and arrival curves for the three different priority queues
are shown in Fig. S.3. The current buffer and delay usage
Binaz(u,v,p) and Tu, v, p] are shown along with their limits
Aplu,v,p] and Ar[u,v,pl.

Let us consider that the routing algorithm then requests
access to the middle priority queue for a flow f; with param-
eters bslu,v,2] = 5500 B and r; = 82 Mb/s. We assume
the maximum packet size of the flow is smaller than the
current maximum packet size of the aggregate, thereby leaving
ly's% unchanged. The high priority queue is not concerned
by this request. The updated arrival curve for the middle
priority queue is shown in Fig. S.3b (thin full line). The delay
and backlog thresholds of this queue are not exceeded. From
the point of view of the middle priority queue, the flow can
hence be embedded. Nevertheless, the low priority queue state
also has to be checked. The updated service curve offered
by the low priority queue is shown in Fig. S.3c (thin full
line). Unfortunately, we can see that the worst-case delay limit
Arlu,v,3] would now be exceeded. As a result, f; has to
be rejected from the middle priority queue because it would
violate the delay threshold of the low priority queue.

The routing algorithm then requests access to the middle pri-
ority queue for a flow f, with parameters by [u, v, 2] = 15 KB
and r; = 30 Mb/s. We once more assume that the maximum
packet size of the flow is smaller than the current maximum
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packet size of the aggregate. The high priority queue is still
not concerned by the request. The updated arrival curve for the

middle priority queue is shown in Fig. S.3b (thin dotted line).
As for f1, we can see that the delay and backlog thresholds of

this queue are not exceeded. Before allowing the embedding
of the flow to this queue, the updated state of the low priority
queue also has to be checked. The updated service curve
offered by the low priority queue is shown in Fig. S.3c (thin
dotted line). We can see that the the worst-case delay limit

Ar[u,v,3] would, in this case, not be exceeded. As a result,
since all the worst-case limits are still respected, fo can be

embedded in the middle priority queue.
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