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Abstract

A novel adaptive time stepping scheme for fluid-structure interaction (FSI) problems is proposed that allows for controlling the accuracy of the time-discrete solution. Furthermore, it eases practical computations by providing an efficient and very robust time step size selection. This has proven to be very useful, especially when addressing new physical problems, where no educated guess for an appropriate time step size is available. The fluid and the structure field, but also the fluid-structure interface are taken into account for the purpose of \textit{a posteriori} error estimation, rendering it easy to implement and only adding negligible additional cost. The adaptive time stepping scheme is incorporated into a monolithic solution framework, but can straightforwardly be applied to partitioned solvers as well. The basic idea can be extended to the coupling of an arbitrary number of physical models. Accuracy and efficiency of the proposed method are studied in a variety of numerical examples ranging from academic benchmark tests to complex biomedical applications like the pulsatile blood flow through an abdominal aortic aneurysm. The demonstrated accuracy of the time-discrete solution in combination with reduced computational cost make this algorithm very appealing in all kinds of FSI applications.
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1. Introduction

Many scientific and engineering problems involve the coupling of several physical effects or models. One class of coupled problems is the interaction of fluid flow and solid bodies. Possible applications range from aero-elasticity over civil engineering to biomedical problems like the analysis of blood flow in the human vascular system. Application-wise and from a numerical point of view, the interaction of an incompressible fluid flow with solid bodies undergoing finite deformation is of particular interest. Although many researchers addressed this class of problems for decades, solving \textit{fluid-structure interaction (FSI)} problems numerically still poses a challenging task.

Most problems in FSI are transient and, thus, involve temporal discretization and time integration. To allow for the computation of a temporally accurate solution while simultaneously limiting the computational cost, we propose an adaptive time stepping algorithm for FSI problems based on \textit{a posteriori} error estimation. To the authors’ best knowledge, such an approach is not described in literature yet, and we aim at closing this gap. In our FSI solver, we allow for the possibility of choosing time integration schemes for the solid and the fluid field independently and tailored to each field’s needs as recently introduced by Mayr \textit{et al.} \cite{Mayr2018} in the context of monolithic FSI solvers, but require the time step size to be the same in both fields. The error of the fully implicit marching time integration scheme is estimated with the help of an auxiliary explicit scheme. Due to the explicit character of the auxiliary scheme, computational cost associated with the error estimation is negligible. As FSI is a surface-coupled problem, the fluid field and the structure field, but also the fluid-structure interface are taken into account for error estimation. The estimated error is then used to adapt the time step size throughout the entire simulation such that the error does not exceed a user-given tolerance.
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The algorithm ensures that the time step size is chosen such that every portion of the FSI domain satisfies its individual demand for accuracy. At the same time, huge savings of computational cost can be achieved w.r.t. two aspects. Firstly, wall clock time of a single run of a simulation can be significantly reduced compared to the case of non-adaptive time stepping. Secondly, finding a suitable time step size via an adaptive procedure is beneficial when one needs to simulate problems where no educated guess for an appropriate time step size is known. The adaptive scheme chooses a suitable time step size by itself and prevents the need of several trial runs with different values for the purpose of finding an appropriate value for the time step size. To the authors’ best knowledge, this is the first adaptive time stepping algorithm for nonlinear FSI problems undergoing large deformation.

In this contribution, we use the proposed adaptive time stepping scheme to study the interaction of an incompressible fluid flow in ALE description with a deformable solid body. We solve the problem with a fully implicit finite-element-based monolithic FSI solver as previously described in [1, 2], but we will also address the algorithmic layout in case of partitioned solution schemes. We base our approach on adaptive time stepping schemes for single-field problems that are well-known for decades, e.g. for solid dynamics [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and fluid dynamics applications [14, 15, 16, 17, 18, 19, 20, 21].

Optimal design of time integration schemes is essential to guarantee stability and accuracy in FSI computations. Many efforts have been undertaken to develop stable time integration routines for ALE-based fluid computations on moving domains [22, 23, 24, 25, 26]. The possibility of choosing time integration schemes for the solid and the fluid field independently and tailored to each field’s needs has recently been introduced by Måyr et al. [1] in the context of monolithic FSI solvers.

Adaptive time stepping schemes for the solution of ordinary differential equations (ODEs) date back roughly a century. Based on an approximation of the error of the time-discrete solution, they adapt the time step size $\Delta t_n$ to match a user-given level of accuracy. Schemes relying on a posteriori error estimation can be found in textbook literature [27, 28, 29, 30]. Alternative approaches based on control theory have been developed by Gustafsson et al. [31] and Söderlind [32, 33]. Such approaches are said to increase stability and to produce a smoother evolution of time step sizes. A detailed analysis of the analogy of these approaches to the more classical methods based on a posteriori error estimation is carried out in [28], for example. In this work, algorithms based on a posteriori error estimation produced satisfying results for FSI problems. Hence, approaches based on control theory are not considered in this manuscript, but can straightforwardly be incorporated into the presented algorithmic framework.

Recently, approaches for goal-oriented error estimation became very popular, where one aims at controlling the error in a user-chosen quantity of interest. Since these techniques usually require the solution of an adjoint problem, they become computationally and storage-wise very expensive in transient problems and, thus, are not considered in this work. However, some approaches addressing these issues are available in literature. For instance, Cyr et al. [34] use data compression techniques to reduce the huge storage demands, while Carey et al. [35] apply a block-wise adaptivity approach based on coarse scale adjoint solutions. Promising work based on modal analysis has been done by Verdugo et al. [36, 37] for time-dependent solid mechanics problems.

The remainder of this manuscript is organized as follows: First, we briefly summarize the FSI problem and outline the monolithic solution procedure in Section 2. Some fundamentals of adaptive time stepping based on a posteriori error estimation are recalled in Section 3, before the adaptive time stepping procedure for FSI solvers is proposed in Section 4 including the discussion of important practical aspects. Section 5 presents numerical examples, that demonstrate and discuss features and properties of the proposed adaptive time stepping scheme. Finally, a summary is given in Section 6.

2. Fluid-Structure Interaction in a Nutshell

In the present contribution, we exemplarily study the interaction of an incompressible fluid flow with solid bodies undergoing finite deformation. We apply a monolithic solution scheme. A brief introduction to such FSI problems is given here, while a detailed description of the model, its discretization, and a thorough derivation of the monolithic solution method have been presented in Måyr et al. [1].

2.1. Physical Model

We couple two physical domains, namely a deformable fluid domain $\Omega^f$ and a solid domain $\Omega^s$, cf. Figure 1. To
account for the moving fluid domain, an arbitrary Lagrange–Eulerian (ALE) observer is used for the fluid field, while the solid body is described in a purely Lagrangean fashion. The fluid field is governed by the incompressible Navier–Stokes equations

\[ \rho^F \frac{\partial \mathbf{u}^F}{\partial t} + \rho^F \left( \mathbf{u}^F \cdot \nabla \right) \mathbf{u}^F - 2\mu^F \nabla \cdot \mathbf{e} \left( \mathbf{u}^F \right) + \nabla p^F = \rho^F \mathbf{b}^F, \]

\[ \nabla \cdot \mathbf{u}^F = 0, \]

with the primary unknowns \( \mathbf{u}^F \) and \( p^F \) being the fluid velocity and pressure field, respectively. The fluid density and dynamic viscosity are denoted by \( \rho^F \) and \( \mu^F \), respectively, while the strain rate tensor is computed as the symmetric gradient of the fluid velocity \( \mathbf{u}^F \). Possible body forces in the fluid field are denoted by \( \mathbf{b}^F \). As the fluid field is described in an ALE fashion, the grid velocity \( \mathbf{u}^S \) needs to be computed from the grid displacement field \( \mathbf{d}^S \). For moderately deforming fluid domains, the grid displacement field \( \mathbf{d}^S \) is determined by harmonic extension whereas large deformations require the assumption that the ALE field behaves like a pseudo-elastic solid. The solid body with density \( \rho^S \) and body force \( \mathbf{b}^S \) per undeformed unit volume is governed by the nonlinear elastodynamics equation

\[ \rho^S \frac{d^2 \mathbf{d}^S}{dt^2} = \nabla_0 \left( \frac{\mathbf{F} \mathbf{S}}{\mathbf{F}} \right) + \mathbf{b}^S, \]

where the displacement field \( \mathbf{d}^S \) is the primary unknown. The deformation is fully characterized by the deformation gradient \( \mathbf{F} = \nabla_0 \mathbf{S}^S \). For the compressible or nearly incompressible solid, we assume a hyperelastic strain energy function \( \Psi^S \) to compute the 2nd Piola–Kirchhoff stresses \( \mathbf{S} = 2\partial \Psi^S / \partial \mathbf{C} \) using the right Cauchy–Green tensor \( \mathbf{C} = \mathbf{F}^T \mathbf{F} \). At the fluid-structure interface \( \Gamma_{FSI} \), we require kinematic continuity of fluid and solid velocity fields, i.e. \( \mathbf{u}^F_{FSI}(x,t) = \mathbf{u}^S_{FSI}(x,t) \), as well as the equilibrium of interface traction fields \( \mathbf{h}^F_{FSI} \) and \( \mathbf{h}^S_{FSI} \). The kinematic constraint is enforced weakly via a Lagrange multiplier field \( \lambda \), which allows for an interpretation of the Lagrange multiplier field as the interface traction. Here, we make the arbitrary choice \( \lambda = \mathbf{h}^F_{FSI} = -\mathbf{h}^S_{FSI} \), i.e. the Lagrange multiplier field is seen as the interface traction acting onto the solid side of the interface.

2.2. The Monolithic Solution Method for FSI

To establish a monolithic solution method for the coupled FSI problem, where all equations are solved simultaneously, spatial and temporal discretization are performed field-wise before the final assembly of the monolithic system of equations. In this work, the spatial discretization of the solid and the fluid field is performed by the finite element method, but the proposed approach would also obviously work with other spatial discretization schemes. In the solid field, displacement-based linear finite elements are utilized, while techniques to deal with locking phenomena (like enhanced assumed strains or F-bar elements [39]) are applied whenever necessary. In the fluid field, equal-order interpolated linear finite elements are used, that require residual-based stabilization like Streamline Upwind Petrov–Galerkin
(SUPG) [40], Pressure-Stabilized Petrov–Galerkin (PSPG) [41], and a grad-div term [42]. The stabilization parameter follows the definition in [43]. The LAGRANGE multiplier field is discretized with a dual mortar method [1, 44, 45] resulting in mortar coupling matrices that allow for a cheap condensation of the LAGRANGE multiplier degrees of freedom from the monolithic system of equations. In the context of mortar methods, either the solid or the fluid field can be chosen as the master side, resulting in two distinct solver formulations referred to as structure-handled interface motion and fluid-handled interface motion, cf. [1] for details.

Temporal discretization is done by finite differencing. For time integration, we use fully implicit, single-step, single-stage time integration schemes. In the solid field, we employ the generalized-α method [46]. The fluid field either uses the generalized-α method [47] or the one-step-θ scheme [48]. Both generalized-α schemes [46, 47] are second order methods, while the accuracy of the one-step-θ scheme depends on the choice of the parameter θ. A temporal interpolation of the interface traction fields is introduced to allow for an independent choice of the time integration schemes in the solid and the fluid field in a temporally consistent manner [1].

Putting the residual expressions $r^S$, $r^G$, and $r^F$ from the solid, the ALE, and the fluid field as well as the kinematic constraint $r^{km}$ together yields the monolithic nonlinear residual vector $r^{FSI} = \begin{bmatrix} r^S & r^G & r^F & r^{km} \end{bmatrix}^T$ that needs to vanish in every time step. The nonlinearity is treated by a Newton–Krylov method with FSI-specific preconditioning as proposed by Gee et al. [2] or Mayr et al. [49]. After the assembly and the subsequent static condensation of the LAGRANGE multiplier and slave side interface degrees of freedom, the monolithic system of linear equations schematically reads

$$
\begin{bmatrix}
  S & C^{SF} & \Delta x^S \\
  C^{FS} & A & C^{GF} & \Delta x^G \\
  C^{FG} & C^{GF} & F & \Delta x^F \\
\end{bmatrix}
\begin{bmatrix}
  r^S \\
  r^G \\
  r^F \\
\end{bmatrix}
= 0
$$

where iteration and time step indices have been omitted to simplify the notation. The matrices $S$, $A$, and $F$ on the main diagonal reflect the solid, the ALE, and the fluid field residual linearizations, respectively. The coupling among the fields is represented by the off-diagonal blocks $C^{ij}$, where superscripts $i, j \in \{S, G, F\}$ indicate the coupling between the fields.

### 2.3. Partitioned Solution Methods for FSI

In partitioned schemes, a sequence of single field solutions is required, where coupling information is exchanged between the fluid and the structure field which is often done in a Dirichlet–Neumann partitioning [50, 51, 52, 53, 54] or by using Robin-type transmission conditions [55, 56, 57, 58]. In strongly coupled solvers, a fix-point iteration between the fields is performed until convergence, while in loosely coupled schemes this fix-point iteration is stopped after a couple or even after a single iteration.

Following the arguments in [44], the Dirichlet partition coincides with the slave field, while the Neumann partition is analogue to the master field of a monolithic solver. In particular, we stress the analogy of Dirichlet–Neumann partitioning and the monolithic solver with a structure-handled interface motion. This analogy will come into play when choosing the error norms that are required to assess the local discretization error of the coupled FSI problem.

### 3. Adaptive Time Stepping based on a posteriori Error Estimation

#### 3.1. Adapting the Time Step Size

Primarily, adaptive time stepping algorithms aim at controlling the global error $g_{n+1} = x(t_{n+1}) - \tilde{x}_{n+1}$ [28, 29], such that $\|g\|_{L_2} \leq \varepsilon^g$ holds in every time step with a user-given tolerance $\varepsilon^g$ for the global error and with the $L_2$-norm defined as

$$
\| \bullet \|_{L_2} = \sqrt{\int_{\Omega} (\bullet)^2 dx}.
$$

Since the global error is not accessible directly, its control is infeasible in practical applications. As an alternative, one uses the definition of the local error $l_{n+1} = x(t_{n+1}) - \tilde{x}_{n+1}$ that is made within one time step when assuming to start from the exact solution $x_n = x(t_n)$ at the beginning of the time step. Note that both the global and the local error measure
the deviation of the discrete solution from the exact solution, though the discrete solution has been evolved from the initial time $t_0 = 0$ in case of the global error, while for the local error it has been evolved over a single time step starting from the exact solution $\mathbf{x}_t = \mathbf{x}(t_n)$ at the beginning of the current time step, i.e. at $t_n$. After all, the alternative goal of keeping the local error below a user-given tolerance $\varepsilon_{\text{loc}}$ is commonly pursued [28], reading

$$\| \mathbf{x}_{t+1} \|_2 \leq \varepsilon_{\text{loc}} \quad .$$

(2)

Applying standard manipulations and arguments and using $p$ to denote the order of accuracy of the time integration scheme, an optimized scaling factor

$$\kappa^* = \varepsilon_{\text{loc}} \sqrt{\frac{\Delta t_{t+1}^2}{\| \mathbf{x}_{t+1} \|_2}}$$

(3)

can be computed, that is used to increase or decrease the time step size in order to satisfy (2). Since the exact local error $\| \mathbf{x}_{t+1} \|_2$ is not available in (3), it has been replaced by its estimate $\| \mathbf{x}_{t+1}^\circ \|_2$ whose computation will be detailed in Section 3.2. Based on the current time step size $\Delta t_n$, the user-given set $[\kappa] = [\kappa_{\min}, \kappa_{\max}, \kappa_{\ell}]$ of algorithmic parameters as well as some user-given bounds on the time step size, an optimal time step size can be computed as

$$\Delta t^* = \min \{ \Delta t_{\text{max}} \cdot \max \{ \min \{ \kappa_{\max}, \max \{ \kappa_{\min}, \kappa^* \} \}, \Delta t_n, \Delta t_{\text{min}} \} \} .$$

(4)

In order to avoid too many repetitions of time steps, a safety factor $\kappa_{s} < 1$ is used, that helps to keep the local error below and away from the tolerance barrier [29]. The effective scaling factor $\kappa_{\ell} \kappa^*$ is limited by user-given factors $\kappa_{\min}$ and $\kappa_{\max}$ that denote the minimal and maximal ratio of time step size decrease or increase, respectively, such that $\kappa_{\min} \leq \kappa_{s} \kappa^* \leq \kappa_{\max}$. Finally, the time step size is limited by the lower and upper bounds $\Delta t_{\text{min}}$ and $\Delta t_{\text{max}}$. Section 4.3 will provide more details on the choice of these algorithmic parameters as well as a brief discussion of the norm calculation in practical computer codes.

The algorithm is summarized in Figure 2. In each time step, one starts with performing the integration from $t_n$, where all values are known, to $t_{n+1}$ using the fully implicit scheme as the marching time integration scheme. Afterwards, the error associated with the result of this marching step is assessed by means of error estimation, yielding $\| \mathbf{x}_{t+1}^\circ \|_2$. The estimated error is then used to compute a new time step size $\Delta t^*$ using (4) in combination with (3).

If the estimated error $\| \mathbf{x}_{t+1}^\circ \|_2 > \varepsilon_{\text{loc}}^{\text{th}}$, the accuracy demand (2) has been violated and, thus, the current time step needs to be repeated with a reduced time step size $\Delta t_n = \Delta t^*$ where (3) guarantees $\kappa^* < 1$ in (4). If $\| \mathbf{x}_{t+1}^\circ \|_2 \leq \varepsilon_{\text{loc}}^{\text{th}}$, one can directly proceed to the next time step with a new, potentially increased, time step size $\Delta t_{n+1} = \Delta t^*$.

In case of drastic changes of the transient behavior, especially if these changes occur suddenly like in the case of buckling events, it might be necessary to repeat a single time step $t_n \rightarrow t_{n+1}$ several times while reducing the time.

---

**Figure 2:** Adaptive time stepping algorithm based on a posteriori error estimation
step size in each repetition. For practical reasons, the number of repetitions of a single time step may be limited. See Section 4.3 for further discussion.

To increase robustness of application codes, time step size reductions and time step repetitions may be necessary if the nonlinear solver fails to converge. Further details on such problems as well as a possible strategy to deal with them will be outlined in Section 4.3.

3.2. Estimation of the Local Discretization Error

For error estimation, it is common practice to compare two numerical solutions to each other, which are of different orders of accuracy. Although approaches like Richardson extrapolation and embedded methods are very popular, error estimation in this work is mostly performed by comparison of two different schemes, namely the marching scheme of order $p$ and the auxiliary scheme of order $\hat{p}$. To properly deal with the stiff nature of the coupled systems of PDEs, the marching scheme is always chosen as a fully implicit scheme while the auxiliary scheme is explicit for efficiency reasons. Denoting the solution at time $t_{n+1}$ obtained with the marching and the auxiliary integrator by $\mathbf{x}_{n+1}$ and $\mathbf{\hat{x}}_{n+1}$, respectively, the local discretization error of the marching time integration scheme is estimated as

$$l_{n+1}^\diamond = \mathbf{x}_{n+1} - \mathbf{\hat{x}}_{n+1},$$

which asymptotically is an estimate of the local discretization error of the lower order scheme of order $p$ [29]. However in practical applications, one might choose the marching and the auxiliary scheme such that $p > \hat{p}$ or $p = \hat{p}$. Then, the concept of error estimation is abandoned and $l_{n+1}^\diamond$ is merely used for step size selection [29].

If the generalized-α time integration method is used in the solid field, error estimation is often based on Taylor series expansion. Following [59], the estimate is given as

$$l_{n+1}^\diamond \approx \left(\beta - \frac{1}{6}\right) \Delta t_n^2 (\mathbf{x}_{n+1}^{\text{NM}} - \mathbf{\hat{x}}_n)$$

with the Newmark parameter $\beta$, the acceleration $\mathbf{x}_{n+1}^{\text{NM}}$ at time $t_{n+1}$ based on the Newmark update, and the known acceleration $\mathbf{\hat{x}}_n$ at time $t_n$.


We now present the adaptive time stepping procedure which is equally applicable to partitioned and monolithic FSI solvers. Here, we focus on monolithic solvers and exploit the analogy of partitioned and monolithic schemes as discussed in Section 2.3 whenever necessary.

We base the adaptive time stepping scheme on a posteriori error estimation of the temporal discretization errors in both the fluid and the structure field. Since dynamics and accuracy demands may differ between the fluid and the structure field, the temporal discretization errors are estimated separately in both fields. To account for the central role of the fluid-structure interface, additional attention is paid to its temporal discretization error. Although error estimation is performed field-wise and, thus, different suggestions for the new time step size can be calculated, we aim at a uniform time step size for all fields, since monolithic solution schemes do not easily allow for subcycling as it is possible in case of partitioned approaches [60, 61]. Due to the field-wise error estimation, errors and tolerances for both fields need to be distinguished, which is done by the superscripts ($\bullet$) and ($\bullet$) for fluid and solid quantities, respectively. Whenever the distinction is clear from the context or a statement applies equally to both fields, the superscript will be omitted for the sake of an uncluttered notation.

A typical outline of an adaptive time stepping algorithm has already been shown in Figure 2 for single-field applications. In case of the FSI problem, two modifications are necessary: First, the estimation of the local error is replaced by estimations of local errors in both the fluid and the structure field as well as at the fluid-structure interface (cf. Section 4.1). Second, during adaption of the time step size, a single value for the time step size needs to be selected, that is then used in all fields (cf. Section 4.2). Practical aspects, partitioned solvers, and the extensions to other coupled multiphysics phenomena will be discussed briefly in Sections 4.3, 4.4, and 4.5, respectively.
4.1. Estimation of the Local Discretization Error

Since the solid and the fluid time integration schemes are chosen independently, the overall temporal discretization error of the coupled problem is not accessible. Hence, the temporal discretization error is estimated separately in both fields, while additional focus is put on the fluid-structure interface. The proposed framework is not limited to specific error estimation approaches, but rather can deal with a variety of methods. Exemplarily, error estimation approaches for solid and fluid dynamics are given in [3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13] and [14, 15, 16, 17, 18, 19, 20, 21], respectively, to name a few without claiming completeness of that list.

When accounting for the central role of the interface, the algorithmic decision of master and slave side comes into play. On the master side, whose interface degrees of freedom are used to express the interface motion, an interface error is deduced by extracting the interface degrees of freedom from the master side’s vector of local error. In addition, the error associated with the interior degrees of freedom is considered in both master and slave field. The notation $e^\alpha$ is introduced to denote the norm of the estimated local error, where the superscript $\alpha \in \{F, S\}$ indicates fluid or structure field and the subscript $\beta \in \{\Gamma \cup I, \Gamma, I\}$ provides information on the involved degrees of freedom with $\Gamma_{FSI}$ being the interface and I the interior of a field. The time step index has been dropped to ease notation. Table 1 provides an overview of the different sets of estimated error norms $e^\alpha$ in case of fluid-handled and structure-handled interface motion. The estimation of the error of the inner or interface subset of degrees of freedom does not lead to notable additional computational costs as it is performed by extracting the respective subsets of degrees of freedom from the full vector of estimated temporal discretization error.

We use the notation $\{(\bullet)\}$ to denote a set of quantities $\bullet$ of the same type but related to different subdomains or portions of degrees of freedom. As given in Table 1, the set of estimated error norms in case of fluid-handled interface motion is denoted by

$$[e]^F = \{e^\Gamma^F, e^\Gamma^I, e^\Gamma^S, e^I^S\},$$

where the superscript $F$ at $[e]^F$ indicates the fact that the fluid field has been chosen as master field. Accordingly, the set of estimated error norms $[e]^S$ for the case of structure-handled interface motion is given as

$$[e]^S = \{e^\Gamma^S, e^\Gamma^F, e^I^S, e^I^F\}.$$  \hfill (7)

Details on the computation of the error norms $e^\alpha$, $\alpha \in \{F, S\}$ and $\beta \in \{\Gamma \cup I, \Gamma, I\}$, that are necessary to provide a scalar value for each estimated error, will be given in Section 4.3.1. Note that degrees of freedom that are subject to Dirichlet boundary conditions are excluded from the error estimation, since their values are prescribed and, thus, exact.

4.2. Adapting the Time Step Size

Every error norm in the set $[e]^{ma}$, $ma \in \{F, S\}$, needs to be taken into account to compute the new time step size for the coupled problem. In order to transform the set of error norms to a single value for the optimal time step size $\Delta t^*$, the following steps are performed: First, a set of optimal scaling factors $[\kappa^*]$ is computed by applying (3) to each estimated error norm in the set of errors $[e]^{ma}$. To account for the accuracy demands in the single fields, the respective tolerance $\varepsilon^S_{I, Ma}$ or $\varepsilon^S_{I, Ma}$ is used. Secondly, a set $[\Delta t^*]$ of time step size suggestions is calculated based on the set $[\kappa^*]$ of optimal scaling factors as well as the algorithmic parameters $[\kappa]$. Finally, the optimal time step size $\Delta t^*$ of the coupled problem is determined as

$$\Delta t^* = \min \{[\Delta t^*]\}.$$  \hfill (8)
Equation (8) guarantees that the time step size is governed by the subset of degrees of freedom, that is most critical in terms of achieving the desired tolerance $\varepsilon_t^{\text{SN}}$ or $\varepsilon_t^{\text{SN'}}$. Doing so, the accuracy demand can be satisfied globally in the entire computational domain.

4.3. Practical Considerations

4.3.1. Computation of Norms

In many practical computer codes, the computation of the $L_2$-norm as defined in (1) is replaced by Euclidian vector norms $\|\bullet\|_2$, which are recommended in the context of time step size adaptivity due to their smoothness properties [28]. To account for the size of the spatial discretization and to allow comparability in the case of mesh refinement, a length scaling is introduced such that

$$\|\bullet\|_2 = \sqrt{\frac{\sum_{m=1}^{M} (\bullet_m)^2}{M}}$$

with $M$ being the number of entries in the respective vector $\bullet$.

4.3.2. Averaging of Increasing Time Step Sizes

As given in (4), the increase of the time step size is limited by the user-given factor $\kappa_{\text{max}}$. However, this still may lead to overshooting, i.e. situations where the time step size is increased so much that the subsequent time step requires a time step size reduction which finally yields a non-smooth and wiggly evolution of the time step size. As a remedy, we propose an averaging procedure in the event of an increasing time step size. The new time step size $\Delta t_{n+1}$ is computed as a linear combination of the newly determined optimal time step size $\Delta t'$ and $M$ previous time step sizes via

$$\Delta t_{n+1} = \gamma_{n+1} \Delta t' + \sum_{m=0}^{M-1} \gamma_{n-m} \Delta t_{n-m} = \gamma_{n+1} \Delta t' + \gamma_n \Delta t + \gamma_{n-1} \Delta t_{n-1} + ...$$

(9)

with user-chosen weights $\gamma_i$ satisfying $\sum_{m=0}^{M} \gamma_{n-m+1} = 1$ and $\gamma_{n-m+1} = 0 \forall m > M$. This can effectively reduce the occurrence of overshooting events. Furthermore, it fosters a smooth evolution of the time step size, which seems to be beneficial when having in mind the time step size dependency of the fluid stabilization or stability and accuracy properties of the time integration schemes, that are only guaranteed if the ratio $\Delta t_{n+1}/\Delta t_n$ is not too large [30].

Since a decrease of the time step size is always triggered by a violation of the accuracy demand, i.e. $\|\Delta t_n\|_2 > \varepsilon_t^{\text{SN'}}$, it is crucial to allow for the desired decrease immediately in order to satisfy the accuracy demand. Henceforth, the time step size $\Delta t_n$ of the time step, that needs to be repeated, is set to the decreased value $\Delta t'$ immediately without any further modifications.

4.3.3. Choice of Algorithmic Parameters

The upper time step size limit $\Delta t_{\text{max}}$ can often be chosen based on the desired temporal resolution, meaning that the time step size may not exceed a certain value in order to be able to capture the transient behavior of the problem at hand.

The lower time step size limit $\Delta t_{\text{min}}$ should be chosen small enough such that the algorithm is able to satisfy the accuracy demand, but not too small. For example, numerical results for a Stokes problem reported in [62] indicate that the stabilizing effect of the fluid stabilization deteriorates if the time step size is too small in comparison to the spatial grid resolution. A detailed analysis of this issue has been performed by [63], which can be seen as providing a rule of thumb to choose the lower time step size limit $\Delta t_{\text{min}}$ given a specific stabilization technique and a certain grid resolution.

We start every simulation using the lower bound $\Delta t_{\text{min}}$ as initial time step size, i.e. $\Delta t_0 = \Delta t_{\text{min}}$ to ensure the satisfaction of the accuracy demand (2) right from the beginning of the simulation. Since the initial time step size is chosen as the lower bound, a rapid increase is expected during the first couple of time steps. If the time step size does not increase at the beginning of the simulation, the lower bound $\Delta t_{\text{min}}$ is not low enough to achieve the desired error level $\varepsilon_t^{\text{SN}}$. Either the tolerance $\varepsilon_t^{\text{SN}}$ needs to be reviewed or $\Delta t_{\text{min}}$ has to be decreased to allow for satisfying the accuracy
demand (2) throughout the entire simulation. If the time step size hits the lower bound \( \Delta t_{\text{min}} \) during the simulation, at least a warning should be issued to the user.

The parameters \( \kappa_{\text{min}} \) and \( \kappa_{\text{max}} \) are chosen in the ranges of 0.1 – 0.5 and 1.5 – 5 [29], respectively. Depending on the time integration scheme, these limitations have to be chosen even tighter [29]. Typical values for the safety factor \( \kappa \) are in the range of 0.8 – 0.95 [29]. Note that choosing \( \kappa \) strictly smaller than 1 speeds up the computation by avoiding many time step repetitions.

If a massive reduction of \( \Delta t_n \) is required, multiple repetitions of the same time step \( t_n \rightarrow t_{n+1} \) may be necessary. The number of repetitions is usually limited to avoid stalling of the simulation. Furthermore, a large number of repetitions may indicate that the time step size has been far too large just before the transient event and, thus, a tighter tolerance should be used. In case the algorithm reaches the maximally allowed number of time step repetitions, the simulation is aborted with an error. It is advised to rerun the simulation with a decreased tolerance \( \varepsilon_{\text{rel}}^{\Delta t} \) and a decreased upper limit \( \Delta t_{\text{max}} \) of the time step size. Usually, allowing for five repetitions of a single time step is sufficient even in very demanding situations, cf. numerical examples in Section 5.

### 4.3.4. Choice of Error Tolerances

The tolerance for the local discretization error is usually related to a characteristic quantity \((\bullet)_{\text{char}}\) of the solution, i.e. a characteristic velocity magnitude \( u_{\text{char}}^{T} \) of the fluid flow field or a characteristic displacement magnitude \( d_{\text{char}}^{3} \) of the solid body, by a relative tolerance \( \varepsilon_{\text{rel}}^{\Delta t} \). The tolerance for the local error is then given as

\[
\varepsilon_{\text{rel}}^{\Delta t} = \varepsilon_{\text{rel}}^{\Delta t} (\bullet)_{\text{char}}
\]

with \((\bullet)_{\text{char}}\) being the characteristic quantity of the respective field. Typically, values of \( \varepsilon_{\text{rel}}^{\Delta t} \) are in the range of \( 10^{-3} – 10^{-4} \). When choosing the tolerance \( \varepsilon_{\text{rel}}^{\Delta t} \) for the local error somewhat smaller than the desired tolerance for the global error, the global error will be comparable to the tolerance of the local error [28, 64].

### 4.3.5. Handling of Convergence Issues of the Nonlinear Solver

In the presence of an exceptionally strong nonlinearity, the nonlinear solver might fail to converge. In such an event, the solution at time \( t_{n+1} \) is not available and, thus, cannot be assessed by means of error estimation. To avoid abortion of the simulation in such cases, the current time step is repeated with an heuristically reduced time step size \( \kappa_{\text{max}} \Delta t_n \) with the user-given factor \( \kappa_{\text{min}} \in [0,1] \) usually chosen in the range of 0.5 – 0.8. As soon as the nonlinear solver converged successfully with the decreased time step size, further increase or decrease of \( \Delta t_n \) is again based on error estimation.

It is stressed that this strategy does not replace time step size adaptivity based on error estimation. It acts on top of the underlying adaptivity approach and can rather be seen as an additional safety measure to avoid breakdown of the simulation.

### 4.3.6. Computational Efficiency and Savings

The primary reason to apply error estimation-based adaptive time stepping is to control the accuracy of the numerical solution. In practical applications, computational savings often come along with adaptive time stepping. In theory, comparisons of wall clock time between adaptive and non-adaptive simulations provide the actual computational savings, but are infeasible in practice.

Assuming that each time step is associated with roughly the same cost, an alternative and much cheaper efficiency measure can be based on the number of time steps, that can be saved by the adaptive scheme. Therefore, we solve the problem with the adaptive time stepping scheme and a given tolerance for the local error and identify the smallest time step size \( \min[\Delta t_n] \) that occurred during the simulation. It is then used to compute a virtual number

\[
N_{\text{const}} = \frac{T}{\min[\Delta t_n]}
\]

of time steps that would be necessary in a non-adaptive scheme with the same level of accuracy. Note that the denominator in (10) should only include time step sizes that have been achieved by time step size reduction caused by the algorithm to exclude the small values from the starting phase of the simulation where initially \( \Delta t_0 = \Delta t_{\text{min}} \). Now, relative savings in the number of computed time steps \( \delta N_{\text{save}} \) are given as

\[
\delta N_{\text{save}} = 100\% - \frac{N_{\text{ada}}}{N_{\text{const}}}
\]

(11)
with \( N_{\text{ada}} \) and \( N_{\text{const}} \) being the number of time steps performed by the adaptive and non-adaptive scheme, respectively. To account for the extra effort of possible time step size repetitions, repeated time steps have to be included into \( N_{\text{ada}}. \)

### 4.4. Possible Enhancements in Case of Partitioned Solvers

When applying partitioned solution techniques, time discretization of the solid and the fluid field can either be conforming, i.e. \( \Delta t \) is the same in both fields, or subcycling [51, 60, 61] can be employed, where one field uses a large time step \( \Delta t \) and the other field uses \( m \) small time steps of size \( \Delta t^{(m)} = \frac{\Delta t}{m} \) to advance from \( t_n \) to \( t_{n+1} = t_n + \Delta t. \) Both fields exchange information at time instances that coincide with multiples of \( \Delta t \) and use linear interpolations in between.

In the case of a conforming time discretization, the adaptive time stepping scheme can be applied as described above. Furthermore, it can be easily adjusted to subcycling schemes by ensuring \( \Delta t_n = \sum_m \Delta t_n^{(m)} \) with \( \Delta t_n^{(m)} \) itself being determined by an adaptive procedure.

### 4.5. Extension to the Coupling of Multiple Physical Models

This manuscript focuses on adaptive time stepping for FSI problems. However, extension to other classes of coupled problems involving an arbitrary number of physical models or other types of couplings like volume-coupling is straightforward. The time stepping algorithm as sketched in Figure 2 is still valid. Assuming the existence of an error estimator for each physical field, time step size suggestions for each field can be computed via (4), while coupling effects should be included into the error computations and the time step size calculations. An overall time step size for the entire coupled problem is then given by (8).

### 5. Numerical Examples

Three numerical examples are used to demonstrate the accuracy and the efficiency of the proposed method. They range from academic benchmark tests to complex biomedical applications. In all the examples, the user-given level of accuracy could be achieved, while computational cost was reduced tremendously compared to the case without adaptive time stepping.

#### 5.1. An Elastic Wall in a Channel Flow

To analyze the behavior of the fluid error estimator as well as its influence on the evolution of the time step size, an elastic wall is put into a channel flow. Figure 3 depicts the domain of interest by means of different views including all geometric features and boundary conditions. The solid is modelled with a Neo–Hookean material with Young’s modulus \( E^S = 500.0, \) Poisson’s ratio \( \nu^S = 0.0, \) and density \( \rho^S = 1.0. \) The fluid is assumed to be Newtonian with dynamic viscosity \( \mu^{\text{dyn}} = 0.01 \) and density \( \rho^F = 1.0. \) At \( x = 0, \) the \( x \)-component \( \tilde{u}^x(y, z, t) \) of the inflow velocity follows the parabolic profile

\[
\tilde{u}^x(y, z, t) = \hat{u}^x(t) \left(1 - \frac{4y^2}{(h^F)^2}\right) \left(1 - \frac{4z^2}{(h^F)^2}\right)
\]

with the time-dependent peak value

\[
\hat{u}^x(t) = \begin{cases} 
\hat{u}^x \cdot 0.5 \left(1 - \cos \left( \frac{\pi}{6} t \right) \right) & \text{if } 0 < t \leq 6 \\
\hat{u}^x \left(1 + \cos \left( \frac{\pi}{20} \left( t - 60 \right) \right) \right) & \text{if } 6 < t \leq 20 \\
\hat{u}^x \left(1 + \cos \left( \frac{\pi}{80} \left( t - 80 \right) \right) \right) & \text{if } 20 < t \leq 60 \\
\hat{u}^x \left(1 + \cos \left( \frac{\pi}{120} \left( t - 80 \right) \right) \right) & \text{if } 60 < t \leq 120
\end{cases}
\]

with \( \hat{u}^x = 0.1, \) cf. Figure 4(a). The components in \( y \)- and \( z \)-direction are set to zero. Top and bottom walls as well as lateral walls are subject to no-slip boundary conditions. At the outflow area, a zero-traction boundary condition is applied. Due to the symmetry of the problem, only the portion \( z \leq 0 \) of the channel is modelled. Appropriate symmetry conditions are applied to the \( xy \)-plane.
The structural domain is discretized with 2125 nodes grouped to $4 \times 24 \times 16$ Hex8 F-Bar finite elements [39]. The fluid domain with 26017 nodes forming 22704 equal-order interpolated Hex8 finite elements using residual-based stabilization as detailed in Section 2.2. We note that the application of the F-bar finite element technology is not necessary in this example due to Poisson’s ratio $\nu^S = 0$, but it does not add significant computational effort and does not alter the results in the context of time step size adaptivity either.

Temporal discretization is done with generalized-\(\alpha\) time integration in structure and fluid field. The spectral radii are chosen as $\rho^S_0 = 0.8$ and $\rho^S_1 = 0.5$. Different tolerances $\theta^T_{\min} \in \{10^{-1}, 10^{-2}, 10^{-3}, 10^{-4}\}$ are used for adapting the time step size based on the estimation of the temporal discretization error in the fluid field, which is performed by comparison of the implicit solution to an explicit one obtained with an Adams–Bashforth-2 scheme. The setup of the example is such that the transient behavior of solid and fluid field coincide, allowing to estimate the error in the fluid field only without expecting changes to the results. Furthermore, the solid field is not included into the error estimation to demonstrate the flexibility and possibility of user-given configurations of the proposed algorithm. The remaining algorithmic parameters required to evaluate (4) are globally chosen as follows: $\kappa_{\min} = 1/3, \kappa_{\max} = 3.0, \kappa_0 = 0.9, \Delta t_{\min} = 10^{-5}, \Delta t_{\max} = 1.5$. The number of time step repetitions is limited to five. No averaging of increasing time step sizes is applied.

The $x$-displacement of the center point $A$ at the top of the elastic wall, cf. Figure 3, is depicted in Figure 4(b). Due to the low inflow velocity, the flow does not detach from the solid and, thus, the solid deformation is able to follow the prescribed inflow velocity shown in Figure 4(a) very closely. Figure 5 reports a snapshot at the state of maximum deflection at $t = 16.7$, which is within the first stationary period of the inflow velocity, cf. Figure 4(a).

The evolution of the time step size $\Delta t$ over time for all chosen tolerances is reported in Figure 4(c). In case of the loosest tolerance $\theta^T_{\min} = 10^{-1}$, the time step size starts with the initial value $\Delta t_0 = \Delta t_{\min}$ and increases monotonically until it reaches the maximum bound $\Delta t_{\max}$. Since the demanded accuracy is quite low, the simulation does not require any reduction of $\Delta t_0$ throughout the entire simulation. For $\theta^T_{\min} = 10^{-2}$, a minor reduction is necessary only during the initial phase of the simulation. During the transient phases, the time step size needs to be reduced slightly once in a while, taking the smallest value $\Delta t_1 = 1.47161 < \Delta t_{\max} = 1.5$, which is a reduction by less than 2%. Remarkable
(a) Prescribed inflow velocity — Starting with a value of zero, the inflow velocity is smoothly increased to its maximum value \( \hat{u}_F = 0.1 \). Portions with constant and varying inflow velocity alternate in order to trigger the adaptive time stepping algorithm.

\[
\hat{u}_F(t) \quad \begin{cases} 
\hat{u}_F = 0 & t = 0 \\
\hat{u}_F = 0.1 & t = 1 \\
\hat{u}_F = 0.2 & t = 2 \\
\hat{u}_F = 0.3 & t = 3 \\
\hat{u}_F = 0.4 & t = 4 \\
\hat{u}_F = 0.5 & t = 5 \\
\hat{u}_F = 0.6 & t = 6 \\
\hat{u}_F = 0.7 & t = 7 \\
\hat{u}_F = 0.8 & t = 8 \\
\hat{u}_F = 0.9 & t = 9 \\
\hat{u}_F = 1.0 & t = 10 \\
\end{cases}
\]

(b) Tip displacement of the elastic wall — The deformation of the elastic wall follows the prescribed inflow velocity very closely. Results differ only slightly for different tolerances, cf. zooms around \( t = 6 \) and \( t = 50 \). The location of the monitored point \( A \) is specified in Figure 3.

\[
d_S(x,t) \quad \begin{cases} 
\epsilon_l^{T,Δt} = 10^{-1} & \epsilon_l^{T,Δt} = 10^{-3} \\
\epsilon_l^{T,Δt} = 10^{-2} & \epsilon_l^{T,Δt} = 10^{-4} \\
\end{cases}
\]

(c) Evolution of time step size \( Δt_n \) — Four different tolerances \( \epsilon_l^{T,Δt} \) are used. The choice \( \epsilon_l^{T,Δt} = 10^{-1} \) results in an immediate increase of \( Δt_n \) to \( Δ_{\text{max}} \) and uses that value throughout the entire simulation. Lower tolerances use \( Δ_{\text{max}} \) only during the stationary phases, while they require a reduction of \( Δt_n \) in transient phases. In general, cases with a tighter tolerance result in smaller time step sizes as expected.

Figure 4: The prescribed inflow velocity, the resulting tip displacement of point \( A \), and the evolution of the time step size \( Δt_n \) for the elastic wall in a channel flow correspond to each other very well.
during reductions of the time step size are necessary. For the smaller tolerances changes of the time step size occur for \( \Delta n \). As expected, lower values for the solution is close to stationary, can be resolved well with larger time steps. This behavior coincides with known properties of adaptive schemes, namely that a proper resolution of rapid changes requires a lower tolerance \( \varepsilon \). Obviously, the computational savings \( \delta N_{\text{save}} \) in terms of a reduced number of time steps to be computed are reported in Table 2. Table 2: Computational savings for an elastic wall in a channel flow — Based on \( N_{\text{ada}} \), the number of time steps of the adaptive simulation, computational savings \( \delta N_{\text{save}} \) are estimated using (11). Computational savings are more pronounced in case of smaller tolerances.

<table>
<thead>
<tr>
<th>( \varepsilon_{l}^{T,\Delta t} )</th>
<th>( N_{\text{ada}} )</th>
<th>( N_{\text{const}} )</th>
<th>( \delta N_{\text{save}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^{-1}</td>
<td>91</td>
<td>80</td>
<td>-13.8%</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>93</td>
<td>122</td>
<td>23.8%</td>
</tr>
<tr>
<td>10^{-3}</td>
<td>456</td>
<td>1400</td>
<td>67.4%</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>4225</td>
<td>14116</td>
<td>70.1%</td>
</tr>
</tbody>
</table>

changes of the time step size occur for \( \varepsilon_{l}^{T,\Delta t} = 10^{-3} \) and \( \varepsilon_{l}^{T,\Delta t} = 10^{-4} \). During the stationary phases, the time step size approaches the maximum bound \( \Delta n_{\text{max}} = 1.5 \), but during the transient inflow the time step size is reduced massively. The maximally allowed number of repetitions of time steps due to violations of the accuracy demand (2) is limited to five. No repetitions occur for the cases \( \varepsilon_{l}^{T,\Delta t} = 10^{-1} \) and \( \varepsilon_{l}^{T,\Delta t} = 10^{-2} \), where no or only very little reductions of \( \Delta n \) are necessary. For the smaller tolerances \( \varepsilon_{l}^{T,\Delta t} = 10^{-3} \) and \( \varepsilon_{l}^{T,\Delta t} = 10^{-4} \), the number of actual time step repetitions during reductions of \( \Delta n \) ranges between 1 and 4. The occurrence of time step repetitions coincides with massive reductions of the time step size \( \Delta n \) at times \( t \in \{0, 20, 30, 40, 50, 80, 90, 100, 110\} \), cf. Figure 4(c). More repetitions are necessary for \( \varepsilon_{l}^{T,\Delta t} = 10^{-4} \), since the time step size needs to be reduced by two orders of magnitude instead of only one for \( \varepsilon_{l}^{T,\Delta t} = 10^{-3} \).

Common to the cases \( \varepsilon_{l}^{\Delta t} = \{10^{-2}, 10^{-3}, 10^{-4}\} \) is the fact, that the minimal time step size resulting from time step size reductions occurs in the initial phase of the simulation. As the simulation starts with a zero initial flow field, the increasing inflow velocity needs to be propagated through the entire domain in the initial phase of the simulation. Later, when the flow field has been established and just needs to change its velocity according to the prescribed inflow velocity, the time step size reduction to slightly larger values is sufficient to achieve the desired level of accuracy.

Figure 5: State of maximum deformation of an elastic wall in a channel flow — The solution obtained with \( \varepsilon_{l}^{T,\Delta t} = 10^{-4} \) is depicted during a phase of constant inflow velocity at time \( t = 16.7 \). The elastic wall is colored according to its displacement magnitude denoted by \( |d| \), while the bottom plane illustrates the pressure field denoted by \( p \). The vertical fluid plane shows a contour plot of the velocity magnitude denoted by \( |u| \).
increase the time step from its initial value \( \Delta t_0 = \Delta t_{\text{min}} \) up to a suitable value. For the loosest tolerance, this suitable value is limited by \( \Delta t_{\text{max}} \). Since the time step size is never decreased throughout the simulation, the additional steps from the initial increase of the time step size are seen as additional cost by (11), resulting in additional 13.8\% time steps to be computed.

5.2. Snap-Through of a Gasket

Now, error estimation in both the fluid and the structure field are used to adapt the time step size in the simulation of the snap-through of a gasket. The geometry mimics a machine part with rotational symmetry. It is inspired by an example in [65]. A detailed sketch including all geometric dimensions can be found in Figure 6. At the top, fluid inflow is prescribed, while fluid outflow is in radial direction. Moreover, the fluid domain is confined by a rigid casing and a thin-walled solid cap mimicking a rubber-like gasket. At the walls of the rigid casing and at the FSI interface, a no-slip condition is assumed. The thin-walled spherical solid shell can slide along the \( z \)-direction at its inner radius, while it can rotate around the circumferential direction at its outer radius. The solid is modelled with a Neo–Hookean material with Young’s modulus \( E^S = 10^3 \), Poisson’s ratio \( \nu^S = 0.3 \), and density \( \rho^S = 100 \). The fluid is assumed to be Newtonian with dynamic viscosity \( \mu_{\text{dy}} = 0.1 \) and density \( \rho^F = 100.0 \). A time-dependent parabolic inflow profile \( \bar{u}^F(x, y, z, t) \) is prescribed. Its \( x \)- and \( y \)-components are set to zero, while its \( z \)-component follows the spatial profile

\[
\bar{u}_z^F(x, y) = \frac{4}{(0.1 - 0.25)^2} \left( \sqrt{x^2 + y^2} - 0.1 \right) \left( \sqrt{x^2 + y^2} - 0.25 \right) \hat{u}_z^F(t)
\]
with the time-dependent peak value

\[
\hat{\tilde{u}}^T(t) = \begin{cases} 
0.1 \cdot \tilde{u}^T \cdot \frac{1}{2} \left( 1 - \cos \frac{\pi t}{\Delta t} \right) & \text{if } 0 < t \leq 2 \\
0.1 \cdot \tilde{u}^T & \text{if } 2 < t \leq 5 \\
\tilde{u}^T (0.1 + 0.9 \cdot \frac{1}{2} (1 - \cos \pi (t - 2))) & \text{if } 5 < t \leq 6 \\
\tilde{u}^T & \text{if } t > 6 
\end{cases}
\]

with \( \hat{\tilde{u}}^T = 1.0 \). A zero-traction boundary condition is prescribed at the fluid outflow where an additional Neumann inflow boundary condition [66] is applied to safely account for possible backflow. Starting from an initially resting configuration, the inflow velocity is smoothly increased to \( \tilde{u}^T (t = 2) = 0.1 \) and then kept constant until \( t = 5 \), such that a stationary state can be reached. Under these flow conditions, the load exerted onto the structure is quite small, such that the structure’s deformations remain small and the shell is able to maintain its shape. At \( t = 5 \), the inflow velocity is smoothly, but rapidly increased to \( \tilde{u}^S (t = 6) = 1.0 \) and then kept constant again. This increase of the fluid inflow velocity results in an increase of the load onto the structure above a critical value, such that the thin-walled solid will start buckling. The solid will snap through and finally find a stable equilibrium configuration, such that a stationary flow field can be re-established.

The solid field is discretized with Hex8 finite elements with enhanced assumed strains (EAS), while the fluid uses equal-order interpolated linear finite elements with residual-based stabilization as detailed in Section 2.2. To demonstrate mesh independence of the adaptive time stepping scheme, two structured and purely hexahedral meshes are used, namely a coarse and a fine one. The coarse one is depicted in Figure 6(b). Details on the number of unknowns per field and in total are given in Table 3. Simulations have been carried out on the Xeon partition\(^2\) of an in-house cluster, where 8 and 64 cores have been used for the coarse and the fine mesh, respectively.

Both the fluid and the structure field use generalized-\( \alpha \) time integration schemes with spectral radii chosen as \( \rho_{\text{in}}^T = 0.5 \) and \( \rho_{\text{co}}^S = 0.8 \), respectively. Both fields contribute to the error estimation and the time step size adaption. In the fluid field, comparison to an auxiliary Adams–Bashforth-2 scheme with a tolerance \( \varepsilon_l^{T,\Delta t} \) is used, while the structure field employs the Zienkiewicz-Xie error estimator [59] with a tolerance \( \varepsilon_l^{S,\Delta t} \). The solid’s local error tolerance is varied as \( \varepsilon_l^{S,\Delta t} \in (10^{-7}, 5 \cdot 10^{-4}, 10^{-3}) \), while the fluid’s one is chosen as \( \varepsilon_l^{T,\Delta t} = 10^{-3} \). The remaining algorithmic parameters required to evaluate (4) are globally chosen as follows: \( \kappa_{\text{min}} = 0.1, \kappa_{\text{max}} = 2.0, \kappa = 0.9, \Delta t_{\text{min}} = 10^{-4}, \Delta t_{\text{max}} = 0.2 \). The number of time step repetitions is limited to five. In case of an increasing time step size, \( \gamma_{n+1} = 0.3 \) and \( \gamma_n = 0.7 \) are used as weights for the averaging procedure (9) based on experience from other examples [38].

Figure 7 shows a series of snapshots to illustrate the transient solution. Displacement and velocity of a node on the inner radius of the solid are depicted in Figure 8 for the fine mesh and tolerances \( \varepsilon_l^{S,\Delta t} = 5 \cdot 10^{-4} \) and \( \varepsilon_l^{T,\Delta t} = 10^{-3} \). Until \( t = 5 \), the spherical shell is able to maintain an equilibrium state close to its initial configuration, i.e. displacement and velocity are close to zero. After increasing the inflow velocity at \( t = 5 \), the fluid load onto the structure exceeds a critical value, such that the shell cannot maintain its shape and starts buckling. Hence, large displacements and velocities occur while the shell is transformed to another equilibrium configuration. Due to the viscous damping of the fluid and since the inflow velocity is kept constant for \( t \geq 6 \), oscillations are damped and a stationary flow field can be established. In this state, the solid maintains a stable equilibrium configuration, i.e. the displacement is constant and the velocity vanishes. We note, that the transient behaviour in the present scenario is less dramatic in comparison to buckling phenomena in pure structural mechanics due to the interaction of the shell with the fluid field.

---

\(^2\) Intel Xeon E5-2670 SandyBridge, 2 octocore CPUs per node, nominal frequency 2.6 GHz, 32 GB memory per node, Infiniband network Mellanox ConnexX, 40 GBit/s
Figure 7: Snapshots of the solution of a gasket at selected time steps using the fine mesh — The fluid field is colored according to the magnitude of its velocity field denoted by $|u|$ while the structure field’s color is encoded with the displacement field magnitude denoted by $|d|$. Color scales are calibrated at maximum deformation at $t = 7.3003$. Simulation has been performed with $\varepsilon^{\text{F},\Delta t} = 10^{-3}$ and $\varepsilon^{\text{S},\Delta t} = 10^{-3}$.
Figure 8: Displacement and velocity in the gasket-like example — Starting from resting conditions, large amplitudes in displacement and velocity occur as soon as the buckling starts. Afterwards, the solid settles in a stable equilibrium configuration. Results are obtained with $\varepsilon_i^{S,\Delta t} = 5 \cdot 10^{-4}$ and $\varepsilon_f^{S,\Delta t} = 10^{-3}$.

Figure 9 reports the evolution of time step size for both meshes and all tolerances. Both the coarse and the fine mesh show a similar behavior regarding the evolution of the time step size. In the initial phase, i.e. prior to $t = 5$, the time step size approaches its maximum bound $\Delta t_{\text{max}} = 0.2$. Only the most accurate case with $\varepsilon_i^{S,\Delta t} = 10^{-4}$ requires a slight reduction of $\Delta t_{\text{ref}}$ during this initial phase, all coarser tolerances allow for a monotonic increase. As all tolerances for $\varepsilon_i^{S,\Delta t}$ require a massive reduction of the time step size. As the final steady state is approached, the time step size is increased until it reaches $\Delta t_{\text{max}}$ for all $\varepsilon_i^{S,\Delta t}$. As expected, smaller tolerances result in smaller values of the time step size $\Delta t_{\text{ref}}$. Time step repetitions are only performed at the beginning of the buckling event, where some steps require one or two repetitions. All other portions of the simulation get along without time step repetitions.

The influence of the spatial discretization on the evolution of the time step size is studied as well. Figure 10 reports the evolution of $\Delta t_{\text{ref}}$ over $t$ for the setting $\varepsilon_i^{S,\Delta t} = 5 \cdot 10^{-4}$ and $\varepsilon_i^{S,\Delta t} = 10^{-3}$ for the coarse and the fine mesh. Both curves deviate very little from each other. Due to the different spatial refinements, both meshes result in different buckling patterns, while the coarser mesh includes more localized buckling phenomena. Thus, more localized changes of the dynamic behavior occur during the simulation resulting in slightly smaller time step sizes during the phase of increasing time step sizes $t \in [10, 25]$. Besides these local phenomena, the spatial discretization does not influence the adaptive time stepping as expected.

5.3. Pulsatile Blood Flow through a Patient-specific Abdominal Aortic Aneurysm

To demonstrate the applicability of the proposed method to complex examples, the pulsatile blood flow through a patient-specific Abdominal Aortic Aneurysm (AAA) with an outer diameter of 7.5 cm is considered. Model generation starts from computer tomography (CT) images and follows the procedure outlined in [67], whereas meshing is done with Cubit V13.2. The solid phase consists of the intraluminal thrombus (ILT) and the arterial wall, while the fluid domain covers the lumen. The reconstructed geometry is depicted in Figure 11.

The arterial wall utilizes the hyperelastic material model by Raghavan and Vorp [68] with constitutive parameters $\alpha_{\text{wall}} = 0.174$ MPa, $\beta_{\text{wall}} = 1.881$ MPa, and Poisson’s ratio $\nu_{\text{wall}} = 0.49$. The ILT employs a coiled form of the compressible Neo-Hookean model [69] with the Young’s modulus $E_{\text{ILT}} = 0.1044$ MPa and Poisson’s ratio $\nu_{\text{ILT}} = 0.45$. Density of both arterial wall and ILT is chosen as $\rho = 1.0$ g/cm$^3$. All values of the solid’s constitutive parameters are taken from [67]. Blood uses the modelling assumption of a Newtonian fluid with dynamic viscosity $\mu_{\text{dyn}} = 4 \cdot 10^{-3}$ Pa·s and density $\rho = 1.0$ g/cm$^3$ [70].

ILT and arterial wall are clamped at inflow and outflow cross sections. A visco-elastic embedding is used to mimic the surrounding tissue. It is realized with springs and dashpots attached normal to the wall surface in material configuration. Spring stiffness and dashpot viscosity are chosen uniformly as $k_{\text{emb}} = 10$ g/(mm$^2$·s$^2$) and $c_{\text{emb}} = 100$ g/(mm$^2$·s), respectively, taken from [71]. At the fluid inflow area $A_{\text{in}} = 267.018$ mm$^2$, a time-dependent parabolic velocity profile is prescribed. The time curve is based on measurement data [72] and results in a flow rate $Q_{\text{in}} = 3.01$ min, which seems to be in the physiological range. It is depicted in Figure 12. At the beginning of the heart cycle, the inflow velocity is immediately increased to its peak value at time $t = 0.09$ s. In this short period of time, almost all transport of blood volume happens. This peak is followed by a brief plateau at low inflow velocities. Then, the inflow...
Figure 9: Evolution of the time step size $\Delta t_n$ for the gasket-like example — The time step size is increased in the initial phase of the simulation. When the buckling starts, a massive reduction of $\Delta t_n$ is performed, while it can increase again towards the end of the simulation. Behavior for the coarse mesh (top) and the fine mesh (bottom) are similar.

Figure 10: Influence of the mesh on the evolution of the time step size $\Delta t_n$ for the gasket-like example — The time step size evolves very similarly for both meshes. The finer mesh sometimes requires slightly smaller $\Delta t_n$ due to localized dynamic effects that come along with the better resolved buckling patterns.
Figure 11: Geometry of a patient-specific AAA — The solid phase consists of the intraluminal thrombus (ILT) and the arterial wall. It is colored in gray. The fluid domain covers the lumen and is colored in red. Pulsatile fluid inflow is prescribed at the top, while the outflow boundary is at the bottom.

Figure 12: Time curves for physiological fluid boundary conditions of AAA — The inflow velocity time curve $\bar{u}^F_{in}(t)$ is based on measurement results published in [72] and on the computational example in [70]. The temporal evolution $\bar{p}^F_{out}(t)$ of the pressure level at the outflow boundary is analog to numerical results in [70]. Both curves are periodic in time with a cycle time of $T_c = 1.0 \, s$. 
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direction is even reverted during a short period of prescribed backflow with its peak at time $t \approx 0.37$ s. Starting with approximately $t > 0.6$ s only very low and constant inflow velocities are prescribed. Although the downstream portion of the vascular system is not resolved geometrically, it is included into the model via a traction boundary condition at the fluid outflow area. The prescribed time-dependent traction value varies between the diastolic level $p_{\text{dia}}^{\text{F}} = 86.9$ mmHg and the systolic level $p_{\text{sys}}^{\text{F}} = 121$ mmHg. Its time curve is based on the results in [70] and is also depicted in Figure 12. Its peak plateau is in the range of approximately $0.15 \leq t \leq 0.31$ s, i.e. it is slightly delayed to the velocity curve. Its peak value is located at $t = 0.18$ s. Both velocity and pressure curves are periodic in time with a cycle time of $T_c = 1.0$ s.

To account for the fact, that the stack of CT images has been recorded in vivo, i.e. in the presence of blood pressure, a prestressing phase up to the diastolic blood pressure $p_{\text{dia}}^{\text{F}}$ using a modified updated Lagrangean formulation (MULF) [73] is prefixed to the actual transient simulation. During this prestressing phase, the fluid inflow and outflow boundary conditions are smoothly increased to their initial values at the beginning of the heart cycle, while the solid is treated with the MULF algorithm.

The mesh is depicted in Figure 13. The FSI coupling surface and wall-sided surface of the intraluminal thrombus (ILT) area are meshed with quadrilaterals prior to filling ILT and lumen volumina with linear tetrahedra. For the transition of quadrilateral surface meshes to tetrahedral volume meshes, a layer of linear pyramid elements is inserted. The arterial wall as well as the fluid boundary layer are meshed with 8-noded hexahedra only. In the arterial wall, Hex8 F-Bar finite elements [39] are used, while the ILT utilizes displacement-based linear pyramid and tetrahedral finite elements. The fluid is resolved using equal-order interpolated linear finite elements with residual-based stabilization as detailed in Section 2.2. Finally, the discretization consists of 211827 solid, 328548 fluid, and 246411 ALE degrees of freedom, yielding a total number of unknowns of $n_{\text{total}} = 786786$. The problem is ran on 28 cores of SuperMUC’s Phase 2 partition\(^3\) at the Leibniz Supercomputing Centre, Garching, Germany.

Time integration is performed by means of the generalized-$\alpha$ method with spectral radii $\rho_{\infty}^{\text{S}} = 0.8$ and $\rho_{\infty}^{\text{F}} = 0.5$

---

\(^3\)Haswell Xeon Processor E5-2697 v3, 2 processors with 14 cores each per node, nominal frequency 2.6 GHz, 2.3 GB memory per core, Infiniband FDR14 network, https://www.lrz.de/services/..., visited on June 1st 2016
in solid and fluid field, respectively. Adaptive time stepping is applied based on error estimation in the fluid field only, using the comparison to an auxiliary Adams–Bashforth-2 scheme. The solid is not taken into account for error estimation since only very little deformation is expected. Moreover, dynamics of the problem are solely driven by the fluid flow. The local error tolerance is related to the peak fluid inflow velocity as \( \varepsilon_{F}\Delta t_{\text{max}} = 2.0 \approx 0.5\% \cdot \hat{u}_{\text{in}} \) as suggested in Section 4.3.4. The time step size is limited to the range \( \Delta t_{\text{min}} = 10^{-5} \, \text{s} \leq \Delta t_{n} \leq 0.1 \, \text{s} = \Delta t_{\text{max}} \). The remaining algorithmic parameters related to adaptive time stepping have been chosen as \( \kappa_{\text{min}} = 0.1 \), \( \kappa_{\text{max}} = 2.0 \), and \( \kappa_{s} = 0.9 \). Averaging of increasing time step sizes (9) is applied using \( \gamma_{n+1} = 0.3 \) and \( \gamma_{n} = 0.7 \). The number of time step repetitions is limited to five.

For preconditioning of the monolithic system of equations, the fully coupled algebraic multigrid preconditioner for FSI problems proposed by Gee et al. [2] is applied.

Figure 14 shows cuts through the AAA to illustrate flow patterns and internal deformation. The lumen is cut prior to the outlet for the purpose of visualization only. Starting from an initial state with only little flow and almost no deformation, cf. Figure 14(a), the state with the peak inflow velocity is reached quickly at time \( t = 0.09586 \, \text{s} \), cf. Figure 14(b). The prescribed inflow can be seen clearly, which is then deflected by the ILT. Due to a larger diameter of the lumen inside the AAA, velocities are lower there and increase only towards the narrowed outlet. The maximum deformation of ILT and arterial wall is reached at time \( t = 0.17195 \, \text{s} \), cf. Figure 14(c), where the largest displacements occur directly at the fluid-structure interface. However, deformation of the wall is visible as well, even if it takes smaller values than in the ILT due to its higher stiffness. Towards the end of the heart cycle, as only a low and almost constant inflow velocity is prescribed, fluid flow in the domain almost vanishes, cf. Figure 14(d). Additionally, only small displacements occur due to the fluid pressure being closer to the diastolic than the systolic pressure level. Overall, a periodic state has been reached.

The pulsatile motion of ILT and arterial wall can be seen in Figure 15, where the absolute displacements of two exemplary solid nodes are related to the prescribed pressure at the outflow cross section. Both nodes are picked at about half length of the aneurysm in regions, where large deformations occur. One is located on the fluid-structure interface and the other one on the outer surface of the arterial wall. Temporal evolution of their displacement magnitudes follows...
the time curve of the prescribed outflow pressure $\bar{p}_{\text{out}}(t)$. Solid deformation obviously seems to be governed by the fluid’s pressure rather than by the fluid’s velocity field. This fact stresses the importance of prescribing physiologically correct outflow boundary conditions on the fluid domain, which in turn requires the application of a prestressing technique in the solid.

The evolution of the time step size $\Delta t_n$ is reported in Figure 16. A variation of the time step size can be clearly observed. At the beginning of the heart cycle, the time step size is reduced due to the fast velocity changes in the flow field stemming from the peak of the inflow velocity. Towards the end of the heart cycle, i.e. $t > 0.6 \text{ s}$, a low and almost constant inflow velocity is prescribed. Additionally, dynamic behavior from the initial velocity peak already vanished. Thus, an increase of the time step size by roughly an order of magnitude is possible. Repetition of time steps is necessary only for the last five time steps of the heart cycle where the inflow velocity already increases a little bit, cf. Figure 12. All other reductions of $\Delta t_n$ can be handled by the safety factor $\kappa$, without the need of time step repetitions. As the beating motion of the heart and, thus, the pulsatile blood flow exhibit periodic behavior, such a periodicity can also be observed for the evolution of the time step size.

To assess computational efficiency, computational savings compared to the case with constant time step size and the same accuracy requirements are quantified using (11). Taking into account the smallest time step size used during the computation, $\Delta t_n = 1.5873 \cdot 10^{-4} \text{ s}$, and the number of adaptive time steps $n_{\text{ada}} = 1616$ needed for one heart cycle, the computational savings evaluate to 74.5% which is a tremendous gain in efficiency.

6. Concluding remarks

To provide an efficient and very robust time stepping scheme for transient simulation of FSI problems that can meet application-driven and user-given accuracy requirements, we proposed an adaptive time stepping scheme for FSI solvers which is equally applicable to monolithic and partitioned solution schemes. It is based on a posteriori error estimation in both the fluid and the structure field as well as at the fluid-structure interface. Based on the estimated error, the time step size is adapted to the current needs of the simulation, which allows to keep the local error below
a user-given tolerance while at the same time limiting the computational cost to the amount necessary. The proposed method is readily extendible to other, possibly more sophisticated error estimators. Furthermore, the extension to other classes of coupled problems has been sketched briefly.

The proposed method has been applied to a variety of numerical examples. In academic benchmarks tests as well as in practical applications in the field of biomechanics, this approach allows for ensuring accuracy of the time-discrete solution. Furthermore, tremendous savings and speed-up compared to the case with non-adaptive time stepping have been demonstrated. On the one hand, the number of time step sizes to be computed has been reduced significantly, which yields huge savings in terms of wall clock time. On the other hand, time-consuming trial runs of the simulations to find an appropriate time step size have not been necessary since the adaptive algorithm finds an optimal time step size by itself. Overall, the proposed method is considered very attractive since it enables the desired accuracy control via efficient error estimation techniques without adding computational effort while simultaneously saving computational cost and strengthening the robustness of the overall simulation procedure.
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