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Abstract

Scanning probe microscopy permits real space structural and electronic characterizations
at surfaces. For example non-contact atomic force microscopy (nc-AFM) can directly vi-
sualize the chemical structure of molecules, their conformation and changes therein caused
by chemical reactions. The versatile capabilities are complemented by the possibility of
controlled manipulations of matter down to the atomic scale. Based on scanning probe mi-
croscopy (SPM) studies, this dissertation presents intriguing insights into single molecule
chemistry, molecular nanoscience, and functional materials.
The thesis starts by exploring metal-organic networks. Deliberately functionalized por-

phyrins form unprecedented two-dimensional, grid-like coordination networks. The de-
cisive parameters for their formation are steric constraints at the coordination node in
combination with intrinsic coordination characteristics of the metal. The findings ad-
vance the field of low-dimensional molecular nanostructures by emphasizing the impor-
tance of well-considered molecular design and careful metal selection. The work con-
tinues with nc-AFM studies that directly visualize the adsorption geometries of flexible,
surface-anchored molecules with a pronounced 3D character. The well studied system free-
base tetraphenylporphyrin (2H-TPP) on Cu(111) exhibits previously unreported extreme
macrocycle distortions. This underscores the importance of characterizing adsorbates at
the single-molecule level and considerably widens the scope of nc-AFM techniques beyond
flat, coplanar species. Furthermore, nc-AFM investigations characterize surface-assisted
chemical reactions of porphyrins. Atomic-level structural analyses unambiguously iden-
tify the bonding motifs in porphyrin oligomers and the molecular structure of planarized
porphyrin derivatives uncovering a hitherto unreported tripyrrolic fragment. The obser-
vations highlight the capabilities of heterogeneous catalysis and suggest a novel route
for destabilization and deconstruction of chemically and structurally robust macrocylces.
Finally, manipulation experiments demonstrate nanoscale phase engineering of the transi-
tion metal dichalcogenide niobium diselenide (NbSe2). The scanning tunneling microscope
(STM) tip is used to create atomically sharp structural and electronic phase boundaries.
The different phases express distinct charge density pattern that are characterized by
STM. The results contribute to the understanding of charge order phenomena in NbSe2
and highlight the capabilities for atomic-level nanopatterning techniques.





Zusammenfassung

Rastersondenmikroskopie ermöglicht strukturelle und elektronische Charakterisierun-
gen an Oberflächen im realen Raum. Zum Beispiel kann nicht-Kontakt Rasterkraft-
mikroskopie (engl. nc-AFM) die chemische Struktur von Molekülen, deren Konformation
und Änderungen darin, die durch chemische Reaktionen verursacht werden, direkt vi-
sualisieren. Die vielseitigen Fähigkeiten werden durch die Möglichkeit der kontrollierten
Manipulation von Materie bis in den atomaren Maßstab ergänzt. Auf der Grundlage
von SPM-Studien liefert diese Dissertation faszinierende Erkenntnisse für die molekulare
Nanowissenschaft, die Einzelmolekülchemie und funktionelle Materialien.
Die Arbeit beginnt mit der Erforschung metallorganischer Netzwerke. Gezielt funktion-

alisierte Porphyrine bilden neuartige zweidimensionale, gitterartige Koordinationsnetzw-
erke. Die entscheidenden Parameter für ihre Entstehung sind sterische Einschränkungen
am Koordinationsknoten in Kombination mit intrinsischen Koordinationseigenschaften
des Metalls. Die Erkenntnisse erweitern das Gebiet der niederdimensionalen molekularen
Nanostrukturen, indem sie die Wichtigkeit einer wohlüberlegten Molekülkonzeption und
einer gezielten Metallauswahl hervorheben. Die Arbeit fährt mit nc-AFM Studien fort,
die die Adsorptionsgeometrien von flexiblen, oberflächenverankerten Molekülen mit aus-
geprägtem 3D-Charakter direkt visualisieren. Das gut untersuchte System Tetraphenyl-
porphyrin (2H-TPP) auf Cu(111) zeigt bisher nicht beschriebene extreme Makrozyklus-
deformationen. Dies unterstreicht, wie wichtig es ist, Adsorbate auf Einzelmolekülebene
zu charakterisieren und erweitert den Anwendungsbereich von nc-AFM Techniken über
flache, koplanare Spezies hinaus. Darüber hinaus charakterisieren nc-AFM Untersuchun-
gen oberflächengestützte chemische Reaktionen von Porphyrinen. Strukturanalysen auf
atomarer Ebene identifizieren eindeutig die Bindungsmotive in Porphyrin-Oligomeren
und die Molekülstruktur von planarisierten Porphyrin-Derivaten, die ein bislang nicht
berichtetes tripyrrolisches Fragment aufdecken. Die Beobachtungen unterstreichen die
Möglichkeiten der heterogenen Katalyse und schlagen einen neuen Weg zur Destabil-
isierung und Dekonstruktion von chemisch und strukturell robusten Makrocyclen vor.
Schließlich zeigen Manipulationsexperimente die nanoskalige Gestaltung verschiedener
Phasen im Übergangsmetall-Dichalcogenids Niobdiselenid (NbSe2). Mit der Spitze eines
Rastertunnelmikroskops (engl. STM) werden atomar scharfe strukturelle und elektro-
nische Phasengrenzen erzeugt. Die verschiedenen Phasen drücken unterschiedliche La-
dungsdichtemuster aus, die mittels STM charakterisiert werden. Die Ergebnisse tragen
zum Verständnis von Ladungsordnungsphänomenen in NbSe2 bei und verdeutlichen die
Fähigkeiten für Nanostrukturierungstechniken auf atomarer Ebene.
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1. Introduction

Nanoscience bares great promise for the discovery and development of novel materials with
potentially great impact for information technology1,2, the energy sector3,4, catalysis5,
and other key technologies. Within the large field of nanoscience, molecular nanoscience
addresses functional organic molecules and their potential for nanotechnology from three-
dimensional materials down to the single molecule. The interdisciplinary research com-
bines biology, chemistry and physics. Its significance is emphasized by several Nobel Prizes
in related fields in the past decade. The prestigious prize was awarded for research in
molecular surface science6, graphene7 and molecular machines8.
Naturally, a prerequisite for both, optimized applications as well as fundamental under-

standing, is the characterization of molecular properties and of all relevant physical and
chemical phenomena at the molecular and even atomic scale. For investigating nanostruc-
tures at surfaces, scanning probe microscopy (SPM) has been established as advanced
research tool. SPM techniques facilitate real space structural and electronic character-
izations of low-dimensional architectures, single molecules and individual atoms. One
of the most fascinating capabilities of SPM is the direct visualization of the molecular
structure of surface-confined organic adsorbates. It was first achieved by means of small-
amplitude non-contact atomic force microscopy (nc-AFM) with functionalized tips9 and
paved the way for related experimental techniques with ultimate resolution10. By im-
plementing a qPlus sensor as probe, simultaneous scanning tunneling microscopy (STM)
measurements are feasible. This also enables characterizations of the sample’s electronic
structure by high resolution scanning tunneling spectroscopy (STS). Additionally, well-
established STM procedures allow nanoscale manipulations like the controlled movement
of individual atoms. Such combined STM/AFM investigations are of utmost interest for
the atomic-scale control and understanding of two-dimensional materials, interfaces, (or-
ganic) adsorbates and their on-surface chemical reactions.
Promising building blocks for molecular nanoscience are macrocyclic tetrapyrrole com-

pounds like porphyrins11,12—often referred to as “pigments of life”. Their nickname refers
to their intense color and relevance for vital biological processes13. Porphyrin properties
can be tailored by choice of the metal ion within the macrocycle and by modifying the
molecular periphery. The biological applications in combination with a great chemical
versatility inspires the implementation of tetrapyrroles in functional materials. Examples
are single molecule magnets14,15, catalysts16,17, light harvesting applications18,19, and the
bottom-up fabrication of functional, extended, two-dimensional nanostructures and metal-
organic networks20.

Furthermore, porphyrins can be employed for the engineering of hybrid materials with
tunable functionalities. Various approaches have been reported, including combinations of
porphyrins with organic compounds such as fullerenes21,22 or graphene23,24 as well as hy-
brid systems with inorganic materials25 like transition metal dichalcogenides (TMDs)26,27.
Herein, it is important to note that the mentioned hybrid components themselves are of

1



1. Introduction

great interest for nanotechnology and warrant appropriate, comprehensive studies. Espe-
cially, (atomically thin) two-dimensional materials like graphene and TMDs have attracted
widespread attention owed to many promising applications28–30.

This work aims to advance the fundamental understanding of porphyrin-based molec-
ular nanoscience and low-dimensional materials by combined STM/AFM investigations.
The thesis starts by giving theoretical background for SPM techniques in Part I as well
as experimental details (Part II). Since the scanning probe setup was installed as part of
this doctorate, descriptions of its parts and newly established experimental routines are
detailed. The thesis continues with Part III presenting the following experimental topics:

Metal-organic porphyrin networks. Deliberately functionalized porphyrins form two-
dimensional, grid-like coordination networks with single copper adatoms. The influence
of the functional tectons and the metal on the formation pathways are elaborated.

Adsorption geometry determination of individual porphyrins. A flexible porphyrin
derivative adapts different adsorption geometries on different metal substrates. nc-AFM
investigations identify the molecular conformations and reveal extreme macrocycle dis-
tortions.

Investigation of on-surface chemical reactions. Heating surface-confined porphyrins
triggers intermolecular C–C coupling reactions and cyclodehydrogenation. Nc-AFM struc-
turally characterizes the reaction products and uncovers a hitherto unreported porphyrin
fragment.

Phase engineering of a TMD. STM-assisted manipulation experiments demonstrate
nanoscale structural and electronic phase engineering of a transition metal dichalcogenide.
All phases express distinct charge density patterns that are characterized by STM.

The experiments address some of today’s issues in molecular nanoscience. In order to
engineer surface-confined, porphyrin-based materials, it is essential to understand molecu-
lar properties and how they influence the final nanostructures and their formation. How-
ever, a detailed understanding of all parameters is often lacking. Section 6 provides a
detailed discussion of many influencing parameters for metal-organic network formation
and therefore opens routes for the deliberate design of nanostructures. Despite many STM
studies of porphyrins, their investigation by nc-AFM is scarce24,31–34. This is owed to the
structural flexibility and 3D character of many derivatives. In contrast to planar species,
strong distortions prevent direct access to all molecular moieties. Nevertheless, nc-AFM
investigations of strongly deformed and 3D molecules might also provide insights into
molecular properties by comparing intramolecular heights and by investigating surface-
parallel parts only34–37. This will be demonstrated in Section 7. Additionally, nc-AFM
has not been applied for studying porphyrin nanochemistry. Therefore, the structure of
reaction products could only be inferred from STM images and simulations and was often
subject to discussion. This issue will be broached in Section 7.2. The real-space charac-
terization of all reaction products will verify suggested structures and moreover, it will

2



identify an unreported deconstructed macrocycle. The results Part ends with Section 11
providing insights into the formation of charge density waves in niobium diselenide—an
unconcluded topic in TMD research. Furthermore, the engineering of atomically sharp
phase boundaries between substantially different electronic phases suggests the TMD for
future atomically small electronic devices.

Finally, the thesis concludes with a summary and outlook (Section 12).
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Part I.

Fundamentals of scanning probe
microscopy
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Introduction to SPM

Scanning probe microscopy (SPM) employs a physical probe—usually referred to as tip—
to scan a surface pixel–by–pixel at very close distances. At each pixel the tip locally
interacts with the sample. The interaction is measured and converted into an intensity
map that is often referred to as scanning probe image. Since SPM does not rely on optical
methods for imaging, unprecedented resolution down to the sub–Ångstrom regime (<
10−10 m) can be achieved and true atomic resolution is feasible. Basically, SPM visualizes
tip–sample interactions in real space with ultimate resolution in a non-destructive manner.
Therefore, it is well-established in surface science and nano science. The most prevalent
SPM techniques are scanning tunneling microscopy (STM) and atomic force microscopy
(AFM), which are as well the research methods of this work. Historically, the development
of both is closely related38. First, STM was invented by Binnig and Rohrer in the early
1980s at IBM Zürich39,40, the first image of the 7× 7 reconstruction of Si(111) impressively
demonstrated its capabilities for atomic resolution in 198341 and led to the Nobel Price for
its inventors in 1986. However, STM is limited to conducting surfaces. This drawback led
to the development of the AFM by Binnig, Quate and Gerber in 198642 and the extension
of SPM to insulating surfaces and biological systems such as DNA and polymers43,44.
Judging from the citation count of the pioneering publications on STM and AFM (≈ 5000
vs. ≈ 16 000), today AFM is the most widely applied SPM technique. It is also interesting
to note that the experimental realization has basically remained unchanged for STM
while AFM has undergone substantial development, especially concerning signal detection
techniques, experimental operation modes and force sensors (i.e. the probe itself). Only
recently the latest generations of AFM sensors were developed, namely the quartz tuning
fork sensor (qPlus sensor)45–47 and needle sensors48,49. It should be noted that STM
and AFM are completely independent techniques, which can offer complementary data.
Therefore it can be desirable to operate a microscope that combines both techniques in one
probe. Although multiple concepts for such combined STM/AFM probes were developed,
it was the qPlus–sensors that led to a breakthrough and it has been established as state-of-
the-art tool for combined STM/AFM measurements47,50. This work presents qPlus based
STM/AFM experiments. Thus, the following chapter discusses the fundamentals of STM
and AFM in Section 2 and 3. STM is introduced from the basic concept of tunneling via a
theoretical description of the tunneling current to its experimental implementation. The
AFM–section follows the same structure (from basics to experiment) and additionally
presents the qPlus sensor in detail.
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2. Scanning tunneling microscopy – STM

Figure 2.1. Principle of scanning tunneling microscopy. An atomically sharp tip is brought
in close proximity of a conducting sample. A bias voltage U is applied between the tip and
the sample, which results in a tunneling current. A feedback system keeps the tunneling
current constant by adjusting the tip height z while scanning the tip across the surface. In
this so called constant current mode the tip follows the contour of electronic and topographic
structures on the structures. The x–, y– and z–positions of a metallic tip are controlled via a
piezo tube.

STM bases on the quantum mechanical tunneling effect. In classical mechanics a parti-
cle cannot overcome a potential barrier higher than its total energy. Therefore the barri-
cade itself and the space beyond are classically forbidden regions. In quantum mechanics
however, a particle is described by a wave function that decays exponentially into the
potential barrier. As a result there exists a finite probability for the particle to be at the
opposing side. This effect is called tunneling. Tunneling is a general quantum phenomena
characteristic to all particles, but the tunneling probability decreases exponentially with
increasing mass (vide infra equation (2.1)). Therefore it is more likely for light particles
such as electrons. The collective effect of many tunneling electrons can be measured as
current and will be referred to as tunneling current I. The principle of STM relies on
the detection and visualization of I between an atomically sharp tip and a sample while
scanning the tip with sub-Ångstrom precision. For this purpose, a metal tip is positioned
with piezoelectric actuators (piezos) within a few Ångstroms to a conducting substrate
to realize a spatial overlap between the wave functions of both. The gap in between rep-
resents the tunneling barrier. A potential difference between sample and tip—the bias
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2. Scanning tunneling microscopy – STM

voltage U ‡—gives rise to a tunneling current in the order of pico- to nano-ampere that
exponentially depends on the tip–sample distance (see equation (2.2)). As a consequence,
small changes in the gap e.g. induced by nano-structures result in considerable current
changes. The variations in the tunneling current can be recorded and displayed directly
during scanning with fixed tip height as two-dimensional intensity plots I(x, y). This scan
mode is called “constant height mode”. However surface features higher than the tip–
sample spacing would result in crashes. Therefore I is usually not displayed directly, but
acts as control variable in a feedback loop that regulates the tip height z. If the current
increases (decreases), the feedback retracts (approaches) the tip in order to re-establish
the original current set point. The tip height is then displayed as z(x, y) plot. This mode
is called “constant current mode” and represents the most common STM operation. In a
simplified picture these plots represent high-resolution images of the surface topography.
In reality, the tunneling current also depends on the local density of states (LDOS) of the
surface and STM images represent a convolution of the sample’s topography and electronic
structure (compare equation (2.6)). The basic working principle of STM is schematically
illustrated in Figure 2.1, STM operation modes are summarized in Section 2.3. For details
on the setup used in this work, please see Chapter II.
The following section will discuss the theoretical derivation of the tunneling current as

well as the experimental implementation. Since this work only focuses on a few important
aspects, the reader is referred to available textbooks on the matter for a more detailed
description52–55.

2.1. Theoretical discussion of the tunneling current

Since the early 1900s—decades before the invention of STM—a multitude of theoretical
approaches to tunneling have been reported and have contributed to the understanding of
tunneling phenomena such as the α–decay. Since they offer general solutions, they can of
course also be applied to STM. Mathematically, the Schroedinger equation (SE) describes
the evolution of a particle’s wave function ψ. The tunneling effect can be understood from
a simple one dimensional, time independent model where an incident wave ψ0 encounters a
constant rectangular potential barrier of height V0 and width d as illustrated in Figure 2.2.
The explicit approach to the problem will not be discussed here, but can be found in
corresponding literature.52,54,55 Basically, by parameterizing the wave function to the three
areas before, within and behind the barrier and by applying the continuity conditions on
the wave function and its derivative, one obtains the solutions of the SE in all areas.
Most interestingly, this leads to a non-vanishing amplitude t behind the barrier even if
the incoming particle does not carry enough energy to overcome the barrier (E < V0).
The transmissivity T = |t|2 can be derived by calculating the ratio of the transmitted flux
to the incoming flux. In the weak tunneling limit, i.e. a simplification assuming a wide

‡U as symbol for the (bias) voltage is used according to German and European accepted usage, while
V for voltage is common in North America and recommended in IEEE-standards51. When referring to the
differential conductance dI/dV , V is used for historical reasons, since the prefix dI/dV as for example in
“dI/dV spectra” has been established in the nomenclature of experimental techniques. In general, both,
U and V are accepted.
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2.1. Theoretical discussion of the tunneling current

Figure 2.2. Schematic of the tunneling process. a) Real space situation. A vacuum gap d
separates the tip and the sample. In a classical view the current circuit is not closed and
no electrons can flow. b) Energy diagram. The metal–vacuum–metal arrangement imposes
a rectangular potential barrier for the electrons (thick black line, assuming the same work
function for both sides). The red line indicates the electron’s energy. Inside the metal its
total energy is higher, in the gap it is lower than the potential. c) Wave function picture.
An incident wave ψ0 encounters the one dimensional, rectangular potential barrier of width
d, decays exponentially within the barrier and is finally partially transmitted as ψT to the
opposing side. This process is called tunneling.

and high barrier, this yields:

T ∝ e−2d
√

2m(V0−E)/~2
, (2.1)

where d is the barrier width, V0 its height, ~ is the reduced Planck constant, m is the
electron mass, and E its total energy. For STM a metal tip is positioned in the range
of a few Ångstrom above a conducting surface. In a vaccum at a metal surface, thus a
metal–vacuum–metal tunneling junction is formed. The height of the potential barrier is
given by the energy needed to remove an electron from the tip into vacuum, i.e. by the
work function Φ; the width of the barrier is defined by the tip–sample distance d. A bias
voltage U defines the electron energy E = eU . Assuming that tip and sample exhibit the
same work function Φ and for small bias voltages (i.e. eU � Φ), the tunneling current I
is proportional to T and can take the form

I ∼= I0e−2d
√

2mΦ/~2 = I0e−2κd . (2.2)
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2. Scanning tunneling microscopy – STM

This simple form of I features important consequences for STM. The current can give an
indication about the work functions of the employed materials as shown in initial tunnel-
ing experiments56. Assuming a typical work function of 4 − 5 eV, the decay constant κ
is in the order of 1Å−1. As a result the tunneling current approximately changes by one
order of magnitude per 1Å derivation in the tip–sample distance. This distinctive dis-
tance dependence involves important implications for STM applications: i) high vertical
resolution and ii) the foremost atom at the tip–apex strongly dominates the tunneling
current while contributions from the rest of the tip at larger separations can be neglected.
Therefore the probe is highly localized, which leads to high lateral resolution (in combi-
nation with other considerations for the tunneling current discussed below, as well as high
precision actuators for moving the tip in a highly stable, low-noise environment). A more

Figure 2.3. Bardeen tunneling formalism and Tersoff-Hamann approximation. a) The
Bardeen formalism treats tunneling as a many particle, perturbation problem. The tip wave
function Ψt and the sample wave function Ψs both decay exponentially inside the vacuum and
overlap. The matrix element Mts describes their interaction that leads to tunneling through
an arbitrary area S between tip and sample. b) Assumptions of the Tersoff-Hamann solu-
tion for the tunneling current. The tip is positioned at ~r0 with distance d to the sample and
features a spherical tip apex of radius R.

sophisticated treatment of the tunneling junction is offered by the Bardeen formalism.57
This approach provides a general solution (not limited to one dimension) for the tunneling
probability in a time-dependent, many-particle treatment. Tip and sample are considered
as independent wave functions, i.e. electronic states, and tunneling is then treated as a
transitions from one state to the other. In the following, the basic ideas for the theoretical
treatment of the tunneling current are summarized according to the work of Tersoff and
Hamann58. To describe the tunneling process in STM with Bardeen’s approach, the initial
and final states will here be denoted by the tip wave function Ψt and the sample wave
function Ψs. The two are connected by the matrix element Mts

Mts = − ~2

2m

∫
S

(Ψ∗t ~∇Ψs −Ψs
~∇Ψ∗t )d~S , (2.3)

whereby the integration is carried out over an arbitrary surface S between tip and sample
through which the tunneling occurs. The transition probability is then given by |Mts|2.
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2.1. Theoretical discussion of the tunneling current

The general expression for the tunneling current

I = 2πe
~
∑
t,s

f(Et)[1− f(Es + eU)]|Mts|2δ[Et − (Es + eU)] (2.4)

strongly resembles Fermi’s Golden Rule, i.e. a first order perturbation. The Fermi function
f(Et) describes the distribution of occupied states at the tip and 1−f(Es+eU) gives the
distribution of unoccupied states at the sample with applied bias U . The product therefore
imposes a selection rule that favors transition from occupied to unoccupied states only.
The sum over δ[Et − (Es + eU)] only adds states from both sides with the same energy,
i.e. it imposes energy conservation (elastic tunneling). Please note that tunneling is here
described in one direction only and back-tunneling from sample to tip is neglected. In the
limit of small voltages and low temperature (i.e. no self-excitation above the barrier and
the Fermi functions become step-like) the tunneling current can be written as59

It ∝ U
∑
t,s

|Mts|2δ(Es − EF )δ(Et − EF ) . (2.5)

Here the δ–functions within the sum indicate that tunneling is limited to the correspond-
ing available states just around Fermi (small voltage limit). The matrix element can be
evaluated by proper choice of the wave functions and under the following assumptions: i)
the tip is assumed to be spherical at the apex with radius R, ii) the tip and surface work
functions Φ are equal and iii) the angular dependence of Ψt is neglected, i.e. the tip wave
function is assumed to be of s-wave character. This leads to

It ∝ U · Φ2R2e2κR · ρt(EF ) ·
∑
s

|Ψs(~r0)|2δ(Es − EF ) , (2.6)

where ~r0 is the position of the center of the spherical tip. The exponential dependence on
the tip-sample spacing d discussed before enters here via

|Ψs(~r0)|2 ∝ e−2d
√

2m(Φ)/~2
. (2.7)

The sum-term in equation (2.6) represents the density of states of the sample ρs at Fermi
at the position of the tip ~r0, and is therefore referred to as local density of states (LDOS);

ρs(~r0, EF ) =
∑
s

|Ψs(~r0)|2δ(Es − EF ) . (2.8)

By assuming that the tip parameters are constant and by assuming metal-typical values
for Φ, R and ρt(EF ), one obtains

It ∝ U · ρs(~r0, EF ) . (2.9)

This means that the tip follows an equipotential contour of the surface DOS for a constant
current while maintaining the exponential distance dependence. From this expression the
convolution of topography and electronic structure is obvious: the STM will adjust the tip
height until the tip “sees” the same density of states. For a heterogeneous sample, as for
example in the case of impurities in a crystal surface, the LDOS will differ substantially
between individual atoms. Therefore a change in tip height can occur at an atomically
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2. Scanning tunneling microscopy – STM

smooth surface as illustrated in the inset of Figure 2.1. Another example are organic
adsorbates on a metal surface. An increase in topography by an adsorbate will not result
in the same retraction of the tip due to the fundamentally different electronic structures
of metal and molecule.
The convolution of topography and electronic structure is generally not trivial to dis-

entangle, if not to say impossible to separate and therefore aggravates true topographic
imaging with STM. Based on the theoretical considerations, the initial tunneling sketch

Figure 2.4. Energy level diagrams for sample and tip. a) When tip and sample are in close
contact and at thermal equilibrium, their Fermi levels Ef align. The vacuum level Evac is
defined at each side of the barrier by the work function of the tip Φt and of the sample Φs,
respectively. Because their values are usually different, a trapezoidal potential barrier forms.
b) While the tip is assumed to have a flat density of states, the sample can exhibit a rich
electronic structure represented here by the black curve. Unoccupied states are located above
Fermi, occupied states below. The DOS is assumed to have a fixed relation to the Fermi level
of the sample. c) When applying a positive bias at the sample, the tip Fermi level is shifted
upward with respect to the sample. Therefore electrons from occupied states at the tip can
tunnel into unoccupied states of the sample and give rise to a tunneling current. The energy
of the probed unoccupied states is defined by the bias voltage eU . d) Vice versa, if a negative
bias is applied at the sample, its Fermi level is shifted up and electrons from occupied states
of the sample tunnel to the tip. Therefore the sign of the current inverses.

in Figure 2.2 can be extended to a more realistic situation to illustrate the dependence of
the tunneling current on the bias and the electronic structure. Please note that the fol-
lowing paragraph only descriptively explains STM and the underlying real experimental
and physical processes involve more complex considerations. Figure 2.4 shows an energy
diagram representing the tip (left) and the sample (right). Their Fermi levels are located
below the vacuum level by the amount of the corresponding work function (Φs or Φt). In
thermodynamic equilibrium and close proximity the Fermi levels align to form a trape-
zoidal tunneling barrier (2.4a). This situation represents an STM setup with zero bias
voltage. If a bias voltage U (which will simply be referred to as bias) is applied to the
sample while the tip is at ground, its energy levels are shifted against the tip’s by |eU |—
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2.2. Scanning tunneling spectroscopy – STS

down if the bias is positive (Figure 2.4c) and up if it is negative (Figure 2.4d). Note that
electrons always tunnel from the negatively biased electrode to the positive one. Conse-
quently, the tunneling direction can be controlled and is not limited to the direction from
the tip to the sample—in contrast to what the aforementioned theoretical description
might have suggested. At negative bias, electrons tunnel from sample to tip.
The wave function of an electron decays exponentially from a solid into the vacuum.

Electrons in high energy states, i.e. states near the Fermi level, have the highest probability
for tunneling and contribute dominating (cf. red solid arrows in Figure 2.4). Please note,
that this is in agreement with equation (2.5) for the tunneling current. Considering the
selection rules from Bardeen’s formalism, these electrons can only tunnel into unoccupied
states and will choose the energetically lowest ones. This has important implications for
the interpretation of STM data. For positive bias (tip–to–sample tunneling) the STM
probes unoccupied states of the sample and for negative bias (sample–to–tip tunneling),
the STM visualizes occupied sample states. In the case of (surface-confined) molecules
these electronic states are usually referred to as lowest unoccupied molecular orbitals
(LUMO) and highest occupied molecular orbitals (HOMO). Additionally, the magnitude
of the bias selects the energy of the involved states, i.e. electronic structures can be probed
which gives rise to scanning tunneling spectroscopy (STS).

2.2. Scanning tunneling spectroscopy – STS

Figure 2.5. Principle of STS. a) Sweeping the bias voltage while recording the tunneling cur-
rent yields I–U curves (red). By definition or by the way of biasing the setup, the tunneling
current exhibits negative values for negative bias. A steeper slope in I–U curves corresponds
to a higher density of states at the sample. If a state is energetically localized, a slope tran-
sition occurs across the bias sweep that manifest as distinct step in the current derivative
dI/dU (gray). In a more realistic situation (e.g. limited energy resolution, thermal broaden-
ing, hybridization of states) these steps manifest as peaks. b) Working principle of recording
the dI/dV signal with a lock-in amplifier. A fixed voltage modulation Umod is superimposed
onto the DC bias that causes a modulation of the resulting tunneling current. The steeper
the slope of the I–U curve, the larger is the response (cf. blue beams). Therefore it is possible
to measure the slope of I–U curves and get information on the DOS of the sample.
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As argued in the previous section, the tunneling current depends on the surface density
of states and the bias voltage defines the energy of the tunneling electrons, i.e. it selects the
participating states. Furthermore, it becomes obvious that tunneling is suppressed when
no states are available and it is strongly enhanced when the bias is in resonance with a
high density of states—often referred to as resonant tunneling. Resonant tunneling can be
detected as increase in the conductance σ = I/U that is experimentally accessible as the
slope of I–U curves. I–U curves are recorded by measuring the tunneling current while
sweeping the voltage at a fixed tip position. A change in the slope causes distinct steps
in its derivative dI/dU—the differential conductance. For sharp spectral features the
enhancement of the tunneling current is confined to a narrow energy/bias range resulting
in dI/dU steps (gray curve in 2.5). However, due to experimental aspects such as thermal
broadening and limited energy resolution, the differential conductance exhibits peaks
instead of steps (blue curve in 2.5). The emergence of peaks in the differential conductance
is exploited by STS to study the local electronic properties of the sample. The following
considerations are based on the work of Hamers60.

Equation (2.4) sums over all available states and therefore suggest the use of an energy
integral in a continuous picture. Assuming low temperature and an average transmission
probability 〈|Mts|2〉 = T (~r,E, U), the tunneling current can be written as

I ∝
∫ eU

0
ρs(~r,E)ρt(~r,E − eU)T (~r,E, eU)dE , (2.10)

where ρs (ρt) is the DOS of the sample (tip) at location ~r. The differentiation of (2.10)
with respect to the voltage results in

dI
dU ∝ ρs(~r, eU)ρt(~r, 0)T (~r, eU) +

∫ eU

0
ρs(~r,E)ρt(~r,E − eU)dT (~r,E, eU)

dU dE . (2.11)

The remaining integral term describes the voltage dependence of the transmission prob-
ability that vanishes if T is assumed constant. If furthermore the tip DOS is assumed to
be constant, then

dI
dU ∝ ρs(~r, eU) . (2.12)

The differential conductance is therefore directly dependent on the LDOS of the sample
ρS and changes in of dI/dU can by associated with changes in the density of states of the
sample. This allows spectroscopic characterizations of the local electronic structure of the
sample, so called dI/dV ‡ measurements or STS. Depending on further experimental set-
tings the most common STS techniques either spectroscopically probe the local electronic
structure ( dI

dV (V ): ST-spectra) or the spatial extent of distinct electronic contributions
can be mapped across the surface ( dI

dV (x, y): dI/dV -maps).
It is worthwhile to comment on the simplifications that led to equation 2.12, namely

constant T and ρt. In a real situation, the transmission probability T increases monotoni-
cally with the voltage and contributes a smoothly varying background in ST-spectra. This

‡As already mentioned in the introduction of this chapter, this work uses U as symbol for the (bias)
voltage according to German accepted usage, while V is common in North America and recommended
in IEEE-standards51. When referring to the differential conductance dI/dV , V is used for historical
reasons: the prefix dI/dV as for example in “dI/dV spectra” has been established in the nomenclature of
experimental techniques. In general, both, U and V are accepted.
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effect can potentially conceal contributions from electronic states, but can be corrected by
proper background subtraction61, respectively by normalizing the differential conductance
to I/U or by more complex treatments62. Furthermore, the tip density of states can vary
considerably and hamper spectroscopic studies. To exclude tip contributions for mean-
ingful experiments, first the well-defined electronic structure of a clean (single crystal)
metal substrate is probed. An ideal metal reference ST-spectrum of Ag(111) or Cu(111)
is flat and only exhibits a step-like feature at the energy of its two dimensional surface
state. If this it not true, the tip is repeatedly modified and checked until the condition is
satisfactorily fulfilled. In this case, the assumption of a non-contributing tip is sufficiently
good. Nevertheless, some effort has been put forward to deconvolute tip and sample DOS
in ST-spectra evaluation63,64.

Lock-in technique
dI/dV experiments can be realized by numerical differentiation of I–U curves, but are
most commonly implemented via a lock-in technique. For this purpose a small, high
frequency, sinusoidal voltage modulation Umod = umod sin(ωmodt+φmod) is superimposed
onto the constant bias while a lock-in amplifier detects the change in the tunneling current
as a function of the bias voltage. By expanding the tunneling current I(U + Umod) in a
Taylor series it reads

I(U + Umod) ∼= I(U) + dI
dU umod sin(ωmodt+ φmod) + d2I

dU2u
2
mod sin2(ωmodt+ φmod) + · · · .

(2.13)
This current is converted by a preamplifier into a voltage signal Uout that exhibits the same
form and then a lock-in amplifier multiplies a reference signal Uref = uref sin(ωref t+φref )
of the same frequency as the voltage modulation. Integration over time τ � ω−1

mod of the
combined signal produces the mean of every component U iout. Basically the integration
evaluates

U iout = 1
τ

∫ τ

0
ui sin(ωit+ φi)uref sin(ωref t+ φref )dt = (2.14)

=
{1

2uiuref cos(φi − φref ) for ωi = ωref

0 otherwise
. (2.15)

The lock-in integration therefore filters out every component that does not match the
reference frequency (band pass filter) and only the spectral components close or equal to
the modulation frequency survive. Herein, a longer integration time means a lower pass
bandwidth and consequently a better signal-to-noise ratio. With regard to equation (2.13),
the time integration means that only the signal corresponding to the second component
proportional to dI/dU is passed on. In other words, the lock-in measures the slope of
I–U curves. A handwaving explanation of the working principle is shown in Figure 2.5b.
The band-pass characteristic of the lock-in can furthermore be exploited to detect higher
derivatives dnI/dUn by choosing the corresponding higher harmonics ωn as reference
signal. A prominent example is inelastic electron tunneling spectroscopy (IETS)65–67.
Please note, that the output signal of the lock-in amplifier in equation (2.15) still depends
on the relative phase of the reference signal. Experimentally, the signal is optimized to its
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maximum value at cos(φi − φref ) = 1 by varying the reference phase and monitoring the
signal amplitude.
In a real setup the current signal also carries noise of various frequencies that can be

transmitted through the filter if they match the band pass. Therefore the lock-in should be
operated at frequencies that do not match internal resonances of the experimental setup
and it is therefore usually operated in the range of 0.5 − 2.5 kHz. Additionally the noise
spectrum of the current signal can be analyzed prior to an experiment and accordingly
the lock-in is set to a frequency that exhibits little noise in the current signal.

2.3. STM operation modes
Soon after the impressive demonstrations of the topographic imaging capabilities of STM,
techniques for spectroscopic characterizations68–70 and atomically precise manipulations
of adsorbates71,72 were developed. Furthermore, reports of standing wave patterns in the
two-dimensional electron gas at metal surfaces showed that STM is capable of mapping
the local density of states in real space and that it can visualize quantum mechanical
scattering and interference effects73–75. In combination with targeted manipulation of
adatoms the tip of an STM was used to build nanostructures that confine the 2D elec-
tron gas and impressively demonstrate the possibilities of STM manipulation procedures
for nanotechnology76. Additionally, tip-assisted atomic scale modifications of materials
by the application of voltage pulses was developed and recognized as powerful tool for
nanochemistry77.

Based on the introduction of the fundamentals of STM in the preceding sections,
here the experimental implementations are described. The following section gives a short
overview on different STM techniques from imaging over spectroscopic characterizations
to manipulations, which are all routinely employed in STM studies.
In general, STM operation relies on at least three actuating variables:

• Lateral tip position (x, y), and

• bias voltage U .

Additionally, one of the following signals is defined as observable for data visualization

• Vertical tip position z,

• tunneling current I, or in the case of STS,

• differential conductance dI/dV (or higher harmonics dnI/dV n).

If z is recorded, I takes the role of the constant control parameter for the feedback
loop. Furthermore, a multitude of other parameters can be set, e.g. feedback constants,
lock-in parameters, scan speed, scan size, and scan direction to name just a few. These
settings are relevant for real operation, but are irrelevant for the introduction of the basic
operation schemes and will therefore be omitted. Here, the feedback always refers to the
regulation of the tip height z in order to keep the control value constant. Consequently, a
disabled feedback always refers to a constant tip–sample spacing, defined by the set point
(SP) right before the feedback is switched off. In STM, the control parameter is given by
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a current value. In contrast, for AFM the feedback can also be regulated to a frequency
shift ∆f . Although the feedback is only controlled via I in STM, the set point is defined in
combination with the bias voltage, because both parameters define the tip-sample spacing.
According to equation (2.2), a higher current and a lower voltage reduce the tip-sample
spacing. The SP acts as reference in experiments that require a disabled STM feedback,
such as STS and constant height measurements. Typical SPs—also for imaging modes—
are in the range of U = 50 − 2000 mV and I = 50 − 200 pA. Furthermore, it should
be noted that the acquisition of two-dimensional STM data, or SPM data in general,
proceeds pixel–by–pixel along one direction (usually x) and only then jumps to the pixel
in the next line along the other direction (usually y). As a result, each image features
a fast-scan direction along x and a slow-scan direction along y. Figure 2.6 schematically
shows STM modes that are briefly introduced below.

STM: Constant current mode
The constant current mode is the most common imaging technique. The tunneling current
I is fed into a feedback loop that adjusts the tip height z in order to keep the tunneling
current constant. STM data exhibit the tip height for each pixel z(x, y) as heat map for
a predefined SP (I, U). This scan mode reduces the risk of tip crashes due to rough or
non-planar surfaces, high features and vertical drift caused by a temperature gradient or
piezo creep. It is the most stable and reliable operation mode.

STM: Constant height mode
The constant height mode acquires images with disabled z-feedback. STM data depict the
magnitude of the tunneling current at each pixel as I(x, y) intensity map for constant tip
height z. The initial tip–sample distance is determined by the I, U set point. Usually the
set point is chosen above the bare metal substrate to generate a reproducible tip–sample
spacing. This mode can only be applied at very smooth surfaces, e.g. bare metal surfaces,
for small scan frames and in very stable conditions (no piezo drift/creep). Otherwise, the
tip could crash into asperities higher than the preset tip–sample separation. Constant
height measurements are commonly employed in dI/dV mapping and in AFM, but find
almost no application for standard STM imaging.

STS: Differential conductance spectroscopy
STS allows characterizations of the local electronic structure with high resolution of both,
the occupied and unoccupied states. To record an ST-spectrum, the differential conduc-
tance dI/dV is recorded as a function of the bias voltage U , respectively electron energy
eU . STS is usually carried out by detecting the response of the current signal to a sinu-
soidal voltage modulation with a lock-in amplifier as described in Section 2.2). The tip
is stabilized by the initial set point values, the feedback is disabled and the voltage is
ramped between preset values. After the voltage sweep, the feedback is enabled again.
Ideally, the SP voltage matches the start value of the sweep in order to avoid artifacts due
to sudden voltage changes at the beginning of the spectra. Especially bias sign changes
should be avoided. Furthermore, the SP should not coincide with a high density of states
that would result in an apparently larger tip–sample separation and could attenuate other
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2. Scanning tunneling microscopy – STM

Figure 2.6. Experimental STM techniques. a) STS affords studies of the electronic struc-
ture of the surface and adsorbates. b) Vertical manipulation can transfer adsorbates from
the sample to the tip (pick-up), e.g. to functionalize the tip. c) Highly localized tip–sample
interactions can be employed to built nanostructures or carry out “nano-surgery” to desorb
and dissociate atoms and molecules.

contributions. The signal-to-noise ratio can be enhanced by directly stabilizing at closer
SPs or by approaching the tip toward the surface after opening the feedback. A series
of ST-spectra can be recorded along a line or on a grid for comparative studies of the
electronic structure at different sites. When comparing spectra from different locations,
the set point is ideally chosen in a way that it always yields the same tip–sample distance.
This is however impossible to achieve at highly inhomogeneous samples as in the case of
surface-confined molecules. Therefore usually the starting voltage of the sweep is chosen
as SP voltage.

STS: Differential conductance mapping

The spatial distribution of electronic features can be visualized with dI/dV maps. For
this purpose, the bias voltage is set to the resonance energy of an electronic feature while
scanning the surface with activated lock-in, but disabled feedback. The resulting signal is
then displayed as heat map dI

dV (x, y). To gather information on the spatial distribution at
different energies, a series of maps with successive change in the bias can be carried out.
It should be mentioned that the dI/dV signal requires a longer integration time at each
pixel for a sufficient signal-to-noise ratio compared to standard STM images. Therefore
acquisition times for dI/dV maps are considerably longer (≈ ×10) and will be effected
by thermal drift in the z direction. Furthermore, for nanostructures with pronounced 3-D
character such as porphyrin molecules, the height differences can cause tip crashes or
prohibit imaging due to signal-loss at considerably lower parts in the case of constant
height mode. To overcome these limitations, differential conductance maps are carried
out in constant current mode. The interpretation of these constant current dI/dV maps
however has to be taken with care, because sudden changes in topography can induce
unwanted features78 and the adaption of the tip height can enhance or attenuate electronic
contributions. On the other hand, an STM topograph can be recorded simultaneously.
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2.3. STM operation modes

STM: Local manipulation
The goal of local manipulation techniques is to induce atomically precise modifications of
the sample via localized tip–sample interactions. This is often also referred to as vertical
manipulations (VM). Local manipulations can be carried out by approaching the tip, by
applying a voltage pulse or by a combination of both. Such tip-induced manipulations can
be employed to modify the surface through desorption or dissociation, they can change
the conformation of molecules or the tip can deliberately pick-up adsorbates. Often, the
tunneling current is recorded during manipulation to directly detect signatures of the
induced changes. The underlying interaction mechanisms of the manipulations are not
relevant for this work. However, they rely on interactions due to the electric field (e.g.
field evaporation), electrostatic interactions, excitations from inelastic tunneling electrons
(e.g. bond dissociation), local heating, and short range (chemical) interactions79,80. Local
manipulation allows the control of the position of single atoms, the engineering of struc-
tures and modifications of molecules at the nanoscale and is therefore a powerful tool for
nanochemistry, nanotechnology and nanoscience. In this work, local manipulation tech-
niques are exploited to functionalize the STM tip by pick-up of CO molecules from the
surface and for the deprotonation of hydrocarbons.

STM: Lateral manipulation
During a lateral manipulation (LM) the tip approaches the sample at one site, follows a
lateral path across the surface at a constant height and withdraws from the sample at the
end of the path. Due to the close tip–sample distance during the manipulation, the tip
can interact with adsorbates attractively or repulsively and pull or push them along the
path. With the help of this technique, the famous quantum resonators were realized76.
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3. Frequency modulation atomic force
microscopy – FM-AFM

Atomic force microscopy (AFM) generates topographic images of surfaces and can also
be applied to electrically insulating substrates. The imaging machanism bases on the
forces between a sharp tip and a sample. Experimentally, the tip is mounted at the end
of a cantilever. The basic idea was already implemented by contact-type stylus profilers:
Similar to a needle that glides over a vinyl record on a turntable, a stylus is brought
in contact with a surface and then moved across the surface at constant velocity. The
deflections of the cantilever are recorded to obtain surface height variations81. Initially,
the AFM was operated by the very same principle, but employed very soft cantilevers
with nanometer scaled probes that were regulated by a feedback82. Therefore the probe–
sample contact could be maintained at very low forces in the range of nanonewtons (nN)
and AFM could even achieve atomic resolution83. This AFM operation scheme is called
static mode. Since its invention, AFM technology has massively progressed—especially by
dynamic operation that uses oscillating cantilevers84—and modern AFM techniques are
diversified with regard to operation modes (e.g. contact, tapping, non-contact), detection
techniques (e.g. beam deflection, piezoelectric sensing, interferometry)85, imaging signal
(deflection, amplitude modulation86, frequency modulation84) as well as the probe itself
(silicon cantilever, needle sensor48, tuning fork sensor45). However the working principle
remains the same: a tip is raster-scanned across a surface and for each pixel tip–sample
forces are detected via a derived quantity to image surface features with high resolution.
For single organic molecule investigations, combined STM/AFM setups housing a tuning
fork force sensors (qPlus) have been established as state-of-the-art. Its superb resolution
allows visualizing the chemical structure of surface confined molecules9 while maintaining
STM functionality and therefore such setups can deliver comprehensive data for chemical,
structural and electronic characterizations.

This work focuses on dynamic, non-contact AFM (nc-AFM) in the form of frequency
modulation atomic force microscopy (FM-AFM) based on qPlus sensors. Please note that
in literature, nc-AFM and FM-AFM are often used synonymously, although nc-AFM also
includes non-contact amplitude modulation AFM (AM-AFM). The following sections out-
line the fundamentals of FM-AFM and present a simple derivation of the frequency shift
as a function of the tip–sample interactions. Furthermore relevant forces will be briefly
introduced. Additionally, experimental details are given, such as the implementation of an
AFM feedback system, the operating mode of the qPlus sensor, the contrast mechanism
in tip-functionalized FM-AFM, and AFM operation modes.
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3. Frequency modulation atomic force microscopy – FM-AFM

Figure 3.1. Simplified model for tip–sample interactions in FM-AFM. a) Oscillating can-
tilever with tip above a sample surface (not to scale). The cantilever’s characteristics are given
by its spring constant k0 and eigenfrequency f0. The oscillation amplitude is given by half the
difference of the deflection maxima. The red arrow symbolizes the total tip–sample forces. b)
Corresponding mass and spring model. The cantilever with tip can be modeled as spring with
spring constant k0 with effective mass m∗. The tip–sample force is modeled by an additional
spring with spring constant kTS.

3.1. Theoretical discussion of the frequency shift

As illustrated in Figure 3.1a, in FM-AFM a cantilever oscillates close to its eigenfrequency
f0 of several tens kilohertz above a sample. At the end of the cantilever is an atomically
sharp probe whose mean distance to the surface is only in the nanometer range or below,
but does not touch. Hence the attribute “non-contact”. The tip interacts with the surface
through various forces that result in the net force FTS that alters the cantilever’s resonance
frequency. This frequency change can be detected as frequency shift ∆f . The resulting
frequency shift depends on the sign (repulsive or attractive) and magnitude of the total
force that depends on the tip–sample distance in a non-trivial manner. In order to relate
the observable ∆f to physically relevant forces, it is necessary to derive an analytical
expression for the frequency shift. Furthermore it is instructive to discuss relevant tip–
sample forces.

The freely oscillating cantilever can be modelled as spring with spring constant k0 and
the eigenfrequency of a harmonic oscillator f0 = 1

2π

√
k0
m∗ , where the mass m∗ represents

the effective mass at the end of the cantilever. When the cantilever is close to a surface, the
tip–sample force can be modeled as the result of a second spring between sample and tip
with spring constant kTS. This simplification assumes a linear distance dependence of the
tip–sample force, i.e. the spring constant kTS is constant over one oscillation cycle. In the
limit of small oscillation amplitudes (A < 1Å) this is a good approximation. The effective
spring constant then is k∗ = k0 + kTS. The resonance frequency fres of the two-spring
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3.1. Theoretical discussion of the frequency shift

system is given by

fres = 1
2π

√
k∗

m∗
= 1

2π

√
k0 + kTS
m∗

= 1
2π

√
k0
m∗

√
1 + kTS

k0
. (3.1)

The tip–sample spring constant is given by atomic interactions and an upper limit can
be imposed by the interatomic spring constant of atoms in a solid kTS,max ≤ 10 N/m82.
Here, the quartz tuning fork employed as cantilever has a stiffness of k0 = 1800 N/m and
therefore kTS � k0. The last square-root in equation 3.1 can therefore be approximated
by the first two terms of the Taylor series

√
1 + x = 1 + 1

2x+ . . . and the frequency shift
of the cantilever at the surface with respect to the freely oscillating cantilever is

∆f = fres − f0 = f0
2k0

kTS . (3.2)

The stiffness of a spring is given by the second derivative of its potential V or the derivative
of the resulting force F along its deformation (here along z):

kTS = ∂2VTS
∂z2 = −∂FTS

∂z
. (3.3)

The experimentally observable frequency shift ∆f can be expressed as a measure of the
tip–sample force gradient

∆f(z) = − f0
2k0

∂FTS
∂z

, (3.4)

and can yield information on physically relevant forces87–89. More elaborate calculations
describing the cantilever motion with a first-order perturbation approach lead to the same
result in the limit of small amplitudes90. Please see Reference [91] and citations therein
for generic derivations of ∆f(z,A).
In the vast majority of experimental setups the cantilever oscillates parallel to the

surface normal that is usually defined along the z-axis, while the surface is defined to lie
in the x-y-plane. The AFM is therefore sensitive to tip–sample interactions perpendicular
to the surface. For completeness, it should be mentioned that efforts have also been
made to measure lateral, in-plane forces from ∆f(z)-data92,93 and with force sensors
oscillating parallel to the surface (“pendulum geometry”)94,95 or by exciting torsional
modes96. Pendulum geometry measurements are particularly interesting to investigate
friction down to the atomic scale94. Please note that most examples given here base on
LT/UHV experimental setups with qPlus sensors investigating single molecules as they are
closely related to this work. However, many more AFM applications exist as for example
medical- and biology-inspired studies of polyproteins97 or AFM in liquids98 to just name
a few.

Relevant tip–sample forces
An appropriate AFM data analysis can relate the experimental observable ∆f to the un-
derlying force FTS and moreover give great insight into physically and chemically interest-
ing issues such as mechanical properties of surfaces or the adsorption forces of molecules.
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3. Frequency modulation atomic force microscopy – FM-AFM

Since the frequency shift is proportional to the tip–sample force gradient (∆f ∝ ∂FTS/∂z),
the relevant tip–sample forces need to be considered in order to successfully transform
the frequency shift to forces. In UHV conditions, the following forces can act between two
microscopic bodies.

• Magnetic forces

• Electrostatic forces

• Van-der-Waals-forces (vdW)

• Chemical forces

Magnetic forces are not relevant in the context of this thesis and the interested reader
is referred to literature on magnetic (exchange) force microscopy (M(Ex)FM) for more
details99–102. Since tip and sample form a capacitor, electrostatic forces are active in the
experimental setup and contribute as attractive forces to the imaging contrast. However,
their contributions to ∆f in the zero-bias measurements carried out here are assumed
to be small and will not be further discussed. Nevertheless, it should be mentioned that
detecting forces due to electrostatic interactions between tip and sample opens intriguing
experimental possibilities in the form of kelvin probe force microscopy (KPFM), also
called local contact potential difference (LCPD) mapping, with atomic resolution89,103.

Van-der-Waals forces
When two neutral atoms or molecules are at close distance (nanometer regime), they ex-
perience attractive interactions mediated by van der Waals forces. Generally, these forces
stem from dipole interactions of any sort including interactions between two permanent
dipoles (Keesom force), between a permanent and an induced dipole (Debye force) and
between two (instantaneously) induced dipoles (London dispersion force). Random, tem-
porary fluctuations in a particle’s electron density result in the opposite polarization of
adjacent particles. The result is an attractive (dipole) potential. The vdW potential VvdW
of two particles at distance d can be modeled as

VvdW ∝ −
1
d6 . (3.5)

Naturally, due to the joint contributions of all constituent atoms, two macroscopic objects
experience similar attractive forces when brought in close distance as it is the case for tip
and sample in AFM. The total force between two macroscopic objects can be calculated
by integration over their volumes with constant density of atoms. Assuming a spherical
tip with radius R in close distance d to a flat (infinite) surface, the vdW force can be
calculated by the Hamaker approach104 and for d� R, it is given by105,106

FvdW = −AHR6d2 , (3.6)

where AH represents the material dependent Hamaker constant in vacuum that considers
the materials’s polarizability and density.‡ AH for coinage metals like Au, Ag or Cu lies

‡The vdW force also depends on the tip geometry. When manufacturing an AFM tip from metal
wire by etching, a spherical or parabolic tip can be assumed. Here however, the tip wire was cut at an
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3.1. Theoretical discussion of the frequency shift

around 33 · 10−20 J ≈ 2 eV105. Assuming a typical (STM) tip with a radius of ≈ 150 nm107

and a tip–sample distance of d ≈ 5Å, the vdW force can be estimated to be FvdW ≈
−33 nN. To put this value in perspective, a typical silicon cantilever with spring constant
k0 ≈ 33 N/m91 would have to be driven at amplitudes larger than 1 nm in order to avoid
the tip from being pulled into the sample (“jump-to-contact”). Although it is possible to
achieve atomic contrast on crystal surfaces, such “large” amplitudes do not allow sub-
molecular resolution on organic adsorbates as will be discussed below. Furthermore, the
vdW force acts between the whole microscopic tip and a large area of the sample—in
contrast to the tunneling current that is only dominated by the front-most atoms of tip
and sample. vdW interactions are therefore not highly localized, which hinders high lateral
resolution. Additionally, the relatively slow decay (d−2 dependence), characterizes vdW
forces as long range. Consequently, attractive vdW interactions always contribute to the
AFM signal—even for atomically sharp tips—and often conceal other forces that are of
primary experimental interest. Therefore it is desirable to minimize vdW contributions.
As can be derived from equation 3.6, decreasing the tip radius will decrease the vdW force
and the requirements for manufacturing AFM tips are more demanding than for STM
tips.

Chemical forces

When two particles are in the distance regime of interatomic distances in chemical com-
pounds, their wave functions start to overlap. An orbital overlap is a requirement for
tunneling as described in Section 2 and therefore this situation represents the exper-
imental conditions in combined STM/AFM setups. At such close proximity chemical
forces become relevant and dominate over the continuum vdW forces described above.
Chemical forces are mediated by the tip front-atom and the closest adjacent atom at
the surface. However, no general potential function exists that describes the close–range
distance dependence universally, but several empirical potentials have been suggested. As
will be discussed below, their common characteristic is a strong repulsion at very small
distances106,108.

Hard Sphere Potential In a simple picture, atoms and molecules can be considered as
hard, incompressible spheres with radius σ/2, where σ is the equilibrium separation of
two particles. This radius is often referred to as vdW radius and lies in the range of 1Å106.
As a result, a sudden, infinite repulsive force sets in when the two particles are brought
closer than their equilibrium distance. The hard sphere potential Vhs can be described
by106

Vhs = +
(
σ

d

)n
,wheren→∞ , (3.7)

and d is the distance of the particles. For d > σ, the value is zero, while for d < σ, it
becomes infinite.

angle by a focused ion beam. Therefore the tip apex is more likely to be of wedge-type. Nevertheless, the
distance dependence is the same (FvdW ∝ 1/d2) and for simplicity a spherical tip is assumed. Contrary,
for pyramidal and conical tips, a 1/d dependence holds. For more details on tip shape dependencies, please
see Reference [90]
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3. Frequency modulation atomic force microscopy – FM-AFM

Power-Law Potential: Soft Repulsion The infinitely steep rising repulsion of the hard
sphere potential can be softened by replacing the limit (n → ∞) by a finite exponent in
order to more accurately represent a real atomic potential. One example is the repulsive
term of the Lennard-Jones potential, where n = 12.

VLN, repulsion = +
(
σ

d

)12
, (3.8)

Lennard-Jones Potential For AFM, the empirical Lennard-Jones (LJ) potential is well
suited to describe the experimental situation90. It combines the attractive vdW potential
(equation 3.5) of two atoms with the soft repulsion at very small distances.

VLJ = −Emin

[(
σ

d

)12
− 2

(
σ

d

)6
]
, (3.9)

where Emin is the minimum energy of the interaction, sometimes also referred to as
binding energy. Due to the two competing contributions, the LJ potential exhibits a
global minimum. The depth of the minimum is defined by Emin, the position by σ (see
red curve and thin dotted lines in Figure 3.2a). The tip–sample force of the tip front-atom
with the surface is then given by

FLJ = −12Emin
σ

[(
σ

d

)13
−
(
σ

d

)7
]
. (3.10)

Total tip–sample interaction

Figure 3.2. Distance dependence of tip–sample interactions. Plot of a Lennard-Jones poten-
tial (red), the resulting Lennard-Jones force (light green) along with the continuum vdW force
(green) and the total force (dark green). All curves are plotted as function of the normalized
tip–sample distance x = d/σ. Parameters: Emin = −2 eV, σ = 2Å, AH = 2 eV, R = 4 nm.

The LJ potential only describes the tip–sample interaction as pair potential of two
atoms at close proximity where the interatomic forces dominate over the continuum vdW
force. Nevertheless the long range vdW interaction of the bulk tip behind the front-atom
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3.1. Theoretical discussion of the frequency shift

has to be taken into account to correctly describe the tip–sample potential. The two
contributions are assumed to be additive and result in the total tip–sample potential

VTS = −Emin

[(
σ

d

)12
− 2

(
σ

d

)6
]
− AHR

6d , (3.11)

which results in the total tip–sample force

FTS = −12Emin
σ

[(
σ

d

)13
−
(
σ

d

)7
]
− AHR

6d2 . (3.12)

Alternatively, the “standard” Lennard-Jones potential can be adapted to LJ-type poten-
tials of the form V = (a/d)b − (u/d)v with free fit parameters a, b, u, v in order to fit
experimental or theoretical data9. Beyond LJ-type potentials, also other potentials with
similar characteristics (long range attraction + short range repulsion) can be employed,
as e.g. the Morse potential93,106,109.

Figure 3.3. Distance dependence of total tip–sample potential (red), force (green) and re-
sulting frequency shift (black); all normalized to the corresponding minimum value. The
tip–sample distance can roughly be divided in three sections: attractive interaction, repulsive
interaction with resolution optimum, and bonding distance. All curves are plotted as func-
tion of the normalized tip–sample distance x = d/σ. Parameters: Emin = −2 eV, σ = 2Å,
AH = 2 eV, R = 4 nm.

Figure 3.2 and Figure 3.3 depict plots of the discussed quantities. The following param-
eters were choosen: Emin = −2 eV, σ = 2Å, AH = 2 eV, and R = 4 nm. Positive forces
correspond to repulsion, negative values to attraction. When following the total force FTS
in Figure 3.2 from large to small separations, i.e. when approaching the tip to the surface,
first attractive bulk vdW contributions dominate, while the LJ interatomic forces a nearly
zero. Then attractive forces from both vdW terms add to cause strong attraction. Finally,
at very small distances, the repulsive LJ term takes over, causes a steep rise and net
repulsive forces. The resulting experimental implications for small amplitude FM-AFM
are visualized in Figure 3.3. The dark green graph represents the total tip–sample force
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3. Frequency modulation atomic force microscopy – FM-AFM

FTS that result from the total tip–sample potential (red) and lead to the experimentally
observable frequency shift (black). At large tip–sample separations the frequency shift is
caused by attractive interactions until it reaches its minimum. Experimentally it turns out
that at a distance close to the ∆f minimum repulsive tip–sample interactions start show-
ing in AFM images, despite the force still being negative. This effect can be attributed to
the tip oscillation. The zero-crossing of ∆f , the force minimum respectively, was found to
lead to a resolution optimum (for constant height ∆f images)9. When the tip–sample dis-
tance reaches the energy minimum, tip and sample are in the distance regime of chemical
bonding, which causes very strong interactions and instable imaging conditions.
Due to the terms with different sign, FTS exhibits a global minimum and so does

the frequency shift ∆f , however shifted to larger distances (cf. green and black curves
in Figure 3.3). This has important implications for AFM: ∆f(z) is a non-monotonic
function—in contrast to the tunneling current—and for a given experimental ∆f -value,
it remains undetermined at which side of the minimum the value is measured and which
slope ∆f follows for changes in z. Therefore, regulating z(∆f) for constant ∆f imaging
is more demanding. Generally, a stable feedback can only be realized in regions of a
monotonic feedback signal, i.e. at either side of the minimum and without crossing it.

3.2. AFM feedback system

Figure 3.4. a) Schematic of the AFM feedback system. It consists of three independent
feedback loops: z-feedback (green) regulated by ∆f for constant frequency shift experiments
(or by the tunneling current in STM mode), amplitude feedback (red), and a phase locked loop
(PLL, blue). The PLL consists of a lock-in, a phase controller and a numerically controlled
oscillator (NCO). It ensures resonant excitation by setting a fixed phase relation of π/2 to
the driving signal with respect to the deflection signal of the cantilever. For more details see
the text. Solid lines represent DC signals, dashed lines AC signals. b) Frequency sweep of
the excitation signal around the resonance frequency of the cantilever. The curves depict the
response of the cantilever amplitude (red) and phase (blue). The green line is a linear fit of
the phase around π/2. The frequency sweep determines parameters for correct PLL operation
(see text).

For AFM operation, the cantilever is driven by an external excitation, implemented
here by a piezoelectric actuator. This means, the cantilever oscillates at the driving fre-
quency fexc. In order to keep the oscillator in resonance (fexc = fres), the phase between

30



3.2. AFM feedback system

the excitation and the cantilever has to be kept at ϕ = π/2 (cf. Figure 3.4b). However,
the phase of an oscillating cantilever varies during scanning, due to changes in the tip–
sample interaction. For FM-AFM, also the amplitude needs to be kept constant to avoid
frequency shifts caused by amplitude changes that naturally cause changes in tip–sample
distance. Consequently, FM-AFM requires at least two feedback loops: a phase feedback
(also: phase locked loop, PLL) and an amplitude feedback. If the microscope is operated
in constant frequency shift mode, an additional feedback adapts the tip–sample separa-
tion (z-feedback) according to a predefined ∆f setpoint. Such “true” AFM operation is
necessary to investigate insulating samples as well as for setups without STM capabilities.
For more information on AFM operation modes, please see Section 3.4.
The AFM feedback system is schematically illustrated in Figure 3.4a. It contains three

independent feedback loops: one for the z-piezo (tip–sample distance, green), two for
the cantilever (amplitude, red and phase, blue). Within this work, the z-feedback was
exclusively regulated by the tunneling current, i.e. operated in STM mode. Therefore is-
sues arising from the non-monotonic ∆f behavior were circumvented. Independent of the
control variable, the z-feedback works with DC signals which makes experimental imple-
mentation relatively easy. In contrast, controlling the cantilever requires the processing of
AC signals in order to derive the frequency (shift) and amplitude. Here, the deflection sig-
nal from the cantilever connects to a lock-in amplifier. The lock-in generates two signals:
amplitude and phase. The amplitude is passed to a controller that adapts the excitation
amplitude in order to keep the cantilever oscillation at a predefined amplitude setpoint
(amplitude feedback, masked in red in Figure 3.4a). The phase is given with respect to
a reference signal supplied by a numerically controlled oscillator (NCO). Since the same
NCO signal also drives the excitation piezo, the phase corresponds to the phase between
the excitation signal and the cantilever deflection signal that needs to be π/2. In order
to keep the phase locked, a controller adapts the NCO frequency fexc accordingly (vide
infra). Finally, the signals from the amplitude controller is multiplied with the NCO signal
to form the updated excitation signal with correct amplitude and frequency fexc = fres
to drive the excitation piezo.
Additionally, the PLL derives the frequency shift

∆f = fres − f0 , (3.13)

where fres = fexc is the resonance frequency of the cantilever in interaction with the
surface and f0 is the resonance frequency of the freely oscillating cantilever. Depending
on the AFM mode, ∆f is either the imaging signal (constant height) or the tip-height
feedback signal (constant ∆f).
The above described PLL tasks require proper calibration for correct execution.

• Ares/Uexc: The physical cantilever amplitude Ares ([Ares] = m) has to be related
to the electronic excitation amplitude Uexc ([Uexc] = V)—also called gain g =
Ares/Uexc.

• f0: The resonance frequency f0 of the free cantilever has to be determined.

• ϕ(∆f): The response of the relative phase between excitation and deflection signal
to a change in resonance frequency has to be established as ϕ(∆f).
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3. Frequency modulation atomic force microscopy – FM-AFM

First however, the physical amplitude of the cantilever has to be calibrated. Here, this
can be carried out relatively easy by exploiting the calibration of the STM piezo in z-
direction. As depicted in Figure 3.1, the cantilever amplitude is half the peak-to-peak
deflection. When the amplitude is large (A > 1 nm), the tunneling current is determined
by the lower turn-around of the cantilever. Therefore, when changing the amplitude with
activated STM-feedback, the z-setpoint should change accordingly and the electronic de-
flection signal can be assigned a calibration constant cdeflection ([cdeflection] = m/V). For
the calibration of all other PLL parameters, a frequency sweep is carried out. A frequency
sweep records phase and amplitude while varying the excitation frequency around f0 for a
fixed excitation amplitude Uexc, i.e. excitation voltage. Self-evidently, the AFM feedbacks
are disabled during the sweep and it is carried out for the freely oscillating cantilever, i.e.
the sensor is retracted from the surface. A phase and amplitude plot as functions of ∆f is
depicted in Figure 3.4b. The phase curve (blue) follows an arctan, the amplitude (red) is
a Lorentz distribution as it represents the solution for the motion of an (under) damped,
forced resonator. The phase is analyzed for the curvature change of the arctan—where
ϕ(fexc) = π/2 for an idealized resonator—to determine f0. In a real experimental setup
however, the phase for resonant excitation can take an arbitrary value ϕ0 due to additional
(capacitively) induced phase shifts. f0 is then used to extract the amplitude maximum
Ares in order to set an amplitude-to-excitation ratio Ares/Uexc for the amplitude con-
troller. Furthermore, the phase can be fitted linearly around fexc = f0 as indicated by
the green line. The slope of the fit mϕ = ∆ϕ/∆f is related to the frequency response
bandwidth fc of the cantilever110

fc := −
(
∂ϕ

∂fexc

)−1

fexc=f0

= f0
2Q ≈ −

1
mϕ

, (3.14)

where Q is the quality factor of the cantilever. Q is a measure for the internal damping of
any oscillating system. It can also be expressed as ratio (stored energy)/(energy dissipated
per oscillation cycle). Therefore, a highQmeans little energy loss. Following equation 3.14,
the Q-factor can be deduced from the frequency sweep as

Q ≈ −f0
2 mϕ . (3.15)

Q, f0, and ϕ0 are passed to the phase controller. This enables the controller to calculate
the frequency shift ∆f from the experimentally determined phase ϕ. A visualization of
the measuring scheme is given by the dotted lines in Figure 3.4b. The freqency shift is111.

∆f ≈ −f0
ϕ− ϕ0

2Q . (3.16)

∆f measurements therefore depend on the characteristics of the cantilever. However f0
and Q are subject to changes. For example f0 can change due to changes at the tip during
in-situ tip preparations, and Q is temperature dependent. Therefore it is strictly necessary
to thoroughly calibrate the PLL prior to every FM-AFM experiment.
The phase controller is realized with a proportional-integral controller (PIC). The re-

sponse of the controller to a change in the signal is determined by the integral constant
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I, the proportional constant P and the time constant T . The PIC has a characteristic
frequency110

fPI = I

2πP = 1
2πT (3.17)

The frequency sweep also helps to choose the feedback constants by setting fPI = fc.110

3.3. High resolution FM-AFM with the qPlus sensor

Figure 3.5. qPlus sensor. a) Schematic drawing of the tuning fork glued with one prong to a
sensor holder. At the free tine, a tip is glued with electrically insulating epoxy and contacted
via an external wire. The electrodes that read out the AFM signal are shown in yellow. At
the base of the tuning fork the signal is tapped and connected to a preamplifier circuit. The
preamplifier is located at the LN radiation shield. b) Photo of a real qPlus sensor taken
through a microscope. c) Photo of the full sensor assembly. The notch at the sensor holder
allows in-situ tip exchange via a gripper tool and the manipulator. d) Side view of the sensor
at the bottom of the scan piezo above a sample. The sensor is held magnetically.

The motivation for microscopy tools has always been ultimate resolution. For AFM
however true atomic resolution of arbitrary surfaces was (and still is) a challenging task.
An experimental issue in dynamic AFM are oscillation instabilities caused by “jump-to-
contact” (j-t-c), i.e. the tip being pulled into the surface by attractive forces exceeding
the restoring force of the cantilever. For stable operation empiric stability criteria were
formulated, one stating that “the product between spring constant and amplitude kA has
to be larger than≈ 100 nN to provide a sufficiently strong withdrawing force”91. Therefore,
A and k should be large. On the other hand however, large amplitudes result in large tip–
sample separations over almost the whole oscillation cycle. As discussed above (compare
Figure 3.2) at large distances the unwanted bulk vdW interactions dominate and prohibit
high lateral resolution. Furthermore, when examining Figure 3.2, it is intuitive to see that
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oscillating a cantilever at close distances with small amplitudes (e.g. at d/σ = 1 with
A ≈ σ/4 = 0.5Å), the tip only covers a distance regime in which short range chemical
forces dominate. The tip never reaches larger distances where the continuum vdW forces
conceal other contributions. Therefore, the oscillation amplitude allows to tune the AFM
sensitivity to different force contributions: small amplitudes are sensitive to short range
chemical forces, large amplitudes select long range continuum forces. A more detailed
(mathematical) treatment can be found in Reference [91]. For atomic contrast on organic
adsorbates it is crucial to select short range chemical forces only and usually the cantilever
is driven with oscillation amplitudes below 100 pm. Considering the stability criterion,
small amplitudes therefore require stiff cantilevers with high k.

Piezoelectric quartz tuning forks exhibit a high k = 1800 N/m, are commonly employed
for reliable time reference in quartz watches, i.e. they exhibit high frequency stability, and
are mass produced with high quality at a cheap price. When fixing one prong, the other
is free to oscillate and can serve as cantilever. Such a setup was introduced by Giessibl as
“qPlus-sensor”45,112 who also demonstrated its superb imaging capabilities by atomically
resolving the highly reactive Si(7×7) surface113. Si(7×7) had previously imposed stability
issues on traditional micro-machined cantilevers. The piezoelectric material of the qPlus
furthermore facilitates oscillation read-out. The deformation causes surfaces charges that
can be discharged by contacting the prongs via vacuum deposited metal electrodes. An
operational amplifier wired as current-to-voltage converter then transforms the periodic
discharge current into a voltage signal that can be processed as described above. Therefore,
sensitive beam deflection setups, as often employed in AFM, are redundant. Additionally,
the quartz has little internal damping which results in a high Q factor. A high Q value
is advantageous because it lowers the frequency response bandwidth (cf. equation 3.14)
enhancing the sensor sensitivity and reducing noise114. Furthermore, it reduces the dis-
sipated power. Less power dissipation in the form of heat is wanted for low temperature
experiments as described herein. Furthermore, the cantilever is large compared to Si de-
vices and allows easy assembly of a wide variety of probes91. Therefore qPlus sensors have
been established as state-of-the-art force sensors for high-resolution FM-AFM imaging in
UHV, especially by equipping the qPlus with STM capabilities for combined STM/AFM
experiments47,50. All AFM results presented in this thesis were obtained with a qPlus
sensor.
Figure 3.5 shows a schematic and photographs of the herein employed qPlus sensor

for combined STM/AFM experiments. The unmodified tuning fork (type E158) is made
from piezoelectric quartz and is composed of a base and two prongs. It has a resonance
frequency of f0 = 32 768 Hz and stiffness of k = 1800 N/m to 2000 N/m115. The total
length is ≈ 3.5 mm. The tine length is ≈ 2.4 mm, with a height of ≈ 210 µm and a width
of ≈ 120 µm50,115. Gold electrodes cover all sides of the prongs in order to drain charges
from the surface when the piezoelectric material deforms. Note, that a deflection also
causes a contraction/thickening of the prong perpendicular to the deflection. Therefore
the signal can be enhanced by tapping all sides and processing two signals (labeled AFM1
and AFM2 in Figure 3.5a). The electrodes can be contacted at the base of the device.
When exploited as force sensor, the device is glued onto a base plate (here: sensor holder)
with one prong, while the other remains free to oscillate normal to the sample surface. The
electrodes connect to a preamplifier circuit that converts the current evoked by the surfaces
charges into a voltage signal with 108 amplification (left part in Figure 3.5a). A tip at the

34



3.3. High resolution FM-AFM with the qPlus sensor

end of the free prong serves as probe. In the case of a combined STM/AFM sensor, the
tip is a metal wire (here tungsten) that is electrically insulated from the sensor electrodes
to avoid signal cross-talk. Therefore the tip requires external contacting via a separate
wire for the tunneling current. The additional wire however negatively influences the
cantilevers quality factor. The described qPlus configuration is the most widely used, as
the sensors can easily be home-built without sophisticated manufacturing equipment. Only
the latest version of the qPlus sensor is not based on watch oscillators, but is specifically
manufactured for the use as force sensor featuring an optimized geometry and advanced
electrode configuration with an additional electrode for the tunneling current116,117.

Figure 3.6. Characterization of the qPlus sensor. Resonance curve (black dots), Lorentz fit
(red) and phase response (blue dots) with linear fit (green) of the employed qPlus sensor as a
function of frequency shift. Measurements were taken at 4.9 K. From the sweep the following
values were determined: f0 = 22.63 kHz, Q = 59891.

To characterize the herein employed qPlus sensor, a frequency sweep as described above
was carried out and is depicted in Figure 3.6. The resonance frequency was determined to
be at 22.63 kHz with a FWHM of ≈ 0.59 Hz. The difference to the non-modified tuning
fork (f0 = 32.77 kHz) stems from the additional mass of tip and glue. At 4.9 K the observed
frequency response corresponds to a Q factor of 59891.

Sub-molecular resolution

Although atomic resolution is possible at crystal surfaces with small amplitude FM-AFM,
sub-molecular resolution at organic adsorbates, as routinely achieved by STM, is more
challenging. As already mentioned, high resolution FM-AFM passes high demands on the
probe tip. The (bulk) tip radius should be as small as possible to reduce vdW interac-
tions (cf. equation 3.6). Additionally, the tip apex should avoid bonding to the sample
at very close distance to prevent instable imaging conditions (cf. Figure 3.3), i.e. the tip
apex should be chemically inert. Another precondition is an atomically well defined tip
termination that favors pair-interaction between only the two foremost atoms of tip and
sample in order to maximize lateral resolution. Additionally, it should be possible to eas-
ily recover the tip after an accidental tip crash. Summarizing, exceptional control over
the tip apex is required. Such control is difficult to achieve by random tip preparation
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processes such as sputtering or tip indentation into the surface—although possible via
front atom identification techniques [118, 119]. Fortunately, all demands are met by func-
tionalized tips and well-established STM tip-functionalization protocols can be employed
for enhancing AFM contrast. Combined STM/AFM setups reliably achieve sub-molecular
resolution on organic adsorbates as first demonstrated by Gross et al.9. The most widely
applied tip termination is a single CO molecule, although other functionalizations work
as well (please see Section 5.3 and reference [120]). All AFM data presented in this thesis
was recorded with a CO-functionalized tip.

Contrast mechanism

Figure 3.7. Atomic contrast on organic adsorbates in FM-AFM. a) Constant height ∆f map
of a porphine molecule. Atoms and bonds appear bright, i.e. as less negative ∆f values. The
data was post-processed to enhance atomic contrast. b) Corresponding model.

Atomic resolution on molecules is hardly feasible with metal tips, but easily realized
by CO terminated probes. Hence, interactions between the CO and the adsorbate are
responsible for the contrast formation. To fully understand the underlying contrast mech-
anism, it is necessary to disentangle all contributions to the imaging contrast, i.e. to the
∆f signal. Attractive forces result in a negative frequency shift (cf. Figure 3.3). Sub-
molecular features only become apparent at very small tip–sample distances and appear
as bright, “less-negative” frequency shift (i.e. less attractive interaction) within a dark,
“more-negative” ∆f background (see Figure 3.7). Therefore, high molecular resolution
bases on repulsive interactions solely between the CO molecule and the adsorbate. This
was shown by a detailed analysis of the forces acting between a CO terminated tip and
a pentacene molecule121. The metal tip only contributes one third to the overall repul-
sive force and does not show atomic corrugations. The CO molecule on the other hand
accounts for two-thirds and features sub-molecular features. The same study furthermore
elucidates Pauli repulsion as the origin of the repulsive forces. In a simplified picture, the
electron wavefunctions of the CO and the molecule overlap, however, the Pauli exclusion
principle forbids the electrons to occupy the same state, which results in repulsion120,121.
Furthermore, this effect is strongest at areas of high electron density. Hence, the repulsive
contrast is highly localization at chemical bonds and atoms and represents the adsorbates’
chemical structure in the case of flat, organic molecules adsorbed coplanar to the surface.
Generally, the contrast mechanism is also active for metal tips as well as other tip func-
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tionalizations. However, the repulsive interactions responsible for atomic contrast only
set in at very close tip–sample distances. The tip needs to be approached closer than the
distance of the maximum attractive force. For reactive tips, such as metal tips, imaging
instabilities—e.g. lateral displacements of the adsorbates due to bond formation—occur
before distances necessary for atomic contrast can be reached. Nevertheless, it should be
noted that high resolution AFM is indeed possible with pure metal tips. For example, the
honeycomb structure of graphene can clearly be resolved122, as well as the constituent
rings of C60 molecules within bucky ball arrays123 and the chemical structure of organic
adsorbates via a second pass technique35. However, such reports are scarce, the resolution
is inferior, and single molecule investigations, especially on insulating layers, are not fea-
sible. CO on the other hand is chemically inert and allows a close approach without bond
formation. Additionally, the chemical and electronic structure of the CO further facilitate
atomic resolution.
CO is a linear molecule with a bond length of ≈ 1.13Å that binds with the carbon

to the tip and ideally points perpendicular to the surface. Considering a metal–carbonyl
bond of length ≈ 1.5Å and an oxygen covalent radius of ≈ 0.7Å, the CO separates the
bulk tip by more than 3Å and can significantly reduce attractive continuum vdW forces
at close distances (cf. Figure 3.2). Furthermore, the wavefunctions of the CO are laterally
strongly confined and therefore represent an “electronically sharp tip” pointing towards
the surface, which is favorable for high lateral resolution121.

Imaging artifacts

Repulsive features above molecular bonds as shown in Figure 3.7 are sharpened by re-
laxations of the CO at the tip. Because the CO is flexibly attached, it bends laterally
at close tip–sample distances. The deflection depends on the landscape of the repulsive
potential of the sample. For example, the CO deflects above a chemical bond, which in-
creases the (lateral) forces and enhances the ∆f signal: the bonds appear sharpened124.
However two neighboring atoms without chemical bond impose a very similar potential
landscape. Consequently the CO is likewise deflected and ∆f exhibits a repulsive ridge
connecting the atoms124,125. Especially when imaging molecular arrays, this can lead to
intermolecular contrast without intermolecular bonds. The assignment of bright features
to chemical bonds has to be made with caution.
The deflection of the CO is also responsible for image distortions. The oxygen atom

at the end of the tip defines the interaction. However, when the CO does not point
straight down, the tip apex (the oxygen) is offset from the tip. But the contrast values are
assigned according to the tip position and not the tip apex. Therefore the recorded tip
position can deviate from the position where the interaction takes place. When imaging
organic molecules, the CO always points towards the center of the molecule at its outer
edge due to anisotropy of the attractive interactions124. This means that the oxygen is
above the edge, the tip however is located slightly next to the molecule. The result is an
apparent expansion. For more details on image artifacts and image correction please see
Reference [124] and references therein. Although the flexibility of the CO causes image
distortions, it does not prohibit the determination of chemical structures. To avoid tip-
flexibility effects, different functionalizations can be employed, as e.g. xenon atoms.
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3.4. AFM operation modes

Similarly to STM operation modes described in Section 2.3, different AFM operation
modes were developed. AFM operation is diversified and ranges from topographic imag-
ing over vertical force measurements, manipulation techniques, and lateral force measure-
ments (friction) to contact potential difference mapping, magnetic imaging and dissipation
measurements10,126,127.
The following section gives a short overview on different FM-AFM techniques that are

relevant for single molecule investigations within the scope of this work. Many remarks
to SPM operation in general were already made when discussing STM operation modes
in Section 2.3 and will not be repeated.
As any scanning microscopy technique, AFM offers at least two actuating parameters,

namely the lateral tip position (x, y). In the scope of this work, one of the following signals
was defined as observable for data visualization.

• Vertical tip position z

• Frequency shift ∆f

• Tunneling current I (in combined STM/AFM setups)

However there exist many more options, such as the excitation signal Uexc or the can-
tilever amplitude A amongst others. The latter two are usually recorded simultaneously in
order to check correct AFM operation. The amplitude signal is supposed to stay constant
as well as the excitation. If the excitation signal shows considerable variations, energy is
dissipated, e.g. in inelastic deformations of the substrate. This is unwanted and should be
avoided. A general remark should be made to AFM imaging. As often for electronic signal
detection when employing lock-ins, filters, and amplifiers, a consideration has to be made
between fast measurement and a good signal-to-noise ratio. The AFM signal however is
intrinsically small and subject to many noise sources, which requires favoring the signal
quality over data acquisition time. Therefore AFM measurements are usually slow, com-
pared to STM for example. A typical AFM image requires approximately half an hour
to one hour. AFM noise will not be discussed here, but is comprehensively addressed in
literature91.

Constant frequency shift mode

The operation in constant ∆f mode is the analog to the constant current mode in STM.
∆f is fed into a feedback loop that adjusts the tip height z in order to keep a constant
frequency shift. AFM data exhibit the tip height for each pixel z(x, y) as heat map for a
predefined ∆f setpoint. It is probably the most widely applied AFM technique.

Constant height mode

The constant height mode acquires images with disabled z-feedback. AFM data depict
the magnitude of the frequency shift at each pixel as ∆f(x, y) intensity map for constant
tip height z. The initial tip–sample distance is determined by an STM set point I, U . The
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set point is chosen above the bare metal substrate to generate a reproducible initial tip–
sample spacing. This mode can only be applied at very smooth surfaces, e.g. bare metal
surfaces, or for small scan frames and in very stable conditions (no piezo creep/thermal
drift). Constant height imaging furthermore requires proper tilt correction to accurately
define the scan plane parallel to the surface prior to the experiments. Otherwise, the tip
could crash into asperities higher than the preset tip–sample separation. Usually many
successive constant height images are recorded, decreasing the tip–sample distance after
every scan. This results in a contrast evolution from a dark attractive background to
bright repulsive features. During such a sequence, repulsive interactions are detected first
above the highest molecular parts.

∆f(z)-spectroscopy
Constant height AFM can detect height differences qualitatively via the relative onset of
repulsive features, either between molecules or between different moieties within the same
molecule. However quantitative statements cannot be made. ∆f(z) spectroscopy allows to
quantitatively determine (adsorption) height differences. To do so, ∆f(z) is recorded while
approaching the surface. Assuming an isotropic tip–sample interaction, the z position of
the ∆f minima can be directly compared128.

Furthermore, ∆f(z) spectroscopy allows a quantitative analysis of the local tip–sample
interaction—then often referred to as force spectroscopy. Forces can be derived from the
frequency shift by mathematical treatment as e.g. described by Sader and Jarvis87. It is
also possible to record three dimensional datasets and visualize the full force field above
the sample88.
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4. Experimental setup

Before any experiments could be carried out, the experimental setup was installed in
Munich as part of this work. The following chapter describes all components in detail
starting with the UHV- and cryogenic system as well as the heart of the experiment—the
scanning probe microscope itself—including the operation principles of key parts such
as the nano-positioning system. Furthermore, dedicated sections introduce all employed
materials (samples and specimen) and explain crucial experimental routines for sample
and tip preparation.

All experiments were carried out with low-temperature scanning probe microscopes
(LT-SPMs) housed in ultra high vacuum (UHV) chambers operating at ≈ 10−10 mbar
and ≈ 5 K. Owing to several collaborations during the conferral of the doctorate, ex-
periments were carried out at different laboratories located in Munich, at the University
of Regensburg† and at the Monash University Melbourne‡. The experimental setup in
Munich is depicted in Figure 4.1a and a photograph of the Monash lab is shown in Fig-
ure 4.1b. Since most results base on data from the STM/AFM lab in Munich, the following
chapter focuses on said setup and crucial experimental procedures at it. For a detailed
description of the Regensburg lab, see references [129–131].

4.1. Ultra high vacuum system

UHV is required for the here presented surface studies to guarantee well-defined, clean
samples and to prevent deterioration of the sample over the timescale of the experiment.
The UHV system is made of a stainless steel vessel manufactured by VAb GmbH134 (blue
and yellow parts in Figure 4.1a) that features multiple ports of different sizes for additional
mountings (cf. e.g. green, red and purple dyed parts in Figure 4.1a). All additions are con-
nected via CF flanges with copper gaskets to ensure extremely leak-tight seals compatible
with UHV conditions. The system is divided into two chambers: a preparation chamber
(blue in Figure 4.1a) and an SPM analysis chamber (yellow in Figure 4.1a) that are sep-
arated by an integrated gate valve. Each chamber comprises several elements described
below. A base pressure in the low 10−10 mbar regime is maintained throughout the whole
system by a combination of different pumping techniques (vide infra). The pressure inside
the cooling shields is supposedly orders of magnitudes lower due to effective pumping of
the cryostat (red in Figure 4.1a). The whole setup rests on four pneumatic dampers135 to
decouple the experiment from low frequency vibrational noise of the building.

†Prof. Jascha Repp, Institute of Experimental and Applied Physics, University of Regensburg, 93053
Regensburg, Germany

‡Dr. Bent Weber, Prof. Agustin Schiffrin, Prof. Michael Fuhrer, School of Physics and Astronomy and
Monash Centre for Atomically Thin Materials, Monash University, Victoria 3800, Australia
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Figure 4.1. LT-STM/AFM experimental setups. a) Custom designed vacuum chamber that
was set up in the course of this work. The different parts of the setup are dyed as guide to
the eye. Light blue: pneumatic damper; purple: vacuum pumps; green: manipulator; blue:
preparation chamber; yellow: SPM chamber; red: cryostat. The image was adapted from
Yuanqin He132. b) Photo of a laboratory at the Monash University in Melbourne hosting
a commercial setup by CreaTec133. On the left of the image are two racks with equipment
necessary for sample preparations such as sputter gun electronics and power supplies, as well
as the hardware for signal processing and control of the microscope. For details on the control
electronics please see Section 4.2.

Maintaining UHV

Initially, the system is evacuated through pumps installed at the preparation chamber
and baked at 120 ◦C for three days. When the gate valve that separates the chambers is
closed, both sections can maintain UHV conditions independently. The preparation cham-
ber requires more pumping due to vacuum deteriorative processes such as outgassing of
molecular powders, sputtering and sample preparations. A closed gate valve therefore also
protects the SPM chamber against contamination. Additionally, the preparation chamber
can be vented and baked independently while the SPM remains under vacuum and at cold
temperature. At the preparation chamber an ion (getter) pump and a series of two turbo-
molecular pumps (TMP) with a diaphragm pump (DP) constantly maintain a UHV in the
low 10−10 mbar range. Additionally, a combination of a cold trap (CT) with a titanium
sublimation pump (TSP) can be run to (temporarily) improve the vacuum conditions. At
the SPM analysis chamber an ion pump is installed. Furthermore, the cryostat functions
as a permanent cold trap. The different pumping techniques mentioned above are shortly
laid out in the following. For further information on UHV and pumping techniques see
the corresponding technical literature (e.g. [55, 136]).

TMPs and DP A TMP consists of multiple rotor/stator stages similar to a turbine. In
operation the rotors rotate at ≈ 1000 Hz and hit residual gas molecules and atoms with
angled blades. The collision transfers momentum to the gas particles. Due to the orien-
tation of the blades the direction of the momentum transfer faces away from the vacuum
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volume, i.e. particles are transported through the stages to the outside. Additionally this
leads to a compression of the gas and consequently a pressure increase along the pump.
For effective operation, the gas particles should keep their momentum in the direction of
the pumping line and not get deflected by collision with other particles. In other words,
the mean free path has to be larger than the separation of rotor/stator stages even for the
last stage. Therefore the outlet of a TMP is always backed up by another pump. At the
preparation chamber, a sequence of two TMPs137 with a diaphragm pump138 is installed.
The first TMP transports gas from the preparation chamber to the second TMP that
leads to a rough vacuum of ≈ 2 mbar supplied by a DP. The TMPs can evacuate the
UHV system down to the low 10−10 mbar regime and are especially effective for larger
gas loads occurring during sample preparation procedures as well as for noble gas loads.
The pumping speed of the first TMP is ≈ 300 l/s. However the mechanical motion of the
pumps can transmit as noise to the SPM. Therefore the pumping line can be separated
by a pneumatic gate valve to turn off all mechanical pumps. The UHV is then maintained
by motionless and vibration free ion getter pumps only.

Ion Getter Pump An ion getter pump or short just ion pump is built of an array of
parallel steel tubes in between two titanium plates that are close to the steel tube’s open
ends. Therein the cylinders act as anode and the titanium plates as cathode between
which a high voltage of up to 8000 V is applied. Furthermore, the cathode-anode-cathode
sandwich is in between the poles of strong permanent magnets that apply a magnetic
field parallel to the tubes’ axes. The working principle relies on ionization of residual
particles and their acceleration toward and crashing into the titanium cathodes. Electrons
are emitted from the Ti plates and are accelerated helically in the anodic tubes. On their
trajectory they ionize gas particles by impact. These ionized particles are then accelerated
towards the cathode and eventually hit it. Due to the impact, titanium atoms are expelled
from the surface and the ions are embedded. This process is called sputtering and also has
a great relevance for preparing a clean sample surface (see Section 5.2). The sputtered Ti
covers the inner walls of the ion pump and reacts chemically with the ions, thus binding
them to the walls and extracting them from the vacuum volume. The sputtering with
ions can be detected as current whose magnitude is directly related to the pressure. If
calibrated, the ion pumps can therefore also act as pressure sensor. The pumping speed
of the ion pumps is ≈ 200 l/s− 300 l/s. One ion pump is installed at the analysis chamber
and one at the preparation chamber. The manufacturer of both is Gamma Vacuum139.

TSP with Cold Trap A titanium sublimation pump (TSP) consists of resistively heated
Ti filaments. When heating the filaments, Ti sublimates and covers the surrounding walls.
Due to the high chemical reactivity of Ti, residual gas is chemically bound and therefore
removed from the UHV volume. The effectivity of the TSP can be supported by a cold
trap (CT). The CT simply is a reservoir for liquid nitrogen that cools down the TSP to
77 K and therefore traps free particles by freezing them to the walls and exposing them
to the Ti.
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4.1.1. SPM analysis chamber

The SPM analysis chamber consists of the central vessel (yellow in Figure 4.1a) and the
cryogenic system (red in Figure 4.1a and Figure 4.2). At the end of the cryostat, the SPM
is mounted inside radiation shields. Additionally, a gas inlet line is installed for dosing
gases onto the cold sample and a gate valve can be equipped with an evaporator for in
situ preparations while the sample is kept cold inside the scanner.

Figure 4.2. Cryogenic system with cryostats and radiation shields. The left part shows
a technical drawing, the right one a cross section. It consists of two dewars that a radially
arranged: one for liquid nitrogen and one for liquid helium. The figures are adapted from [140,
141].

Cryogenic system Low sample temperatures are desired for high resolution single mole-
cule investigations as carried out in this work in order to deprive adsorbates from thermal
energy for diffusion and to establish stable investigation conditions. Furthermore LT pro-
vides many more advantages, such as improved energy resolution for STS and noise re-
duction in AFM. Usually, LT is achieved by placing the sample within a cryogenic system
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that provides a heat sink in the form of a cryostat. Here, a bath cryostat cools the sample
to ≈ 5 K simply by cryogenic liquids in storage tanks. Figure 4.2 shows a technical draw-
ing of the cryogenic system with cryostat and radiation shields and its cross section. The
assembly is constructed of two coolant tanks and two radiation shields. While the outer
tank is rigidly mounted to the outside wall, the inner cryostat hangs free. To counteract
movements an eddy current damping is installed at the bottom of the inner radiation
shield. The shields are completely closed, but can be opened with the help of shutters to
allow in situ preparations and most importantly sample transfers. Furthermore windows
assure optical access to the sample. Usually, the cryostat is filled with liquid nitrogen in
the outer tank (lN, V = 15 l, T = 77 K, heat load ≈ 8 W) and with liquid helium in the
inner one (lHe, V = 4 l, T = 4.2 K, heat load ≈ 35 mW). Alternatively, both reservoirs
can be filled with lN and not at all. In combination with a heating diode at the SPM
scanner, this allows operation in the range of 4.8 K–20 K, at 77 K and at room temper-
ature. The SPM is mounted at the bottom of the cryostat and thermally connected to
the inner tank, which therefore defines the SPM temperature. The standard operating
temperature of the SPM is below 5 K. The outer tank thermally shields the inner one
from ambient temperature in order to extend its holding time. Additionally, the lN tank
is isolated against the outer cryostat walls by a radiation shield that is cooled by the
exhaust nitrogen gas. Due to the cooled radiation shield, the stand time of the outer tank
is extended by approximately one day compared to a cryostat without the shield. The
consumptions of coolants amounts to ≈ 4.5 l/d for lN and ≈ 1.2 l/d for lHe. Therefore the
volumes of the reservoirs allow a holding time of more than three days. The cryostat was
manufactured by CryoVac142 and customized by CreaTec133.

4.1.2. Preparation chamber

The preparation chamber consists of the central vessel (blue in Figure 4.1a), the manip-
ulator (green in Figure 4.1a) and many additions to the central chamber that are crucial
for sample preparation such as evaporators, leak valves with gas lines, a sputter gun, a
parking deck to store samples and a mass spectrometer. Some are described below. Most
additions are connected via a gate valve to allow their exchange without braking the
vacuum of the chamber.

Load-lock A magnetic, rotatable linear transfer with separate TMP is installed as vac-
uum lock. The head of the transfer can carry samples as well as STM tips and AFM
sensors. It allows to introduce new parts or exchange and repair broken items without
venting the chamber.

Sputter-gun The sputter-gun is an ion source by Specs143 used for preparing atomically
clean sample surfaces. The main parts are a gas inlet, a cathode as electron source and
an accelerating cathode. Argon is lead through the gas inlet into the sputter gun, where
it is ionized by electron collision. The positively charged Ar-ions (Ar+) are accelerated
by the accelerating cathode, focused and directed onto the sample to sputter it. For the
process of sputtering see Section 5.2.
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Mass Spectrometer A quadrupole mass spectrometer SRS 300144 can be used for resid-
ual gas analysis, leak detection, analysis of the composition of preparation substances to
check their purity and for determining desorption parameters.

Atom and molecule sources The deposition of atoms and molecules onto a sample sur-
face is realized via atomic and molecular beam epitaxy from thermal sources. In this work
a home-built three-cell organic molecular beam epitaxy (OMBE) system was developed
and employed for the evaporation of organic molecules. For this purpose, quartz crucibles
filled with molecular powders are resistively heated. The temperature in all OMBE cells
can be monitored via thermocouples.

Manipulator A rotatable linear manipulator is used for moving objects inside the vac-
uum system. It allows in situ tip exchanges, transferring the sample between the prepa-
ration and analysis chamber and placing the sample in different positions for preparation
steps. The manipulator consists of the manipulator arm with the manipulator head at
its end. It is mounted in the center-line of the UHV system, can be moved in all three
spatial directions and rotated around its central axis. It should be noted that the rotation
is realized mechanically via a rotary feedthrough that is viton sealed. It therefore requires
differentially pumped stages to be UHV compatible. The differential pumping is con-
nected to the TMP pumping line. The sample can be grabbed with the manipulator head
by mechanical clamping (see Figure 4.3b). Furthermore the sample can be contacted elec-
trically for heating and for temperature read-out or it can be cooled indirectly by flowing
liquid nitrogen or helium through a flow cryostat within the manipulator head. Usually,
lHe cooling was employed prior to sample transfer into the SPM cryostat. Cooling the
sample from room temperature to ≈ 90 K takes about 15 minutes. The temperature of the
manipulator head can be monitored via a silicon diode. More information can be found
in [145]. The manipulator was supplied by VAb GmbH134.

Figure 4.3. Sample holders. a) Technical drawing of the CreaTec sample holders. Adapted
from [146]. b) Photo of a sample holder with copper crystal grabbed by the manipulator. c)
Sketch of an Omicron147 sample plate with TMD sample as used at Monash University.

Sample holders For most experiments single crystal metal samples were used that are
described in more detail in Section 5. These samples need to be thoroughly cleaned by
repeated cycles of sputtering and annealing (Section 5), which requires heating and tem-
perature control. In this experimental setup, the heating is implemented by direct current
button heaters148 onto which the samples are clamped. Temperature read-out is realized
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by spot welded k-type thermocouple wires at the samples. The sample/heater assemblies
are mounted onto sample holders as shown in Figure 4.3a145,146. The sample holders fea-
ture electrical contacts for the thermocouples as well as for the heaters. These metallic
pads can be contacted via the manipulator head and at the same time allow the applica-
tion of a bias voltage inside the SPM scanner. The main base plate of the holders however
is electrically insulated against the samples/heaters. For experiments on transition metal
dichalcogenides (TMDs) at the Monash University, TMD samples were glued with con-
ductive epoxy onto sample plates147 as illustrated in Figure 4.3c. For these sample plates
electron heating and temperature read out is integrated at the manipulator head and a
different sample transfer system is used (not shown).

4.2. Scanning probe microscope

Figure 4.4. Scanning probe microscope head consisting of a base plate (yellow/purple in a,
gold in b) and the tip positioning system (scanner) on top of the base. a) Technical drawing
adapted from [141]. b) Photograph.

The SPM itself, also referred to as scan head, is made of two main parts: a baseplate with
sample retainer including sample contacts on which the tip positioning system or scanner
rests. The setups in Munich and Melbourne house a CreaTec slider-type SPM, however
employing different sample transfer systems based on Omicron plates (Figure 4.3). In
Regensburg the same sample transfer as in Munich was used, but the scanner was a
Besocke-type131,145,149. Figure 4.4 depicts the scan head as technical drawing next to a
photo. The baseplate is colored in yellow/purple in the drawing and shows as gold coated,
horse shoe shaped component in the photograph. The photo also reveals six pins for
electrically contacting the sample. The drawing on the other hands demonstrates how the
sample sits inside the retainer. The tip positioning system is constructed with a tripod
frame that rests on top of the base plate on piezo stacks. The tripod is stabilized by a
superstructure that pushes it onto the baseplate (cf. topmost light blue part with a central
screw in Figure 4.4a). At the center of the frame is a triangular prism—the Pan-type z-
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slider150—inside which the main scan piezo is located. The SPM sensor is magnetically
mounted at the bottom of the main piezo and can be exchanged in situ. The z-slider is held
by friction through pairs of vertically aligned piezo stacks at each side of the triangular
prism (cf. Figure 4.6). During SPM measurements, the whole STM head hangs with three
springs from the bottom of the cryostat inside the radiation shields (see Figure 4.2). An
eddy current damping hinders swinging and damps oscillations of the springs. For sample
and tip transfers the scanner can be pulled down and fixated. Additionally, the fixated
position allows faster cooling due to direct thermal contact to the lHe shield. The SPM
head is commercially available from CreaTec GmbH133.

4.2.1. Piezoelectric actuators

The tip positioning system relies on piezoelectric actuators, also called piezoelectric motors
or just short piezos. A set of piezos drives the coarse motion up to millimeter movements
while a separate piezo is responsible for scanning and fine positioning from the sub-
nanometer regime up to a maximum of approximately one micrometer. Piezo actuators
base on the converse piezoelectric effect of certain ceramic materials: an appropriately
applied electric field results in strain. This strain expresses as deformation of the material.
The deformation then directly moves an object like the tip at the end of the main piezo
or it is transformed into motion by adding many deformation steps. The electric field
induced strain depends on the magnitude of the applied field. In the case of the herein
employed actuators, this requires voltages of up to 200 V. In the following the working
principle of the employed actuators is shortly described.

Figure 4.5. Coarse piezos and z-slider. a) Schematic drawing of a piezo stack. When a
voltage is applied to such a stack, it shears sideways. b) Working principle of the z-slider.
Two AC sawtooth signals are applied: one at the top piezos, one at the bottom stacks. One
step corresponds to one sawtooth. Step 1) The voltage slowly increases simultaneously at
the top and bottom piezos causing them to shear in a stick-motion that moves the central
prism. Step 2) A sudden decrease in voltage causes the top piezos to slip back, while the
second signal stays constant. Step 3) The second signal slips the bottom piezos in the original
configuration as well. The signal chart shows two stick-slip cycles. c) Schematic top view of
the slider. Vertically aligned piezo pairs clamp a triangular prism at three sides.

Coarse piezos Coarse movements in all directions are realized by stacks of shear piezos.
When a voltage is applied to these stacks, they shear in one direction. For movement,
the mechanical inertia of the moveable parts is exploited in a stick-slip motion. When
shearing fast, the stacks slip across the supporting contact surfaces, a subsequent slow
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relaxation in the opposite direction however will cause a displacement of the stacks and
the attached parts (or vice versa). One such step only causes a movement of a few Å to
micrometer. However, a signal of a few hundred Hz will result in considerable displace-
ment over acceptable time spans. By applying an appropriate (sawtooth) AC signal151
simultaneously to the three piezo stacks mounted under the legs of the tripod, the scanner
can be moved laterally. To realize two dimensional motion in the x- and y-direction, the
actuators combine two sets of piezo stacks rotated by 90°. In principle the same stick-slip
operating scheme is applied for vertical movements of the Pan-type z-slider150. However,
to prevent the slider from falling during a slip cycle due to gravity, additional, vertically
aligned piezos are driven with a second signal. That way the top (bottom) piezos always
clamp the slider while the bottom (top) piezos slip as described in Figure 4.5.
Compared to the older CreaTec Besocke-type scanner, the CreaTec Pan-type can travel

considerably larger distances in z-direction (≈ 20 mm vs. 2 mm) which gives two advan-
tages: i) no great attention has to be given to the tip length/sensor height and sample
height, and ii) the scanner design achieves a larger angle for in situ access to the sample.
The first greatly simplifies sensor and sample assembly and affords more variability, the
latter allows convenient optical access, e.g. for the coupling of (laser) light and more effec-
tive in situ dosing of adsorbates. Furthermore, the slider allows a macroscopic retraction
of the tip and re-approaching the very same spot on the sample within a few hundred Å.

Figure 4.6. Main scan piezo. a) Drawing of a piezo tube. b) The tube has two outer electrode
pairs for x- and y-deflection and inner electrodes for z−motion. c) One side of the tube is
fixated. When a voltage is applied to an outer electrode pair, the tube bends in one direction
causing a lateral deflection of its end where the SPM sensor is mounted.

Scanning piezo The main scanning piezo is a thin walled, hollow piezo cylinder, often
referred to as tube piezo fixated at one end (Figure 4.6a). It features two pairs of electrodes
on the outside walls for deflections in x- and y-direction (Figure 4.6b). When a voltage is
applied to one of the outer electrode pairs, the wall expands (contracts) which causes a
vertical contraction (elongation) and a large lateral deflection of the tube’s end. The tube
deflects towards the electrode with the positive voltage. The SPM sensor is mounted at the
end of the tube. The illustration in Figure 4.6c greatly exaggerates the tube deformation
and therefore suggests a bending of the tube. In real SPM operation, the bending can
be neglected for small scan frames, i.e. small tube deflections or it can be compensated
by proper background subtraction. Adaptations of the tip height, i.e. an elongation or
contraction of the whole tube can be achieved by simultaneously applying a voltage to
all outer electrodes or to inner electrodes. The lateral translation is approximately given
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by152

∆s = U
2
√

2d31L2

πDh
= Ucpiezo , (4.1)

where U is the applied voltage in x- or y-direction, d31 is the piezoelectric constant of the
material along the relevant direction, L is the length of the tube, D the outside diameter,
h the wall thickness and cpiezo represents the piezo constant that has to be calibrated
for every actuator. Assuming typical values for the tube of d31 = −200 · 10−12 m/V,
L = 10 mm, D = 5 mm and h = 0.7 mm and a voltage of U = 10 V, the deflection is

∆s = 10 V−2
√

2 · 200 · 10−12 m/V · 100 mm2

π · 5 mm · 0.7 mm = 10 V · −5.14 nm/V ≈ −50 nm . (4.2)

The real deflection of the tube has to be calibrated by using a well defined grid. Here,
the atomic corrugations of the Ag(111) surface were used to set the voltage–to–deflection
piezo constant to cx,y ≈ 3.70 nm/V (see Section 5). Furthermore, monoatomic steps at
the Ag(111) surface were investigated for the calibration of cz ≈ 0.87 nm/V.

4.2.2. Control electronics

Figure 4.7. System architecture of SPM control electronics. For details please see the main
text.

Figure 4.7 shows a scheme of the system architecture of the Nanonis153 control electron-
ics. The communication to the user (Nanonis software) is realized via TCP/IP network
protocol to the real time controller (RC) that includes a field programmable gate array
(FPGA) from National Instruments (NI)154. The RC controls all other modules, namely
the signal conditioning and connector unit (SC), the oscillation controller (OC), the high
voltage amplifier (HVA) and the piezo motor driver (PMD). The SC features eight ana-
log inputs and eight analog outputs that are used to apply the bias voltage, receive the
voltage signal of the tunneling current from the STM preamplifier, record the SPM tem-
perature and pass the piezo control signals to the HVA. The HVA is an ultra low noise
high voltage amplifier specifically designed for nano-positioning applications and sets the
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high voltage at the main scan piezo. The output channels can be manually adjusted to
four gains (1, 4, 15, 40) to define the maximum piezo range and to adapt to different op-
erating temperatures. The PMD drives the coarse piezos. It generates a sawtooth output
signal. The amplitude of the output waveform can be varied continuously between 0 V
and ±400 V, and its frequency continuously between 1 Hz and 20 kHz. Additionally, the
OC is needed for AFM operation. It comprises an input for the cantilever signal as well
as outputs for the AFM signals, such as frequency shift, excitation signal and phase. Its
operation bases on a phase-locked loop (PLL) with a lock-in amplifier and a numerically
controlled oscillator (NCO) as depicted in Figure 4.8.

Figure 4.8. Feedback loops implemented for AFM and STM operation. The blue colored
blocks indicate elements implemented by the Nanonis hard- and software. Elements within the
dashed framed boxes are situated at the experimental setup. The blocks above the horizontal
dashed line correspond to the AFM system, the block below to the STM or tip height feedback.

The SPM feedback system is schematically illustrated in Figure 4.8. The upper part
corresponds to the AFM feedback, the lower part to the STM feedback. Parts in blues
represent features implemented by the Nanonis electronics and software, the white blocks
with a dashed frame depict elements installed at the experimental setup. The feedback
system generates five observables that can be recorded during AFM operation (amplitude,
excitation, frequency shift, tip height, and tunneling current) and two signals for pure
STM operation (tip height and tunneling current). Not shown is the connection from the
AFM loop to the tip height controller that allows constant frequency shift measurements.
A detailed description of the AFM feedback is given in Section 3.2.
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The following section gives an overview of all employed materials and basic experimental
routines. The substrates are described with focus on experimentally relevant parameters
such as its symmetry and crucial dimensions. Furthermore, this section describes methods
for sample preparation from in-situ cleaning procedures (sputtering and annealing), via
growth of sodium chloride adlayers to molecular and atomic deposition. Additionally, tip-
preparation protocols, including tip-functionalization, are laid out in detail as they are
extremely relevant for high-resolution SPM investigations.

5.1. Samples: coinage metals, NaCl, TMDs
For the investigation of organic adsorbates, well defined, atomically smooth surfaces with
low reactivity are required that are easy to clean and prepare. The low-index surfaces of
coinage metals are well characterized and understood and serve as substrates in many
surface science studies. Therefore, most studies were carried out on single crystal metal
surfaces, namely Cu(111) and Ag(111). For experiments in the last part of the thesis,
the surface of the transition metal dichalcogenide (TMD) niobium diselenide (NbSe2) was
investigated. All relevant lattice parameters for all employed samples are summarized in
Table 5.1.

Table 5.1. Lattice parameters and surface directions of all substrates as defined in Figure 5.1
and Figure 5.3 and Figure 5.2. Lattice directions for the hexagonal TMD are given in three
index notation 〈uvw〉 of the lattice vectors a1, a2, c in real space. The lattice parameters are
given for the most common 2H polytype. For NaCl, the step height refers to the experimentally
determined height from Cu(111) to a double layer (2L) NaCl. All distances are in Å.

Bulk struc. a c Surf. plane / Sym. nn-direction dnn d⊥-direction d⊥ step height
Ag fcc 4.09 – (111) / hex. 〈1̄10〉 2.89 〈1̄1̄2〉 2.50 2.36
Cu fcc 3.61 – (111) / hex. 〈1̄10〉 2.55 〈1̄1̄2〉 2.21 2.08
NaCl fcc 5.64 – (100) / square 〈110〉 3.99 〈110〉 3.99 3.60
NbSe2 hex. 3.44 12.48 (0001) / hex. 〈100〉 3.44 〈210〉 2.98 6.24

Metal samples

Silver and copper both occur as crystals with a face centered cubic (fcc) structure with
lattice constant a. Depending on the cut and polishing, samples with different surface
orientations can be manufactured, i.e. different lattices are exposed that can express dif-
ferent symmetries. Herein, the hexagonal (111) facets of the metal crystals were employed
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Figure 5.1. (111) surface of fcc crystals. a) Model of the bulk fcc crystal. The blue triangle
indicates the (111)-plane. b) Same model as in a) omitting all atoms that do not coincide
with the (111) plane. The next neighbor directions are indicated in yellow. The perpendicular
direction in blue. c) The top view of the (111) plane illustrates the hexagonal surface sym-
metry. d) Typical atomically resolved STM data of Ag(111). One protrusion corresponds to
one silver atom.

as sample surfaces. Figure 5.1a depicts a three-dimensional model of a fcc crystal with
the (111) plane highlighted in blue. In Figure 5.1b, all atoms that are not included in the
(111) plane are omitted. Figure 5.1c depicts a two dimensional model of the (111) cut
from Figure 5.1b. The colored arrows mark the high symmetry 〈1̄10〉 lattice directions
along the dense packed atomic rows (yellow) as well as the perpendicular 〈1̄1̄2〉 directions
(blue). The distance along the perpendicular direction between neighboring atomic rows
will be denoted by d⊥ = a

√
3/2. The lattice constants along the dense packed directions,

i.e. the next neighbor (nn) distance dnn = a
√

2/2, for silver and copper are dAgnn = 2.89Å,
dCunn = 2.55Å. The distance between adjacent (111) planes defines the monoatomic step
height zstep = a/

√
3 Please note that the lattice directions are always represented by

the lattice vectors of the three-dimensional crystal. Figure 5.1d shows STM data of the
Ag(111) surface used for calibration of the voltage–to–deflection constant of the scan
piezo.

Adding seasoning to copper: Halite double layers on Cu(111)

For single molecule investigations, often NaCl (sodium chloride, also known as table salt
or halite) islands are grown on (transition) metal surfaces. The insulating layers electroni-
cally decouple adsorbates from the substrate, enable the characterization of their (nearly)
unperturbed electronic structure103,155–157 and offer a platform to study the charge states
of adsorbates by artificial charging through electrons from the STM tip158,159. Yet, the
surface wave function extends through the insulating layers and allow tunneling without
crashing the STM tip. The tunneling junction with adsorbates on top of the insulating
film then corresponds to a double barrier (metal–insulator–adsorbate–insulator–metal)
that requires a more sophisticated treatment of tunneling phenomena. However, this the-
sis does not deal with the peculiarities for STM and STS and refers to corresponding
literature for a detailed description160–163. A convenient side-discovery of the studies of
adsorbate/NaCl/metal systems was the greatly simplified and well-reproducible transfer
of CO molecules from the salt to the tip—known as tip functionalization. Figure 5.2 shows
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Figure 5.2. Sodium chloride on Cu(111). a) Typical overview image of salt islands. The
NaCl patches are easily distinguishable from copper terraces due to their straight edges and
perpendicular corners (cf. blue islands). The inset shows different molecular densities at the
same sample. The salt islands displace and compress adsorbates on the metal terraces. b) Line
profile along the white arrow in a). The numbers next to the steps give the step heights in Å.
c) High resolution STM data of NaCl. STM only images the chlorine ions. The inset depicts a
zoom-in with a model overlay. d) NaCl bulk model with highlighted (100) plane and model of
the (100) surface. NaCl islands on Cu(111) are (100) terminated which leads to a square lattice
with next neighbor distance ann = 3.99Å. The bulk lattice constant a = 5.64Å is indicated
in red, ann in green. Scan parameters: a, c) U = 100 mV, I = 11 pA; inset U = 100 mV,
I = 30 pA.

NaCl islands grown on Cu(111) by beam epitaxy. Very similar to the deposition of organic
molecules described in Section 5.2, thoroughly degassed NaCl powder (purity ≥ 99.999 %,
Sigma-Aldrich164) was resistively heated in a quartz crucible to 900 K and deposited for
2 min onto a sample held roughly at room temperature. The preparation parameters lead
to a coverage considerably below one monolayer (ML). NaCl was grown on the sample
as last preparation step before transfer to the SPM chamber. On the surface, Na+ and
Cl− ions self-assemble into extended islands. The islands are easily discernible from metal
terraces by their strikingly straight edges and perpendicular corners as shown in Fig-
ure 5.2a in light blue and blue color. NaCl grows as double layers (2L) on Cu(111)165,166
with a nearly bias independent step height of ≈ 3.6Å. Figure 5.2b shows a line profile
across Figure 5.2a spanning across a copper step edge, the transition to NaCl, NaCl to
NaCl on different Cu-terraces and at the end across a three layer (3L) NaCl patch. The
corresponding step heights are given at the steps in Å. The islands are (100)-terminated
exposing alternating Na+ and Cl− ions to vacuum that consequently result in non-polar
step edges. The lattice constant of bulk NaCl is a = 5.64Å165. However STM is only sensi-
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tive to the chlorine and therefore images a square lattice with a next neighbor distance of
dnn = 3.99Å (see inset in Figure 5.2c and Figure 5.2d). 3L NaCl starts growing before the
surface is fully covered with two layers corresponding to a Volmer–Weber island growth.
Furthermore, sodium chloride islands smoothly overgrow surface features like defects and
step edges following a carpet-like growth mode166. Apart from the atomic protrusions
of the chlorine ions, NaCl is mostly transparent in STM owing to its insulating proper-
ties. Contrast variations at salt islands can be related to the copper surface underneath.
As an example, Figure 5.2c depicts STM data that features the NaCl/Cu(111) interface
state166 scattered at Cu-impurities and defects, all overlaid by the bright protrusions of
the chlorine ions (cf. white circle in Figure 5.2c). Adsorbates on the other hand are dis-
placed and compressed on the Cu terraces where NaCl islands formed. Apparently the
sample temperature during salt deposition did not supply enough thermal energy for the
adsorbates to diffuse across step edges. This leads to the interesting possibility to pre-
pare samples with varying adsorbate densities to study coverage dependent effects on the
very same surface. Coverage dependent ordering phenomena e.g. are reported for organic
adsorbates167,168.

Transition metal dichalcogenides

The last part of the thesis presents investigations of the TMD NbSe2. Contrary to the
coinage metal samples, the TMD does not act as support substrate, but it is the system
of interest itself. Therefore TMDs are briefly introduced here. More introductory notes,
especially concerning NbSe2, can be found at the beginning of Section 11. As the name
transition metal dichalcogenide already states, TMDs exhibit a stoichiometric ratio of
one transition metal M to two chalcogens X that results in compounds of formula MX2.
Relevant TMDs of current (surface science) research are quasi two-dimensional materials
that consist of three-atom thick, van-der-Waals stacked layers. Within each layer, two
hexagonal chalcogen sheets are covalently bound to one metal sheet in between as depicted
by the side view in Figure 5.3a, d. The coordination geometry of the central metal ion can
adopt trigonal prismatic or octahedral coordination (cf. middle column in Figure 5.3).
Furthermore, the layer stacking sequence results in different crystalline polymorphs of
which the 2H and 1T type are presented in Figure 5.3 as they are relevant in later Sections.
In general, the digits within the type denomination represents the number of layers per
repeat unit, i.e. the number of X-M-X layer per unit cell. The letter stands for the lattice
structure trigonal and hexagonal. Figure 5.3c ,f shows the crystal structure for 2H and
1T polymorphs. Interestingly, the coordination geometry of the metal sheet defines the
interlayer stacking. 2H crystals consist of trigonal prismatic coordinated layers, 1T crystals
exhibit octahedral coordination. The great structural diversity of TMDs featuring different
polymorphs and coordination as well as their constituent variety expressed by many metal-
chalcogen combinations, leads to extremely versatile chemical and physical properties.
For example the electronic characteristics range from insulating via semiconducting to
metallic. This offers opportunities for technological research and applications in the fields
of (opto-) electronics, sensing, energy storage and catalysis30,169–171. Furthermore many
TMDs feature exotic properties such as superconductivity (SC)170, charge density waves
(CDWs)172, and Mott transitions173, which has made them very popular for fundamental
research for many decades. Additionally, the research interest was boosted by the discovery
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Figure 5.3. Transition metal dichalcogenides. The top row depicts the 2H polytype, the
bottom one 1T. a) Top and side view of one layer with trigonal prismatic coordination. The
2H surface is hexagonal with every top chalcogen situated right above the lower one. Therefore
the hollow sites either show a “void” (here: white space) or a metal atom (black). b) The metal
ion exhibits trigonal prismatic coordination. c) The 2H structure is characterized by two layers
per repeat unit. Every second layer is aligned. For values of the lattice constants please refer
to Table 5.1. d) Top and side view of one layer with octahedral coordination. The surface is
also hexagonal, but compared to the trigonal prismatic coordination, the top layer is shifted
by d⊥/2 along the 〈210〉 direction. The top chalcogens are now situated at the “void”. e) The
metal is coordinated octahedrally in 1T crystals. f) Layer sequence. c1T = c2H/2.

of graphene and its rich physics arising in single layers. For TMDs alike, the layered
structure leads to strong anisotropy of the in-plane properties compared to out-of-plane.
Similar to graphene, the interactions within a layer are of covalent nature while the
interlayer interactions are of van-der-Waals character. This allows for an easy preparation
of single layers through (chemical) exfoliation. Note however, that in the case of TMDs a
single layer is always three atomic sheets thick. Interestingly, some technologically relevant
characteristics only manifest within such quasi two-dimensional single layers170,174. For
example the semiconducting MoS2 features a transition from an indirect band gap in
the bulk to a direct band gap in the single layer making it ideal for (opto-) electronic
devices such as photodetectors170. TMDs are therefore a very interesting class of materials
featuring rich physics and a large playground for research. Furthermore SPM techniques
have been successfully employed in many TMD studies. Since SPM is mostly sensitive
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to the topmost layer, it images the upper chalcogen sheet that features a hexagonal
symmetry very similar to the (111) surfaces of fcc metals. The lattice directions are often
described by the four-indices Weber symbols 〈UV TW 〉, but will here be given in three-
index notation 〈uvw〉 in terms of the real space hexagonal lattice vectors a1, a2, c as
depicted in Figure 5.3a. Therefore the same directions of the two-dimensional hexagonal
lattices of TMDs and fcc-(111) surfaces are denoted by different sets of indices. The
lattice parameters of the herein investigated 2H-NbSe2 are a = a1 = a2 = dnn = 3.44Å
along the close packed directions, c = 12.48Å, that results in a monolayer step height of
zstep = c/2 = 6.24Å, and d⊥ = a

√
3/2 = 2.98Å for the interrow distance.

5.2. Sample preparation
An essential prerequisite for successful surface science investigations are well defined sam-
ples. Different preparation techniques have been established for various materials. In the
case of layered materials such as TMDs cleaving leads to an atomically defined surface.
The simplest form of cleaving is mechanical exfoliation with adhesive tape in ambient con-
ditions. In the case of NbSe2 however this led to a contaminated surface. Consequently
in vacuo sample preparation was introduced. A clean, few mm long aluminum cylinder
was glued to the TMD sample with UHV compatible epoxy prior to introduction to the
UHV system. Inside the chamber, the pole was then driven against an obstruction which
caused it to tip and remove several layers of material from the sample. The aluminum
pole falls and remains inside the chamber. Subsequently, the sample was transferred into
the SPM within a few minutes.

Sputtering and annealing
Sputtering is the process of fast ions hitting a surface and expelling particles from the top
layers. In sample preparation sputtering is used in combination with annealing to produce
an atomically clean and flat surface. Here, the preparation chamber is flooded with Argon
to a pressure of P = 2.5 · 10−5 mbar through a direct gas inlet flange at the sputter gun.
It should be noted that the chamber can either be disconnected from all pumping and
kept at Ar atmosphere or it can be sputtered in an Ar flow while pumping. Inside the
sputter gun, the sputter gas is ionized by electron collision and accelerated to an energy
Es of 0.5 keV to 1.5 keV. The ions are focused in a beam and directed onto the sample
where they sputter the surface. The Ar+ ions expel particles from the samples’ surface,
e.g. molecules and atoms from previous preparations as well as atoms from the samples’
top layers. For metals, the sputter yield Y is defined as the number of atoms removed
from the surface per incident ion. It is a well-studied quantity for many combinations
of sputter gases, energies and samples175 and can be used to estimate the amount of
material removed during the sputtering process. For perpendicular ion incidence, the
removed material along the surface normal per unit time is given as sputter rate ∆z/t
by176

∆z
t

= M

ρNAeY
Is
A
, (5.1)

where M is the molar mass of the metal sample, ρ is its density, NA = 6.022 · 1023 mol−1

is Avogadro’s constant, e = 1.602 · 10−19 C is the electron charge, Is is the sputter current
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flowing from the sample, and A is the sample surface area. For sputtering Ag(111) with
Ar at an ion energy of Es = 0.8 keV, Y = 3.292175,177, furthermore M = 0.108 kg/mol,
ρ = 10.490 · 103 kg/m3 and in this experimental setup Is = 7 µA and A = 5.027 · 10−5 m2.
The sputter rate can then be estimated to be

∆z
t

= 4.892 · 10−11 m/s = 29.352 Å/min ≈ 12 ML/min , (5.2)

where the monoatomic step height was used to convert to monolayer (ML).
During sputtering ions can be embedded in or adsorbed to the surface. Furthermore the

material is not stripped layer-wise, but the surface is roughened due to randomly hitting
ions. To prepare atomically well defined surfaces, the samples have to be heated after
sputtering to remove Ar and to restore the surfaces’ crystallographic order. This process
is called annealing. Typical annealing temperatures for an Ag and Cu sample are (670 to
870) K. Annealing can be done in a fast way (“flash-annealing”) by applying the maximum
current to the heater necessary to reach the desired temperature and switching off as soon
as the temperature is reached. Or the sample can be kept at the annealing temperature
for a longer time, usually 10 min. Regardless of the procedure, the cooling rate should not
exceed (1 to 2) K/s to avoid sample strain and guarantee an ideal surface morphology. In
the case of (111) surfaces large, flat terraces with only few steps are desired. Prior to all
experiments presented in this thesis repeated cycles of Ar+ sputtering with an energy of
(0.8 to 1) keV followed by annealing to ≥ 720 K were carried out.

Atomic and molecular deposition
Deposition of solid materials like metals and molecules or gases is a key preparation
step for molecular surface science, e.g. to create surface confined nano-structures. Gas
deposition is realized by partially flooding the (preparation) chamber with the desired
gas through a high precision leak valve. Gaseous substances can act as precursor for
surface assisted chemical reactions as in the case of growing graphene from ethylene178
or boron nitride from borazine178. Or the gases themselves are of interest as molecular
ligands179 or adsorbates. In the latter, preparations are carried out in situ due to the low
desorption temperature of the gases, i.e. the cold sample inside the scanner is exposed to a
gas background pressure. Solid materials such as larger organic molecules and metals are
deposited onto the sample by beam epitaxy. In the case of organic molecules the technique
is referred to as organic molecular beam epitaxy (OMBE). An atomic or molecular beam
is generated by evaporating∗ solid substances. The evaporation requires thermal sources
that can base on different heating principles such as direct current heating (also: resistive
heating) or electron collision heating (also: e-beam heating). Herein, only resistively heated
sources were used, commonly called evaporators. Metals can be evaporated by resistively
heating support wires with a high melting point and high electrical conductivity like
tungsten. For example a high purity copper wire was wound around a tungsten filament to
deposit copper adatoms for experiments in Section 6. Molecular powders were evaporated
from quartz crucibles with the same button heaters as employed for sample heating. All
evaporators create a particle beam that is directed via pinholes onto the sample. The

∗The physically correct process is mostly sublimation. However, the notation of the preparation method
as evaporation and of the employed mounting parts as evaporators is common.
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deposition time is usually controlled by a shutter in front of the pinhole. The flux j
([j] = 1/s) of particles hitting a surface area A at distance L away from the evaporator is
given by55

j = p(T )A
πL2√2πmkBT

, (5.3)

where p(T ) is the equilibrium vapor pressure of the deposited substance that depends
on the substance’s temperature T , m is the particles’ mass, and kB is the Boltzmann
constant. The inverse-squared distance dependence should be highlighted. To increase the
flux, the evaporators are brought as close as possible to the sample via linear transfers
with bellows. The coverages are controlled during preparations by adjusting temperature
and deposition time. Initial evaporation parameters are chosen from experience and the
initial coverages are determined experimentally by STM. The correlation between the
deposition time and the coverage can be assumed to be linear.

Porphyrins

Figure 5.4. Chemical structure of porphyrins. a) The porphyrin macrocycle consists of four
pyrrole units interconnected by methine bridges. Peripheral hydrogens were omitted for clarity.
The most simple porphyrin unit is often referred to as porphine. The macrocycle allows
manifold structural modifications, e.g. by substituting the hydrogens at one, two, three or all
four meso positions as indicated by R. b) Possible substituents as employed in this work were
1: phenyl, 2: phenylpyridine, and 3: biphenyl-carbonitrile.

Porphyrins and their derivatives are well know molecules in biological processes, espe-
cially for their function in the metabolism of mammals. For example, they take a key
role in the respiratory cycle, where a porphyrin within heme binds oxygen and carbon
dioxide in the blood. Furthermore vitamin B12 contains a porphyrin as functional cat-
alytic center, which is indispensable for the correct functioning of biological processes in
the human organism. Also, the porphyrin containing chlorophyll absorbs light to supply
energy for photosynthesis in plants. Inspired by their outstanding performances in nature,
porphyrins—also known as the pigments of life—have become promising building blocks
for molecular nano-science. Beyond applications mimicking natural processes such as gas
sensors180 or photovoltaics18, they have e.g. also been utilized in cancer treatment181 or
catalysis17.
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Common to all porphyrins is a central cyclic unit, the so called porphine. It consists
of four pyrrole rings interconnected via methine bridges. As free base derivative, the
macrocyclic ring system features two hydrogen atoms bound to nitrogens in the inner
cavity (see Figure 5.4). However, it represents a chemically active “pocket” and the central
hydrogens can be replaced by a metal ion. Furthermore, the periphery allows manifold
structural modifications, e.g. by substituting the hydrogens at one, two, three or all four
meso positions as indicated by R in Figure 5.4a. Exemplary, three possible substitutions
are shown in Figure 5.4b, all of which were employed in this work. Here, all four meso
positions were replaced by the same functional tectons. In the case of phenyl (1) this leads
to tetraphenylporphyrin (TPP), in the case of phenylpyridine (2) to tetra[(4-pyridyl)-
phen-4-yl]porphyrin (2H-TPyPP), and in the case of biphenyl-carbonitrile (3) to tetra[-
(4-cyanophenyl)phen-4-yl]porphyrin (2H-TPCN).
Other modifications include simple (meso-) substituents at the macrocycle as well as

more complex fused systems182, the synthesis of larger conjugated porphyrin arrays183,184
and the combination with functional materials such as graphene24. The porphyrins’ func-
tional versatility is further broadened by their comprehensive metal coordination chem-
istry and structural robustness. Hence they serve as extremely versatile building blocks
for 2D architectures11,12,185.

5.3. Tip preparation

The STM tip used for Section 6 was an electrochemically etched tungsten wire107. For
manufacturing STM tips, a W wire of 0.25 mm diameter is introduced in an etching
lamella produced by dipping a gold ring into a 2 mol/l caustic soda solution [NaOH(aq)].
A direct current potential of 3 V is then applied between the gold ring and the tip to trig-
ger an etching reaction. This procedure yields two tips: the lower part falls down and is
caught standing upright, the upper part remains at the lamella. As tip, usually the lower
part is used. Other techniques carry out etching in a beaker with an automated etch-
stop circuit107,186. Here, this is not necessary, because the etching stops at the lower end
when it falls. Tip etching produces microscopically sharp tips that can be directly used as
probes. However, during the etching process, or afterwards when exposed to air, electri-
cally insulating tungsten (tri-)oxide layers form187. These layers can cause instabilities in
the tunneling junction or even suppress tunneling completely and cause tip crashes while
approaching. Therefore further treatment of the tips is required. Herein, sputtering was
applied to remove oxide layers. Further treatments—however not executed here—include
annealing and field emission amongst other methods. For details on tip preparation and
optimization please see references [186, 188]. The STM/AFM tungsten tip at the qPlus
sensor was initially prepared by cutting the attached wire with focussed ion beam (FIB)
milling in a 45° angle and did not require further treatment.

To reshape and optimize the tip apex during experiments, in situ tip forming (TF)
and bias pulsing were carried out. A TF is a controlled tip crash into the sample. The tip
contacts a clean metal part of the sample, is coated with substrate atoms by locally melting
it through a high current flow (nano ampere) and is withdrawn afterwards. A bias pulse
is realized by a fast voltage change in the range of a few volts with disabled z-feedback.
The sudden change and increase in electric field is supposed to desorb in-stable adsorbates
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at the tip or to reshape the apex by field emission or rearrangement of metal atoms at
the apex. Both tip shaping techniques are random processes and can likewise result in
improvement or deterioration. After each modification, the quality of the tip has to be
checked. Depending on experimental needs, the prerequisites for the tip vary. For STM
imaging, a sharp tip with high resolution is wanted. A suitable tip images surface features
without blurriness and “ghost images”. This can for example be checked by scanning across
step edges. The step should only show as single feature of ≈ 2Å width. For STS on the
other hand, high image quality is not the top priority. As mentioned in the last paragraph
of Section 2.2, the tip density of states can vary considerably and influence spectroscopic
studies. To exclude detrimental tip contributions, the ST-spectrum of a clean metal area is
checked. It should be flat with only a step-like feature at the energy of its two dimensional
surface state. For AFM, on the other hand, the tip is optimized for minimum interaction
with the sample. Compared to the freely oscillating cantilever away form the surface,
the frequency shift should be less than 5 Hz in tunneling contact above bare metal. This
guarantees minimal long range contributions and indicates a sharp tip. Please note that
an ideal STM tip with high resolution can have a very large frequency shift. Usually many
tip changes are necessary to reach a stable, well-defined tip configuration that meets the
experimental demands.

Tip functionalization

A special form of tip preparations are tip functionalizations. Here, tip functionalization
refers to the in situ process of deliberately transferring an adsorbate from the surface to
the tip apex by STM manipulation techniques in order to enhance the chemical, electronic
or spatial contrast. For STM imaging, already two decades ago, the functionalization with
carbon monoxide (CO) molecules was reported to provide chemical contrast189. Addition-
ally, organic molecules exposing functional groups sensitive to metal centers were employed
to distinguish coordination nodes190. Since a key objective for STM has always been high
resolution, functionalizations for improved imaging were explored and led to scanning
tunneling hydrogen microscopy (STHM)191,192 and functionalizations with Xenon (Xe),
carbon monoxide (CO), and methane (CH4)193. Furthermore, pentacene tips enhance the
lobe structure of organic molecular orbitals155 and CO tips afford high resolution imag-
ing of the molecular electronic structure156. The underlying mechanisms for enhanced
resolution however vary and are explained in detail in the corresponding references and
elsewhere194. The introduction of reliable combined STM/AFM setups with qPlus sen-
sors enabled AFM measurements with modified tips based on the well-established STM
functionalization routines. Consequently, also considerable effort was put into improving
the imaging capabilities of AFM through tip modifications—especially for developing
sub-molecular contrast at organic adsorbates. This finally led to the imaging of the chem-
ical structure of organic molecules with CO tips9. For more details about high resolution
AFM imaging please see Section 3.3. Soon, other tip modifications were explored, includ-
ing large molecules like C60195, PTCDA196 and pentacene9 as well as single atoms like
Xe197 or oxygen (in the form of copper oxide)198 and many more197,199. However due to
its easy pick-up routines and superb resolution—especially for organic molecules—CO is
the most widely used molecule for tip modifications.
In the following, the in situ preparation and pick-up routines for CO are described. A
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Figure 5.5. Carbon monoxide adsorption. a) Co appears as circular depression on Ag(111).
As the model in the inset illustrates, it adsorbs at top sites standing upright. b) On
NaCl/Cu(111) carbon monoxide exhibits a similar appearance as on metals. It is clearly
distinguishable from defects. c) Adsorption site on halite. The carbon monoxide binds stand-
ing upright with the partially negative carbon to the positive Na+ ion. A black square on c)
connects four chlorine ions that are circled in black as guide to the eye to visualize the CO
adsorption site. d) Model of CO adsorbed at the Na+ ion. Scan parameters: a) U = −30 mV,
I = 100 pA; b) U = 100 mV, I = 8 pA; b) U = 100 mV, I = 6 pA.

mini-can (1 l, 12 bar) of carbon monoxide (purity: 3.7) is mounted at the SPM chamber
via a high precision leak valve. To apply a minute amount of gas molecules onto the
cold sample inside the scanner, the SPM chamber is flooded to ≈ 3 · 10−8 mbar and the
sample transfer shutters are opened for ≈ 3 s or a pin-hole at the side of the radiation
shields for ≈ 15 s. Figure 5.5 shows typical STM images of Ag(111) and NaCl/Cu(111)
after in situ dosing of CO. On both, metal and salt, CO appears as circular depression
of ≈ 9Å diameter and ≈ 1Å depth (Figure 5.5). It is clearly distinguishable from (sub-)
surface defects by its darker, i.e. apparently deeper, appearance. CO adsorbs with the
carbon atom down and the oxygen pointing up on metal surfaces189,200. On many transi-
tion metals like Ag(111) and Cu(111), it primarily adsorbs at top sites201, which can be
exploited to determine molecular adsorption sites without atomically resolving the metal
substrate202. For this work, all samples that were exposed to CO, were beforehand also
decorated with low coverages of molecules (< 0.1 molecules/nm2). CO arriving at these
samples was usually not found as individual units on bare metal, but mostly co-adsorbed
at the sides of organic molecules as indicated in Figure 5.6c resulting in dark areas at
the periphery. During scanning, the dark spots showed “fuzzy” features indicating insta-
bilities or hopping179 between preferred sites. To provide individual CO at such samples,
NaCl islands can be grown prior to gas dosage. On NaCl carbon monoxide also appears
a depression (Figure 5.5c). As illustrated by Figure 5.5d, CO adsorbs at Na+ ions and
therefore also adsorbs with the carbon atom that carries a negative partial charge.
During the transfer of a CO from the sample to the tip, the CO flips 180°189,200,203. The

energy for desorption and flipping is raised by tunneling electrons via an inelastic tunneling
channel200. On Cu(111) a pick-up routine employing voltage- and z-ramps was reported189
that turned out to be difficult to reproduce reliably for many groups. Therefore, the most
common approach for tip modifications on Cu(111) is picking up CO from NaCl/Cu(111)
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layers where CO is only weakly physisorbed33,36. To transfer a carbon monoxide from
NaCl, only a tip approach of ∆z = 1Å to 5Å is necessary from a typical setpoint of
I = 6 pA /U = 100 mV above CO. The success rate is nearly 100 % with an appropriately
preconditioned tip (metal tip, sharp surface features, ∆f < 5 Hz). The exact same pick-up
routine works reliably on Ag(111) as well. Contrary, an earlier report required a voltage-
and current-ramp203.

Figure 5.6. CO tip functionalization. a) Pick-up on NaCl by approaching the tip at the upper
molecule (red circle) during scanning. The line in which the functionalization was carried out
is indicated by the black arrow and is obvious because of the contrast change. A second CO
is circled in white. The appearance has changed from a dark depression to a bright spot. b)
Illustration of the transfer routine. c) Deliberate pick-up from the side of a porphine (white
circle). The CO is visible as “fuzzy” dark contrast at the side of a molecule (white arrow).
After pick-up the STM resolution is considerably improved. d) CO/Cu(111) imaged with a
metal tip and e) a CO tip. f) ∆f channel recorded simultaneously with e). Scan parameters:
a) U = 100 mV, I = 6 pA; c) U = 500 mV, I = 80 pA; d), e), f)U = 5 mV, I = 15 pA;

Figure 5.6a shows a tip functionalization “on-the-fly” at NaCl. After scanning across a
CO, the scan is paused in the middle of a line, the tip is moved above the molecule (cf.
red dot in Figure 5.6a) and then approached. Subsequently, the scan is continued. The
distinct contrast change to atomic resolution is a clear sign for a successful CO transfer on
NaCl. Furthermore, an enhanced lateral resolution is also visible at molecules as depicted
in Figure 5.6c. Here, a coincident CO pick-up from the side of a molecule happened. If no
CO is available on bare metal, a CO can also be taken from the periphery of a molecule
with the same approach-procedure. It should be noted that for all tip modifications, the
AFM was in operation, i.e. the sensor was oscillating with activated AFM feedback. The
attachment of a CO to the tip corresponds to a change of the oscillator mass and also
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changes the tip–sample interactions. Therefore, the frequency shift also changes by ≈ 1 Hz.
During CO manipulation, the frequency shift was observed in real-time to immediately
confirm a successful transfer.
Another indication for successful manipulation is the changed appearance of second CO

at the bottom of Figure 5.6a. Indeed, a contrast inversion of CO from dark to bright is a
characteristic signature of a CO modified tip9,189,200. Figure 5.6d, e show a CO on Ag(111)
imaged with a metallic tip (d) and a CO-tip (e). The appearance of the surface-confined
molecule changes from a dark disc to a bright, central protrusion surrounded by a dark
ring. This signature furthermore helps to test the symmetry of the tip. Depending on the
tip apex, the CO can sit off-center, i.e. not at the front atom of the tip. If so, the bright
feature of the control molecule is asymmetric with respect to the dark ring, or even lies
outside. Such a tip will also cause asymmetries and artifacts in AFM data and should
therefore not be used. Figure 5.6f exhibits the ∆f channel recorded simultaneously with
Figure 5.6e. A CO molecule features repulsive (bright) contrast, perfectly symmetrical
within a circular attractive background. Only if a tip satisfied these tests, it was used for
acquiring FM-AFM data.
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6. Metal-organic porphyrin networks on
Ag(111)

The engineering of nanoarchitectures to achieve tailored properties relevant for macro-
scopic devices is a key motivation of organometallic surface science. To this end, under-
standing the role of molecular functionalities in structure formation and adatom coordi-
nation is of great importance. In this study, the differences in formation of Cu-mediated
metal-organic coordination networks based on two pyridyl- and cyano-bearing free-base
porphyrins on Ag(111) are elucidated by use of LT-STM. Distinct coordination networks
evolve via different pathways upon codeposition of Cu adatoms. The cyano-terminated
module directly forms 2D porous networks featuring fourfold-coordinated Cu nodes. By
contrast, the pyridyl species engage in twofold coordination with Cu and a fully reticu-
lated 2D network featuring a pore size exceeding 3 nm2 only evolves via an intermediate
structure based on 1D coordination chains. The STM data and complementary Monte
Carlo simulations reveal that these distinct network architectures originate from spatial
constraints at the coordination centers. Cu adatoms are also shown to form two- and
fourfold monoatomic coordination nodes with monotopic nitrogen-terminated linkers on
the very same metal substrate—a versatility that is not achieved by other 3d transition
metal centers but consistent with 3D coordination chemistry. This study discloses how
specific molecular functionalities can be applied to tailor coordination architectures and
highlights the potential of Cu as coordination center in such low-dimensional structures
on surfaces.
The section is thematically divided into two parts. The first part presents an STM study

on the formation of metal-organic porphyrin networks on Ag(111) and differences arising
from varying functional groups that engage in the coordination. The second part focuses
on the FM-AFM characterization of the cyano–nitrogen coordination node observed in
the first part to elucidate the structure of the node.

Introduction
Supramolecular coordination chemistry is a vivid field of research as the combination of
organic or metal-organic ligands and metal centers yields structures and properties that
are not achievable by the individual building blocks. Recent examples highlighting the po-
tential of metal-organic compounds include reports alluding to information storage207and
processing208, energy storage209,210, catalysis211, and molecular electronics212. Consider-
able efforts have been dedicated to adapting design principles from such three-dimensional
(3D) supramolecular structures to a two-dimensional (2D) environment represented by
surfaces in a controlled UHV setting20,213,214. Also in this 2D scenario, the functionality
of metal-organic coordination networks is represented by the combination of metal nodes,
offering, for example, active sites for energy conversion chemistry215,216, and the ligands,
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dictating the pore sizes, the confinement of adsorbates217–221, and the (magnetic) coupling
between the metals222. Specifically, the coordination number and symmetry at the nodes
are decisive for the topology of the resulting metal-directed architectures223. Despite the
many reports on surface-anchored metal-organic architectures20,213–223, strategies to en-
gineer and deliberately tailor assemblies still need to be further developed and refined.
For example, extended 2D networks featuring a grid-like structure with square pores and
mononuclear nodes are rarely reported224–226. In this respect, molecules offering fourfold
symmetry might yield advantages compared to the frequently applied ditopic linear link-
ers. Hereby, tetrapyrroles as porphyrins are ideal candidates, which proved to be stable and
versatile building blocks for self-assembled molecular structures on surfaces11,12,227–231.
The central macrocycles, which host two hydrogens or a metal center, add functional-
ity to the system, as they can be used as molecular switches232, can undergo metalation
reactions directly on a surface233–235, and have potential for heterogeneous catalysis236
and spintronics237. Most importantly, the tetrapyrrole macrocycle can be substituted by
a wide variety of terminal moieties, offering vast possibilities to steer intermolecular and
metal-organic interactions11,12,224,227,238. The following section presents an LT-STM study
comparing the Cu-directed assemblies on Ag(111) of two de novo-synthesized porphyrins,
functionalized with biphenylene-cyano (2H-TPCN) and phenylene-pyridyl substituents
(2H-TPyPP), respectively. Although both molecules feature nitrogen terminated ligands
and assemble into similar organic arrays, they respond markedly differently to the copper
atoms. TPCN directly forms 2D metal-organic networks with small pores and fourfold
coordination nodes, whereas TPyPP follows a hierarchic pathway from 1D metal coordi-
nation chains to an open porous 2D metal-organic network with linear twofold-coordinated
metal centers. Monte Carlo simulation and comparison of Co- and Cu-directed networks,
indicate that the origin of the two- and fourfold coordination motif results from an inter-
play between the steric hindrance at the coordination center and the inherent coordination
properties of Cu.

6.1. 2H-TPCN and 2H-TPyPP on Ag(111)

The porphyrins investigated in this section are tetrapyrrolic macrocycles substituted at
all four meso positions either with biphenylene-cyano or with phenylene-pyridyl moieties.
Structural models of these two porphyrin derivatives, namely tetra[(4-cyanophenyl)phen-
4-yl]porphyrin (2H-TPCN) and tetra[(4-pyridylphenyl)phen-4-yl]porphyrin (2H-TPyPP)
are depicted in Figure 6.1a, h. We recently reported on the successful deposition and
characterization of 2H-TPCN on Ag(111) and BN/Cu(111)226,234, whereas 2H-TPyPP
is addressed in this study for the very first time. Compared to commercially available
tetraphenyl- (TPP) or tetrapyridylporphyrins (TPyP) featuring only one phenyl or pyr-
idyl unit in each meso substituent, these novel modules introduce an additional degree
of conformational freedom as the terminal ring R2 can rotate around the C-C single
bond connecting it to R1 (cf. Figure 6.1a and e). Upon surface confinement, this en-
hanced molecular flexibility strongly influences the molecular self-assembly and coordi-
nation characteristics (see below). The adsorption of TPP and TPyP species on Ag(111)
induces a saddle-shaped macrocycle deformation where the terminal rings are rotated
typically (50− 60)° out of the surface plane232,239. Saddle-shape deformations-induced by
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steric hindrance between the macrocycle and rotated moieties R1—are also expected for
both 2H-TPCN and 2H-TPyPP. However, as R1 acts as a spacer, geometrically decou-
pling the terminal rings R2 from the macrocycle, a rather parallel alignment of R2 with
the Ag(111) surface is anticipated as both, individual benzene and pyridyl rings adsorb
on Ag(111) in a planar fashion240. Figure 6.1b, c, f and g show high-resolution STM

Figure 6.1. Organic assemblies of 2H-TPCN and 2H-TPyPP on Ag(111). a, h) Structural
models of the porphyrin derivatives. The higher parts of rotated molecular moieties are high-
lighted in orange for better comparison to the magnification on single molecules (b, i) within
self-assembled, dense-packed islands on Ag(111) (c, j). The green lines highlight the molecular
axis through the upward rotated pyrroles. A single molecule is outlined in red in (c, f j) as a
guide to the eye and the blue squares indicate the unit cells that include one molecule for both
compounds. When cooling the sample immediately after preparation, organic islands with a
rhomboid unit cell evolve for 2H-TPCN (e–g). Such ordering is highlighted in blue/yellow
contrast in e). The unit cell is indicated by a red rhomboid in (f, g). The rhomboid structure
relaxes into islands with a square unit cell after >15 h at room temperature. The substrate
dense-packed directions are represented by yellow lines. d, g, k) Sketch of the assembly struc-
ture. The models were created with HyperChem and the molecular dimensions in (a, h) were
extracted after geometry optimization of the free molecule within the semi-empirical AM1
framework. Scan parameters: b) U = −1 V, I = 30 pA; c) U = −1 V, I = 70 pA; e, f)
U = −1 V, I = 70 pA; i, j) U = −1 V, I = 100 pA.

images of 2H-TPCN and 2H-TPyPP/Ag(111) representing occupied states. Both species
present four peripheral lobes associated to the meso substituents and a donut shape that
is assigned to the macrocycle. The latter shows twofold symmetry and appears with a
depression in the center, as observed previously for free-base TPP on Ag substrates232.
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The elongated meso substituents of 2H-TPCN are reflected in the larger apparent size of
the molecule and an increased intermolecular distance compared to 2H-TPyPP (see be-
low). Nevertheless, the overall appearance of both species is rather similar, as the cyano
group does not contribute considerably to the STM contrast241–243. Based on a compar-
ison of sub-molecular features, presented in Figure 6.1b and f with structural models, a
tentative conformation of the meso substituents’ orientation can be inferred. Whereas R2
looks disk-like, indicating a planar adsorption, R1 appears as a narrow bridge connect-
ing the macrocycle and R2. The asymmetric appearance of R1 with respect to the axis
through the meso position of the macrocycle (white lines in Figure 6.1b and f) provides
an indication for the rotation of R1. The upper part of the phenyl group dominates the
image contrast, in full agreement with previously reported high-resolution STM data (see
the Supporting Information of ref. [232]). Steric hindrance between the rotated R1 and
the pyrroles of the macrocycle leads to its saddle-shape deformation. R2 appears as a
broad protrusion symmetric with respect to the axis connecting opposing legs, in line
with the contrast reported for terminal pyridyl groups adsorbed parallel to the Ag(111)
surface244–247. We thus conclude that the R2 rings are aligned approximately parallel to
the surface. As discussed below, the adsorption geometry of the terminal pyridyl rings in
TPyPP is decisive for the distinct coordination behavior from TPyP, in which the pyridyl
group is rotated considerably out of the surface plane. The adsorption geometry inferred
from STM data is supported by FM-AFM investigations presented in Section 6.3.
Note that the larger apparent height of the legs compared to the macrocycle prevails

only at small bias voltages and thus is assigned to an electronic effect (cf. Figure 6.2).
Indeed, 2H-TPCN arrays on Ag(111) exhibit a voltage dependent contrast. When probing
the HOMO region (U < 0 V) and for bias voltages U < 0.4 V the molecules present four
peripheral lobes associated to the four meso-substituents and a donut shape in the center
that is assigned to the macrocycle (Figure 6.2a). For bias voltages 0.4 V < U < 1 V the
molecules show an adsorption site dependent contrast: some appear brighter than others
(Figure 6.2b). All molecules finally appear alike with a fourfold, window-like structure
for U > 1 V (Figure 6.2c). Qualitatively however all molecules show the same appearance
and trend. This is also reflected in dI/dV spectra of differently appearing molecules.
The spectra have the same shape, but are shifted towards lower energies for molecules
appearing bright first. This indicates that the arrays consist of the same molecular species
and the bias-dependent contrast arises from an alternated interaction with the substrate
caused by different adsorption sites.
After room-temperature deposition on Ag(111), both modules self-assemble into highly

ordered, extended two-dimensional islands (Figure 6.1c and g; corresponding structural
models are shown in Figure 6.1d and h). Both assemblies feature a square unit cell with
internal angles of (90± 1)° (marked in blue in Figure 6.1c and g) with side lengths a =
(20.4± 0.5)Å for 2H-TPCN and b = (18.2± 0.5)Å for 2H-TPyPP. In addition, a distinct
metastable structure characterized by a rhombic unit cell can be achieved when depositing
2H-TPCN at high flux (see Figure 6.1e–g).
For both porphyrin modules, the molecular axis through the two upward-bent pyrroles

of the macrocycle (green lines in Figure 6.1a and e) is either aligned with the 〈1̄1̄2〉 or
the 〈1̄10〉 high-symmetry directions of the Ag(111) lattice (green lines in Figure 6.1 and
f). Whereas 2H-TPCN mostly aligns along 〈1̄1̄2〉, as reported for Co-TPP/Ag(111)248,
no preference is discernible for 2H-TPyPP. Despite these distinct azimuthal orientations
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Figure 6.2. Electronic structure of 2H-TPCN within self-assembled organic islands. a–c)
STM images at selected voltages indicated above the image for comparison. d) ST spec-
troscopy of brighter and darker species. The yellow stars represent the substrate’s dense
packed directions. Scan parameters: Bias voltage indicated above the image, I = 100 pA.

induced by the Ag(111) surface, site-specific interactions do not prevail over lateral inter-
molecular interactions and the 2H-TPCN and 2H-TPyPP arrays are not commensurate
with the underlying Ag(111) lattice, as revealed by bias-dependent imaging and dI/dV
spectroscopy (Figure 6.2). Both assemblies are stabilized by lateral non-covalent interac-
tions between neighboring nitrogen-phenylene groups.

6.2. Formation of metal-organic coordination networks
To investigate the response of the porphyrin species to metal adatoms, Cu was deposited
with sub-monolayer, monomolecular coverages at room temperature. Figure 6.3 shows
the fully reticulated metal-organic coordination networks and the corresponding struc-
tural models. For TPCN, a highly regular porous network with a rectangular unit cell of
size c = (21.9± 0.5)Å and d = (24.0± 0.5)Å evolves, featuring domains that extend over
hundreds of square nanometers with a low defect density (Figure 6.3a). The long-range or-
der and the symmetry of the network are reflected in the autocorrelation plot and a sharp
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fast Fourier transform (FFT) pattern (Figure 6.3b). High-resolution images (Figure 6.3c)
reveal details of the network structure, with a pore size of approximately 86Å2 exposing
bare Ag. Clearly, every node—assigned to a Cu adatom—links four TPCN units through
their carbonitrile termini, resulting in a 1:1 stoichiometric ratio between TPCN and Cu.
The projected N–Cu distance is (1.6± 0.5)Å, in agreement with previously reported inter-
facial cyano–Cu coordination249. Within the network, the molecules appear slightly com-
pressed compared to the organic phase; their aspect ratio deviates from unity, resulting in
an “X”-like shape. This is also reflected in the rectangular unit cell, which differs from the

Figure 6.3. Formation of metal-organic networks upon deposition of Cu atoms. The blue
squares indicate the unit cells and one molecular unit is outlined in red as a guide to the eye in
(c) and (h). For TPCN (a–d) every coordination node is surrounded by four molecules and the
unit cell consists of one molecule and one Cu atom. In contrast, the unit cell of TPyPP/Cu
(f–i) consists of one molecule and two Cu atoms. Differences in the molecular appearance
are assigned to the interaction of the macrocycle with Cu adatoms. The regularity of the
metal-organic networks is reflected in autocorrelation plots (upper images in b and g) and
sharp spots in FFT images (lower images in b and g). d, i) Model sketches of the networks.
e) Sketch of the TPCN/Cu network with accordingly scaled and idealized Ag(111) surface.
The molecules were compressed from a square outline to a rectangular outline with the same
side length ratio as the unit cell to account for the flexibility of the biphenyl-cyano legs. All
metal centers show the same adsorption site. The Ag(111) surface was laterally displaced so
that all metal atoms sit at hollow sites. The unit cell of the structure derived from STM
data is depicted in blue, and in red the (8 × 80) superstructure unit cell. The yellow stars
represent the substrate’s dense-packed directions. Scan parameters: a) U = 0.7 V, I = 50 pA;
c) U = 0.2 V, I = 200 pA; f) U = 0.9 V, I = 80 pA; h) U = −0.2 V, I = 80 pA.
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square unit cell reported for Gd-coordinated TPCN networks234. The reduced symmetry
might be induced by the flexibility of the meso substituents combined with the favorable
hollow site absorption of Cu adatoms on Ag(111)250,251. Indeed, a simple model overlay of
the coordination network onto a lattice representing the Ag(111) substrate demonstrates
that a highly regular, commensurate (8×80) structure can evolve with Cu adatoms exclu-
sively at hollow sites (cf. Figure 6.3e). Apparently, the energy gained by formation of the
commensurate network—enabled by the specific dimensions of 2H-TPCN—exceeds the
energy costs for deforming the molecule. As usual for 3d transition metals, the coordina-
tion center is not visualized in STM252,253. However, an indirect fingerprint of the metal
coordination is observed, as the coordinated terminal groups of TPCN appear higher than
those that are non-coordinated (see Figure 6.4). For TPCN, fully reticulated metal-organic
coordination networks were obtained, coexisting with dense-packed organic islands and
large Cu clusters on the Ag(111) support under all employed preparation conditions. Thus,
the yield for the metal-organic network formation is not optimal at the given preparation
temperature and copper flux. However, additional architectures based on a simultaneous
expression of metal-organic and organic bonding motifs were never observed for TPCN
and Cu254. This was confirmed by the Monte Carlo simulations (see below). For TPyPP,

Figure 6.4. Different appearance of coordinated vs. uncoordinated legs evidenced by line
profiles across the porphyrin linkers’ substituents within the same image. a, b) TPCN; c, d)
TPyPP. At the given scan parameters the coordinated substituents appear brighter, i.e. ex-
hibit a higher apparent height. Scan parameters: a) U = −1.2 V, I = 50 pA; c) U = −0.7 V,
I = 100 pA.

an extended metal-organic coordination network also evolves upon exposure to Cu, char-
acterized by a molecule/Cu adatom ratio of 1:2 (Figure 6.3e and g). All four pyridyl
termini of 2H-TPyPP are connected with the adjacent molecules by pyridyl–Cu–pyridyl
coordination motifs, forming a square unit cell with a side length of e = (28.2± 0.5)Å.
The projected N–Cu distance amounts to (1.9± 0.5)Å, in agreement with the previous
reports244,252. Similar head-on, twofold Cu-mediated coupling motifs of pyridyl moieties
are well-known in surface-confined coordination chemistry224,244,249,252,255. Compared to
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the dense-packed organic arrays, TPyPP modules within the metal-organic network are
rotated by 45°. Apparently, the energy arising from metal coordination exceeds the en-
ergy penalty from deviation from the original adsorption orientation, underlining the weak
site-specific molecule-substrate interaction. The network domains extend over hundreds
of square nanometers and exhibit long-range regularity (see autocorrelation plot and FFT
pattern in Figure 6.3f). However, high-resolution STM data reveal that the pores vary
in size and shape (Figure 6.3g). This local disorder is attributed to the flexibility of
both the pyridyl–Cu–pyridyl motif, which features bond angles deviating from 180°, and
the meso substituents244,249. Thus, a variety of pore shapes that deviate from a perfect
square can coexist, which classifies this architecture as a 2D short-range disordered crys-
talline network256,257. The average pore size amounts to 340Å2. To our knowledge, such
a large area is unprecedented for homomolecular surface-supported porphyrin-based ar-
chitectures. Consequently, the Cu-directed TPyPP network might serve as a template to
trap and order large adsorbates or even molecular aggregates258. To this end, the intrinsic
flexibility opens perspectives for hosting and sorting specific molecular guest species, en-
abling an adaptive behavior of the pores, thus representing a two-dimensional analogue of
a “soft porous crystal”259,260. In contrast to the fully reticulated TPCN coordination ar-
chitecture that evolves directly from the organic islands, the TPyPP coordination follows
a hierarchic pathway upon increasing the (local) density of Cu adatoms. After depositing
small amounts of Cu adatoms onto a sub-monolayer of 2H-TPyPP/Ag(111), a porous
array appears that is characterized by chain-like sub-structures (Figure 6.5a). A close
inspection reveals that it expresses simultaneously metal-organic and organic bonding
motifs like those described in ref. [254]. As visualized in the corresponding structural
model (Figure 6.5c), TPyPP tectons are dense-packed in one direction (organic bonding,
marked with “f”) and form a head-on configuration along the other direction (marked with
“e”), which is assigned to a pyridyl–Cu–pyridyl coordination bond, in analogy to the fully
reticulated network (cf. Figure 6.3e). The network is thus formed by 1D metal-organic
chains that mutually interact through lateral non-covalent interactions between neigh-
boring nitrogen–phenylene groups and follow the dense-packed substrate directions. The
structure features a rhomboid unit cell of size e = (28.0± 0.5)Å and f = (18.2± 0.5)Å in-
cluding an angle of (60± 1)° and a TPyPP/Cu adatom ratio of 1:3. When the Cu dosage is
increased and (locally) exceeds a 1:1 ratio of Cu adatoms to molecules, the organic bonds
are transformed into pyridyl–Cu–pyridyl coordination bonds and the structure evolves
into a fully reticulated 2D metal-organic network. Figure 6.5b and the corresponding
structural model in Figure 6.5d show the transition from 1D coordination chains to a
2D coordination network. Both architectures coexist locally and TPyPP can form co-
ordination bonds from Cu to two, three, or four adjacent molecules. Clearly, the meso
substituents engaged in coordination bonds appear brighter than their non-coordinated
counterparts (cf. Figure 6.5a and Figure 6.4), in line with the results discussed for TPCN.

Monte Carlo modeling

To rationalize the experimental findings, Monte Carlo (MC) modeling was performed,
as structure formation is known to be correctly reproduced in such simple simulations
for a variety of functional tectons, including porphyrins238,261,262 and phthalocyanines263.
However the results will only be briefly summarized here. For details of the modeling
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Figure 6.5. Network formation hierarchy for TPyPP. For TPyPP, depending on the (local)
Cu density, metal coordination evolves in one or two directions. a) 1D coordination along one
specific direction, indicated here by the black arrow labeled with “e”, coexists with organic
interactions along “f”. Coordination will firstly be completed along one direction before start-
ing in another direction (as shown in b). c, d) Models. As a guide to the eye, some molecules
are outline in red. The yellow stars represent the substrate dense packed directions. Scan
parameters: a, b) U = −0.7 V, I = 100 pA.

and the full results please see the original publication and the corresponding support-
ing information204. The most important finding of the simulations are that they reflect
all assemblies observed experimentally and correctly reproduce a key difference between
TPyPP and TPCN, namely the fact that 1D metal–organic chains emerge exclusively
from TPyPP, even though they would be allowed for TPCN. Furthermore the agreement
with experiments is simply achieved by restricting TPyPP to form one- and twofold co-
ordination nodes only, as observed in the experiment, and TPCN is allowed to engage in
one-, two-, three-, or fourfold coordination. These preconditions are designed to account
for the naturally occurring spatial constraints around the coordination centers.

Discussion

Based on the above findings, the following conclusions can be drawn. Without steric hin-
drance, Cu adatoms favor a fourfold coordination to the nitrogen termini of porphyrins
on Ag(111). In the experiments, this situation is realized for the slender cyano moieties of
TPCN. Restricting the nodal symmetry to twofold by introducing spatial constraints due
to planar or near-planar pyridyl groups in TPyPP, assemblies featuring 1D coordination
chains can be achieved for molecule to adatom ratios below 1:1. Increasing the adatom con-
centration induces formation of additional pyridyl links, thus yielding a fully reticulated
porous coordination network. Regarding ligands, the observed linear pyridyl–Cu–pyridyl
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motif was tentatively assigned to steric hindrance by several studies224,244,249,252. Only
when relaxing these constraints by rotating terminal pyridyl rings out of the surface plane,
for example, by using the TPyP modules, a fourfold coordination to mononuclear centers
can be achieved264–266 (Figure 6.6). Such square-planar motifs are well known for pyridyl

Figure 6.6. Model cartoons of coordination nodes including a central metal atom and four
ligands. The experimentally observed (projected) metal–nitrogen distances of (1.6± 0.5)Å
(cyano–N) and (1.9± 0.5)Å (pyridyl–N) were chosen to construct the models. a) Fourfold
coordination employing four cyano moieties does not exhibit steric hindrance. b) As indicated
by the arrow, four flat pyridyl moieties in the same coordination plane overlap. c) When
rotated by 60° as commonly reported for pyridyl legs within TPyP, steric restrictions do not
prohibit fourfold coordination.

complexes in 3D coordination chemistry267–269, but uncommon in a 2D environment270.
Their rare occurrence on metallic supports might be attributed to several aspects: A
large adatom–nitrogen distance with respect to the surface induced by the rotation of
the pyridyl ring out of the surface plane, weakening the pyridyl–adatom interaction, the
nature of the coordinating metal center (see below) or simply the limited number of stud-
ies addressing molecular modules featuring rotated terminal pyridyl moieties. To achieve
fourfold coordination with coplanar adsorbing moieties, a terminal group inducing minor
steric constraints (e.g. cyano) is required. In this sense, the pyridyl-phenylene substitution
of the de novo-synthesized 2H-TPyPP providing rotational flexibility to the termini is cru-
cial for the formation of linear pyridyl–Cu–pyridyl binding motifs and for the construction
of large-pore Cu-mediated coordination networks. Spatial constraints at the coordination
center, which can be tuned by the geometric footprint of the terminal moieties, can be
deliberately exploited to control the coordination number and thus the topology of the
network architectures. Additionally, the Monte Carlo simulations show that the spatial
constraints of the pyridyl groups not only influence the final architectures, but also induce
an energetic preference for the formation of 1D coordination chains and therefore are the
origin of the hierarchic assembly protocol in the case of TPyPP.
Regarding the role of the metal center, our experiments reveal that single Cu adatoms—

somewhat neglected in on-surface coordination chemistry to date—can link four lig-
ands in a quasi square-planar arrangement. Fourfold mononuclear 3d-metal nodes on
metal substrates reminiscent of the square-planar coordination motif have been observed
for Mn271,272, Fe264,270,Co243,265,270 and Ni272. Recently, on-surface fourfold coordination
was achieved in porphyrin-based metal-organic networks by either applying lanthanide
centers234 that support high coordination numbers273 or by introducing a boron nitride
spacer layer226. To our knowledge, a coordination number of four on surfaces was only
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reported for Cu dimers274 in metal-organic networks and for distorted Cu–carboxylate
complexes275. This study introduces the first coordination network based on a square-
planar motif based on monoatomic Cu centers. Accordingly, on Ag(111), Cu adatoms
can form coordination bonds to two244,249,252,276, three277, or four nitrogen atoms. This
diversity in on-surface coordination numbers discriminates Cu from other 3d metals such
as Co, for which threefold coordination reminiscent of the trigonal planar motif known
from 3D coordination chemistry prevails. Even for cross-like TPCN molecules on Ag(111),
Co-coordination results in a random metal-organic network in which three- and fourfold
nodes coexist234, thus ruling out a dominating role of the molecular symmetry on the
resulting metal-organic architecture. Indeed, a quantitative analysis of coordination ge-
ometries of d-block metals in 3D supramolecular complexes and solid-state structures
shows a frequent occurrence of square planar and square pyramidal motifs for Cu, which
only play a negligible role for Co278. Of course, one should be well aware that the metallic
surface can drastically influence the coordination behavior, allowing for non-integer oxida-
tion states, coordination spheres unachievable in solution, and coordinatively unsaturated
centers exposing apical sites to vacuum. This is exemplified by the coordination of cyano to
Co with dicarbonitrile-polyphenyl linkers217 or to Cu with 9,10-anthracenedicarbonitrile
molecules279. Furthermore, the metallic surface might mimic an additional ligand280 and
thus reduce the coordination number in the 2D adsorbate systems217. From this point of
view, the twofold pyridyl–Cu–pyridyl link translates to a T-shaped coordination sphere
of Cu with three ligands (two pyridyl groups and Ag). Indeed such T-shaped motifs are
observed for Cu centers in 3D complexes, in contrast to Co preferring tetrahedral or pyra-
midal geometries278,281. Additionally, TPyP molecules form a fourfold coordination motif
with Fe264 but a twofold coordination with Cu224 on Au(111), which fits observations
from 3D chemistry where Fe, similar to Co, strongly prefers coordination to four or more
partners. Thus, in addition to the important steric constraints induced by the pyridyl
rings adsorbed approximately parallel to the surface, as discussed above, the naturally
preferred coordination geometries of Cu itself might contribute to the stabilization of the
linear pyridyl-Cu-pyridyl motif prevalent on coinage metal surfaces and at the same time
support fourfold coordination in the case of TPCN.

Summary

In summary, by exploiting the preferred coordination geometries of copper in combina-
tion with a deliberate porphyrin functionalization, it was possible to design extended,
2D, grid-like metal-organic coordination networks on Ag(111). Both TPCN and TPyPP
thus offer a basis for the fabrication of bimetallic234 and mixed-valence224 open porous
networks through orthogonal insertion of metals234. Additionally, for TPyPP, the large
pore size and the flexibility of the pyridyl-Cu-pyridyl links result in a 2D structure rem-
iniscent of a soft porous crystal, providing opportunities to act as a template for the
selective adsorption of molecular guests or nanostructures231. To rationalize the forma-
tion of distinct Cu-mediated structures from TPCN and TPyPP, Monte Carlo simulations
were performed —presented here shortly—and related the experimental findings to re-
ports on Co-mediated coordination networks and metal-organic complexes in solution
chemistry. This comparison reveals that the choice of coordinating metal is decisive for
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the emerging coordination motif; for example, replacing Co by Cu in TPCN coordina-
tion assemblies results in a highly regular network rather than a random structure. Here,
coordination geometries in 3D metal-organic complexes can provide some clues for an
appropriate selection of suitable metal for a targeted motif. Co preferentially binds in a
tetrahedral fashion and therefore is not a promising candidate for the formation of linear,
twofold coordination motifs on surfaces. In contrast, Cu was identified by this study as a
versatile center supporting different coordination numbers and geometries. TPCN forms
the first surface-based coordination network relying on a fourfold motif and a mononu-
clear Cu center. Additionally, the results indicate that the ligand properties (e.g., rotated
pyridyl vs. planar pyridyl vs. cyano moieties) must fit the targeted nodal geometry and
thus can be used to tailor the resulting network structure and their formation pathway
through spatial constraints. Furthermore, this section briefly mentioned the benefits of ba-
sic Monte Carlo simulations in selecting suitable molecular modules for metal-organic ar-
chitectures prior to the actual experiment. Consequently, the findings introduce prospects
for the programmed design and selection of molecular and monoatomic building blocks for
surface-confined supramolecular networks and thus contributes to controlled engineering
of metal-organic/organic architectures.

6.3. FM-AFM investigation of cyano–copper coordination nodes
The following section presents the FM-AFM investigation of the fourfold cyano–copper
nodes expressed in TPCN–Cu networks introduced in the preceding section.

Introduction
The limitations of STM for true topographic imaging becomes especially evident in studies
of surface confined molecules and metal-organic networks. The convolution of topography
with electronic structure often renders the determination of the adsorption geometry of
molecules difficult and can even lead to misinterpretation of STM data33. Furthermore,
for 3d transition metals, the coordination center often cannot be visualized in STM252,253

as described above. Although, an indirect fingerprint of the metal coordination can some-
times be observed, as e.g. the coordinated terminal groups of TPCN appear higher than
those that are non-coordinated (see Figure 6.4), the fingerprint only indicates the for-
mation of a coordination complex, but does not reveal insights about the center such as
the number of involved metal atoms. The number of metal adatoms at the coordination
node is usually tentatively determined by measuring the projected length of the metal-
organic bond in combination with spatial considerations282,283. However, the functional
properties of coordination complexes is strongly determined by the characteristics of the
coordination center, i.e. the number of metal atoms, the resulting coordination geometry
and oxidation number (valence) of the metal. The metal-organic node determines the
electronic structure of the complex that in turn defines e.g. opto-electronic and magnetic
properties as well as chemical reactivity264,266,284,285. For example peculiar opto-electronic
and magnetic properties are suggested by DFT calculations for tri-iron terpyridine com-
plexes, but not for similar complexes involving only one or two iron atoms. Experimentally,
the coordination center is however non-trivial to characterize by STM284. Furthermore,
the number of metal atoms within a cluster can determine its catalytic functionality286.

84



6.3. FM-AFM investigation of cyano–copper coordination nodes

It is therefore of fundamental interest to thoroughly characterize surface confined metal
clusters and the coordination nodes of two-dimensional metal-organic networks for which
AFM bares potential. FM-AFM with CO functionalized tips has been established as state-
of-the-art imaging tool for structure determination in organic molecules9,33,36,37,128,287, for
on-surface nano chemistry24,287–291, for imaging of metal clusters292,293, and for investiga-
tions of organometallic complexes287,288,294.

2H-TPCN adsorption geometry and 4CN–Cu coordination node

Figure 6.7. FM-AFM data of single TPCN and its Cu induced network. a) 2H-TPCN model.
Higher molecular parts are dyed orange. b) STM image of a single 2H-TPCN. The lower part
features a model overlay. c) Constant height ∆f map. Higher molecular parts show as bright
features. The observed deformation corresponds to the saddle shape of the suggested model.
d) ∆f data at closer tip–sample distance reveal nearly surface parallel outer phenyl rings R2.
e) STM image of the TPCN network. f) AFM image and g) Laplace filter of f). One molecule
is outlined in red. A coordination node is highlighted by a yellow circle. Scan parameters:
b) U = 150 mV, I = 3 pA; c)∆z = −0.6Å; d) ∆z = −1.4Å; e) U = 20 mV, I = 30 pA; f)
∆z = −1.6Å.

As describe above in Section 6.1, 2H-TPCN exhibits various degrees of conformational
freedom. The model of the molecule and STM data are presented in Figure 6.7a, b.The
macrocycle adopts a saddle shape that results in rotated phenyl rings R1. As a consequence
some molecular parts are relatively higher and are highlighted in orange in Figure 6.7a.
However, as R1 acts as a spacer, geometrically decoupling the second rings R2 from the
macrocycle, the R2 rings are assumed to aligned approximately parallel to the surface and
relatively closer. In constant height ∆f mapping, molecular moieties protruding higher
above the surface interact repulsively with the tip at larger distances128,288,295. Therefore
these parts contribute as bright features in FM-AFM data at larger tip–sample distances
while the rest of the molecule only appears as dark, attractive background. Figure 6.7c
shows FM-AFM data with a model overlay that features repulsive interactions at the
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R1 rings as well as at two opposing pyrroles of the macrocycle. Only at considerable
closer approach, the rest of the molecule shows repulsive interactions (cf. Figure 6.7d).
Finally, rings R2 evolve into ring-like features well-known for (nearly) surface-parallel
hydrocarbons9,36 (Figure 6.7d and Figure 6.8c). We thus conclude that the R2 rings
are aligned approximately parallel to the surface. The terminal cyano groups however
cannot be imaged with the closest tip–sample spacings achievable for imaging the entire
molecule. To resolve the terminal groups, the imaging plane has to be zoomed onto the
terminal groups only to avoid crashing the tip into considerably higher moieties at the
molecular center during further approach. Only then scanning with smaller tip–sample
spacing is feasible and can establish a T-shaped contrast at the C–N. Although the strong
deformation of the molecules prohibits direct imaging of the entire molecular structure,
the evolution of repulsively interacting molecular parts fits very well the macrocycle’s
saddle shape, correctly reproduces the dependence of the phenyl rotation and the tilt
of pyrrole units qualitatively and furthermore gives direct experimental proof for nearly
surface parallel rings R2. Therefore, the suggested molecular conformation in Section 6.1
can be confirmed.

Figure 6.8. Detailed investigation of the cyano–Cu coordination node. a) STM image show-
ing one coordination node with the four involved TPCN molecules. b) Zoom onto the node
as highlighted in yellow. c) Laplace filtered AFM data of the node presented on b). d) The
simultaneously recorded current channel. e) Closer zoom and z approach onto the node. f)
Current channel recorded with e). FM-AFM cannot visualize the copper within the coordi-
nation node and no signature can be found in the current channel. Scan parameters: a), b)
U = 150 mV, I = 3 pA; c) ∆z = −1.65Å; e) ∆z = −2.45Å.

Figure 6.7e–g shows the rectangular metal-coordination network formed after the de-
position of Cu adatoms onto 2H-TPCN/Ag(111) described in detail in Section 6.2. The
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STM data in Figure 6.7e serves as references for the AFM data next to it. The different
contrast of the same molecular species in STM indicates an altered electronic structure.
This modification could arise from different adsorption sites as previously described in
Section 6.1 or it could stem from interactions of the macrocycle with adatoms. FM-AFM
data not shown here additionally relate the brighter contrast in STM to a conformational
difference, i.e. a stronger macrocycle deformation. However the origin remains elusive and
is not relevant here. Figure 6.7f, g show a constant height ∆f map and its Laplace filtered
image. As guide to the eye a single molecule is outlined in red and a coordination node
is circled in yellow. Again, due to its strong 3D character, the molecular structure of the
porphyrin backbone cannot be imaged, the fourfold coordination node however only com-
prises flat moieties and is therefore accessible by FM-AFM. Within the yellow circle four
rings can be discriminated that are assigned to the four phenyls R2 just behind the cyano
group engaging in the coordination. Figure 6.8c shows a zoom onto the coordination node
(STM reference in Figures 6.8a, b). The cyanos appear T-shaped with the top bar facing
toward the center. The coordinated metal however does not contribute to the image con-
trast and the node shows as dark area in between the T-shaped terminal groups. At even
closer approach, the C–N groups appear Y-shaped, and the coordination center remains
structureless. As assumed from constant current STM data, the simultaneously recorded
current channel during constant height AFM measurements does not reveal details about
the coordination center either (Figures 6.8d, f).

Discussion

First a comment on the AFM contrast of the terminal groups. Both, the T- and Y- shape
are most likely artifacts arising from the deflections of the flexible CO tip caused by the po-
tential landscape of the terminal groups and do not represent atomic bonds125,194,195,296,297.
A similar contrast with perpendicular bright features was reported for single carbon links
in graphene–porphine structures24, for carbon triple bonds and for triply bonded ter-
minal carbon atoms298,299. The T-shape seems to be the characteristic ∆f contrast for
the cyano moiety. Here, it is the same for coordination nodes at the edge featuring two
or three bonds and even for single individual legs at island edges in coordinated net-
works and purely organic arrays as well as for cyanos within organic islands (last two not
shown). However, when engaging in interactions with metal adatoms or with neighboring
molecules in organic islands, the legs seem to be “straightened”, i.e. the T-shaped contrast
evolves around the same tip–sample distance as the atomic contrast at the phenyl rings
R2. Without interaction, the tip has to be approached further to establish the distinct
contrast. Due to interactions with the substrate, the linear moieties probably bend toward
the surface similar to unsaturated carbon atoms at hydrocarbon systems289,300,301.
Unfortunately, the coordination node cannot be resolved. A characterization via con-

stant current or constant height STM, nor by AFM was successful. Apparently the coor-
dinated metal does not interact electronically or topographically with the CO terminated
probe. In contrast, individual metal adatoms can be imaged by both, STM and AFM
due to their electronic and topographic features288,293. Furthermore, a coordinated metal
adatom at the center of a tetrapyrrole macrocycle does exhibit distinct features in STM
and AFM as described later in Section 9. On the other hand, the distinct central signa-
ture of a coordinated tin ion inside a phthalocyanine molecule (SnPc) can be manipulated
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through the STM tip. The Sn atom can be pushed and pulled through the macrocycle to
be located slightly above or below the macrocyclic plane. When being below, the Sn sig-
nature cannot be distinguished in STM. Similarly here, the copper adatom is most likely
located at a hollow site of the Ag(111) surface (cf. Figure 6.3 in Section 6.2) below the
plane of the C–N moieties. Therefore the terminal organic groups are assumed to obscure
the metal.

Summary
Summarizing, the 2H-TPCN adsorption geometry and the fourfold coordination node of
four terminal cyano moieties of TPCN molecules with a single copper adatom was inves-
tigated by means of FM-AFM. The pronounced 3D character of the porphyrin derivatives
prohibits true structure determination, nevertheless, the evolution of repulsive features in
frequency shift maps approaching the surface reproduces the saddle shape qualitatively.
The conformation derived from high resolution STM data could be confirmed, especially
concerning the second phenyl rings. The spatial decoupling from the macrocycle allows an
alignment almost coplanar to the surface. Unfortunately, the metal center within the coor-
dination node could not be imaged. The metal atom is assumed to be concealed by higher
lying cyano groups. Routes to imaging the coordination center include employing metals
with a larger covalent radius such as lanthanides234,302–304, employing different substrates
as e.g. sodium chloride288 or different tip functionalizations. The CO tip is ideal for high
lateral resolution, but is chemically inert. Coordinated metals could be visualized through
chemically sensitive tips as demonstrated by enhanced contrast above the metal ion of
metalo-porphyrins with modified STM tips190,305. More work has to be done to establish
experimental routines for imaging the coordination center in metal-organic networks.
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coinage metal surfaces

In recent years AFM at highest resolution was widely applied to mostly planar molecules,
while its application toward exploring species with structural flexibility and a distinct
3D character remains a challenge. Herein, the scope of noncontact AFM is widened by
investigating conformational differences occurring in the well-studied reference systems
2H-TPP on Ag(111) and Cu(111). Different adsorption conformations can be recognized
in conventional constant-height AFM images. On Ag(111), constant-height imaging allows
a qualitative characterization of the substrate-induced saddle-shape conformation appar-
ent in the orientation of different molecular subunits31–34. On Cu(111) on the other hand,
the macrocycle of 2H-TPP adapts a strongly deformed configuration. The observed large
structural variability of the molecular geometries underscores the importance of charac-
terizing molecular conformations at the single-molecule level in real space, going beyond
space-averaging techniques.

Introduction
Porphyrins with meso-substituents such as tetraphenylporphyrin (TPP) typically exhibit
a saddle-shape conformation of their macrocycle upon adsorption onto coinage metal
surfaces248,306–312. This saddle-shape adaptation leads to distinct molecular properties
such as unusual ligation schemes of adducts179 or molecular self-assembly306. Hence, a
prerequisite for the development of a (technological) application is the understanding
and control of properties of individual molecules at the molecular and even the atomic
scale. This implies that conformational characterization is essential. The experimental
techniques for molecular nanoscience at interfaces employed so far are mainly STM,
STS, X-ray photoelectron spectroscopy (XPS), and near-edge-X-ray absorption fine struc-
ture (NEXAFS)11,12,313. While XPS can yield averaged information about the chemical
state of the macrocycle for example, with STM, topographic and structural investiga-
tions of porphyrin arrays as well as single molecules can be carried out in real space.
The high lateral resolution of low-temperature STM allows gathering local information
at the single-molecule level. The convolution of topography and electronic structure in
STM data, however, generally prohibits a direct interpretation in terms of the sample’s
geometric shape. Information on molecular conformation could so far only be obtained
by synchrotron-based NEXAFS measurements312, with the drawback of averaging over
countless molecules and—most importantly—all molecular moieties, or for specific cases
by comparison of STM data with calculated images239,307,314. Over the last years, small-
amplitude nc-AFM in the form of FM-AFM with CO or other functionalized tips has
been established as an extremely powerful and versatile tool for the structure analy-
sis of surface-confined organic molecules in real space9,36,37,128,288,290,291,299,300,315,316. Its
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capability to resolve individual molecular bonds allows a direct identification of molec-
ular structures9,36,37,288,315, conformation316, and even changes thereof upon chemical
reactions37,291,299,300. So far, FM-AFM investigations have mainly addressed flat species
adsorbing (nearly) coplanar to the surface, and merely a few nonplanar molecules were
investigated33,35,37,128,287,316. However, heavily deformed, flexible molecules like Porphy-
rins have not been addressed so far.
The geometry of 2H-TPP on Ag(111) (Figure 7.1) and Cu(111) (Figure 7.2) are well-

understood in surface science, and their molecular structures have been investigated with
a multitude of experimental approaches11,12. In a simplified view, the conformation of
TPP on a surface is determined by the balance of surface interactions and steric interfer-
ence of different molecular moieties. The rotation of the phenyl legs is linked to the tilting
of the pyrrole units of the macrocycle317. Flatter phenyl legs, i.e., small dihedral angles
between the legs and the surface plane, cause a stronger deformation of the macrocycle.
Vice versa, a planar macrocycle will lead to more upright legs. Upon adsorption onto metal
substrates, many porphyrin derivatives adapt a saddle-shape conformation248,306–312. The
saddle shape describes a tilting of the pyrrole moieties out of the macrocyclic plane. On
Ag(111), the aminic pyrroles point toward the surface. Contrary, on Cu(111), the two
iminic nitrogens point toward the surface, while the pyrrolic/aminic nitrogens point away
from it (compare Figure 7.1 and Figure 7.2). For 2H-TPP on Cu(111) space-averaging
NEXAFS measurements of a monolayer coverage indicate out-of-plane rotation angles
of θphenyl ≈ 50° and ρpyrrole ≈ 20° for the macrocycle moieties and the phenyl legs, re-
spectively. Upon self-metalation the macrocycle of Cu-TPP flattens, and the tilt angles
of macrocycle and phenyl legs roughly interchange235,312 and represent a configuration
very similar to 2H-TPP on Ag(111) (θphenyl = 53°, ρpyrrole = 25°232). Accordingly, TPP
molecules do not comprise any hydrocarbon ring systems parallel or nearly parallel to
the surface in contrast to most molecular systems assessed so far in FM-AFM studies.
For molecules with a pronounced 3D conformation with many internal degrees of free-
dom—as in the case of TPPs—a detailed structural characterization is not possible from
constant-height FM-AFM images35. Nevertheless, constant-height imaging can yield use-
ful information about the molecular conformation. Molecular moieties protruding higher
above the surface interact repulsively with the tip at larger distances37,128,295. Therefore,
conclusions about relative height differences within a single molecule and for neighboring
molecules can be drawn from constant-height FM-AFM imaging as also demonstrated
recently for porphyrins31,32,34.

7.1. 2H-TPP on Ag(111): saddle shape

In high resolution STM images, the saddle shape of 2H-TPP on Ag(111) can already be
discriminated (Figure 7.1a). The molecule is imaged as an ellipse with central depression
(macrocycle) and four protrusions at its periphery (phenyls). Furthermore the macrocycle
ellipse features two prominent bulges at the antipodal points of its major axis while the
minor axis appears lower. As for porphine, the bulges can be associated with an electronic
feature of the macrocyclic hydrogens232, however they are amplified by the topographic
contributions of the higher outer parts of the rotated pyrroles (compare orange parts in
the model in Figure 7.1d). Mapping ∆f at constant height across individual 2H-TPP on
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Figure 7.1. Conformation of 2H-TPP on Ag(111). a) High resolution STM image of an
individual 2H-TPP. The four legs at the periphery are associated with the phenyl legs, high-
lighted in green. The red circle indicates a pyrrole. b, c) Constant-height FM-AFM images
approaching the surface from ∆z = SP + 1Å to ∆z = SP + 0.6Å. The contrast evolution
indicates a saddle shape that is characterized by two pyrroles bending down and two up. The
aminic pyrrole points toward the surface and can be associated to the two protrusions above
the macrocycle in a). The macrocycle deformation is interlinked with a rotation of the phenyl
legs. d) Molecular model sketch in top and side view. Higher molecular parts are dyed orange.
The black line in the top view serves as guide to the eye to show the alignment of the sub-
stituents with the macrocycle. The colored dotted lines in the side view symbolize the height
difference between phenyls (green) and pyrroles (red). Scan parameters: a) U = 100 mV,
I = 20 pA.

Ag(111) results in the evolution of the contrast from dark areas above the molecule (at-
tractive background) for large tip heights (not shown)9 to sub-molecular resolution of the
molecular structure at close distances, owing to laterally confined repulsive interactions
at the molecular bonds that result in a bright contrast121. Molecules with pronounced
3D character have been shown to exhibit bright ∆f contrast at highest molecular parts
first37,128,295. In the ∆f image recorded with the largest tip–sample spacing, the dark at-
tractive background indicates the outline of each molecule (not shown). Then, the phenyls
interact repulsively (see green markers in Figure 7.1b), and at closer distances two oppos-
ing pyrroles at the macrocycle follow (red rings in Figure 7.1c). None of the ring systems
comprised in the molecular species can be directly imaged with single bond resolution due
to four possible constraints: (i) the tilt is too large37,316, (ii) other moieties might interfere,
as for example the pyrroles lie above/below the phenyls (see model in Figure 7.1d), (iii) the
necessary tip approach cannot be achieved due to other considerably higher moieties that
would cause a tip crash, and (iv) the flexible CO-tip can be influenced laterally by neigh-
boring molecular parts36. Although the strong 3D character of the molecules prohibits
direct imaging of the entire molecular structure, the evolution of repulsively interacting
molecular parts fits very well the saddle-shape conformation and correctly reproduces the
dependence of the phenyl rotation and the tilt of pyrrole units qualitatively. Addition-
ally, we showed that the AFM contrast evolution correctly reproduces the phenyl–pyrrole
dependencies: A molecule, whose phenyl legs appear bright at a greater distance, has to
be approached closer in order to detect the pyrroles. Equivalently, in the picture of the
saddle shape, more upright phenyls correspond to a flatter macrocycle33. This also means
that the relative onset of the corresponding repulsive features is a measure for the macro-
cycle flatness: the larger the difference, the more upright the phenyls and the flatter the
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macrocycle. For 2H-TPP/Ag(111), the order agrees well with a (moderate) saddle shape
and the onset of repulsive contrast at each moiety is separated by ≈ 0.2Å (cf. dotted lines
in model side view in Figure 7.1). For comparison, in the case of Cu-TPP/Cu(111) the
relative height difference is larger (≈ 0.5Å)33. These findings suggest a flatter macrocycle
for Cu-TPP/Cu than for 2H-TPP/Ag, which is in good agreement with NEXAFS data11.
Interestingly, the aminic pyrroles point towards the surface on Ag(111). This was first
suggested by the electronic signature of the hydrogens inside the macrocycle232, and is
fully supported by AFM data.

7.2. 2H-TPP on Cu(111): extreme distortion

In STM, 2H-TPP on Cu(111) exhibit a central, elongated protrusion that appears higher
than the remaining parts (Figure 7.2a and Figure 9.1). In constant-height FM-AFM data
approaching the surface, the sequence for the repulsive features is reversed compared to
the silver substrate. Moieties interact repulsively first at the macrocycle where one would
expect strongly tilted iminic pyrroles of a heavily deformed macrocycle. Four repulsive
spots at the center of the molecule indicate the hydrogen atoms of the iminic pyrroles
sticking out furthest from the sample surface (see Figure 7.2c). The remainder of the
molecule merely appears as an attractive background. Imaging at closer tip–sample spac-
ing to also resolve the phenyl legs is not possible due to the very upright orientation
of the iminic pyrroles. To evade this limitation of constant-height imaging, an activated
STM z-feedback can be used to prevent a tip crash while following the surface contour
at very close distances (low bias, high current set point). So far, this method was used
to determine adsorption sites of molecules on insulating films316,318. In the ∆f channel
(Figure 7.2b) the phenyls can be clearly distinguished as rings in the periphery; however,
the structure in the center as described before is lost. Furthermore, the ∆f signal may be
heavily affected by tip-height variations along the constant-current contour. Nevertheless,
this technique can supply very fast (preliminary) structure determination of strongly de-
formed molecules. The structure of the lower lying parts can be confirmed when omitting
the molecular center and inspecting only the periphery in constant height. The phenyl
legs feature the ring-shaped contrast (Figure 7.2d) well-known from related, extensively
studied flat-lying hydrocarbon cyclic systems9,37,291,299. Interestingly, at the long edges
of the molecule a three-segment bridge in between two phenyls can be identified. Such a
contrast matches expectations for nearly planar pyrroles of the macrocycle. This allows
the suggestion that the macrocycle is strongly deformed with the iminic pyrroles strongly
tilted upright and the aminic pyrroles nearly flat while the phenyl legs are rotated al-
most coplanar to the surface. Furthermore, to avoid the repulsive regime of the nearly
flat aminic pyrroles’ periphery, the legs rearrange parallel to the surface as evidenced by
the rectangular outline of the molecules. The in-plane rotation of the phenyls is visualized
by the dotted lines in Figure 7.2f. The suggested structure is supported by mapping the
minima of ∆f(z) curves on a dense grid across the entire molecule128—see Figure 7.2e.
The pertaining map shows two features: In the center, the ∆f(z) minima appear at a
height of ≈ 0.5Å consistent with the iminic pyrroles sticking out. At the positions of the
phenyl legs, the minimum values are ≈ 2Å closer to the sample, and the contrast is very
homogeneous. The reduced contrast within this area is in line with the phenyl rings being
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Figure 7.2. Conformation of 2H-TPP on Cu(111). (a) Constant-current STM data . (b)
∆f channel recorded simultaneously to the topography depicted in (a): four phenyl rings
can be identified in the periphery, while the structure in the center cannot be resolved. (c)
Constant-height ∆f image: Only four point-like spots at the center of the molecule interact
repulsively with the tip in agreement with the four hydrogen atoms of the two iminic pyrrole
rings sticking out furthest from the sample. (d) Composed constant-height ∆f image from
four scans omitting the central area of a molecule deposited onto a sample held at room
temperature. All molecular moieties shown in this image appear flat and parallel to the sample
surface. (e) Map of vertical positions of minima in ∆f(z) curves. The phenyl rings appear to
be (almost) parallel to the sample surface. The zmin values at the positions of the upright
pyrrole rings appear at ≈ 2Å larger tip heights as compared to the rest of the molecule. At
white pixels the minimum was not reached. A zmin value of zero corresponds to an STM SP
of U = 100 mV, I = 2 pA on copper. Scale bars are 5Å . (f) Molecular model of 2H-TPP as
derived from experimental insights: The molecule is (almost) flat except for the two iminic
pyrroles. The exact tilt angle of the upright iminic pyrroles could not be deduced from our
experiments, which is therefore depicted with blurriness. Scan parameters: a) U = 5 mV,
I = 23 pA; c) SP: U = 100 mV, I = 2 pA; 0.8Å retracted from SP U = 5 mV, I = 50 pA.

coplanar to the surface. In addition, the contrast at positions of the aminic pyrroles is
flat and shows very similar values as for the phenyl legs. We note that a quantitative
comparison of minima positions in ∆f(z) curves between phenyl legs and iminic pyrroles
is not possible due to the different chemical species at different positions of the molecule
interacting with the tip. The findings of very upright iminic pyrroles and planar legs are
consistent with NEXAFS data on 2H-TPP/Cu(111)312; however, the nearly flat orien-
tation of the aminic pyrroles is revealed in this study for the first time. The resulting
conformation represents an extreme case for distortions of surface-confined tetrapyrrole
species11,319 though further studies are required to completely disentangle its intricate
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nature and potential role or appearance in 2D assemblies.
A chemical reaction can be ruled out as cause of the (nearly) flat phenyls for 2H-

TPP/Cu(111) as planarized TPP species that underwent cyclodehydrogenation appear
distinctly different (see Section 9). The adsorption geometries described above for TPP
on Ag(111) and Cu(111) correspond to two different states. It has been shown before that
the related tetrapyrrole species can adapt two different conformations upon adsorption
onto metal substrates31,32,34,320,321. However, the structural assignment was based on STM
data that convolutes topography and electronic structure and require model calculations
for data interpretation. Theoretical support is also essential for space-averaging NEXAFS
measurements to disentangle the contributions from different molecular moieties if the
individual resonances overlap312. In contrast, high-resolution FM-AFM can provide direct
access to the adsorption conformation and to the orientation of molecular moieties in real
space and is therefore an ideal tool for the investigation of strongly deformed molecules
with multiple degrees of freedom.

Summary and outlook
Summarizing, this section presented different adsorption geometry of individual 2H-TPP
on Ag(111) and Cu(111). On Ag(111) the expected (moderate) saddle shape was iden-
tified. On Cu(111) however, the molecules adopt a conformation with an extremely de-
formed macrocycle along with nearly flat phenyl legs. The experimental findings refine
the understanding of the molecular systems and provide information neither accessible by
STM imaging nor space-averaging experiments. A more detailed study of the adsorption
geometry of Cu-TPP and 2H-TPP in cold preparations (≈ 10 K) can be found in ref-
erence [33]. Therein, constant height imaging is complemented by comprehensive ∆f(z)
spectroscopy in the form of vertical images. Vertical imaging allows the deduction of
structural information along the surface normal and can give high resolution, quantitative
vertical information. For example, the elevation of the central copper ion by ∆hCu = 0.5Å
could be detected as result of a conformational adaptation of Cu-TPP33. FM-AFM can
therefore be employed as a powerful tool for the structural analysis of strongly deformed
molecules with a pronounced 3D character—in many cases without requiring sophisti-
cated simulations for data analysis. By employing ∆f(z) spectroscopic techniques the tilt
angle of molecules can be determined37,128. It is thinkable that similar techniques can
give information about the tilt of molecular moieties only, which would help to directly
determine the rotation of the phenyl legs for example.
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Synthesis of covalent nanostructures and
single molecule chemistry

Interfacial molecular nanoscience aims to develop synthesis protocols for the bottom-up
engineering of functional, low-dimensional architectures20,322. An example was already
given in Section 6 that characterized the formation of extended organo-metalic networks
from individual porphyrins linked by metal adatoms. Other approaches rely on differ-
ent intermolecular interactions and assembly protocols as for example weaker organic
interactions mentioned in Section 6.1 or stronger covalent coupling322,323. Covalent cou-
pling is recognized as promising approach for the preparation of stable, surface-confined
structures by linking precursor molecules into extended nanoarchitectures. This approach
is especially useful for carbon-based materials. Synthesis of carbon-based structures by
(cyclo-) dehydrogenative reactions of precursor molecules is a readily employed approach
in on-surface chemistry. Often, the synthesis is based on thermal activation of C–H bonds
that lead to ring-closing and -fusing reactions as well as linear C–C links24,184,324–327.
The recipe can be applied to form a large variety of structures from complete monolayer
sheets328 down to single molecules324.

Promising building blocks are tetrapyrroles such as porphyrins as they serve as ex-
tremely versatile building blocks for 2D architectures11,12,185. It is possible to synthe-
size conjugated porphyrin arrays184 and to combine them with functional materials such
as graphene24. Usually porphyrins are processed in wet-chemical techniques. On the
other hand, in-vacuo heterogeneous nanochemistry bares the potential for creating com-
pounds not achievable in homogeneous approaches due to the catalytic properties of the
surface233,235 or because the reactivity of intermediate or final products prohibits their
handling289,290,329. Therefore it is reasonable to employ surface science approaches for
the investigation and/or the synthesis of novel porphyrin-related molecules and surface-
confined structures.

The following sections present combined LT-STM and FM-AFM studies of surface-
assisted, porphyrin-based synthesis of covalent nanostructures and single molecule nano-
chemistry.
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8. Dehydrogenative homocoupling of
porphine molecules

The templated synthesis of porphyrin dimers, oligomers, and tapes has recently attracted
considerable interest due to their tunable electronic gap and promise for photovoltaic
devices. A clean, temperature-induced covalent dehydrogenative coupling mechanism be-
tween unsubstituted free-base porphine units yielding dimers, trimers, and larger oligomers
directly on a Ag(111) support under ultrahigh-vacuum conditions was introduced by
Wiengarten et al.184 This sections presents a detailed FM-AFM structure analysis of
covalently fused porphine dimers synthesized by in-vacuo on-surface synthesis and com-
plements the work of Wiengarten et al.184. Here for the first time, the porphine coupling
motifs are determined in real space (Figure 8.2), moreover an unreported reaction in-
termediate is identified, and an outlook toward the synthesis of porphine functionalized
graphene is given.

Introduction

Free-base porphine (2H-P) is the simplest porphyrin unit and consists only of the tetrapyr-
role macrocycle containing two hydrogens. A model is depicted in Figure 8.1c. Due to its
comparably low number of atoms, it is often implemented as model system for theoretical
studies of porphyrin properties as e.g. metalation330. Likewise, it constitutes an ideal pro-
totypic macrocyclic compound for experimental studies of fundamental characteristics of
surface-anchored porphyrins and to clarify the influence of (meso-)substituents167,331–333.
Additionally, 2H-P itself is a very interesting module for two- and three-dimensional
nanoarchitectures184,334. Conjugated one-dimensional arrays of porphine macrocycles—
so called porphine tapes—have been recognized as light harvesting material exhibiting
a steadily decreasing band gap as a function of tape length335,336 and furthermore fea-
turing interesting non-linear properties337,338. Here again, it can be instructive to re-
duce the system of interest to a simplified unit: a dimer formed by covalently linking
two porphines339–341. Porphyrin oligomers are usually synthesized and characterized in
solution-based approaches340,342. However, especially for (opto-)electronic applications it
is desirable to directly contact the molecular entities with conducting (metal) electrodes
for their integration in electrical circuits. The molecule–electrode interface can however in-
fluence molecular properties through charge transfer167, conformational adaptations (vide
infra Section 7 ) and other effects. Therefore a surface-confined characterization in a well-
defined UHV environment is desirable for understanding molecular systems with promise
as building block in molecular electronic devices.
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8.1. Adsorption of 2H-P and interfacial homo-coupling on
Ag(111)

Unlike many other porphyrin derivatives (as e.g. described in Section 6), porphines do
not self-assemble into regular organic islands, but adsorb as individual units on Ag(111)
even in room temperature preparations as depicted in Figure 8.1e. Considerable substrate–
adsorbate interactions cause a charge transfer from the substrate to the molecule and lead
to repulsive molecule–molecule interactions167. In STM the macrocycle appears square-
like with two protrusions with and a central depression (Figure 8.1). The protrusions
can be associated with the electronic fingerprints of the inner hydrogens167, but do not
represent a topographic effect as for example for 2H-TPP (see Section 7). Instead, 2H-P
adsorbs flat, i.e. with the macrocycle plane coplanar to the surface. A flat adsorption
and a flat molecular conformation manifests as equally evolving atomic bonds across the
whole molecule in constant height AFM data approaching the surface (Figure 8.1e, f).
The porphine structure can nicely be identified in these ∆f maps. The pyrroles show
as five-member rings interconnected by a kink that corresponds to the methine bridge.
Bright lines sticking out perpendicularly from the molecular edge can be associated to
the peripheral hydrogens. Interestingly, the inner hydrogens cannot be identified: 2H-P
appears fourfold symmetric in AFM. In contrast, the electronic effect of the hydrogens
break the symmetry in STM. On a side note, please take a detailed look at the center of
both porphine units in Figure 8.2g. While the right porphine exhibits a dark center, the
left one is bright. The same contrast difference can be seen in the porphine units in Fig-
ure 8.2j, k in comparison to the individual molecule. The difference is tentatively assigned
to the adsorption site. 2H-P adopts a preferred adsorption with the center of the molecule
above a bridge site167 which then shows as dark molecular center in ∆f maps. Therefore a
bright AFM contrast might allow the assumption that the adsorption site differs. For more
details on the adsorption and characterization of 2H-P please see reference [167]. After
heating the sample to 570 K for 20 min, a high yield of triply fused dimers and oligomers
is achieved as shown in Figure 8.1f and Figure 8.2. The only reaction byproduct of the
coupling is hydrogen, which desorbs from the surface at the given preparation conditions.
Therefore the tape synthesis does not involve surface contamination through byproducts,
in contrast to many reactions involving halogen leaving groups343.

8.2. Structure analysis of dimeric units

In STM, repeating dimeric units can be identified. However, the intermolecular bond
formation remains elusive. For the first time, the porphine coupling motifs are directly
determined in real space (Figure 8.2) and moreover an unreported reaction intermediate
is identified (Figure 8.2m–p). The coupling leads to three distinct coupling motifs between
neighboring 2H-P units exemplified by the dimers in Figure 8.2. Motif 1 is formed by the
dehydrogenation of three neighboring carbon atoms per molecule and the formation of
three covalent C–C bonds between β-β, meso-meso, β-β atomic positions. The atomic
positions are labeled in Figure 8.1. Motif 1 results in collinear porphine units and straight
oligomers. Motif 2 (meso-β, β-meso bonding) is assigned to the dehydrogenation of two
carbon atoms per molecule forming two covalent C–C bonds. It can be obtained from
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Figure 8.1. Dehydrogenative homocoupling of porphine molecules. a) STM image of an
individual 2H-P with square-like appearance. Protrusions are located in the upper left and
lower right corner. b) ∆f image and c) its processed version. A pyrrole ring is highlighted
by a red circle. d) Model of 2H-P. The peripheral carbon positions are denoted by “β” at
the pyrroles and “meso” at the methine bridges in between. e) Overview image of a low
coverage of porphine molecules on Ag(111). The molecules interact repulsively and adsorb
as individual units. f) When heated to 570 K, porphines form covalently coupled oligomers.
Scan parameters: a) U = 200 mV, I = 70 pA; b) SP from a), ∆z = −0.2Å; e) U = 100 mV,
I = 80 pA; f) U = 150 mV, I = 10 pA.

motif 1 by laterally shifting one molecule by one bond. For motifs 1 and 2 the constituent
units are oriented along the same direction with respect to the underlying substrate184.
Binding motif 3 (β-β,meso-β) is associated with two covalent C–C bonds between rotated
porphines. Furthermore, motif 3∗ —mentioned by Wiengarten et al., but not observed—
could clearly be identified. It features a single β-β bond between two porphines in the
same adsorption orientation. The units are therefore strongly laterally shifted against
each other. Contrary, solution-based approaches describe the porphyrin polymerization
as a multistep process that proceeds via meso–meso linked oligomer intermediates340,344
owing to relatively better stability of the β-C–H bond compared to themeso-C–H bond342.
Therefore, the occurrence of motif 3∗ is surprising and the relative bond stability for
porphines is apparently not fully sustained on the surface. C–H bond cleavage can occur
at the meso- and β-positions, and not exclusively at the meso-C. For surface-assisted
porphine oligomerization, the reaction pathway was suggested to be a multistep process184.
An initial dehydrogenation produces monomeric radicals that diffuse across the surface
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Figure 8.2. Structure analysis of porphine dimers. a–d) Porphine tape fused with β-β, meso-
meso, β-β binding motif 1. e–h) Dimer motif 2 exhibiting meso-β, β-meso bonding resulting
in a laterally offset between the two units. i–l) Motif 3 features β-β, meso-β bonding with
one rotated species. m–p) Dimer stabilized by a β-β single bond, referred to as motif 3∗. The
data type presented is indicated above each column. The ∆z approach is always given with
respect to the STM SP in the first column. Scan parameters: a) U = 200 mV, I = 70 pA;
e, i,m) U = 200 mV, I = 50 pA; b, f, j) ∆z = −0.6Å; n) ∆z = −0.8Å.

and subsequently couple with each other. The observation of the singly coupled dimer
strongly supports this picture. Motif 3∗ can be considered as reaction intermediate. For
a dimer stabilized by motif 3∗, one of the constituting units can rotate around the newly
formed C–C bond, i.e. “folding” toward a planar configuration, bringing the four adjacent
unreacted C–H bonds to close proximity and yielding a straight dimer (motif 1) via
a cyclodehydrogenation process345. As an alternative pathway, motif 3∗ might also be
transformed to motif 3 by an in-plane rotation. Both mechanisms imply a liftoff of the
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porphine units from the surface either during the meso-meso, bond formation or the
folding process. This assumption is realistic, as the 2H-P desorption readily happens at
the applied substrate temperature184. Other bonding motifs expressing single C–C bonds
were not observed. Most likely, the full dimerization is energetically strongly favored for
all other intermediate configurations. For more details on the reaction pathway, please
see reference [184]. However it should be noted that the observation of motif 3∗ has
to be taken with care for the following two reasons. Neither STM nor AFM data can
clarify whether the meso-position underwent deprotonation as well, but did not engage
in covalent coupling. Furthermore, all motif 3∗ units seem to involve metalized porphines.
The metal center might change the reaction energetics and bond stabilities.

8.3. Adsorption height changes induced by chemical
modifications of the macrocycle

Figure 8.3. Adsorption height of porphine species. a) Overview image comprising individual
2H-Ps (green, red), dimers, and metalated porphines (blue). b) In constant height AFM data
approaching the surface, the non-reacted species (green) develop bright repulsive feature at
the center of the pyrroles at larger tip–sample distances. This suggests a larger adsorption
height. Scan parameters: a) U = 200 mV, I = 50 pA; b) SP from a), ∆z = −0.9Å.

The intermediates of a stepwise surface-confined oligomerization should be observable if
their lifetimes result in a considerable probability to remain on the surface over the times-
pan from formation until cool-down and transfer to the SPM analysis chamber. As argued
above this is probably not the case for other singly coupled dimers. However, deprotonated
monomers should be found on the surface for the given preparation conditions as indi-
vidual units remain on the surface and dimer formation has occurred. It seems unlikely
that every deprotonated monomer had reacted or that always an even number of radicals
were formed. However unreacted, deprotonated porphines do not show a clear difference
in STM data184. AFM on the other hand can be sensitive to unsaturated carbons, because
molecules often bent downward due to the formation of a covalent bonds to the surface
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8. Dehydrogenative homocoupling of porphine molecules

as described in detail in Section 10. Figure 8.3 shows an overview ∆f scan. The image is
extracted from a series of constant height images approaching the surface. In such series,
molecules with larger adsorption height interact repulsively first and likewise, bright ∆f
artifacts inside carbon-based ring systems like pyrroles appear first for the higher adsor-
bates. Such features within rings are caused by very small tip–sample separations that
result in image artifacts due to relaxations of the CO at the tip36. Therefore the overview
scan allows conclusions about relative adsorption heights. Figure 8.3 includes individual
porphines (green, red), self-metalated Ag-P184 (blue), and dimers. Repulsive features are
only discernible at 2H-P by their obviously brighter appearance (green). A further ap-
proach of ≈ 0.3Å is required to establish similar repulsive features at all other species.
This allows the conclusion that the adsorption height changed upon chemical modifica-
tions of the macrocycles: the molecules are pulled toward the surface after metalation
and dimerization. Consequently, this would also indicate a changed molecule–substrate
interaction. Interestingly, individual units exhibiting smaller adsorption heights can be
distinguished (red). In STM however they appear very similar to 2H-P with two pro-
trusions and a central depression, excluding a deprotonation inside the macrocycle. This
leaves two possibilities: either 2H-P can be driven into a closer adsorption by annealing or
these species could be radicals whose enhanced substrate interactions pull the whole mo-
lecule toward the surface. Further investigations as for example tip-induced deprotonation
experiments as described in Section 10 in combination with ∆f spectroscopy33,37,128,287
as presented in Section 7 are needed to draw definite conclusions with quantitative re-
sults. Regardless of the interpretation for porphine, the presented FM-AFM data clearly
exhibits differences in adsorption heights caused by chemical modifications and therefore
allows conclusions about changes in the substrate–adsorbate interactions. Such insight is
usually non-trivial to obtain for one given species on a multi-species sample and requires
massive theoretical modeling including the metallic support, and/or considerable effort
with multi-technique approaches. To my knowledge this is the first report showcasing FM-
AFM as powerful technique for the direct detection of relative adsorption height changes
on the single molecule level.

Summary

The FM-AFM investigations presented above proved the structural models suggested by
Wiengarten et al.184 right by directly imaging covalent bonds. Furthermore the observa-
tion of the reaction intermediate motif 3∗ strongly supports a stepwise reaction mechanism
for the oligomerization of porphines on Ag(111). The results therefore represent impor-
tant supplementary information to previously published data. Additionally this section
impressively demonstrates the capabilities of FM-AFM with functionalized tips. While
Wiengarten et al. put much effort in a multi-technique approach to determine the flat
adsorption geometry and to suggest dimer structures, the AFM data presented here gives
direct experimental proof with little effort and can even yield deeper insights, as for exam-
ple changes in adsorption height. Furthermore, the AFM capabilities for direct imaging
of chemical bonds can be applied to nanostructures that do not allow a simple interpreta-
tion from STM images. As an example and outlook to covalent porphine nanostructures,
Figure 8.4 depicts the functionalization of graphene edges by addition of a porphine24.
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8.3. Adsorption height changes induced by chemical modifications

Such covalent coupling of functional molecular units enables new routes to create hy-
brid systems in which individual components perform specific functions. In the case of
graphene/porphine, graphene represents a charge transport material that contacts func-
tional porphyrin units and would therefore guarantee electrical contact even after transfer
to insulating substrates. Furthermore, the functionality of the porphines is not suppressed.
For example, their ability for metalation and gas ligation is preserved. For the full publi-
cation please see reference [24].

Figure 8.4. Covalent coupling of porphine to graphene edges. Scan parameters: a) U =
180 mV, I = 70 pA; SP from a), b) ∆z = −0.2Å.
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9. Cyclodehydrogenative flattening of
porphyrins

On coinage metal surfaces, a cyclodehydrogenation reaction can be thermally activated
in 2H-TPP. The reaction fuses the phenyl legs to the macrocycle accompanied by flatten-
ing of all molecular moieties producing planarized porphyrin derivatives (PPDs). Herein,
FM-AFM investigations with CO-functionalized tips characterize all PPDs structurally
on Cu(111) and Ag(111) by visualizing the intramolecular bonds. The results will clarify
the outcome of ring-closing reactions in single porphyrins that have recently been ad-
dressed in several studies and led to contradicting conclusions324,346–351. Furthermore, the
reaction pathways of simultaneous flattening and self-metalation reactions on Cu(111) are
elaborated.

Introduction

As already mentioned, porphyrins bare great potential for functional nano-architectures
regarding their intriguing properties in nature and technical applications. Additionally
they serve as model systems to investigate on-surface chemical reactions. For example
a study on surface-assisted cyclodehydrogenation of tetraphenylporphyrins (TPP) on
Ag(111) demonstrated how the symmetry of the educts influences the relative yields of
the products324: The TPPs adopt a saddle-shape adsorption geometry on silver with four
upright phenyl rings. Upon heating a ring-closing reaction occurs between the phenyls
and the macrocycle resulting in completely planarized species. The fusing of the phenyls
can occur at different positions leading to four possible products (Figure 9.1 a). While
the twofold symmetric free-base TPP (2H-TPP) exhibits a strong preference for one fi-
nal species, the fourfold, metalated derivative does not. Therefore the selectivity of the
reaction can be greatly enhanced by reducing the symmetry324.
Chemically, reaction selectivity is of great importance for the efficiency of a given process

and can reduce unwanted byproducts significantly. It therefore has important implications
for the development of future catalysts and for (industrial) applications. In on-surface,
heterogenous catalysis important factors for selectivity include surface reactivity352 and
structure353, as well as the molecular geometry345,354–356. In the case of TPP/Ag(111),
the surface however was ruled out to have a significant influence on the outcome324.
Contrary, this section will demonstrate a distinct influence of the underlying substrate for
the outcome of the cyclodehydrogenative flattening of 2H-TPP on Cu(111) that overrides
the effects of molecular symmetry observed on silver.
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9. Cyclodehydrogenative flattening of porphyrins

Figure 9.1. Overview of thermally activated formation of PPDs by fusion of the phenyl sub-
stituents to the macrocycle. a) Model of 2H-TPP (left) and planarized porphyrin derivatives
(PPDs) denoted by A–D (right). PPDs are synthesized by the formation of a second C–C
bond between the phenyl legs and the macrocycle. Each leg has two possible sites for bond
formation as indicated in red. b) Overview STM images before (left) and after (right) anneal-
ing 2H-TPP on Ag(111). When deposited on a cold surface (≈ 80 K), individual molecules
can be investigated (left, image in the back). Warmer preparations lead to the formation of
organic arrays (left, image in front) with square unit cell of side length 14Å (cf. blue square).
One molecule is outlined in red. After annealing to 600 K PPDs form on Ag(111) (right hand
side). c) Overview STM images before (left) and after (right) annealing 2H-TPP on Cu(111).
The strong surface–adsorbate interaction inhibits aggregation into organic islands for low
coverages of 2H-TPP on Cu(111) and individual molecules can be observed (left). The right
hand side depicts planarized species after heating the sample to 510 K. Species A was not
observed on Cu(111), but only a related fragment A∗ that is discussed in detail in Section 10.
Scan parameters: c, top) U = −0.66 V, I = 0.3 nA; c, bottom)U = 100 mV, I = 20 pA; d)
U = −100 mV, I = 50 pA; e) U = 20 mV, I = 0.2 nA; f) U = −1000 V, I = 30 000 pA.
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9.1. Overview of cyclodehydrogenation reactions

9.1. Overview of cyclodehydrogenation reactions

Figure 9.1 shows overview images before and after flattening reactions of free-base TPP
on Ag(111) and Cu(111) alongside models of the species before and after. TPP has four
phenyl legs attached via single C–C bonds at the meso positions of the macrocycle (Fig-
ure 9.1a). As indicated in red at the model, each phenyl leg can react with the macrocycle
at two positions to form a second C–C bond, which is equivalent to a ring-closing reaction
under release of H2—known as cyclodehydrogenation. The cyclodehydrogenation results
in an alignment of the phenyl leg in the macrocycle plane, accompanied by a flattening of
the corresponding pyrrole. This finally produces completely planarized species. The vari-
ous combinations for all substituents lead to four possible PPDs A–D. The denomination
follows the work of Wiengarten et al.324.

Figure 9.1b shows 2H-TPP on Ag(111) after deposition onto a sample held at ≈ 80 K
(left, image in the back) and after room temperature deposition (left, top image). Only
when the molecules are deprived of thermal energy for diffusion they can be found as in-
dividual units on silver. Otherwise TPPs assemble into extended, close-packed organic
islands with a square unit cell of side length a = 14Å248 as highlighted in blue in
Figure 9.1b. The arrays are stabilized by attractive T-type intermolecular interactions
between neighboring phenyls248,357,358. The image at cold preparations helps to iden-
tify individual molecules and allows a comparison of the molecular conformation to 2H-
TPP/Cu(111) (Figure 9.1c left). One single molecule is encircled in red. Heating to 600 K
for 10 min triggers a cyclodehydrogenation as described above and all four PPDs can be
observed (right hand side of Figure 9.1b). However, the formation of A is clearly favored
(86 %), followed by B (12 %) and almost negligible portions of C and D (Figure 9.4). The
statistics for the silver case are taken from Wiengarten et al.324. Due to the flat phenyls,
T-type interactions can no longer stabilize molecular arrays and the islands disintegrate
into individual units. Although the situation in overview images resembles 2H-P/Ag(111)
as described in Section 8, PPDs do not interact repulsively324.

The deposition of 2H-TPP on Cu(111) yields individual species even at room temper-
ature due to pinning of the molecules by strong substrate–adsorbate interactions (left
hand side of Figure 9.1c). As described in detail in Section 7 the surface interactions
also leads to nearly flat phenyls accompanied by an extreme macrocycle deformation.
Annealing to 510 K for 5 min results in PPDs (right hand side of Figure 9.1c). Sur-
prisingly however, A was not found on Cu(111). Instead, pincer-like species A∗ with
a missing pyrrole could be identified (see Figure 10.1) and will be discussed in detail
in Section 10. For high coverages on Cu(111) (> 0.56 molecules/nm2), a hierarchic re-
action sequence was reported in which a metalation occurs before dehydrogenation and
primarily leads to the formation of D348. In the very low coverage regime investigated
here (0.02 molecules/nm2 − 0.05 molecules/nm2), the reaction exhibits a preference for
the same outcome (D: 59.5 %), but no strongly pronounced selectivity. Moreover, in STM
data the PPDs can express a bright or a dim center (Figure 9.3) indicating simultaneous
and competing metalation and flattening reactions for the low-coverage investigated here
(vide infra).

107



9. Cyclodehydrogenative flattening of porphyrins

9.2. Structure determination of PPDs

The herein presented high-resolution FM-AFM data directly image the molecular struc-
ture of the PPDs for the first time. They confirm the models based on STM images
originally suggested by Wiengarten et al.324 and clarify the outcome of flattening reac-
tions reported recently324,346–351. All species were imaged multiple times with different
tips and did not differ. Therefore the structures presented in Figure 9.2 are assumed to
underlie the STM data presented in the first row. Similar to the contrast formation at
the center of the macrocycle of porphines (cf. Section 8), the aminic pyrroles cannot be
distinguished from the pyrrolic ones and a central cross structure is visible. However these
bright lines in ∆f—usually associated with a chemical bond—are most likely scan ar-
tifacts. Such “ghost-bonds” are caused by relaxations of the flexible CO induced by the
potential landscape of surface features125,194,195,296,297. Assuming that all PPDs are com-
pletely planar, their horizontal molecular plane represents a mirror plane. Depending on
the configuration of the fused phenyls different symmetries can be deduced: A belongs to
the D2h symmetry group; B only exhibits said mirror plane and its symmetry is reduced
to Cs; C has C2v symmetry; and D C2h with protonated macrocycle and C4h when met-
alated. According to the number of additional mirror planes, A is referred to as twofold
symmetric, C as symmetric, and B and D as asymmetric. The positions of the hydrogens
at the models in the last column of Figure 9.2 follow the energetic preferences observed
in DFT ground state calculations in reference [324]. In the model top view in Figure 9.1,
the two possible reaction sites for one phenyl can be assigned a rotational direction—
clockwise or counterclockwise. Accordingly, the asymmetric derivatives express chirality
and both enantiomers can be observed (cf. Figure 9.2b, e and Figure 9.2g).
Metalated and free-base PPD on Cu(111) and Ag(111) can be discriminated by the

STM contrast at the molecular center. Non-metalated species exhibit a central depres-
sion, metalated ones a protrusion184,332,351. This is obvious by eye and is supported by
minima/maxima in line profiles. The white curves that are overlaid onto the STM data
in Figure 9.3 exemplary depict the apparent height across the molecular centers of the
corresponding molecules. Profiles across free-base species exhibit a central minimum, met-
alated species on the other hand express a maximum at the center. Interestingly, in con-
stant height ∆f images the chemical state of the macrocycle can hardly be discriminated,
but both metalated and free-base PPDs appear very similar at the center [compare Fig-
ure 9.3c (Figure 9.3d) vs. Figure 9.3f (Figure 9.3g)]. Line profiles in ∆f data nevertheless
do exhibit a similar trend as in STM images. The metalated species features a (local)
maximum at the center (Figure 9.3f). However the central ∆f maximum is lower than
the C–C bond of the pyrroles to the left and right and therefore clearly does not dominate
the image contrast as in STM. The central protrusion in STM therefore is primarily of
electronic nature and does not reflect the topography.

9.3. Statistical analysis of flattening reactions

Figure 9.4 presents a histogram of the flattening reactions of 2H-TPP and Co-TPP on
Cu(111) and Ag(111). The data for 2H-TPP on Ag(111) are taken from Wiengarten et
al.324, the data for Co-TPP/Ag(111) from Wiengarten359. The flattening reaction of 2H-
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Figure 9.2. Structure determination of planarized porphyrin derivatives of 2H-TPP on
Ag(111) (blue color scale) and Cu(111) (orange color scale). The data type presented is indi-
cated at the top of each column. Row a) Twofold symmetric A which represents the majority
species on silver. Row b) and row e) Asymmetric species B. Row c and row f) Symmetrically
fused derivative C. Row d) and row g) Type D that is the preferred PPD on copper. SPM
data on Cu(111) depict both enantiomers of D. Scan parameters of STM data and setpoint
for constant height mode: a, e,m) U = 500 mV, I = 50 pA; i) U = −500 mV, I = 50 pA;
approach ∆z for constant height imaging: b) −2.4Å; f, n) −2.1Å; j) −0.9Å.
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9. Cyclodehydrogenative flattening of porphyrins

Figure 9.3. SPM appearance of metalated and free-base PPDs on (a) Cu(111) and (b–g)
Ag(111). The two chemical states can be differentiated in the STM data at the molecular
center. A central metal ion is reflected by a protrusion, the free-base macrocycle by a central
depression. The white (red) dotted lines indicate the position of the line profiles that are
presented as overlays onto the STM (AFM) images next to the molecules. a) On Cu(111)
only D was found to occur non-metalated and therefore allows for a direct comparison. In
this image D occurs exclusively. b–g) Comparison of both states on Ag(111) in STM (b, g)
and AFM (c, d, f, g). Scan parameters of STM data and setpoint for constant height mode:
a) U = 100 mV, I = 6 pA; b, e) U = −500 mV, I = 50 pA; Approach ∆z for constant height
imaging: c, f) −0.7Å.

TPP on Cu(111) is weakly selective for D (59.5 %) (light orange bars in Figure 9.4a).
For Co-TPP on the other hand, a highly selective outcome for D is observed (93.3 %)
(framed orange bars in Figure 9.4a). Surprisingly, this finding is different from the same
reactions on silver. For 2H-TPP/Ag(111), the flattening expresses a strong selectivity
for A (86 %)324 (light grey in Figure 9.4a) while the metalated counterparts Co-TPP359

(framed grey bars in Figure 9.4a) and Ru-TPP324 (not shown here) do not express a
preferred product. The varying outcome of the same reactions on different substrates
therefore has to be related to the surfaces themselves and/or their influences on the
adsorbates. Here, especially the distinctly different molecular conformations of 2H-TPP on
Ag(111) and Cu(111) (cf. Section 7) could explain the observations as molecular geometry
is a key parameter for selectivity in heterogeneous chemistry345,354–356. On Ag(111), the
reaction selectivity follows gas phase DFT ground state calculations resulting in A and
suggesting little influence of the substrate on the molecules.324 In contrast, on Cu(111)
the substrate is reported to strongly interact with 2H-TPP adsorbates and cause extreme
molecular distortions (Section 7). This substrate influence likely steers the planarization
reaction towards D. Interestingly, also for Co-TPP the product occurrences diverge for
the two substrates, despite a similar saddle-shape adsorption geometry. The choice of
the substrate therefore turns out to be decisive for the reaction outcome additionally to
molecular symmetry.

Furthermore, the comparison of 2H-TPP on Ag(111) and Cu(111) has to be taken with
care. 2H-TPP can form Cu-TPP before or during flattening (vide infra). In general, free-
base tetrapyrroles can undergo self-metalation when annealed on a metal surface, i.e. they
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Figure 9.4. Analysis of flattening reactions. a) Statistical analysis of the cyclodehydrogena-
tive planarization of TPP on Ag(111) and Cu(111). Histogram representing the relative oc-
currences of different PPD from 2H-TPP on Cu(111) (light orange) and 2H-TPP on Ag(111)
(light grey, taken from Wiengarten et al.324) as well as PPD formed from Co-TPP on Cu(111)
(framed orange) and from Co-TPP on Ag(111) (framed grey, adapted from Wiengarten359).
Several hundred molecules were sampled for all histograms. b) Schematic reaction routes
for the formation of PPD on Cu(111). Route 1: 2H-TPP flattens directly and can metalate
thereafter. Route 2: 2H-TPP self-metalates first only after which Cu-TPP undergoes cyclode-
hydrogenation. Route 3: Flattening and metalation occur simultaneously. Some phenyl rings
fuse to the macrocycle first to form a partially flattened species that metalates before com-
pleting cyclodehydrogenation. The arrow thickness represents the likeliness for each route as
observed here. For details see text.

metalate with adatoms supplied by the substrate. On Cu(111) self-metalation of 2H-TPP
is well documented235 with an onset temperature of ≈ 390 K235. Self-metalation is likely
to occur during flattening experiments as they exceed annealing temperatures of 390 K.
This is supported by annealing 2H-TPP/Cu(111) at considerably lower temperatures for
longer periods of time (395 K for 20 min), which resulted in metalated species, (partially)
flattened derivatives (cf. Figure 10.3) and pristine molecules. These findings corroborate
an earlier report that describes a simultaneous onset for metalation and flattening for
low molecular coverages (< 0.37 molecules/nm2).348 Please note that for high coverages
(> 0.56 molecules/nm2) a hierarchic reaction sequence is reported in which full metalation
occurs before dehydrogenation leading to the formation of mostly D348.

Discussion

While metalated PPDs can clearly be identified, it remains ambiguous when the metala-
tion happened: after (route 1 in Figure 9.4), before (route 2) or during flattening (route
3), which complicates the interpretation of the statistical analysis. The three possible
reactions routes 1, 2, and 3 are illustrated in Figure 9.4b. Please note that this prob-
lem does not arise on Ag(111). For silver substrates, self-metalation is only reported for
flat tetrapyrroles adsorbing coplanar to the surface like free-base porphine24,184 or ph-
thalocyanine derivatives360, but not for macrocycles elevated from the surface by their
substituents as in the case of 2H-TPP. Therefore it seems plausible that PPDs on Ag
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9. Cyclodehydrogenative flattening of porphyrins

only metalate after planarization, i.e. all molecules follow reaction route 1 and mostly do
not even metalate324. The flattening of Co-TPP/Ag(111) trivially only follows the second
branch of route 2. Therefore the flattening reactions of the two species on silver are strictly
separated. Contrary for 2H-TPP/Cu(111), metalation before planarization (route 2) re-
sults in mixed free-base/metal-TPPs as precursor molecules and the PPD statistics always
represent free-base and metal-TPP planarization. As it turns out (see below), metalation
can additionally proceed during cyclodehydrogenative planarization illustrated as route 3
in Figure 9.4b. In route 3, the free-base molecule first partially flattens and then metalates
before completing planarization. The differences in the reaction outcomes for Co-TPP on
Ag(111) and Cu(111) underline the substrate influence on the reaction. Therefore it would
be desirable to get insights into the role of the substrate for 2H-TPP only, i.e. excluding
self-metalated molecules. In an attempt to disentangle the two reaction paths (2H-TPP
→ M-TPP → PPD, cf. right hand side of Figure 9.4a and 2H-TPP → PPD, left hand
side of Figure 9.4a), Co-TPP was deposited onto Cu(111) and annealed to get insights
into route 2 only. It is assumed that the Cu-TPP/Cu(111) planarization follows the same
distribution as Co-TPP/Cu(111). This assumption is reasonable since Cu-TPP/Cu(111)
was reported to form primarily species D348 as does Co-TPP: the reaction yields 0 %
A/A∗, 6.0 % B, 0.7 % C and 93.3 % D.

Table 9.1. Statistics of PPDs on Cu(111). The first row shows the statistical analysis of PPD
from the Co-TPP/Cu(111) precursor also depicted by the framed orange boxes in Figure 9.4.
Data in the second row correspond to the occurrences of PPDs from 2H-TPP/Cu(111). The
lower values show the statistics for metalated PPDs only, i.e. all of A∗, B, and C and 5 % of
D.

Precursor A∗ B C D

Co-TPP/Cu(111) 0 % 6.0 % 0.7 % 93.3 %

2H-TPP/Cu(111) 10.6 % 18.0 % 12.0 % 59.5 %
only M-PPD counted 24.2 % 41.4 % 27.4 % 7.3 %

Surprisingly, when heating 2H-TPP/Cu(111), only 5 % of D appear metalated while the
rest remains free-base; yet D is the dominating species (59.5 %). In contrast, all of A∗, B
and C are metalated. The very low occurrence of metalated species D suggests that met-
alation largely does not take place after planarization. The reaction barrier for metalation
is assumed to be very similar for all PPD considering that all exhibit the same molecular
core and theoretical studies always only take into account the porphine macrocycle for the
calculation of reaction barriers. Additionally, it is obvious that the M-PPD distribution
from 2H-TPP does not match the occurrences of PPD from Co-TPP/Cu(111) (compare
row one and three of Table 9.1). This allows the conclusion that they were not formed
via route 2, i.e. only a small fraction of 2H-TPP metalates before flattening. Therefore
almost all Cu-PPD are formed via route 3. Consequently, it is not possible to disentangle
route 1 and 2. The dominating reactions routes for cyclodehydrogenative planarization
of 2H-TPP on Cu(111) under the given preparation conditions are route 1 and 3 as
indicated by the arrow thickness in Figure 9.4b. Interestingly route 1 produces almost
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9.3. Statistical analysis of flattening reactions

exclusively species D, while route 3 mainly leads to A∗, B and C. Please note, that for
A∗, the macrocycle most likely disintegrates before metalation, as the metal center would
greatly stabilize the molecular structure and prevent a pyrrole loss. Therefore, metalated
half-planar species mostly result in B and C.

Summary
Summarizing, this section presented a comparative study of the cyclodehydrogenation
reactions of TPP on Ag(111) and Cu(111) by means of high resolution scanning probe
techniques. For the first time, all PPDs were structurally unambiguously characterized
by FM-AFM with CO-functionalized tips. Furthermore, the reaction pathways were thor-
oughly discussed. While 2H-TPP/Ag(111) follows the energetically preferable pathways
derived from gas-phase calculations324 that primarily leads tp A, the reaction of 2H-
TPP/Cu(111) turns out to be more complex. The copper surface influences the cy-
clodehydrogenative flattening reaction distinctly in two ways: firstly, the strong sub-
strate—adsorbate interaction steers the reaction towards D for 2H-TPP and secondly,
all relevant reactions exhibit a very similar onset temperature around 390 K. Therefore,
self-metalation produces mixed 2H-TPP/Cu-TPP precursor molecules. The following con-
clusions for the reaction pathways can be drawn for the very low coverage investigated
here (0.02 molecules/nm2−0.05 molecules/nm2). i) Flattening and metalation do not only
proceed strictly separated as on Ag(111), but simultaneously (route 1 and 2) and more-
over also in an entangled way (route 3); and ii) metalated, partially planarized TPP will
primarily produce B or C while metalated precursors (i.e. Cu-TPP) as well as non met-
alated molecules will result in D. The choice of the substrate therefore turns out to be
decisive for the reaction pathway and outcome additionally to molecular symmetry.
An issue however remains unresolved. Why could species A not be observed on Cu(111)

and what is A∗? The next section will proceed by characterizing A∗ in more detail.
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10. Surface-catalyzed porphyrin
deconstruction

The deconstruction of macrocyclic compounds is of utmost importance in manifold bio-
logical and chemical processes, usually proceeding via oxygenation induced ring-opening
reactions. This section introduces a surface chemical route to selectively break a proto-
typical porphyrin by cleaving one pyrrole unit and forming a tripyrrin. This process—
operational in a ultra-high vacuum environment at moderate temperatures usually guar-
anteeing tetrapyrrole integrity—is enabled by a distinct molecular conformation induced
by the copper support. LT-STM and FM-AFM investigation provide an atomic-level char-
acterization of the surface-anchored tripyrrin, its reaction intermediates, and byproducts.
The findings rationalize the ring-opening by a rupture of the macrocycle’s aromaticity,
destabilizing the system and open a route to steer ring-opening reactions by conforma-
tional design and to stabilize intriguing metal-organic complexes on surfaces.

Introduction
Current porphyrin research does not just settle for tetrapyrroles in the search for new ma-
terials, but develops artificial porphyrinoids with expanded, contracted or otherwise mod-
ified macrocycles361,362. Common synthesis pathways combine precursors with one- two or
three pyrrolic units to form porphyrin related compounds361. The initial building blocks
however do not just develop useful properties as fully assembled cyclopyrroles. Oligopy-
rroles such as dipyrrin and tripyrrin e.g. can be employed as metal-complexing agents in
functional organo-metalic compounds363–365 or as fluorescent sensors366,367. Furthermore
tripyrrins are biologically relevant molecules—usually referred to as biotripyrrins—that
naturally occur as oxidative metabolites of bilirubin368, which in turn is a metabolite of the
porphyrin related heme. Oligopyrroles and porphyrin fragments are therefore intrinsically
interesting for nanoscience and important for understanding biological processes. A major-
ity of porphyrin research relies on solution-based approaches and consequently it is not of
surprise that studies of synthetic porphyrinoids and porphyrin fragments have drawn some
attention in the field of organic chemistry. Despite considerable research interest in func-
tional oligopyrroles in physical and chemical surface science11,12, reports of e.g. expanded
porphyrins, di- or tripyrrins and related species are scarce and these classes of molecules
remain nearly unstudied315,369,370. A limitation arises from their thermal instability ren-
dering them inapplicable for standard UHV preparation techniques. On the other hand,
in-vacuo heterogeneous nanochemistry bares the potential for creating compounds not
achievable in homogeneous approaches due to the catalytic properties of the surface233,235
or because the reactivity of intermediate or final products289,290,329 prohibits their han-
dling. Therefore it is reasonable to employ surface science approaches for the investiga-
tion and/or the synthesis of novel porphyrin-related molecules. As demonstrated here,
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a surface chemical route leads to pyrrole cleaving from 2H-TPP on Cu(111) during cy-
clodehygenative flattening. The novel copper metalated tripyrrin derivative is structurally
characterized by visualizing its chemical bonds via FM-AFM with CO-functionalized tips
and via tip manipulations. Furthermore a possible reaction pathway will be suggested by
identifying a distinct reaction intermediate.

10.1. Structure determination of a porphyrin fragment

Figure 10.1. Novel pincer-like tripyrrolic porphyrin fragment. a) STM data (U = 30 mV,
I = 10 pA). b) Constant height ∆f map (setpoint as for a), approach ∆z = −1.4Å) and c)
the same AFM data as in c) post-processed to emphasize the chemical structure. d) Chemical
structure of the free-base derivative 2,5-bis(6H-diindeno[2,1-b:1′,2′-d]pyrrol-5-yl)-1H-pyrrole.
The nomenclature follows IUPAC naming. To emphasize the species’ relation to tetrapyrroles,
it will be referred to as PTP-TriPyr (see text). e) Model of free-base PTP-TriPyr . f) Suggested
model of the observed tripyrrin that exhibits a central copper ion.

When annealing a low coverage ((0.02 − 0.05) molecules/nm2) of 2H-TPP on coinage
metal surfaces, planarized porphyrin derivatives—denoted by A through D—are syn-
thesized as described in Section 9. For 2H-TPP/Cu(111), the most striking observation
however is the absence of A after annealing and instead the occurrence of A∗. Fig-
ure 10.1a depicts STM data of the unexpected species with a rectangular outline. Along
one of its longer sides (here, the lower one), the molecule appears like A, however at
the opposing side, a triangular void is discernible. The void reduces the symmetry of the
molecule from D2h to C2v. The molecular structure however remains elusive. Constant
height ∆f maps give structural insights (Figure 10.1c, d): A∗ features four flat phenyls
that are pairwise fused to two opposing pyrroles, the third pyrrole did not engage in
ring-closing and the fourth one is completely missing from the macrocycle, causing the

116



10.1. Structure determination of a porphyrin fragment

triangular void in STM and resulting in a pincer-like chemical structure. Obviously, the
aromatic, macrocyclic backbone of the TPP was destroyed during the annealing procedure
on copper. Consequently, A∗ is not a porphyrin derivative like the PPDs, but a porphyrin
metabolite. Following IUPAC nomenclature, the novel free-base species is 2,5-bis(6H-
diindeno[2,1-b:1′,2′-d]pyrrol-5-yl)-1H-pyrrole (Figure 10.1d). However, to emphasize the
species’ relation to tetrapyrroles, it will be referred to as tripyrrin derivative371; namely
planarized tetraphenyl tripyrrin (PTP-TriPyr). A comparison of the gas-phase geometry
optimized structures of a metalated and a free-base PTP-TriPyr with the AFM data
however suggest metalation and the formation of copper-2,5-bis(6H-diindeno[2,1-b:1′,2′-
d]pyrrol-5-yl)-1H-pyrrole, or Cu-PTP-TriPyr. The pincer of the non-metalated tripyrrin
model opens further (Figure 10.1e) and does not correspond to the experimental data.
Furthermore, A∗ exhibits a bright molecular center in STM (Figure 10.1a) that indi-
cates metalation (cf. Figure 9.3). Therefore Figure 10.1f depicts the suggested molecular
structure of the novel pincer-like tripyrrin featuring a central copper ion. Furthermore,
deprotonation experiments will show that the tripyrrin is protonated at positions 1 and
16 indicated in Figure 10.1f.

A surface radical? Tip-induced deprotonation experiments

The removal of a pyrrole from the macrocycle leaves two unsaturated carbons at the
(formerly) meso positions, here indicated by the carbon count 1 (C1) and 16 (C16) of the
tripyrrin in Figure 10.1f. To clarify whether the on-surface synthesis yields pincer-radicals
or saturated species, manipulation experiments were performed . By applying voltage
pulses of ≈ 3.4 V − 4 V with the STM tip, a targeted deprotonation can be triggered
at tetrapyrroles372 and carbon structures300,301,373–375. To carry out the manipulation,
the CO was removed from the tip by pulsing (≈ 2 V − 3 V) at adequate distances from
the area of investigation, followed by the manipulation procedure and subsequent re-
functionalization with CO. Figure 10.2 depicts the sequential deprotonation within the
pincer. First a pulse at C1 resulted in a depression in the STM image as indicated in
Figure 10.2e by the black circle and in an increased apparent height for one phenyl (white
arrow in Figure 10.2e). The changes can also be tracked in AFM data. At the position of
the pulse, the atomic contrast is lost, but can be restored by approaching the tip towards
the sample (Figure 10.2j, k). This proves that the carbon frame is still intact after the
pulse, but the molecule bents downwards caused by the formation of a covalent bond to
the surface289,300,301,374. Following a seesaw mechanism, a phenyl is lifted as indicated by
the strong repulsive interaction at the center of the ring (cf. white arrow in Figure 10.2f).
Such features within carbon rings are caused by very small tip-sample separations that
result in image artifacts due to relaxations of the CO at the tip36. A second pulse at C16
produces similar changes (cf. white arrow and black circle in Figure 10.2m) and restores
the molecular symmetry. As marked by white arrows in Figure 10.2n, o the manipulated
atoms appear darker than other peripheral carbons, indicating tip-induced deprotonation
followed by carbon–surface bond formation. Likewise, all other peripheral carbons can be
manipulated and show similar effects, which supports the suggested deprotonation within
the pincer. Obviously, the pincer takes up hydrogen from the surface or the residual gas
after separation of the pyrrole and does not exist in an unsaturated form.
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10. Surface-catalyzed porphyrin deconstruction

Figure 10.2. Tip-induced deprotonation inside the tripyrrin. The presented datatype is in-
dicated to the left of each row. a–d) Tripyrrin before voltage pulses applied at the carbons
1 and 16. e–h) After a voltage pulse at carbon 1. i–l): A detailed investigation of the depro-
tonated area confirms an intact carbon backbone. m–p) After a voltage pulse at carbon 16.
The deprotonation manifests in the STM data (first row) as a depression next to the molecule
(circled in e,m) and as a brighter contrast above a phenyl ring as indicated by white arrows
in e,m). In f), the solid white arrow highlights the phenyl that is lifted from the surface after
the first pulse. The black solid arrows in row two and three mark protonated carbons and the
white dotted arrows indicate missing hydrogens. The last row suggests models of the molecu-
lar structures. Scan parameters for STM data as well as setpoint for constant height imaging:
U = 30 mV, I = 6 pA. Approach for AFM measurements b) ∆z = −1.4Å; f, n) ∆z = −1.6Å;
j) ∆z = −2.0Å.
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10.2. Observation of partially flattened reaction intermediates

Since no degradation of the porphyrin backbone from a tetrapyrrole macrocycle to the
pincer-like tripyrrin is observed on Ag(111), the Cu(111) surface obviously is responsible
for the dissociation. Furthermore, it seems unlikely that the molecule is destroyed once it
is planarized. All PPDs are either metalated or exhibit fused pyrroles. Both these mod-
ifications should stabilize the macrocycle. Therefore the initial substrate influences on
the molecular geometry most likely determine the thermally activated reactions. In Sec-

Figure 10.3. A partially flattened reaction intermediate. The first column shows STM data;
the second column depicts the ∆f channel during constant current measurements; the third
column suggests models for the imaged molecule. Scan parameters: a) U = 100 mV, I = 6 pA;
b, c) U = 5 mV, I = 65 pA.

tion 7 the adsorption geometries of 2H-TPPs on Ag(111) and Cu(111) were discussed. The
molecular conformation on copper represents an extreme case for distortions of surface-
confined tetrapyrrole species11,319 and is distinctly different from the gas-phase geometry
and from the comparatively weakly distorted saddle-shape on noble metal surfaces such as
silver or gold11,232,248,376. In analogy to cyclodehydrogenation on Ag(111)324, the reaction
on copper also proceeds in multiple steps affording reaction intermediates. The interme-
diates represent partially planarized species with one, two or three flat legs. To get insight
into the reaction pathway these intermediates were isolated by lighter annealing (395 K
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10. Surface-catalyzed porphyrin deconstruction

for 20 min). The procedure yielded several modified species (see Figure 10.3), of which
the one presented in Figure 10.3d–d can be identified as relevant reaction intermediate for
the formation of PTP-TriPyr. Simultaneous STM and AFM measurements reveal a half-
planarized TPP with one remaining upright pyrrole. In STM data one central protrusion is
discernible (Figure 10.3b) that corresponds to a strongly repulsive feature at the position
of the pyrrole in the ∆f channel resembling the contrast of 2H-TPP/Cu(111) presented
in Section 7. The suggested molecular structure is schematically shown in Figure 10.3d.
Please note, that the intermediate is assumed to be free-base. A metalation reaction to
Cu-TPP would flatten the macrocycle to a moderate saddle-shape that appears distinctly
different in SPM data33. Furthermore the reaction intermediates would exhibit upright
legs instead of flat phenyls in the periphery324 as observed for other partially flattened
species (cf. Figure 10.3a). The suggested tripyrrin reaction pathway implies that pyrrole
loss precedes metalation. The metalation most likely helps to stabilize the final product.

10.3. Discussion of the porphyrin deconstruction

The disintegration of the macrocycle by separation of a complete pyrrole ring at the
moderate temperatures around 500 K is very surprising. Note that the temperature at
which pyrrole loss occurs is well below the temperature inside the evaporation cell dur-
ing preparation (600 K). However without annealing the sample, only intact 2H-TPP
was present. Furthermore on Ag, no decomposition could be observed and the porphy-
rin backbone—the porphine—represents a robust aromatic ring system that withstands
temperatures as high as 900 K on Ag(111)24. At these high temperatures on-surface poly-
merization and complete dehydrogenation take place, the carbo-pyrrolic framework how-
ever remains intact. Similarly, other tetrapyrroles survive considerably higher annealing
temperature168,346. These findings allow the conclusion that the weakening of the molec-
ular frame on Cu(111) is not induced by temperature, but rather by surface–adsorbate
interactions that are weaker or not active on Ag(111). Therefore it is reasonable to track
the preconditions for porphyrin fracture to the initial molecular conformation. Carbon-
based materials can reduce their ground state energy and gain considerable stability by
sharing delocalized π-electrons in conjugated systems. In the case of cyclic systems—as
the porphine macrocycle here—this is expressed in their aromaticity that underscores
structural and chemical stability377–379. A prerequisite for the development of shared or-
bitals and aromaticity however is an adequate planar geometry that allows a better overlap
of the p-orbitals380. Aromatic systems express structural flexibility and can be deformed
to a certain extend without suffering the loss of stability381,382. Furthermore, conjugation
and aromaticity can occur in polycyclic molecules with a non-planar geometry or with
a non-coplanar arrangement of the fused rings such as e.g. in fullerenes383. However, the
co-planarity of constituent atoms is considered a key restriction for aromaticity379 and
extreme out-of-plane distortions as described above will consequently result in the loss
of aromaticity and structural stability. Therefore, the strong macrocycle deformation of
2H-TPP on Cu(111) is identified for the destabilization and breaking of the macrocycle.
On the other hand, wet-chemical routes for porphyrin breaking, as well as processes in
natural metabolism attack the macrocycle chemically by oxidation. A prominent example
is the heme metabolism that de-metalates and cracks the macrocycle in a redox reaction
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with the help of the enzyme heme oxygenase (HMOX). In the lab, the macrocycle can be
attacked via dihydroxylation followed by subsequent ring-opening384. Our results however
demonstrate an alternative strategy that does not involve catalyst and oxidant add-ons
but solely relies on structural distortions.

Summary
FM-AFM with CO-functionalized tips was employed to identify the hitherto unreported
porphyrin fragment copper-2,5-bis(6H-diindeno[2,1-b:1′,2′-d]pyrrol-5-yl)-1H-pyrrole, called
Cu-PTP-TriPyr, and to characterize a decisive reaction intermediate. The degradation of
a robust, conjugated porphyrin is unusual and was explained by the strong structural
deformation of 2H-TPP on Cu(111). Surface interactions cause an almost perpendicular
orientation of two pyrroles within the macrocycle, which most likely results in the loss of
aromaticity and therefore structural stability to enable the removal of a complete pyrrolic
ring from the porphine backbone. However, to fully understand the porphyrin destruction
and to support the suggested reaction pathway, theoretical modeling would be desirable.
Nevertheless, these findings open interesting routes for the disintegration of otherwise
very robust molecular systems and widen the capabilities of heterogeneous catalysis.
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11. Nanoscale phase engineering of niobium
diselenide

With continuing miniaturization in semiconductor microelectronics, atomically thin ma-
terials are emerging as promising candidate materials for future ultra-scaled electronics.
In particular, the layered transition metal dichalcogenides (TMDs) have attracted signif-
icant attention due to the variety of their electronic properties, depending on the type of
transition metal and its coordination within the crystal. This section demonstrates STM-
based structural and electronic phase-engineering of the group-V TMD niobium diselenide
(NbSe2). Voltage pulses with an STM tip can transform the material crystal phase lo-
cally from trigonal prismatic (2H) to octahedral (1T), as confirmed by the concomitant
emergence of a characteristic (

√
13 ×

√
13)R13.9° charge density wave (CDW) order. At

77 K atomic-resolution STM images of the 2H/1T phase boundary confirm the successful
phase-engineering of the material by resolving a slip of the top Se plane evidencing a
difference in the Nb coordination. Different 1T-CDW intensities suggest interlayer inter-
actions to be present in 1T-NbSe2. Furthermore, a distinct voltage dependence suggests
a complex CDW mechanism that does not just rely on a Star-of-David reconstruction
as in the case of other 1T-TMDs. Additionally, bias pulses cause surface modifications
inducing local lattice strain that favors a one-dimensional charge order (1D-CDW) over
the intrinsic 3 × 3 CDW at 4.5 K for 2H-NbSe2. A reversible switching between the two
(quantum) states is possible using the STM tip.

Introduction
Recent advances in the fabrication of TMD nanodevices have impressively demonstrated
their potential for future (opto-) electronics170,385,386, catalysis, and energy storage174,386.
Layered TMDs in particular, are quasi two-dimensional materials that consist of three
atom thick van-der-Waals stacked layers of stoichiometry MX2 (M: transition metal, X:
chalcogen), where each layer consists of a sheet of transition metal atoms sandwiched be-
tween two chalcogen layers. Each transition metal atom is sixfold coordinated by chalco-
gens, assuming either trigonal prismatic (2H) or octahedral (1T) lattice structure. Indeed,
it has been shown that these different polymorphs can coexist within the same sample,
exhibiting atomically sharp boundaries.169,387–389 Depending on the type of TMD, the
two crystal phases can exhibit vastly different electronic properties, including metallic,
insulating, semiconducting, or even superconducting. Substantial interest therefore exists
to harness such atomically sharp homojunctions for the engineering of novel atomic-scale
electronic devices.169,386,390,391
Phase-control in TMDs has been demonstrated using strain390,392–394, chemical inter-

calation with alkali metals,385,386 heat389,391,395, in-plane electric fields395–397, or injec-
tion of electronic charge398–400. Typically, one of the crystal phases is thermodynamically
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11. Nanoscale phase engineering of niobium diselenide

more stable than the other, whereby the stability is determined by the type of transition
metal.174,386 The group-V TMD NbSe2 is of particular interest as its 2H phase exhibits
collective low-temperature ground states in the form of charge density waves (CDWs)
(TCDW ≈ 34 K)401,402 and superconductivity (SC) (TC ≈ 7 K)403. Owing to these proper-
ties, NbSe2 has attracted significant attention over the years as a model system to study
the origins of these low temperature ground states and their correlation.401,402,404–422
LT-STM is ideally suited for the engineering and investigation of the atomically sharp

phase boundaries, owing to its unique ability to not only image materials’ surfaces with
atomic resolution, but also to manipulate matter at the atomic scale.232,387,389,391,423–430
The creation of a 1T-phase in NbSe2 appears particularly intriguing since it is has been
believed to be thermodynamically unstable in bulk form431. More recently, however,
is was reported that 1T-NbSe2 can be stabilized in nanometer scale regions of NbSe2
monolayers432 expressing Mott-insulating character.

11.1. Creation of atomically precise 2H–1T boundaries in NbSe2

In bulk, NbSe2 occurs as 2H-crystal, i.e. it consists of two layers per hexagonal unit cell
with trigonal prismatic coordination of the Nb atoms. Due to weak van-der-Waals inter-
layer coupling, NbSe2 cleaves between adjacent Se sheets, exposing a hexagonal chalcogen
surface with a distance of a = 3.44Å along the close packed 〈100〉 directions433 and
a∗ = a

√
3/2 = 2.98Å for the inter-row distance (see inset in Figure 11.1a). The atomic

lattice corresponds to a “(1 × 1)-periodicity” wherefore its sharp spots in FFT images
will be denoted by Q1 (red circles, Figure 11.1b,d). NbSe2 is a CDW material. It devel-
ops a coherent (3 × 3)-CDW state below the transition temperature of TCDW ≈ 34 K.
At temperatures above TCDW short-range (3× 3)-CDW patches pinned to (sub-surface)
impurities can be present401 as highlighted by the green triangle in Figure 11.1a and
evidenced by the diffuse Q3 spots in Figure 11.1b. The patches develop into a coherent
(3 × 3)-CDW state at 4.9 K401,402 (cf. Figure 11.1c and sharp spots Q3 at q3 = 1/3q1 in
Figure 11.1d highlighted in green).
An atomic resolution STM image of an artificially created 1T/2H junction in NbSe2

at 77 K is shown in Figure 11.2a. Here, the pristine 2H-surface has been locally modified
by STM bias pulses with voltages of Ubias > 4 V resulting in pits as described in Refer-
ence [389]. Close to the pits regions—several hundred square nanometers in size—of a
commensurate (

√
13 ×

√
13)R13.9° CDW can be found (left hand side of Figure 11.2a).

The superstructure is lattice matched across an atomically sharp and straight boundary
to the pristine NbSe2 (right hand side of Figure 11.2a).389 As the data was recorded
above the CDW transition temperature for 2H-NbSe2 the pristine surface does not ex-
hibit charge modulations and the occurrence of the (

√
13 ×

√
13)R13.9° CDW proofs a

fundamental modification of the material. The alignment of the atomic lattices can be
resolved across the boundary by applying a FFT filter to remove the CDW modulation as
shown in Figure 11.2b. The image reveals a rectangular and continuous arrangement of
atoms across the 2H/1T phase boundary, resulting from a shift of the top Se plane during
the 2H-1T phase transformation as indicated by red arrows in Figure 11.2d.387,389,434 The
details of the matched lattices at the boundary are illustrated in the schematic of Fig-
ure 11.2d, showing the lattice structure of a single NbSe2 layer after a shift of the top Se
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11.1. Creation of atomically precise 2H–1T boundaries in NbSe2

Figure 11.1. Atomically resolved STM data of the pristine NbSe2 surface. a) The inset
shows the hexagonally close packed Se top layer with lattice constant a and reciprocal lattice
constant 1/a∗. The red vectors along the close-packed directions depict the unit cell of the
atomic lattice. At 77 K local, short-ranged (3 × 3)-CDW patches form as indicated by the
green triangle. b) The FFT plot of a) exhibits sharp atomic spots (Q1, red circle) and diffuse
CDW spots (Q3, green circle). (c) Fully established (3× 3)-CDW pattern at 4.9 K. The inset
focuses on the 3 × 3 unit cell with lattice constant 3a. The green arrows depict the unit
cell of the electronic modulation. d) The CDW results in sharp FFT spots and their linear
combinations. Scan parameters: a) U = −600 mV, I = 0.9 nA; c) U = 100 mV, I = 1.5 nA.

layer in the left half of the image. In this schematic three distinctly different lattice sites
can be discriminated, labeled A, B and C. A represents a Se atom (top site), B a void
between Se top atoms (hollow site) and C a Nb atom within the first sub-surface sheet
(hcp site). In the 2H-phase, two Se atoms from the top and bottom layers of a NbSe2
monolayer are aligned on top of each other forming the trigonal prismatic coordination
of the Nb center. However, in the 1T-phase, a hollow site is located above the Se atom
of the sub-surface (lower) Se sheet. Following a shift of the top Se plane during phase
transformation, the order of sites along the 〈210〉 crystal directions is now changed for
the two phases (line-cuts of Figure 11.2c) and changes at the boundary.
These differences are reflected by the sub-lattice detail of the atomic resolution STM

data, where the top Se atoms show as a bright protrusion, the hollow site as a shallow de-
pression, and the Nb hcp site as a deep depression. Following the blue line in Figure 11.2b
from left to right, the sequence for 2H is A–B–C while for 1T it changes to A–C–B.
These differences are accentuated by profiles along a 〈210〉-direction for both phases in
the FFT-filtered data. As shown in Figure 11.2c, the sequence of peak–shoulder–minimum
switches to peak–minimum–shoulder at the phase border. Although a boundary between
two 60° rotated 2H-crystals would have the same effect435, it would fail to explain the
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Figure 11.2. Atomically sharp phase boundary between 1T- and 2H-NbSe2 at T = 77 K
(scan parameters: U = −2 V, I = 1.7 nA). a) The pristine surface on the right does not
exhibit charge modulations while a clear CDW order indicates 1T-NbSe2 on the left. The
charge modulation of the 1T-phase (1T-CDW) manifests as commensurate (

√
13×
√

13)R13.9°
superstructure (blue arrows) with lattice constant a1T = 12.4Å. b) Close-up of the dashed
square in a), showing an FFT filtered image to remove the electronic CDW modulation. Each
bright dot corresponds to one selenium atom in the top Se layer. Across the boundary (black
dotted line), a rectangular alignment can be clearly observed (black box). Distinct positions
in the surface are highlighted by green arrows A, B and C (see text for a full description).
Bottom inset: Side view of a model of one NbSe2 layer. Red arrows indicate the shifted Se
top plane after the 2H/1T transformation. c) Line profile along the blue line in b). Green
arrows indicate lattice positions in b) correspondingly. d) A schematic of a single NbSe2 layer
at the phase boundary. Yellow balls represent the Se top plane that is imaged in STM, blue
balls represent sub-surface Nb. Se in the bottom layer of 1T-NbSe2 are shown in faded yellow.
Red arrows indicate the top layer shift that leads to a rectangular Se atom arrangement at
the boundary as highlighted in black. The lattice positions marked in b) and c) are labeled
correspondingly.

observed electronic modulation in the form of CDW order above TCDW . The correlated
differences in atomic and electronic structure across the boundary thus gives strong ev-
idence for a successful STM-induced 2H-1T phase transformation. It should be pointed
out that a recent multimethod study identified single layer 1T-NbSe2 on bilayer graphene
as a Mott-insulator432, suggesting here the engineering of an atomically defined Mott-
insulator-to-metal junction. Such homojunctions could be exploited in functional devices
as already shown in field effect transistors made from MoS2169 or MoTe2436.
The observation of regions of stable 1T-NbSe2 phase is surprising as it has been be-

lieved that this phase is generally thermodynamically unstable431. There is no report
of bulk 1T-NbSe2 and only very recently, stable single-layer 1T-NbSe2 nanoflakes were
synthesized.432 Following the arguments of Wang et al.389 it can be speculated that re-
gions of 1T-NbSe2 are created by local heating via the injected STM tunneling current
during the bias pulse, and then are rapidly quenched to T = 77 K which, in combination
with the energetics of the 2H/1T boundary and the confinement to single and few layers,
may stabilize this phase. However, additional mechanisms such as local charge injection
by the STM current may play an important role. Recently, charge driven switching of
the metal coordination from trigonal prismatic (2H) to octahedral (1T) was reported
for MoTe2393,400, MoS2393, TaSe2393, and WxMo1−xTe2393,400. No degradation of the 1T-
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NbSe2 CDW was observed over the course of the experiment (several hours), suggesting
a CDW transition temperature in the 1T-phase above T = 77 K. Indeed, previous exper-
iments on a (

√
13 ×

√
13)R13.9° CDW associated with a 1T-phase were carried out at

room temperature (RT) indicating a 1T-CDW transition temperature above 290 K.423
The 1T-CDW can exist in both a disordered (top left of Figure 11.3a) and an or-

dered phase which feature the same CDW wave vector and amplitude389. Furthermore,
the CDW phase can exhibit different amplitudes as clearly seen on the right hand side
of Figure 11.3a that shows a (atomically) sharp boundary between two different CDW
domains. A line profile across this boundary rules out a step edge as cause for the different
contrast but instead reveals an abrupt change in CDW amplitude at the same wavelength
and phase (Figure 11.3b). To further characterize both these CDW phases, the bias de-
pendent contrast is depicted for the occupied states in Figure 11.3e–g (high amplitude)
and Figure 11.3h–j (low amplitude), respectively. These data are close-ups from the same
image (cf. white squares in Figure 11.3c) and hence were acquired with the same STM
tip. Circles are centered at the location of the CDW maximum at −50 mV for reference.
When decreasing the bias from −50 mV to −950 mV, the CDW maxima first continuously
shift along one of the lattice vectors of the CDW and then perpendicular, resulting in a
complete contrast inversion. Consequently, the maxima are located at different atoms of
the NbSe2 lattice for different voltages and assume different shapes. The CDW wavelength
and orientation on the other hand remain constant over the whole voltage range. Inter-
estingly, the CDW response to bias changes are very similar for both CDW amplitudes
(Figure 11.3e–j), suggesting that they are closely related in their origin. Furthermore, the
high to low amplitude boundary seems to be atomically smooth and does not exhibit
distinct rectangular (or other) atomic arrangements (Figure 11.3d) suggesting the same
phase (i.e. 1T-NbSe2) on both sides. STM is only sensitive to the topmost TMD layer,
however a 2H/1T phase transition is not limited to the top TMD sheet. It is likely to
occur within several layers, creating stacks of 1T-NbSe2 sheets of varying depth as well
as (buried) 2H/1T interlayer boundaries. Since interlayer stacking is known to modify
physical properties in TMDs409,437,438, interlayer CDW stacking and/or lattice stacking
may also be responsible for enhancements/attenuations of the CDW amplitude of an
octahedrally coordinated first layer. Recently, STM studies of the TMD TaS2 identified
attenuated CDWs as buried second layer features and that changes in CDW stacking
can lead to modified TMD properties.391,439 However, on the length scale of an interlayer
distance (d ≈ 6Å) the tunneling current drops approximately six orders of magnitude. It
therefore seems more likely that STM reproduces the effects of interlayer interactions of
buried 1T-2H boundaries.

As seen in Figure 11.3h–j, each CDW maximum always contains an identical arrange-
ment of atoms at each bias voltage. Since wavelength and the orientation of the CDW
with respect to the atomic lattice do not change, the CDW remains commensurate. 1T-
TMDs such as 1T-TaS2172,391,439 and 1T-TaSe2387,440,441 have been reported to develop
a Star-of-David reconstruction in the transition metal plane which is closely related to
the material’s electronic structure (Fermi surface nesting for 1T-TaS2172 and spatially
localized sub-bands for TaSe2440,441). Consequently, the CDW in these materials strictly
locks to the reconstruction of the atomic lattice. As evident by the STM bias dependence,
in 1T-NbSe2 the CDW does not exhibit such a strict correlation with respect to the lat-
tice. Therefore additional mechanisms are suggested besides periodic lattice distortions
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Figure 11.3. Characterization of the 1T-CDW at T = 77 K. a) STM topography of the
boundary between areas of different 1T-CDW amplitudes. The observed 1T-CDW can occur
in a disordered (top left) or highly ordered state (rest of the image) and exhibits two different
amplitudes as shown by a line profile (b) along the red line in a). The wavelength is the same
for both amplitudes as highlighted by the black distance indicator. c) Overview image of the
amplitude boundary. The white squares indicate the areas of magnification used to generate
e–j). Within the high amplitude CDW, the electronic modulation largely conceals atomic
corrugations. d) Fourier filtered and zoomed image of c) omitting the CDW periodicities.
The atomic contrast does not give an indication for discontinuities across the boundary.
The boundary is marked with the white dotted line. e–j) STM bias dependence for both
amplitudes. The first row displays the large amplitude CDW and the second row the small
amplitude CDW. The STM bias is indicated above each column. Black circles mark the same
position in each image and are aligned with the maximum of the CDW for −50 mV. Both
rows are details from larger images across a phase boundary as indicated by white boxes in b.
Please note that the contrast in the images was adapted for best visibility of CDW features.
Scan parameters: a) I = 2.0 nA, U = −1.0 V; b) I = 2.0 nA, U = −50 mV; e–j) I = 2.0 nA.

as a driver for the CDW formation in 1T-NbSe2 such as strong (momentum-dependent)
electron–phonon coupling. This is similar to the case of pristine 2H-NbSe2 in which the
underlying mechanism of CDW formation has been investigated for decades and still re-
mains under intense debate. A consensus seems to exist that the driving force for CDW
instabilities in 2H-NbSe2 is a combined effect of lattice distortions410–413,420 and its elec-
tronic structure leading to orbital dependent405,407,417 and strong (momentum-dependent)
electron–phonon coupling404,405,407,411,412,417,438,442. The main contributions arise from the
Nb plane, concerning both, lattice distortions410 and electronic contributions of the Nb
d-orbitals.407,410,417,442,443 Changes in CDW order are therefore likely related to changes
in the electron–phonon coupling induced by structural variations within the Nb-plane for
2H-NbSe2. In the case of 1T-NbSe2, similarities in the voltage dependence to the (3× 3)-
CDW in terms of phase and amplitude (cf. Reference [401]) also suggests strong electron-
phonon coupling as the driving mechanism for CDW formation and cannot be explained
by Peierls instabilities of the lattice only. The CDW formation in 1T-NbSe2 therefore
turns out to be more complex than for other 1T-TMDs such as 1T-TaS2172,391,439 and
1T-TaSe2387,440,441.
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11.2. The 1D stripe charge modulation

Finally, CDW instability at T = 4.5 K are investigated. Here, the tridirectional (3 × 3)-
CDW is expected pristine regions of 2H-NbSe2 (Figure 11.1c) with TCDW = 34 K. In
the vicinity of the phase-engineered regions, however, one can observe large (> 1000 nm),
atomically flat areas with a striped charge modulation (1D-CDW) with a smooth transi-
tion to the (3×3)-CDW as shown in Figure 11.4a,b. The CDW propagates perpendicular
to the atomic lattice along a 〈210〉 direction (inset in Figure 11.4b) with a 1D-CDW
wavelength of a1D = (

√
3a/2) = 3.5a∗. This leads to a commensurate superstructure

with doubled periodicity of 7a∗ perpendicular to the close-packed rows of the surface.
The inset in Figure 11.4b is a zoom-in of the underlying image to highlight the discussed
periodicities. Interestingly, small regions of local (3 × 3)-order are discernible within the
1D-CDW pattern (green circle) as also reflected by diffuse spots Q3 in the corresponding
FFT (Figure 11.4c). It is likely that lattice defects are responsible for pinning the CDW,
similar to what is observed in (3×3)-areas above TCDW .401 As the 1D stripe charge is sus-
pected to be a strain-induced phenomenon (discussion below), this observation suggests
that impurity engineering may be employed to render TMDs robust against deteriora-
tion by external influences like strain. Other spots within the FFT shown in Figure 11.4c
correspond to the atomic lattice (Q1, red), to the 1D-CDW (Q3.5, blue) and to periodic-
ities resulting from a superposition of the electronic modulation with the atomic lattice
(Q1+3.5, orange). Figure 11.4d presents an FFT-filtered image of Figure 11.4b that omits
the (3 × 3)-patches and all contributions of the atomic corrugations that do not coin-
cide with the CDW were filtered, i.e. only the spots Q1, Q1+3.5, and Q3.5 were inversely
Fourier transformed. This leaves only the 1D-CDW entangled with the atomic rows along
the 〈210〉 direction. Interestingly, the filtered image bears remarkable similarity to the
artificial image next to it. The model is a simple intensity plot of the amplitude of two
superimposed cos2(x)-functions—one with periodicity a∗ (= 1/q1), the other with period-
icity 3.5a∗ (= 1/q3.5). The model fit is further corroborated by line plots in the frequency
space and in real space (Figure 11.4e and Figure 11.4f respectively). In frequency space,
the peak positions and relative peak intensities agree well. In both real space cuts, one
maximum of the CDW coincides with the atomic lattice resulting in a global maximum
flanked by two shoulders, the next CDW peak however falls in between two atomic rows,
creating two peaks. This picture also describes the observed apparent height of the atomic
rows in the non-filtered images in Figure 11.4b very well. The good agreement strongly
suggests a commensurate relationship of lattice and CDW.

Previously, the 1D-CDW has been observed to exist locally confined at buckled areas
with an atomically smooth interface to the (3 × 3)-CDW of pristine NbSe2418. There-
fore, uniaxial strain in 2H-NbSe2 was identified to cause an anisotropy in the electron–
phonon coupling leading to transitions from tridirectional (2D) to unidirectional (1D)
CDW order407,418. Intriguingly, a change in the interatomic distances of as little as 0.1 %
(i.e. ∆a ≈ 0.35 pm) is sufficient to induce the transition. The magnitude of strain does
not influence the CDW pattern, but always leads to the same 1D stripe structure.407
Therefore it seems highly likely that the 1D-CDW observed in the vicinity of pulsed areas
in this work is equivalent to the formerly reported “1Q”-pattern418 at strongly buckled
areas—despite the lack of evidence for strong structural distortions in our STM data.
Note that the external strain which favors the 1D-CDW likely acts uniformly on the
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Figure 11.4. One dimensional CDW (1D-CDW) at the NbSe2 surface at 4.5 K. a) In the
vicinity of tip-induced surface modifications, a striped CDW was observed. b) STM image at
U = −200 mV exhibiting local, short range (3× 3)-CDW patches within the stripe pattern of
the 1D-CDW as highlighted in green. The inset shows the CDW superstructure and its unit
cell. c) The corresponding FFT image reflects the periodicities of the atomic lattice (Q1, red),
the 1D-CDW (Q3.5, blue), the (3×3)-CDW (Q3, green) as well as periodicities resulting from
the superposition of the atomic lattice and the 1D-CDW (Q1+3.5, orange). d) FFT-filtered
image from b) that only includes information from Q3.5 to Q1 compared to a model (right
image in d), for details of the model see text). e) Logarithmic plot of a line profile from the
center of c) to Q1 (normalized to the Bragg intensity) along with the corresponding intensity
profile of the model FFT. f) Line profiles across both parts of d) along the same direction as
indicated by the red arrows. The line profile accentuates the 7a∗ periodicity of the 1D-CDW.
Scan parameters: a, b) U = −200 mV, I = 0.9 nA.

lattice without introducing displacement periodicities related to the CDW wavelength. In
contrast periodic lattice displacements associated with the Peierls instability create dis-
placement patterns associated with distinct lattice positions. In the case of strain induced
CDWs therefore, a strict relationship of the charge modulation to the lattice is not given a
priori. Such a lock-in can however minimize the system’s energy418 and lead to a (locally)
commensurate CDW from an intrinsically incommensurate CDW. The good agreement
between STM data and the simple phenomenological model strongly suggests an align-
ment of lattice and electronic modulation. The lock-in will result in phase slips of the CDW
or in simultaneous adaptations of the CDW maxima and the lattice to achieve a fit.417
To determine whether a Peierls distortion is present, STM images of the occupied and
unoccupied states were examined (cf. Figure 11.5). A purely Peierls driven CDW should
exhibit contrast inversion (for example in one-dimensional charge order in MoSe2424).
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11.2. The 1D stripe charge modulation

Figure 11.5. 1D-CDW stripe charge pattern imaged at −50 mV (left) and 50 mV (right).
The right image was vertically mirrored in order to arrange corresponding atomic rows from
each image right next to one another. The data were atomically aligned in larger frames at
distinct defects and the (3× 3)-pattern before zooming on the region of interest shown here.
At the mirror interface, bright (dim) atomic rows meet likewise bright (dim) ones: a contrast
inversion as expected for CDW arising from Peierls instabilities accompanied by Fermi surface
nesting cannot be observed.

However, the absence of a contrast inversion supports instead the phonon-driven scenario
described for the stripe charge before.407,417,418,444

Reversible transitions from (3 × 3)- to 1D-CDW phases may be induced by the STM
tip. This is illustrated by the findings presented in Figure 11.6 that shows the reversible
transitions between both CDW phases (3×3 and 1D). For easier identification, the (3×3)-
CDW regions are masked in green. Repeatedly scanning the STM-tip at comparatively
high bias voltages of U ≈ 5 V − 6 V transforms parts of the (3 × 3)-CDW into the 1D-
CDW (Figure 11.6b) and finally back to the initial (3× 3)-CDW phase (Figure 11.6c). In
addition, regions of the surface which were initially in 1D-CDW order (right hand side of
Figure 11.6b) are also transformed. The observation of reversible phase transformations

Figure 11.6. Tip-induced quantum phase transitions between 1D- and (3 × 3)-CDW. As
a guide to the eye, the (3 × 3)-areas are masked in green. Scanning at high bias voltages
(U > 5 V) can reversibly transform the CDW patterns. Scan parameters: a) U = −50 mV,
I = 2.0 nA; b) U = 50 mV, I = 2.5 nA; c) U = 70 mV, I = 2.5 nA.

between 1D- and (3× 3)-order underscores that (local) strain is a promising candidate to
achieve phase engineering and manipulating TMD properties.392,393,445,446 The switching
mechanism however remains ambiguous. Since each imaged phase represents an energetic
minimum of the system, the reversible switching between two minima suggests metasta-
bility of two states close in energy. Scanning the tip at high bias might be sufficient
to locally heat the sample above TCDW similar to STM assisted phase switching in 1T-
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TaS2391. Upon cooling the local pinning environment provided by the surrounding phases,
defects, and local strain could favor one phase over the other. Besides a heating/cooling
mechanism, charge driven phase transitions seem highly likely. For metastable ground
states close in energy as observed here, the injection of charge was reported to cause
switching for several TMDs398–400. Such phase transitions bare great promise for future
applications as they can be electronically controlled via electrostatic gating173,395–399.

Summary
In conclusion, low-temperature STM was used for structural and electronic phase en-
gineering of the group-V TMD NbSe2. By applying bias pulses with an STM tip, the
coordination of the niobium atom switched from a trigonal prismatic (2H) to octahedral
(1T) lattice, whereby the 1T-phase was identified by its characteristic (

√
13×

√
13)R13.9°

CDW order at temperatures down to T = 4.5 K. Atomic-resolution STM images of the
atomically sharp and lattice matched phase boundary corroborate the successful TMD
phase-engineering, supported by the observation of concomitant changes in both atomic
and associated electronic structure across the junction. Different 1T-CDW amplitudes
were reported for the first time to hint the 2H-1T transition to be a few-layer phenomenon
where interlayer interactions determine the CDW amplitude. The electronic properties of
2H-NbSe2 was furthermore reversibly modified between its intrinsic (3 × 3)- and a 1D-
CDW by the STM tip. For the mechanisms of the phase transformation, different possible
contributing factors were discussed, including temperature changes as well as charge injec-
tion by the STM tip. And whilst the precise mechanism of the phase changes is not known
and warrants further investigation, the engineering of atomically sharp phase boundaries
in transition metal dichalcogenides with substantially different electronic properties may
promises their use for future atomically small electronic devices.
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12. Summary and outlook

To conclude, this chapter summarizes the major results, provides ideas for future in-
vestigations and suggests potential experimental approaches for the investigation of low
dimensional nano-architectures based on the LT-STM/AFM setup.

Summary
The summary follows the structure of the thesis and shortly reflects the key results.

Experimental setup. Prior to any experiments, a new experimental setup was installed,
tested, and put into operation. The custom-designed UHV chamber houses a commer-
cial LT-STM/AFM. Most importantly, small-amplitude non-contact AFM in the form
of frequency modulation AFM was established at the chair for molecular nano-science
(E20). The setup facilitates state-of-the-art, non-destructive investigations of surface con-
fined nano-architectures in real-space with sub-molecular resolution and direct imaging of
chemical bonds as well as force measurements, KPFM and other FM-AFM related tech-
niques. Furthermore, crucial experimental routines like the epitaxial growth of sodium
chloride and the controlled CO tip-functionalization were realized. The new setup deliv-
ered results for several high-impact publications in renowned peer-reviewed journals.

Metal-organic porphyrin networks on Ag(111). The formation of extended, porous,
2D, grid-like metal-organic networks was investigated by STM. The networks were com-
prised of deliberately functionalized porphyrin derivatives and copper adatoms. Steric
constraints around the coordination center imposed by the molecules’ functional groups
were identified as driver for the network structures and their different formation pathways.
The network formations were modeled by Monto Carlo simulations under consideration
of the molecular characteristics only. Additionally, the intrinsic metal coordination prop-
erties turned out to be decisive for the emerging coordination motifs. So far, the metal’s
coordination qualities were mostly neglected when designing surface-based metal-organic
coordination networks, but could be inferred to some extend from 3D metal-organic com-
plexes. Consequently, this study introduced prospects for the programmed design and
selection of molecular and monoatomic building blocks for surface-confined supramolec-
ular networks and thus contributed to controlled engineering of metal-organic/organic
architectures.

Adsorption geometries of 2H-TPP on coinage metal surfaces. A qualitative charac-
terization of the adsorption geometries of individual, non-planar 2H-TPP molecules by
means of FM-AFM confirmed a moderate saddle shape on Ag(111) but revealed an unex-
pected and unreported molecular conformation on Cu(111). The porphyrin exhibited an
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extremely deformed macrocycle along with nearly flat phenyl legs. These findings refined
the understanding of the molecular system and provided information neither accessible
by STM imaging nor space-averaging experiments. FM-AFM—mostly applied to nearly
flat species—can therefore also be employed as a powerful tool for the structural analysis
of complex and flexible surface-anchored species and strongly deformed molecules with a
pronounced 3D character without requiring costly particle-accelerator based experiments
or sophisticated simulations for data analysis.

Synthesis of covalent nanostructures and single molecule chemistry. This section pre-
sented a combined STM/nc-AFM study of porphyrin-based, surface-assisted C–C coupling
reactions for single molecule chemistry and for the synthesis of covalent nanostructures
on Ag(111) and Cu(111). The atomic-level structural analysis of the reaction products
by nc-AFM with CO functionalized tips allowed their unambiguous characterization and
helped to resolve contradicting conclusions of recently published studies—especially for
the cyclodehydrogenative flattening of TPP molecules. In addition, changes in adsorption
height of porphine molecules were detected by FM-AFM as a result of chemical modi-
fications of the macrocycle indicating a changed substrate–adsorbate interaction. These
findings highlight FM-AFM as powerful technique for the direct detection of relative ad-
sorption height changes on the single molecule level, which is non-trivial to obtain by
space-averaging methods or by theoretical modeling. Furthermore, the observation of a
hitherto unreported tripyrrolic porphyrin fragment was observed on Cu(111). The unex-
pected degradation of the conjugated porphyrin macrocycle was related to its extreme
structural deformations induced by the surface. These findings widened the capabilities
of heterogeneous catalysis suggesting a novel route for destabilization and deconstruction
of chemically and structurally robust molecular systems by conformational design.

Nanoscale phase engineering of niobium diselenide. The structural and electronic
properties of the group-V transition metal dichalcogenide NbSe2 were engineered on the
nanoscale by STM. The coordination geometry of the central niobium atom was switched
from trigonal prismatic to octahedral resulting in a change of the crystal structure from
2H-NbSe2 to 1T-NbSe2 accompanied by modifications of electronic properties. Unprece-
dented high resolution data of the atomically sharp and lattice-matched phase boundary
gave direct proof of a successful phase engineering for the first time. A detailed investiga-
tion of the resulting 1T-CDW suggested a complex formation mechanisms based on strong
(momentum–dependent) electron–phonon coupling as well as interlayer interactions. Ad-
ditionally, the first observation of extended 1D-CDW states in the 2H phase of NbSe2
was reported and the electronic properties of 2H-NbSe2 were reversibly modified between
its intrinsic 3x3- and the 1D-CDW. Therefore, this sections significantly advanced the
understanding of charge density order and structural phase transitions in the transition
metal dichalcogenide NbSe2. The engineering of atomically sharp phase boundaries in
transition metal dichalcogenides with substantially different electronic properties may be
promising for future atomically small electronic devices.
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Outlook
The presented experimental results were extensive and in many aspects also conclusive.
However, some observations require additional research efforts to expedite a more compre-
hensive understanding; others inspire for pushing towards new, intriguing research fields.
The following outlook is structured accordingly. First, possible follow up experiments are
suggested that offer a straight forward approach for complementary investigations of pre-
vious observations. Then conceptional ideas are presented that might offer interesting
routes for future experiments.

Complementary investigation of relative adsorption heights. Section 8 qualitatively
revealed different adsorption heights for chemically in-equivalent porphine species and
allowed a rough estimate of ≈ 0.3Å for the difference. FM-AFM however offers tools
for determining relative heights precisely. This was first impressively demonstrated by
Schuler et al. by determining adsorption heights and the adsorption geometries of single
molecules128 via extensive 3D ∆f -spectroscopy maps. Furthermore, Albrecht et al. were
able to determine height changes of only 0.5Å in the central copper ion of Cu-TPP by
introducing vertical imaging, i.e. ∆f -spectroscopy along a line33. And Schwarz et al. deter-
mined the geometric corrugation of a h-BN sheet on Cu(111) by calibrating the variation of
the atomic contrast in ∆f as a function of the tip height447. Such experimental procedures
could be applied to porphines on metal surfaces to quantitatively determine adsorption
height changes induced by chemical modifications of the macrocycle. This could advance
the understanding of the absorbate–substrate interaction of this prototypical compound
and help benchmarking theoretical simulations like density functional theory. Once the
parameters are precisely determined for such a model system, it could be employed as a
reference to determine the adsorption heights of unknown molecular systems without the
need for space averaging methods like X-ray standing wave measurements or simulations.

Complementary characterization of 1T-NbSe2. The nanoscale phase engineering of
NbSe2 presented in Section 11 offered STM techniques for the manipulation of TMDs.
While it focused mostly on the engineering aspects, it would be desirable to clarify chem-
ical and physical aspects like the phase change mechanisms (e.g. heat-/charge-/electric
field-induced) as well as the electronic properties of 1T-NbSe2 that was found to ex-
press Mott insulating properties as single layer432. The phase change mechanism could
be elaborated by a detailed analysis of the material’s response to bias pulses of different
magnitude as a function of tip–sample separation, as e.g. done by Ma et al. (cf. Supple-
mentary Figure 1 of the publication)391. A characterization of the electronic properties
requires careful spectroscopic investigations that are however non-trivial to carry out. The
tip often changes significantly upon the pulsing employed for phase engineering. Ideally,
phase engineering would have to be followed by a sample exchange for tip-conditioning on
a metal surface, after which the NbSe2 sample would have to be re-transferred to recover
the nano-meter scaled engineered regions. Alternatively, spectra on 2H-NbSe2 could be
established as reference with a conditioned tip. Or metal layers could be epitaxially grown
on a TMD sample to circumvent multiple sample exchange procedures. The insights of
the suggested experiments are crucial from a fundamental point of view for characterizing
NbSe2. Furthermore, this knowledge might upon intriguing aspects for the fabrication of
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atomic-scale devices featuring atomically precise metal-to-insulator junctions169 or elec-
tronically controllable phase transitions173,395–399.

Towards chemical recognition in AFM. Section 6.3 and 9 exposed a lack of chemical
contrast despite atomic resolution. This manifested in the inability to visualize metal
atoms within metal-organic complexes as well as the non-distinction between elements
within organic molecules (e.g. carbon vs. nitrogen). Considerable effort has been made
to improve SPM capabilities by exploration of tip-terminations120,197,199,448(also see Sec-
tion 5.3) and by the development of experimental techniques10,33,35,37,447,449–452. Some
have achieved chemical sensitivity449,453–455. However, the chemical analysis of single
molecules and the chemical identification of individual atoms is non-trivial and often
requires extensive theory support. Chemical sensitivity can only be achieved in SPM by
distinguishing tip–sample interactions of different elements with atomic resolution. There-
fore it might be helpful to custom-tailor the tip termination for the desired tip–element
interaction as demonstrated by an enhanced STM contrast above the metal ion of metal-
porphyrins with modified STM tips190,305. The use of such “sensor molecules” was also
suggested for AFM decades ago456.
Generally, chemical recognition might also be achieved by employing reactive tips like

metal tips457. Contrary, a CO tip is ideal to easily achieve high lateral resolution but
is chemically inert. Here, it is important to emphasize that a reactive tip does not
necessarily goes in hand with the loss of atomic resolution as demonstrated in several
studies35,198,450,457. However, adsorbates might easily be manipulated at close tip–sample
distances necessary for structure determination by AFM. Therefore, it seems important
to immobilizing molecules by anchoring on reactive surfaces, through strong surface-
adsorbate interactions via functional groups, in covalent networks or metal-organic struc-
tures. Additionally, probing at close distances using the multipass technique35,450,458 might
be beneficial over constant height imaging. Employing reactive tips might also enable the
characterization of chemically active sites459,460 for catalysis research. On a final note, the
most promising approach seems to be joining complementary information gathered with a
combined STM/AFM setup, i.e. a structural analysis by AFM with CO-terminated tips,
completed by investigations with reactive tips and force spectroscopy, STS, STM, KPFM,
IETS, and others, supported by theory.

The search for novel materials. For the biggest part, this work presented molecular
nanoscience based on organic materials and finished with a glimpse into the vivid field
of transition metal dichalcogenides. However, the two research fields also exhibit some
overlap opening intriguing possibilities for creating hybrid systems that have yet to be
explored. The combination of TMDs with organic molecules for catalysis, TMD function-
alization and manipulation is still in its infancy.461–467 Recent reviews highlight successes
of this burgeoning research field174,468.
Furthermore, a general research interest in atomically thin and 2D materials was trig-

gered by the discovery of graphene and has led to a considerable interest in single layer
TMDs. As demonstrated in Section 11 and recent high-impact publications391,419,424,439,
SPM techniques are ideal for exploring and characterizing TMD samples. The enormous
interest in TMD research is reflected by the high citation counts that these publications
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have gathered in only a year or two. It therefore seems highly promising to pursue SPM
based TMD research. A starting point—and possibly relatively easy to realize—could
be the exploration of molecular adsorption onto TMD surfaces of bulk or single layer
samples26,27. This might offer structural and phase control of TMDs467 and could e.g.
be exploited for gas sensors469. Furthermore, the characterization of single layer TMDs
that have not yet been investigated by SPM techniques might offer interesting physics398.
Additionally, the investigation of TMD samples suggests implementing new experimental
techniques. The manipulator and scanning stage presented in Section 4 offer six electri-
cal contacts and it is feasible to carry out (in-plane) transport measurements and apply
in-plane electric fields397,400.
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Experimental details
If not mentioned otherwise, all experiments were performed in the Munich setup (see
4) operated at 5 K. The base pressure during the experiments was below 3 · 10−10 mbar.
Repeated cycles of Ar+ sputtering and annealing to 725 K were used to prepare the
Ag(111) and Cu(111) single crystals. In the figure captions voltage U refers to the bias
voltage applied to the sample.
All AFM data were recorded with a qPlus sensor in the frequency modulation mode

using a CO functionalized tip. The tungsten tip at the sensor was prepared by focused-ion-
beam processing and in situ tip forming. To facilitate the CO pickup on Cu(111), a small
amount of bilayer NaCl islands were grown. Therefor NaCl powder (Sigma Aldrich, purity
99.999 %) was thoroughly degassed in a quartz crucible and deposited at 910 K onto the
sample held at 280 K for 2 min (also see Section 5.1). A CO transfer from NaCl/Cu(111)
and Ag(111) to the tip can be achieved by approaching the tip at a CO several hundred
pm from the STM set point (also see Section 5.3). All data were recorded away from
NaCl islands on the metal sample. The change in tip height ∆z for constant height AFM
images refers to the stabilization of the tip in STM constant current mode above the
bare metal substrate. Generally the SP corresponds to the scan parameters of the STM
image presented together with the AFM data. If not mentioned otherwise, AFM images
were recorded in constant-height mode at U = 0 V bias with an oscillation amplitude of
50 pm–100 pm.
Prior to all AFM experiments, the cantilever oscillation amplitude was calibrated, the

qPlus sensor was characterized by frequency sweeps, and PLL parameters were opti-
mized. Additionally, piezo offsets were determined to account for tilting of the sample
and to guarantee a parallel movement of the cantilever with respect to the surface plane.
When recording constant height ∆f -maps, the tip was stabilized above bare metal be-
fore switching off the STM feedback. To ensure the same reference point for all constant
height measurements, the STM feedback parameters were set to a very slow regulation.
This avoids sudden tip movements caused by fluctuations and noise in the tunneling
junction and stabilizes the sensor at an “average height”. Furthermore, a constant current
image was recorded before and after every AFM measurement in order to compensate
for drifts in z-direction. The area for AFM investigations was usually scanned for several
hours in constant current more before disabling the STM feedback to account for piezo
creep.

Metal-organic porphyrin networks on Ag(111)
2H-TPyPP and 2H-TPCN molecules were dosed from a thoroughly degassed quartz cru-
cible held at 760 K. During deposition the sample was kept at room temperature. Cu was
evaporated from a home-built, water-cooled cell by resistively heating a W filament sup-
porting a Cu wire of high purity (99.9999 %). All STM images were recorded in constant
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current mode using an electrochemically etched tungsten tip prepared by sputtering and
controlled dipping into the Ag(111) substrate.
2H-TPyPP and 2H-TPCN molecules were synthesized and provided by Daphne Stassen

(Department of Chemistry and Namur Research College, University of Namur, Belgium)
and Prof. D. Bonifazi (Department of Chemistry and Namur Research College, University
of Namur, Belgium; School of Chemistry, Cardiff University Main Building, Park Place,
Cardiff CF10 3AT, United Kingdom). For details on the synthesis, please see Supporting
Information of Reference [204].

FM-AFM investigation of cyano–copper coordination nodes

Experiments were performed in Regensburg using a home-built combined STM/AFM
operated in ultrahigh vacuum (p ≈ 5 · 10−11 mbar) at low temperature (≈ 5 K)129. The
microscope is equipped with a qPlus sensor and operated in the frequency modulation
mode. The oscillation amplitude was fixed to 0.5Å to increase the lateral resolution,
and bias voltages refer to the sample with respect to the tip. 2H-TPCN and copper were
consecutively sublimed onto the cold Ag(111) surface with the sample being located inside
the scanner, subsequently transferred to the preparation chamber for annealing to room
temperature and re-transferred to the scanner.

Adsorption geometry of 2H-TPP on coinage metal surfaces

2H-TPP molecules (Sigma Aldrich, purity > 99 %) were dosed from a thoroughly degassed
quartz crucible held at 600 K onto a sample held at ≈ 80 K for single molecule investi-
gations on Ag(111) and onto a room temperature sample for Cu(111). The experiments
were carried out with a qPlus sensor with fixed oscillation amplitude at 0.8Å.
Figure 7.2e was recorded in Regensburg33,129 using a home-built combined STM/AFM

operated in ultrahigh vacuum (p ≈ 5 · 10−11 mbar) at low temperature (≈ 5 K). Individual
2H-TPP molecules (Sigma-Aldrich) were sublimed onto the cold Cu(111) surface with the
sample being located inside the scanner. The oscillation amplitude was fixed to 0.5Å. The
∆f(z)-grid on 2H-TPP contains 50×50 pixels and was recorded with disabled z-feedback.
To correct for lateral drift and creep during the 15 h of data acquisition, a constant-height
image was recorded after each line of spectra. In the data analysis, a cross correlation
procedure of these images allowed to correct for lateral mismatch by shifting the grid
pixels accordingly. In order to record all ∆f(z)-spectra for the grid in a sufficiently close
but safe distance regime, a threshold criterion was implemented as introduced by Mohn
et al.470

Dehydrogenative homocoupling of porphine molecules

2H-P (purity > 95 %, Frontier Scientific) were deposited using organic molecular beam
epitaxy from a thoroughly degassed quartz container held at 570 K. During deposition
the Ag(111) substrate was kept at room temperature. To trigger the coupling reaction,
the sample was subsequently heated to 570 K for 20 min. For the AFM imaging, the tip
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was typically approached by a distance ∆z of 60 pm to 70 pm with respect to the STM
set point on Ag(111).

Cyclodehydrogenative flattening of porphyrins and
surface-catalyzed porphyrin deconstruction
2H-TPP (Sigma Aldrich, purity > 99 %) was deposited using organic molecular beam
epitaxy from a thoroughly degassed quartz container held at 600 K. During deposition
the sample temperature was kept at room temperature and subsequently heated to 510 K
for 5 min to induce complete chemical reactions on Cu(111). Annealing to 390 K for 20 min
led to reaction intermediates. For AFM imaging, the tip was approached by a distance
∆z of 1Å–2Å with respect to a typical STM setpoint of U = 30 mV, I = 10 pA.

Nanoscale phase engineering of niobium diselenide
All experiments were performed at Monash University Melbourne in a commercial ultra-
high vacuum chamber housing a slider-type STM by CreaTec. The STM was operated at
77 K and 4.5 K. The base pressure during the experiments was below p ≈ 3 · 10−10 mbar.
The NbSe2 sample was either prepared by ex-situ tape exfoliation or by in-situ cleaving.
When exfoliated in ambient conditions, the sample was transferred within seconds into
a UHV load-lock and immediately pumped. All STM images were recorded in constant
current mode. The tip was prepared by field emission and controlled dipping into an
Au(111) substrate as well as by voltage pulsing on NbSe2. The phase transformation from
2H- to 1T-NbSe2 was realized by pulsing the bias voltage from the scan setpoint to values
exceeding 4 V for 100 ms. The tip feedback was switched off during the pulse, i.e. the tip
was stabilized at the scan parameters. For the reversible switching of charge order from
3× 3- to 1D-CDW, the STM feedback was kept on and the bias was increased to 5 V–6 V
during scanning. The area of interest was scanned for several scan frames at elevated bias
before resuming to the initial scan parameters. In the figure captions voltage U refers to
the bias voltage applied to the sample.

171





Data post-processing

For data post-processing of SPM raw data, the Gwyddion software package471 (http:
//gwyddion.net/) and the WsXM program (www.nanotec.es) were used. For STM data,
only standard procedures were employed like Gaussian blurring to remove noise, plane
subtractions and contrast adaptations for optimized visibility of relevant features. For
AFM, to accentuate the chemical structure within the displayed constant height ∆f -
maps, the data was first low-pass filtered to remove (high frequency) noise (indicated by
“lowpass” at the image) and then edges—i.e. sharp transitions from dark to bright—were
detected by displaying the second derivative of the image (Laplace filter). When applied
it is indicated by “Laplace” at the image. A noise-minimum filter can further sharpen
the edges by setting all pixel values to the lowest (i.e. darkest) value within a pre-defined
radius. In doing so, only the central bright pixels survive that do not adjoin dark pixels
and chemical bonds appear sharpened. When this filter was used, it is indicated by the
label “NoiseMin”. All filtering procedures can cause image artifacts and were employed
with care.
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