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Abstract

Magnetic nanoparticles (MNPs) can be assembled with pharmaceutical agents, injected into

the body and directed to diseased tissues using external magnets where the agent is released

- a method called magnetic drug targeting. Due to their strong contrast enhancing properties,

the therapy progress can be monitored non-invasively using MRI relaxometry. Since MNPs

affect the MRI contrast only indirectly by shortening relaxation times of water protons,

comprehensive in-vitro characterisation of the particles and the particle-agent complexes

have to be performed to allow for reliable in-vivo therapy monitoring. In this work, several

characterisation methods were employed, studied and improved which is expected to con-

tribute to the successful use of MNPs for drug targeting. First, room temperature Mössbauer

spectroscopy combined with external magnetisation of particle samples was shown to be a

potent technique for the quality assessment of MNP synthesis even for particles with sizes

below 15 nm. Second, NMR relaxation measurements of particles fractionated by size was

shown to be a new method that can test the suitability of a given particle system for quantifi-

cation using MRI relaxometry and also allows for verification of relaxation theories. Third,

extensive MRI relaxometry experiments were performed. The results confirmed thatR1 and

R2 relaxation rates are sensitive to complex formation and cell incorporation whileR∗2 rates

are more suitable for particle quantification. In addition, two general conclusions can be

drawn from these experiments regarding their practical implementations. First, sequences

for fast R1, R2 and R∗2 mapping are not available on all MRI systems and often suffer from

severe artifacts. MRI system, sequences and sequence parameters thus have to be chosen

with care. Second and most importantly, any air inside the in-vitro samples has to be strictly

avoided in order to prevent susceptibility artifacts.



Zusammenfassung

Magnetische Nanopartikel (MNPs) können an pharmazeutische Wirkstoffe gebunden, in

den Körper injiziert und mithilfe externer Magnetfelder im krankhaften Gewebe angesam-

melt werden, wo sie die Wirkstoffe freigeben - diese Methode heißt magnetic drug target-

ing. Aufgrund ihrer kontrastverstärkenden Eigenschaften kann der Fortschritt der Thera-

pie nichtinvasiv mittels MRT Relaxometrie überwacht werden. Da MNPs den MRT Kon-

trast nur indirekt über eine Verkürzung der Relaxationszeiten der Wasserprotonen beein-

flussen, muss eine umfassende in-vitro Charakterisierung der Partikel und der Partikel-

Wirkstoff Komplexe durchgeführt werden, um eine zuverlässige Kontrolle der Therapie zu

ermöglichen. In dieser Arbeit wurden mehrere Charakterisierungmethoden verwendet, un-

tersucht und verbessert. Es wird erwartet, dass dies zur erfolgreichen Verwendung von mag-

netischen Nanopartikeln für das magnetic drug targeting beiträgt. Erstens wurde gezeigt,

dass Mößbauerspektroskopie bei Raumtemperatur in Kombination mit einem äußeren Mag-

netfeld zur Magnetisierung der Partikelproben eine wirkungsvolle Methode ist, um die

Produktionsqualität von Partikeln zu bewerten, selbst für solche mit einem Durchmesser

unterhalb von 15 nm. Zweitens ist die Messung der NMR Relaxationszeiten von größen-

sortierten Partikeln eine neue Methode, mit der die Eignung des Partikelsystems für die

Quantifizierung mittels MRT Relaxometrie geprüft werden kann. Diese Methode kann

außerdem verwendet weden, um Relaxationstheorien zu überprüfen. Drittens wurden um-

fangreiche MRT Relaxometrieexperimente durchgeführt. Die Ergebnisse bestätigen, dass

dieR1 undR2 Relaxationsraten sensibel auf die Bildung von Komplexen und die Aufnahme

der Partikel in Zellen reagieren, während die R∗2 Raten eher zur Partikelquantifizierung

geeignet sind. Zusätzlich können zwei allgemeine Schlussfolgerungen bezüglich der prak-

tischen Umsetzung aus diesen Experimenten gezogen werden. Erstens sind schnelle Se-

quenzen zur quantitativen R1, R2 und R∗2 Bildgebung nicht auf allen MRT-Geräten vorhan-

den oder leiden unter schweren Artefakten. MRT-Scanner, Sequenzen und Sequenzpa-

rameter müssen daher sorgfältig ausgewählt werden. Zweitens müssen Luftblasen inner-

halb der in-vitro Proben unbedingt vermieden werden, damit keine Suszeptibilitätsartefakte

auftreten.
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1. Introduction

Magnetic nanoparticles (MNPs) have been used for several biomedical applications such

as bioseparation, transfection, hyperthermia and magnetic drug targeting and are promising

tools for the treatment of different conditions such as cancer and heart diseases [1, 2, 3, 4, 5].

For magnetic drug targeting, MNPs are bound to pharmaceutical agents such as anticancer

molecules or viruses and then injected into the body. Using strong external magnets, the

MNP complexes can subsequently be assembled at the location of the disease where they

release the active agent. In addition to their use for treatment itself, the strong contrast

enhancing properties of MNPs can be exploited for non-invasive therapy monitoring using

magnetic resonance imaging (MRI) relaxometry. Relaxometry refers to the measurement of

the relaxation times T1, T2 and T ∗2 and can, in principle, be used to assess both the spatial

distribution of particle concentration as well as their aggregation state and degree of cell in-

corporation [6, 7, 8, 9]. However, in contrast to other imaging modalities such as magnetic

particle imaging, which measures a signal produced by the particles themselves, MRI only

detects the influence of MNPs on the relaxation times of water protons. This makes the

application of MRI relaxometry to therapy monitoring in biological tissue inherently chal-

lenging. In order to obtain reliable information from the measurement of relaxation times

in-vivo, one needs to collect as much in-vitro information as possible about the system of

MNPs and biological components, such as viruses and cells. A number of different charac-

terisation methods exist that can be used to assess the composition, stability, size, magnetic

properties and MRI relaxation behaviour of MNPs. Some of these techniques have been

used, evaluated and improved in this work and the results are presented in three main ex-

perimental chapters.

In the first main experimental chapter (Chapter 3), a new method for characterising the

iron composition of small MNPs (diameter < 15 nm) using Mössbauer spectroscopy is pre-

sented. MNPs are usually composed of two types of iron oxides - magnetite and maghemite.

Magnetite is preferred due to its higher magnetisability and the resulting stronger contrast

enhancing properties. Moessbauer spectroscopy can differentiate between magnetite and

maghemite and can therefore be used for quality assessment of the MNP synthesis. This

1



chapter is based on a previous publication [10]. Chapter 4 is based on another publication

and deals with the fundamental NMR relaxation behaviour of particles of different sizes

[11]. A relatively new method for hydrodynamic size fractionation was used to test existing

relaxation theories and evaluate the suitability of a particle system for quantification through

MRI relaxometry. This chapter also contains a section describing a Monte Carlo method

for the simulation of T2 and T ∗2 relaxation times that can contribute to the understanding

of relaxation mechanisms. The third experimental section, Chapter 5, describes extensive

MRI experiments that have been conducted to test the ability of MRI relaxometry to quan-

titatively assess the distribution and aggregation state of MNPs and MNPs bound to viral

targets in biological systems.

Each of these experimental chapters contains its own introduction outlining the current state

of research and sections presenting the employed methods, results, discussion and conclu-

sion. In Chapter 6, all findings are summarised and correlated and an outlook regarding

future experiments is given. In the general theory part (Chapter 2), the background infor-

mation necessary for the understanding of the experimental chapters is described.
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2. Theory

2.1. Nuclear Magnetic Resonance (NMR)

Nuclear magnetic resonance was first discovered by Isidor Isaac Rabi which earned him the

1944 Nobel Prize in Physics. Rabi and his team were using a modified version of the Stern-

Gerlach experiment to precisely measure the magnetic moment of molecules and atomic

nuclei by applying an additional, oscillating field at the same time [12]. In 1946, Felix

Bloch and Edward Mills Purcell independently performed the first NMR experiments on

liquid and solid samples [13, 14], for which they received the Nobel Prize in Physics in

1952. The NMR phenomenon is the basis for both NMR spectroscopy and magnetic reso-

nance imaging (MRI).

In the following, the basic principles of NMR that are necessary for the understanding of

Chapter 4 and of magnetic resonance imaging will be reviewed. More detailed descriptions

can be found in "‘Principles of Nuclear Magnetism"’ [15] and "‘Spin Dynamics"’ [16].

2.1.1. Spin and Magnetism of Atomic Nuclei

Spin is an intrinsic and quantum mechanical property of elementary particles. As the name

suggests, it bears a strong resemblance to classical angular momentum. In contrast to its

mechanical counterpart, however, spin is not caused by the spinning of a mass and when

measured, it can only assume discrete values. All elementary particles have a fixed spin

quantum number s. Particles with a half-integer spin such as 1
2 ,

3
2 ,

5
2 are called fermions

with electrons and quarks being the best-known examples. Particles with an integer spin

such as 0, 1, 2 are known as bosons with the most prominent representative being the photon.

The spin quantum number should not be confused with the closely related norm of the spin

vector
∣∣∣Ŝ∣∣∣ or the secondary spin quantum number ms:

∣∣∣Ŝ∣∣∣ = ~
√
s(s+ 1) (2.1)

Ŝz |s,ms〉 = ~ms |s,ms〉 . (2.2)

3



2.1. NUCLEAR MAGNETIC RESONANCE (NMR)

The eigenvalue Equation 2.2 means that ms is the z-component of the spin vector ranging

from −s to +s in steps of one. For composite particles, the spins and angular momenta of

their constituents become coupled resulting in a total spin quantum number. Being com-

posed of protons and neutrons (which in turn consist of quarks), an atomic nucleus is such

a composite particle. The nuclear spin I has a half integer value and is therefore > 0 for

nuclei consisting of odd numbers of protons or neutrons. Well known examples are the 1H
nucleus (proton) and the 13C nucleus.

A nuclear spin greater than zero always results in a nuclear magnetic moment µ, which is a

necessary condition for nuclear magnetic resonance:

µ = γI . (2.3)

γ is the gyromagnetic ratio which has a characteristic value for every type of particle or

nucleus. The values for the proton and the electron are γProton = 2.675× 108 s−1T−1 and

γElektron = 1.76× 1011 s−1T−1, respectively. For this reason, the magnetic moment of the

electron is greater than the magnetic moment of the proton by a factor of 658, which is

essentially the reason for the small signals measured in NMR compared to ESR (electron

spin resonance). If a nucleus with a magnetic moment is placed in a magnetic field, its

Hamiltonian reads:

Ĥ = Ĥint + V̂ with V̂ = −µ̂B , (2.4)

where Ĥint is the Hamiltonian for the interaction among the nucleons themselves and V̂

represents the interaction with the external magnetic field. Given a time independent field

in z-direction B = (0, 0, B0) and assuming that Ĥint � V̂ , one can employ first order

perturbation theory to calculate the splitting of the nuclear energy levels due to the external

field (Zeeman effect):

EZmI = −γ~B0mI . (2.5)

For a hydrogen nucleus (proton) with I = 1
2 , there are therefore two energy eigenstates and

mI can assume the two values −1
2 ,+

1
2 . The proton can be brought from the lower energy

eigenstate to the higher one by absorbing a photon whos energy equals the energy gap:

∆EZmI = ~ω0 , ω0 = γB0 . (2.6)

ω0 is called the Larmor frequency. This is the quantum mechanical basis of nuclear mag-

netic resonance.

4



CHAPTER 2. THEORY

Many introductions to NMR continue by saying or at least imply that in a real NMR exper-

iment, where there are a great number of protons, each proton is individually forced into

one of its two energy eigenstates. This is wrong, unless the experiment would be conducted

at 0 K. In an ensemble of spins placed in an external magnetic field, every individual spin

is in a random superposition of the two energy eigenstates and the spins are free to point

in arbitrary directions in space, independent of whether the total magnetisation of the spin

ensemble is being measured or not [17]. However, as for a classical magnetic moment in

an external field, the spins are a bit more likely to point towards the direction of the field,

which results in a macroscopic magnetisation M . This static magnetisation can be calcu-

lated either classically or by means of quantum mechanics yielding the following formula:

M ≈ NI(I + 1)γ2~2

V 3kBT
B0 = χ0

µ0
B0 . (2.7)

Here, µ0 is the magnetic constant and χ0 the static susceptibility of the nucleus. The pro-

portionality χ0 ∝ 1/T is called Curie’s Law. Due to the proportionality to γ2, the static

magnetisation of atomic nuclei is smaller than the electron magnetisation by a factor of 10−6

and therefore very hard to measure experimentally. For this reason, the nuclear magnetisa-

tion has only become interesting for applications due to the discovery of nuclear magnetic

resonance.

2.1.2. Bloch Equations and Resonance

The behaviour of a macroscopic magnetisation M in an external field can be calculated

based on the considerations for a single spin. Using quantum mechanical tools such as the

density matrix and the master equation, one can proof that the following classical equation

holds:
dM(t)
dt

= γM(t)×B . (2.8)

This implies that the macroscopic magnetisation essentially behaves like a classical mag-

netic needle, rotating around its own length direction (therefore having spin or angular mo-

mentum) and placed in an external magnetic field. Assuming that the external field points

in z-direction B = (0, 0, B0), above equation is solved by:

Mx(t) = M⊥(0) sinω0t, My(t) = M⊥(0) cosω0t, Mz = M‖ = konstant (2.9)

5



2.1. NUCLEAR MAGNETIC RESONANCE (NMR)

The z-component is constant, but the transverse component rotates around the z-axis if its

initial value is different from zero. This precessing magnetisation can induce an easily

measurable voltage in an electromagnetic coil, which is exactly how the signal in an NMR

experiment is acquired. But for this to work, the magnetisation first has to be tilted into

the xy-plane. This is achieved by applying an additional, oscillating magnetic field to the

sample, which is polarized perpendicular to the z-axis. The effect of such an oscillating

field B1(t) = B1(2 cosω1t, 0, 0) polarized along the x-axis is best understood by splitting

it into two components rotating in opposite directions around the z-axis:

B+
1 (t) = B1


cosω1t

sinω1t

0

 , B−1 (t) = B1


cosω1t

− sinω1t

0

 , B1 = B+
1 + B−1 . (2.10)

The effect of the B−1 component cancels out which will become apparent shortly. Consider-

ing just the B+
1 component and switching to a frame of reference rotating with B+

1 around

the z-axis yields:

dM′(t)
dt

= γM′(t)×


B1

0
B0 − ω1

γ

 = γM′(t)×Beff . (2.11)

In the rotating frame, the B+
1 component of the oscillating field is therefore constant and the

magnetisation M′ precesses around the effective field Beff analogous to equation 2.8. The

B−1 component rotates with 2ω1 in this frame of reference, which is why its effect cancels

out over time. If the frequency of the applied oscillating field is chosen to be the Larmor

frequency ω1 = ω0 = B0γ, only the x′ component of the effective field Beff remains and the

magnetisation will therefore precess around the x′-axis. This is the resonance phenomenon

in NMR and the precession is called Rabi oscillation. Because of the typical frequency

range in NMR, the oscillating field is often called radiofrequency (RF) field and it is usually

created using the same electromagnetic coil that is used for the signal detection. If the RF

field is applied just for a short time t, M′ will be tilted by an angle α = γB1t (in radian)

with respect to the z-axis. Back in the original frame of reference, the magnetisation M

will subsequently precess around the z-axis and can induce a voltage in a coil. α is usually

called the flip angle (α) and typical values are 90◦ and 180◦. According to this model, the

magnetisation would continue precessing infinitely and so would the measured signal. Due

to mechanisms that will be explained in Section 2.2, the signal decreases with time in a

real NMR experiment. This observation is taken into account in the Bloch equations, first

6



CHAPTER 2. THEORY

published by Felix Bloch in 1946 [13]:

dMx
dt

= γ(M×B)x −
Mx
T ∗2

(2.12)

dMy
dt

= γ(M×B)y −
My
T ∗2

(2.13)

dMz
dt

= γ(M×B)z −
M0 −Mz

T1
. (2.14)

T1 and T ∗2 are called the longitudinal and transverse relaxation times andM0 is the magneti-

sation in thermodynamic equilibrium. Instead of the relaxation times, the relaxation rates

are often used: R1 = 1
T1

and R∗2 = 1
T ∗

2
. The Bloch equations are usually written using

T2 instead of T ∗2 , but the measured signal after a simple 90◦ pulse decays with the time

constant T ∗2 .

2.1.3. Experimental Setup, FID and Spin Echo

As discussed above, the main components of any NMR experiment are a sample containing

atomic nuclei with non-zero nuclear spin, a strong magnetic field to polarize the sample

and an RF coil for exciting the sample and detecting the signal created by the precession of

the magnetisation. Figure 2.1 shows a schematic setup of such an NMR experiment. The

sample is placed inside the coil which is in turn placed inside the magnetic fieldB0. The RF

field produced by the coil has to be polarised perpendicular to the B0 field. The RF signal

used for excitation is created using a signal generator and amplified before it reaches the

coil. Immediately after excitation, the electronic circuit is switched from transmission to re-

ceive mode using a fast electronic switch (T/R switch) and the induced voltage is amplified.

In order for the analogue signal to be displayed on the computer, it has to be converted into

a digital signal. Since the typical signal frequencies in NMR (B0 = 1T ⇒ f0 = 42.6 Mhz)

are too high for analogue-to-digital converters, the signal first has to be mixed down or de-

modulated electronically. For applications such as NMR spectroscopy or MRI, an additional

set of electromagnetic coils - called shim coils - is used to compensate the inhomogeneities

of the B0 field.

The shape of the signal measured with a simple NMR experiment can be easily calculated

using the Bloch equations. After the magnetisation has been tilted into the xy-plane by a
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Sample

Amplifier

Transmission channel
Receive channel

Amplifier

Signal
Generator

N

S
Signal

processing

B1

B0

PC

Figure 2.1.: Schematic setup of a basic NMR experiment in transmission mode.

90◦ pulse, the solution of the Bloch equations for B0 = (0, 0, B0) is:

Mxy(t) = Mx(t) + iMy(t) = Mxy(0)eiω0te
− t

T ∗
2 (2.15)

Mz(t) = M0(1− e−
t

T1 ) . (2.16)

Complex notation of the transverse magnetisation is used here. This is very common since

the NMR signal gets split into a real (Mx) and an imaginary (My) part during signal pro-

cessing. The longitudinal (z-) component of the magnetisation recovers exponentially with

the time constant T1 until it reaches the (thermodynamic) equilibrium magnetisation M0.

The transverse component rotates around the z-axis which implies that the individual com-

ponents Mx and My oscillate sinusoidally. Their amplitude decreases exponentially with

the time constant T ∗2 . This kind of signal is called a free induction decay (FID). The real

part of the signal is depicted in Figure 2.2. Performing a Fourier transform of an FID yields

the frequency spectrum of the sample. This is the basis for NMR spectroscopy. Different

contributions in the spectrum are a result of the different positions of the hydrogen nuclei

(protons) within a molecule. Neighbouring atoms slightly change the Larmor frequency of

individual protons, a mechanism that is called chemical shift. In addition, neighbouring

atoms can also change the relaxation times of the protons, further influencing the form of

the NMR spectrum. NMR spectroscopy can therefore be used to elucidate the structures of

molecules. Now it becomes apparent why shim coils have to be used in NMR spectroscopy

for the compensation of B0 inhomogeneities. If the field is too inhomogeneous, small dif-

ferences in Larmor frequencies due to the chemical shift are superimposed by the frequency

differences due to the B0 inhomogeneity, thus decreasing the resolution of the spectrum.

The 90◦ pulse followed by the acquisition of an FID is the most basic NMR experiment. A
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Figure 2.2.: FID (free induction decay) signal with exponential decay
S0 cos(ω0t)exp (−t/T ∗2 ) as measured in a typical NMR experiment.

Figure 2.3.: The Hahn spin echo: (a) The 90◦ pulse tilts the magnetisation into the x′y′-
plane. (b) The spins dephase due to static field inhomogeneities. (c) At time
TE/2 the 180◦ pulse rotates all spins around the x′-axis. (d) The spins rephase
and the signal increases again, forming an echo with its peak at time TE. Image
taken from [19].

second fundamental experiment was developed by Erwin Hahn in 1950 and uses a 90◦ pulse

followed by a 180◦ pulse, followed by the acquisition (90◦ − TE
2 − 180◦ − TE

2 −AQ) [18].

It is called a Hahn echo or more commonly a spin echo. Using a spin echo, some of the

signal lost during the FID can be recovered. The principle of a spin echo is demonstrated in

Figure 2.3. After the initial 90◦ pulse, the spins start precessing at their individual Larmor

frequencies. Due to the spatial inhomogeneities of the B0 field, the spins precess at slightly

different frequencies. In the rotating frame of reference, these differences in precession

frequencies appear as a dephasing of the spins. This is the main reason for the rapid decay

of the total magnetisation with the time constant T ∗2 during an FID. After the signal has

vanished, a 180◦ pulse is applied. This flips all the individual spins around the x′-axis

by 180◦ without changing their phase relation. Assuming that the protons do not change

9



2.2. NMR RELAXATION

their position within the inhomogeneousB0 field, their precession frequencies and therefore

their angular velocities in the rotating frame will not change either. This causes the spins to

converge again resulting in an increase of the total magnetisation - the spin echo. The 180◦

pulse in such an experiment is also called the refocussing pulse. The time between the 90◦

pulse and the peak (center) of the echo is called the echo time TE. However, the assumption

that the spins do not move is not correct and in addition, there are other, quantum mechanical

processes that lead to loss of phase coherence among the spins. For these reasons, the signal

cannot be recovered completely by means of a spin echo experiment. This will be explained

in more detail in the next section.

2.2. NMR Relaxation

In this section, the theoretical background and the mechanisms of NMR relaxation will be

explained together with experimental techniques for relaxation time determination. The

measurement of relaxation times or rates is often called relaxometry. Section 2.3.6 will

expand in more detail on relaxometry by means of MRI.

2.2.1. Measuring Relaxation Times

T1 Time

The T1 relaxation time is the time constant for the exponential increase in the longitudinal

magnetisation (along the axis of the B0 field) until thermal equilibrium is reached. Since

a longitudinal magnetisation does not precess around the z-axis, it cannot be measured

directly. Therefore, the magnetisation has to be tilted into the xy-plane in order to determine

the absolute value of Mz. There are several methods for the determination of the T1 time of

a sample. The most basic one is the inversion recovery technique (IR) with the following

pulse sequence:

(180◦ − TI − 90◦ −AQ−D)n . (2.17)

After the initial 180◦ pulse, also called the inversion pulse, the longitudinal magnetisation

starts at −M0 and evolves according to the Bloch equations:

Mz(t) = M0(1− 2e−
t

T1 ) . (2.18)

At a time point TI (inversion time), the whole longitudinal magnetisation is tilted into the

xy-plane by a 90◦ pulse and acquisition of the FID is started immediately. This 90◦ pulse is

called a readout pulse. The height of the FID signal is directly proportional to Mz(TI) and
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therefore represents one measurement point on the relaxation curve according to Equation

2.18. After acquisition the magnetisation has to be given enough time to reach thermody-

namic equilibrium again - usually D = 5T1 is chosen - until the same sequence is repeated

using a different TI. In this way, the whole relaxation curve can be acquired and the data can

be fitted with Equation 2.18 to extract the T1 time. In order to improve the signal-to-noise

ratio (SNR), the integral of the FID can be used instead of its height. This sequence can be

combined with the spin echo experiment by adding one or several 180◦ pulses after the 90◦

pulse increasing the total acquired signal and therefore the SNR even further.

This method of determining the longitudinal relaxation time is rather slow, mainly due

to the long delay time D. A faster method starts every iteration with a rapid series of

90◦ pulses that effectively cancel out the magnetisation, which is why this technique is

called saturation recovery sequence. The 90◦ pulses are followed by an adjustable waiting

period TI and FID acquisition, which yields one measurement point on the corresponding

relaxation curve Mz(t) = M0(1 − e
− t

T1 ). Here, a delay time is not necessary and the

next iteration can be started immediately. Another fast technique was developed by Look

and Locker in 1970 and can be used to determine the T1 time with a single inversion pulse

[20]. The initial 180◦ pulse is followed by a train of pulses with small flip angles. Each of

these pulses reads out part of the current longitudinal magnetisation during its recovery and

represents one measurement point on the relaxation curve. Because the readout pulses are

applied continuously, the longitudinal magnetisation cannot reach its thermal equilibrium

value M0, but reaches a steady state M∞ [21]:

M(t) = M∞ − (M0 +M∞)e−t/T ∗
1 , M∞ = M0

1− e−TR/T1

1− cos (α)e−TR/T1
. (2.19)

Here, α is the flip angle of the readout pulses and TR is the time between them. Since

the readout pulses continuously remove longitudinal magnetisation during the relaxation

process, the time constant for the relaxation differs from the true T1 and is called T ∗1 :

T ∗1 =
{ 1
T1
−
( 1
TR

)
ln [cos (α)]

}−1
. (2.20)

In theory, T1 could therefore be directly calculated using the T ∗1 extracted by curve fitting.

However, no exact value for α can be inserted in the formula, because the flip angle differs

within a sample due to inhomogeneities of the RF coil. However, T1 can be calculated

precisely using a three-parameter fit of the relaxation curve as described in [21].
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T ∗2 and T2 Times

The T ∗2 relaxation time is the time constant for the exponential decay of the FID. It can

therefore be determined by simply fitting the amplitude of an FID curve. As described

above, the signal loss during an FID resulting from static inhomogeneities of the B0 field

can be recovered by a spin echo experiment. The signal loss due to quantum mechanical

relaxation processes cannot be recovered by a spin echo, however, and this contribution is

called T2 relaxation. The T ∗2 time is therefore a combination of two processes:

1
T ∗2

= 1
T2

+ 1
T ′2
, R∗2 = R2 +R′2 , (2.21)

where T ′2 is the contribution due to the B0 field inhomogeneity. In contrast to T ∗2 , the T2

time only depends on the sample itself making it a very important parameter for sample

characterisation. If the diffusion of the spins inside the B0 field inhomogeneities can be

neglected, the height of a spin echo is given by M0e
−t/T2 . By repeatedly acquiring single

spin echoes (SE) and varying the echo time, the T2 relaxation time can therefore be deter-

mined with a simple exponential fit of the data. As for the T1 determination, the integral

of the echoes can be used instead of their height in order to improve the SNR. This method

is rather slow, because after each echo acquisition, the spin system has to be given a delay

time D = 5T1 to return to thermodynamic equilibrium. Another disadvantage is that the

diffusion of the spins inside the B0 field inhomogeneities cannot be neglected for longer

echo times. When a spin moves too far, its precession frequency before and after the 180◦

pulse will be different and the refocussing will not work perfectly, resulting in incorrect T2

values. This aspect of T2 relaxation has first been investigated by Henry Torrey in 1953 [22].

In order to minimise the diffusion effects, the CPMG sequence has been developed [23, 24].

The CPMG is a multi-echo spin echo (MESE) sequence and uses a train of refocussing

pulses as depicted in Figure 2.4. The time between successive 180◦ pulses is kept short

which prevents the spins from diffusing too far away. Another advantage is that T2 can be

determined much faster, because every echo contributes a separate measurement point to

the relaxation curve and there is no need to return to thermodynamic equilibrium. In order

to prevent deviations of the 180◦ pulses to be cumulative in their effect, the phase of the 90◦

pulse and 180◦ pulses is shifted by 90◦. However, this does not prevent problems arising

from stimulated echoes. Because of their T1 weighting, stimulated echoes can severely cor-

rupt the relaxation curve and the T2 determination. Stimulated echoes are formed whenever

three or more pulses are applied to a spin system and the 90◦ and 180◦ pulses are not perfect.
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Figure 2.4.: CPMG sequence for T2 determination: After an initial 90◦ pulse, a train of
180◦ pulses is applied in order to minimise diffusion effects and speed up data
acquisition. The phase of the 90◦ and the 180◦ pulses is shifted by 90◦ to avoid
accumulation of deviations of the 180◦ pulses.

For example, applying three 90◦ RF pulses results in three conventional spin echoes (one

for every combination of pulses), one secondary spin echo and one stimulated echo. The in-

fluence of stimulated echoes can be minimised by using a precise timing of the refocussing

pulses and the acquisition windows. In general, the behaviour of a spin system exposed

to many RF pulses is very complicated, but it can be understood and simulated using the

concept of extended phase graphs [25]. An advantage of the SE approach is therefore the

lack of stimulated echoes.

2.2.2. Fitting of Relaxation Curves

In theory, the relaxation times can be extracted from a measurement by simply fitting the

data points with the corresponding functions derived from the Bloch equations:

M(t) = M0(1− 2e−t/T1) For IR sequence

M(t) = M0e
−t/T (∗)

2 For T2, T
∗
2 (2.22)

Care should be taken, however, to ensure an appropriate choice of sequence parameters

when acquiring the relaxation curves. For this, prior knowledge about the expected relax-
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ation times is necessary. The delay times at the end of every IR (for T1) and SE (for T2)

iteration has to be chosen according to five times the expected T1 to allow for full recov-

ery of the spin system before the next iteration. In addition, the minimum and maximum

inversion time TI and echo time TE as well as their spacing has to be selected according to

the expected T1 and T2 times as well. If, for example, the T2 of the sample is considerably

shorter than the shortest echo time used for either the SE or the MESE sequences, then the

signal of the sample will be mostly gone before the acquisition even starts. If, on the other

hand, the T1 and T2 times are longer than the longest TI or TE, respectively, the measured

signal change will be too small to allow for a precise fit. Another problem arises when too

many data points are acquired on the plateau at long TI or TE (M0 for T1 and 0 for T2 or

T ∗2 ). In this case, the fitting algorithm will mainly fit the plateau and not the part of the

curve where there is actually a change in the signal, resulting in a high goodness of fit but a

possibly inaccurate determination of the relaxation times.

In addition, in a real experiment, noise and sequence imperfections can corrupt the relax-

ation data, making a more sophisticated fitting approach necessary to get optimal results.

For T1 determination, the main sources of error are imperfections of the inversion pulse and

- if spin echoes are used after the readout pulse - the refocussing pulse. If the direction of

the magnetisation does not get inverted perfectly, the factor before the exponential function

in Equation 2.18 will be smaller than 2. This can be taken into account by choosing this

factor as a variable for the fit resulting in a three parameter fit which is the method of choice

for most applications [26].

Mz(t) = A+Be−t/T1 . (2.23)

Depending on the type of data acquisition, the FID and spin echo, respectively, will only

have positive values. In order to fit the results with Equation 2.23, the part of the relaxation

curve before the zero crossing has to be mirrored on the time axis. This can be achieved, for

example, by finding the smallest (positive) signal value, inverting all previous data points

and discarding the smallest value. In order to avoid losing data, the full complex data should

be used and phase-adjusted so that the real part can be fitted according to Equation 2.23.

The main problems when fitting T2 curves are imperfections of the refocussing pulses,

leading to stimulated echoes, and noise. Due to their T1 weighting, stimulated echoes can

prolong the signal decay leading to an overestimation of T2 values. Since absolute values

of the raw data are often used for data evaluation - especially in imaging - the noise distri-

bution of low SNR data follows the Rician distribution instead of the standard zero-mean
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Gaussian noise. This can lead to a bias in the T2 measurement that appears as a baseline

offset. T ∗2 determination mainly suffers from the same noise issue. Due to T ∗2 being usually

much shorter than T2, the SNR of T ∗2 data is lower rendering the noise issue even more pro-

nounced. Methods and fitting models for compensating these problems will be described

in the imaging chapter (Section 2.3.6), but can basically be applied to NMR experiments as

well. In general, the noise statistics issue can be minimised by evaluating the full complex

data as was suggested above for T1 determination.

2.2.3. T1 and T2 Relaxation Mechanisms

In order to understand the results of relaxation experiments and use the contrast enhancing

properties of magnetic nanoparticles in MRI, the processes leading to the changes in relax-

ation times have to be understood. In this section, a short review of the general mechanisms

leading to transverse and longitudinal relaxation will be given while MNPs will be treated

in the next section.

T1 and T2 relaxation in NMR is caused by the interaction among the nuclear spins them-

selves and between the nuclear spins and (para- or ferro-) magnetic substances in the sam-

ple. There are several types of interactions, for example scalar and quadrupolar coupling,

but by far the most important and usually dominant interaction responsible for relaxation

is the magnetic dipole-dipole interaction. Bloembergen, Purcell and Pound published a

comprehensive treatment of NMR relaxation due to dipole-dipole interaction in pure sub-

stances in 1948; their theory was subsequently called the BPP theory [27]. They treated the

dipole-dipole interaction as a quantum mechanical perturbation of the Hamiltonian of the

whole spin system and identified six different terms after expanding the interaction poten-

tial. These terms correspond to three different types of relaxation mechanisms, which can

be understood by considering a single spin being perturbed by the dipolar fields of its (mov-

ing) neighbours. The strength of this perturbation can be expressed by the spectral density

J(ω), which is a function of the frequency of the perturbation. Therefore, the greater the

spectral density J(ω), the greater are the relaxation rates (R = 1/T ).

The first two terms in the interaction potential represent perturbations near zero frequency

and therefore depend on J(0). These secular perturbations classically correspond to the

change of the z component of the magnetic field at the location of a spin by the z com-

ponents of the magnetic moments of neighbouring spins. This causes small differences

in the Larmor frequencies of the spins which leads to dephasing and decaying transverse
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magnetisation. Because there is no net energy change of the spin system, this process only

contributes to T2 relaxation. It is actually similar to the effect of the static B0 inhomo-

geneity (equation 2.21), but on a much smaller scale, and is therefore unaffected by refo-

cussing pulses. The remaining four terms in the interaction potential represent perturbations

at the Larmor frequency and twice the Larmor frequency and therefore depend on J(ω0)
and J(2ω0). These perturbations correspond to a spin being exposed to RF fields from its

moving neighbouring spins, that can induce quantum mechanical energy level transitions.

Therefore, these four terms in the interaction potential are able to change the total energy

of the spin system by transferring energy to the so called "lattice". Consequently, they con-

tribute to T1 relaxation, which is also sometimes called the spin-lattice relaxation time. The

word "lattice" refers to motional and vibrational degrees of freedom of the atomic nuclei

that act as a heat reservoir. The energy level transitions of a spin limit its lifetime in a given

state, which is why J(ω0) and J(2ω0) also contribute to T2 relaxation.

In order to apply this general theory to a specific substance, the spectral densities have to

be calculated. The Wiener-Khinchin theorem states that the spectral density of a stationary

random process is given by the Fourier integral of its autocorrelation function K(λ):

J(ω) =
∫ ∞
−∞

K(λ)e2πiωλdτ . (2.24)

The BPP theory then makes a simplifying assumption for the form of K(λ), namely that it

decays exponentially with the correlation time τc:

K(λ) = 〈B(t)B(t)∗〉e−τ/τc , (2.25)

where B(t) is the time depending perturbation. The correlation time τc is a very important

parameter in relaxation theory, because it is a measure of how fast the perturbations change

from the perspective of a spin exposed to the fields created by its neighbouring spins. τc can

be calculated for a particular substance by considering the diffusion and rotation of spins.

Combining Equations 2.24 and 2.25 yields a Lorentz function:

J(ω) ∝ τc
1 + ω2τ2

c
. (2.26)

For long correlation times or high Larmor frequencies (ω0τc � 1), J(ω0) and J(2ω0) and

therefore R1 becomes small. However, the secular perturbation term J(0) contributing to

T2 relaxation will further increase. For small values of τc, corresponding to rapid fluctua-
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tions of the perturbing fields, all spectral densities including the secular term become small

resulting in long relaxation times. For T2 relaxation, the decreasing secular part can de-

scriptively be explained by averaging out of the field inhomogeneities that cause dephasing.

This process is usually called motional averaging or motional narrowing, because it leads

to decreased linewidths.

The same theoretical approach can be applied to the relaxation caused by the presence

of paramagnetic ions in water. Since the magnetic moment of electrons is larger than the

magnetic moment of the 1H core by a factor of about 1000, the relaxation is being dominated

by the ion-proton interaction. Again, considering just the dipole-dipole interaction, and

assuming a small correlation time (ω0τc � 1), Bloembergen et al. developed a simple

formula for the relaxation rates:

R2 ≈ R1 = 12π2γ2ηNionµ
2/5kBT , (2.27)

Here, Nion is the number of ions per cm3 and µ the magnetic moment of an ion.

2.2.4. T
(∗)
2 Relaxation Due to Magnetic Nanoparticles

Due to their large size compared to paramagnetic ions or protons, magnetic nanoparticles

produce slowly varying perturbation fields and therefore usually exhibit a comparatively

small influence on the longitudinal relaxation time. For this reason, only their effect on

the T2 time will be discussed here. Magnetic nanoparticles have a huge magnetic moment

compared to paramagnetic substances or protons and can therefore dominate transverse re-

laxation even at small concentrations.

The relaxation mechanism of magnetic nanoparticles depends strongly on their size. This

can be understood by considering the diffusion process of protons in the vicinity of an MNP.

Assuming that protons cannot penetrate a magnetic particle, Ayant and Freed showed that

the correlation time of the diffusion process is given by [28, 29, 30]:

τD =
d2

Hyd
4D , (2.28)

where dHyd is the hydrodynamic diameter of the MNP and D is the self diffusion coeffi-

cient of water. Aggregates of particles or multi-core particles can be treated the same way

as single particles using adapted overall hydrodynamic diameters and magnetisations. Due

to their size, the correlation time of magnetic nanoparticles is rather long. Therefore, the
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secular contribution in the interaction potential dominates over the higher frequency parts

in the transverse relaxation process.

For small particles and aggregates that satisfy the motional averaging condition ∆ωeqτD <

1, the transverse relaxation rate has been shown to depend quadratically on the particle

diameter [31, 32, 33, 34]

R2 = R∗2 = 16
45f(∆ωeq)2τD ∝ dHyd

2 . (2.29)

Here, ∆ωeq = γ µ0
3 MS is the angular frequency shift at the particle surface compared with

a point infinitely far away, γ is the gyromagnetic ratio of the proton, µ0 the vacuum per-

meability and f the volume fraction of the particles in the sample, which can be converted

into the iron concentration. This formula is a result of the quantum mechanical outer sphere

theory, which is similar to the BPP theory. As in the BPP theory discussed above, motional

averaging means that the dephasing of the water protons due to the presence of the MNPs

is averaged out by diffusion. The mechanism of motional averaging becomes less effective

with increasing particle size, because the protons are not able to diffuse far enough, which

is why the relaxation rates increase. R2 and R∗2 are equal only if the inhomogeneity of the

B0 field of the MR magnet can be neglected.

If the particles are too big for motional averaging to be significant, the relaxation process

can be described by the static dephasing regime (SDR) model, in which the protons are

assumed to be motionless. The SDR model was presented by Yablonskiy and Haacke in

1994 [35]:

R2 = R∗2 = 2π
3
√

3
f∆ωeq . (2.30)

According to the SDR model, the relaxation rates only depend on the particle concentration

and not on the particle or aggregate size, which allows MNPs in this regime to be quantified

by simply measuring the relaxation rate. Particles in this regime also show maximum relax-

ivity, that is to say, their contrast enhancing properties are optimal. Relaxivity is defined as

the relaxation rate divided by the particle concentration in mM (mmol/litre).

For even bigger particles (∆ωeqτD � 1), a new mechanism starts taking effect. The mag-

netic material is distributed among an increasingly small number of MNPs - when compar-

ing the situation to a sample containing smaller particles but with same overall concentra-
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tion. Most of the water protons are therefore far away from the next particle, which is why

the field fluctuation experienced by them are so slow that refocussing pulses start becoming

effective. As a result of that, the R2 rates drop and also become echo time dependent. This

model is called partial refocusing model [36]:

R2 = 2.25x
1/3

τD
[1.34 + fx]5/3 < R∗2 , (2.31)

where x =
√

4/5γ µ0
3 MSTE and TE is the echo time. The small proportion of protons

that are close to an MNP experience such a strong field inhomogeneity that their signal

decays too rapidly to be detected. Since R∗2 rates are measured without refocussing pulses,

R∗2 6= R2 even in the absence of external inhomogeneities of the B0 field. Instead, a

measurement of the R∗2 rates will still show the value predicted by the static dephasing

model.

2.3. Magnetic Resonance Imaging

After NMR had been developed in 1946, it took 25 years until Paul Lauterbur invented

magnetic resonance imaging in 1971. Lauterbur described his discovery in a short paper

in 1973, where he showed the first MR image showing two water tubes [37]. Projections

of the samples were acquired by rotating the samples inside a magnetic field gradient and

the final image was reconstructed using filtered backprojection. Lauterbur was awarded the

Nobel Prize in Physiology or Medicine in 2003 together with Peter Mansfield for their dis-

covery and contributions to MRI. MRI has become one of the most important techniques in

medical imaging, mainly because of its excellent soft tissue contrast.

This section describes the basics of MRI necessary for understanding the imaging experi-

ments that will be presented in Chapter 5. Compact introductions to MRI can be found in

the papers by Hanson [38] or Gossuin et al. [39] and some of their ideas were incorporated

in this chapter. For a more comprehensive description, the book by Brown, Cheng, Haacke,

Thompson and Venkantesan is recommended [40].

2.3.1. Spatial Encoding

The decisive idea of Paul Lauterbur was to superimpose a linear magnetic field gradient on

the homogeneous B0 field in order to produce a spatial encoding. However, his method

of acquiring projections by rotating the sample and reconstructing using filtered backpro-
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B0 B0 + Gx x B0 + Gz z 

Figure 2.5.: Direction and norm of the main magnetic field. Homogeneous field (left); linear
gradient in x-direction (center) and z-direction (right). The scale of the gradi-
ents is exaggerated for visualisation - the gradients are much weaker in a real
system.

jection is not commonly used any more. Instead, modern MRI scanners use three sets of

gradient coils that can produce linear field gradients in all three spatial directions. These

gradients cause spatial variations in the norm of the main magnetic field B = (0, 0, B0),

while preserving its direction along the z-axis. This is illustrated in Figure 2.5 for gradients

in x- and z-direction. Since the Larmor frequency of a spin is directly proportional to the

main field (ω0 = γB0), superimposing a gradients results in a position dependent Larmor

frequency:

ω = γ(B0 +Gxx+Gyy +Gzz) = γ(B0 + Gx) = ω0 + ωG . (2.32)

In this way, contributions to the total signal coming from different locations can be distin-

guished by their different precession frequencies. Unfortunately, Maxwell’s equations do

not permit a field gradient so that every position in a three-dimensional volume or even in

a two-dimensional plane has its own unique field norm. Applying three linear gradients at

the same time will just result in a linear gradient along an arbitrary direction G. Therefore,

the gradients have to be applied at different time points in order to get an image.

Slice Selection

A simple way of reducing the number of spatial directions that have to be encoded is slice

selection, which is performed by most MRI sequences. Slice selection is achieved by ap-
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plying a gradient and an RF excitation pulse with a small bandwidth at the same time. If

a gradient in z-direction is applied, for example, the Larmor frequency of the proton spins

increases linearly along z. By using an RF pulse at a specific frequency, only spins with an

z-coordinate corresponding to the correct resonance frequency get excited. These spins lie

in a plane perpendicular to the gradient direction. The frequency spectrum of the RF pulse

therefore determines the slice position as well as the slice thickness. Since the frequency

spectrum is obtained by taking the Fourier transform of a signal in the time domain, a pulse

with a rectangular time function will excite a sinc shaped slice. Conversely, in order to

excite a rectangular slice, one has to use an RF pulse with a sinc time function. When slice

selection is used during excitation, subsequent pulses such as refocussing pulses should be

slice selective as well in order to avoid signal contributions from outside the desired slice.

1D Imaging and Phase Roll

After selectively exciting a slice of the object, a two-dimensional spatial encoding needs to

be performed to acquire an image. First, one-dimensional encoding will be explained by

considering spins along the x-direction with spin density ρ(x). While applying a gradient

along x, the Larmor frequency of those spins is ω0 + ωG = ω0 + γGxx. Neglecting

relaxation, the total signal acquired from all the spins along x after demodulation (ω0 is

cancelled) is:

S(t) =
∫
ρ(x)e−iωGtdx =

∫
ρ(x)e−iγGxxtdx . (2.33)

This expression does not take into account the actual size of the magnetization vector as

determined by the flux density of the main field B0 and the temperature nor the process of

signal detection by electromagnetic induction in the coil and the electronics. However, these

and other factors can be included by replacing the spin density with an effective spin density

ρeff(x). The exact expression for ρeff(x) can be found in the literature [40]. Equation 2.33

can be rewritten using kx = γ Gxt in the exponent with γ = γ/2π:

S(kx) =
∫
ρeff(x)e−i2πkxxdx . (2.34)

kx is the spatial frequency along x that is caused by the gradient. The purpose of MRI

is essentially to obtain the proton density of the sample. Looking at Equation 2.34, one

recognises that the signal is actually the Fourier transform of the proton density. Therefore,

the proton density can be obtained by simply taking the inverse Fourier transform of the

signal:

ρeff(x) = FT−1[S(kx)] =
∫
S(kx)ei2πkxxdkx . (2.35)

21



2.3. MAGNETIC RESONANCE IMAGING

This expression is called the 1D imaging equation and it is the most important equation in

MRI. Every spin along x has a slightly different precession frequency during acquisition

due to the gradient and by taking the Fourier transform of the total signal, the location of

each spin is revealed. This technique is called frequency encoding and most introductions

to MRI start this way. In order to encode the second spatial direction, a second gradient Gy,

perpendicular to the first has to be applied. As mentioned above, applying both gradients

at the same time will just result in a single linear gradient with a different direction. The

second gradient therefore has to be applied before the first one and before signal acquisition,

which is called phase encoding.

There is a slightly different way of interpreting the above equations that facilitates the un-

derstanding of phase encoding and also k-space. This approach is based on a publication by

Lars Hanson [38], that can be downloaded online: http://eprints.drcmr.dk/37/

1/MRI_English_a4.pdf. Considering again the spins aligned along the x-direction

and assuming that the spin density is constant along x, the situation will look as depicted

in Figure 2.6 a. When observed from the rotating frame of reference, the spins all point

in the same direction before the application of a gradient. Spins refers here to a small, but

still macroscopic magnetisation at a specific location, not the quantum mechanical spin.

After a gradient has been applied for a certain time along x, all spins will have rotated by

a slightly different angle, which is called the phase roll. When the total magnetisation is

measured, the signal will be very small because the different spin directions cancel each

other out. However, if the spin density along x is not homogeneous, as it is usually the case

for a real sample, the situation is different (see Figure 2.6 b). This time, the total magneti-

sation measured after the application of the gradient will be much larger than in the first

situation, because the phase pattern of the spins matches their spatial distribution. The two

situations depicted in Figure 2.6 after application of the gradient correspond to one specific

spatial wavelength or spatial frequency kx. By varying kx and measuring the signal, the

function S(kx) (see Equation 2.34) is obtained. S(kx) indicates, which phase roll patterns

and their corresponding spatial frequencies are similar to the structure of the object that is

to be imaged. kx can be varied either by applying a gradient for different periods of time

or by applying different gradient strengths for a fixed period of time. Which of the two

methods is chosen is essentially irrelevant. The first method is most easily implemented by

continuously acquiring the signal while the gradient is switched on (frequency encoding).

The second method can be realised by applying a gradient for a fixed amount of time and

subsequently acquiring the signal, then applying a different gradient, followed by acquisi-

tion again and so on (phase encoding). Having obtained the signal S(kx) of the sample in
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Figure 2.6.: Phase roll pattern before and after the application of a gradient. a) for a homo-
geneous distribution of spins along x (constant ρeff(x)); b) non-homogeneous
distribution. Adapted from [38].

the spatial frequency domain, the signal in the spatial domain is obtained with a Fourier

transform.

Multidimensional Imaging

The concept of explaining MRI using phase roll patterns can be easily extended to two

or three dimensions. In Figure 2.7 a, the situation in a slice of spins with homogeneous

spin density is shown after gradients in both x- and y-direction have been applied. In this

situation, the total magnetisation and therefore the signal will be small, because the spin

directions cancel each other out. In analogy to the one-dimensional case, Figure 2.7 b

shows the phase roll pattern for an inhomogeneous spin density distribution, where the

phase pattern and the structure of the object match. Again, the two situations correspond to

one specific spatial frequency. However, the spatial frequency is now a vector: k = (kx, ky)
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x

y

x

y

a)

b)

Figure 2.7.: 2D phase roll pattern after the application of two orthogonal gradients Gx and
Gy. a) for a homogeneous distribution of spins (constant ρeff(x, y)); b) non-
homogeneous distribution. Adapted from [38].

and the acquired signal is a function of k:

S(kx, ky) =
∫
ρeff(x)e−i2π(kxx+kyy)dxdy , (2.36)

where kx,y = γ Gx,yt. In order to check all possible phase roll patterns for similarities with

the structure of the object, the norm and the direction of the k-vector have to be varied by

varying the gradients Gx and Gy. The vector space containing the spatial frequency vectors

k is called k-space and the raw data of an MRI scan is depicted by plotting the measured

signal intensity as a function of kx and ky. Analogous to the 1D case, the 2D MRI image

(i. e. the proton density) is reconstructed by taking the 2D inverse Fourier transform of the
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signal:

ρeff(x, y) = FT−1[S(kx, ky)] =
∫ ∫

S(kx, ky)ei2π(kxx+kyy)dkxdky . (2.37)

For practical reasons - digitalisation of the data and time constraints - the signal can only be

acquired for a limited number of (kx, ky)-pairs and the image reconstruction is performed

by a discrete Fourier transform. This is one of the main reasons, why the reconstructed

proton density differs significantly from the real proton density. The number of (kx, ky)-

pairs, that the signal is acquired for is equal to the number of pixels in the reconstructed

image. For example, if a 128 x 128 k-space matrix is acquired, the reconstructed image

will have 128 x 128 pixels. The k-space matrix is usually centred around the origin of the

coordinate system, which corresponds to zero spatial frequency (kx = ky = 0). The size of

a pixel strongly correlates with the level of detail of the image and depends on the maximum

k:

∆x,∆y = 1
2kx,y,max

= 1
2 γ Gx,y,max∆t , (2.38)

where ∆t is the time period for which the corresponding gradient is switched on. This is a

result of the Fourier transform properties, but it is easy to understand considering that large

kx and ky correspond to high spatial frequencies which in turn correspond to the fineness

of an image. The effect of the k-space matrix size and the maximum kx and ky on the

reconstructed image is illustrated in Figure 2.8. If just the very centre of the k-space is

used for reconstruction, only the overall signal contrast is visible, but no details can be

identified (Figure 2.8 a). The more higher spatial frequencies are used for reconstruction,

the more details become visible (Figure 2.8 b and c). On the other hand, if only higher

spatial frequencies are used and lower ones are ignored, the reconstructed image shows the

fine lines of the details but lacks the overall contrast, because most of the acquired signal

is concentrated in the centre of k-space (Figure 2.8 d). In the field of MRI, the size or the

number of pixels of the reconstructed image is usually referred to as the "resolution" of

the image. However, this "resolution" is not equivalent to what is normally considered the

resolution in physics, which is the ability of an imaging modality to differentiate two objects

that are close together. In order to calculate this kind of resolution for an MR image, other

factors such as relaxation have to be taken into account. Another important consequence of

the properties of discrete Fourier transformation is related to the total spatial dimension of

the reconstructed image in x- and y-directions, which is called the field of view (FOV):

FOVx,y = 1
∆kx,y

. (2.39)
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FT-1

a)

b)

c)

d)

FT-1

FT-1

FT-1

Figure 2.8.: T1-weighted turbo spin echo image of left ankle joint (acquired at "Die Radi-
ologie München", Germany) reconstructed using the following k-space sizes:
a) just the central 4 x 4 k-space pixels; b) central 32 x 32 pixels; c) whole 256
x 256 k-space; d) whole k-space without the central 16 x 16 pixels.
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The properties of the discrete Fourier transform are crucial for the understanding of most

MRI artifacts and this will be discussed in more detail in Section 2.3.5.

2.3.2. Basic Sequences

The last section dealt with how the image in MRI is created by acquiring an NMR signal for

different phase roll patterns corresponding to different k-vectors and Fourier transforming

S(k). In this section, a short overview will be given about how the k-space matrix is filled

in a typical MRI scan. The succession of RF pulses and gradients being switched on and off

to acquire S(k) is called a pulse sequence in MRI. Pulse sequences are usually visualised

by drawing pulse sequence diagrams consisting of several parallel timelines corresponding

to the RF pulses, the gradients and the signal acquisition.

Gradient Echo Sequence

In Figure 2.9, the sequence diagrams of some of the most commonly used MRI pulse se-

quences are shown together with the corresponding k-spaces. The most basic sequence is

the gradient echo sequence (a). First, the magnetisation is tilted by a flip angle α with an RF

pulse while at the same time a gradient Gz is applied in z-direction for slice selection. The

slice selection gradient also causes the spins inside the slice to dephase during excitation.

This dephasing has to be reversed by applying another z-gradient with opposite sign and

half of the duration of the previous one (or half the gradient strength) immediately after the

RF pulse. The two other gradients in x- and y-direction are also switched on immediately

after the RF pulse, which transfers the k-vector to the third quadrant in k-space (black ar-

row). This quadrant corresponds to tilted phase roll patterns of the spin system like the one

depicted in Figure 2.7. For the resulting image, there is no difference between the x and y

gradients being applied simultaneously or one after the other. In order to save imaging time

though, they are usually applied at the same time. Subsequently, theGy gradient is switched

off and the sign of Gx is reversed moving the k-vector along a horizontal line in k-space.

At the same time, signal acquisition is started which results in frequency encoding. For this

reason, x is called the frequency encoding direction here whereas y is the phase encoding

direction.

The grey dots in the k-space coordinate systems in Figure 2.9 represent the digitalised sig-

nal intensities that are saved by the MRI software and used for reconstruction. The dots are

intentionally arranged slightly asymmetrically around the k-space centre. This is because an

even number of data points are required in every direction for the Fourier transform while
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at the same time, the signal also has to be acquired on the kx and ky axes. After one line

in k-space has been acquired in this way, the whole procedure is repeated using a differ-

ent gradient strength or sign for phase encoding. The time between successive RF pulses

is called the repetition time TR and can be adjusted by a delay or waiting time after each

frequency encoding. If a 90◦ pulse is used, for example, TR ≈ 5T1 has to be chosen in

order to allow full recovery of the magnetisation before the next RF pulse. The number of

repetitions is given by the desired number of pixels in phase encoding direction Ny. For

an image with 128 x 128 pixels, 128 phase steps have to be performed and the total scan

time will be 128 x TR. In order to obtain a better signal-to-noise ratio (SNR), the k-space

matrix can be acquired more then once and the image is reconstructed from the sum of the

k-spaces. If Nacq is the number of acquisitions, the total scan time increases by this factor.

While the k-vector is located in the 2nd or 3rd quadrant, the total signal is very small as

a result of the (intentional) dephasing due to the gradients. When the k-vector crosses the

y-axis, however, the dephasing reaches a minimum (due to kx = 0) and the signal therefore

reaches a temporary maximum. This is called a gradient echo. The time between the RF

pulse and the center of the gradient echo is called echo time in analogy to the echo time in a

spin echo experiment. Since no refocussing pulse is applied, the peak height of the gradient

echo signal is proportional to eTE/T
∗
2 . Echo time and repetition time are chosen depending

on the desired contrast, SNR and scan time. For more details on MRI contrast see Section

2.3.3. Using low flip angles and very short repetition times, a 256 x 256 image can be

acquired within just a few seconds. This method is called FLASH (Fast Low Angle Shot)

and was developed in 1985 [41]. Due to the low flip angle in combination with the repetition

time being much shorter than the T1 time of the object, a steady-state of the magnetisation

is reached after a few repetitions. The optimal flip angle (α) for a given TR and T1 is given

by the Ernst angle:

α = arccos
(
e−TR/T1

)
. (2.40)

Spin Echo Sequence

A second basic sequence is the spin echo sequence (see Figure 2.9 b). After a slice selective

90◦ pulse, the phase and read gradients, Gy and Gx, are switched on and move the k-vector

to the fourth quadrant in k-space. After half of the desired echo time and switching off both

gradients, a slice selective 180◦ refocussing pulse is applied. The slice selection gradientGz

for this pulse is not followed by an inverted gradient to account for the dephasing, because
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Figure 2.9.: Diagrams for gradient echo (a), spin echo (b) and a modified (multi) spin echo
(c) sequences including k-space coverage.
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the 180◦ pulse refocusses this additional dephasing as well. The 180◦ pulse also inverts the

phases of all spins in the slice causing a point reflection of the k-vector at the k-space origin.

Frequency encoding and data acquisition can start now, without having to invert Gx. The

frequency encoding has to be timed in such a way that the gradient echo coincides with the

spin echo. This timing is important for optimal SNR. The peak height of the acquired signal

is thus proportional to eTE/T2 . This procedure is subsequently repeated following a delay

time until the whole k-space is covered. As for the gradient echo sequence, this is achieved

by varying the strength and the direction of the phase encoding gradient. In order for the

magnetisation to return to thermodynamic equilibrium and avoid image artifacts, the delay

should be chosen to provide TR ≈ 5T1, which results in very long scan times compared to

the FLASH sequence. Dummy scans - repetitions without actually acquiring signal - can be

used to ensure that a steady state of the magnetisation is already reached at the beginning of

the actual scan, allowing for shorter TR. However, even if dummy scans are performed, the

minimum TR will still be longer than for the gradient echo sequence because of the time

needed for the refocussing pulse. The main advantage of the spin echo over the gradient

echo sequence is the higher signal and the decreased vulnerability to susceptibility artifacts.

The echo time can be adjusted by adding delay times before and after the 180◦ pulse while

maintaining the correct timing.

Multi Echo Sequences

The basic spin echo sequence can be modified by using more than one refocussing pulse

per repetition. A diagram for such a sequence is shown in Figure 2.9 c. Instead of applying

both the read and phase gradients after the slice selective 90◦ pulse, the phase gradient is

applied after the 180◦ pulse followed by frequency encoding. After acquiring the signal of

the spin echo, an inverted phase gradient returns the k-vector to its position just before the

previous 180◦ pulse. Subsequently, the next refocussing pulse is applied and the procedure

is repeated several times within the same TR before the next repetition is started. The refo-

cussing pulses and spin echoes are separated by the echo time just as in the CPMG sequence

in NMR. For every spin echo that is acquired, a different phase encoding gradient can be

used and therefore several different lines in k-space can be acquired within the same TR.

This approach significantly reduces the required number of repetitions and therefore the

scan time. Hennig et al. first described this technique in 1986 and called it RARE (Rapid

Acquisition with Refocused Echoes) [42]. Commercial implementations of the RARE se-

quence are called fast spin (FSE) or turbo spin echo (TSE). The number of k-space lines that

can be acquired within one repetition time depends on the T2 time of the object. A different
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approach is to use the same phase encoding gradient for all echoes acquired within the same

TR. In this way, the same k-space line is acquired at different echo times. Since the peak

height of every spin echo is proportional to eTE/T2 , this can be used for T2 quantification.

This technique is usually called multi-echo spin echo (MESE).

A similar modification can be implemented for the gradient echo sequence and is usually

called multi gradient echo (MGE) sequence. Analogous to the spin echo sequence, it can

be used to either speed up the acquisition or for T ∗2 quantification.

Other Sequences

There exist a great number of other sequences and modifications. For example, multi-slice

imaging is commonly used in 2D sequences in order to speed up acquisition. Here, the

signals of a number of slices are acquired within the same TR by applying several slice

selective RF excitation pulses, each with a different central frequency. Another important

class of sequences are 3D sequences that use a broadband RF excitation pulse without a

slice selecting gradient. The spatial encoding is then performed using two phase encoding

and one frequency encoding gradient. 3D sequences can provide high resolution in all three

spatial dimensions without gaps between neighbouring slices or crosstalk. They also deliver

a better SNR per voxel compared to a standard, single slice 2D sequence.

2.3.3. Contrast

The main parameter for the quality and usefulness of an MRI image is the contrast-to-noise

ratio CNR:

CNR = | SA − SB |
σ0

= SNRA − SNRB , (2.41)

where SA and SB are the signal intensities of two different structures within the imaged

object and σ0 is the standard deviation of the image noise. In this section, contrast mecha-

nisms will shortly be discussed while the next section will deal with the signal-to-noise ratio.

One of the main advantages of MRI is the broad variety of contrasts - called weightings -

that can be achieved. The overall contrast of an MR image is mainly determined by the low

spatial frequency components in the center of k-space. When introducing MRI in Section

2.3.1, the contrast of the image was assumed to be entirely caused by spatial variations in

proton density and relaxation effects were neglected. If T1 and T2 relaxation are taken into

31



2.3. MAGNETIC RESONANCE IMAGING

account for the standard spin echo sequence, the signal in a pixel is given by:

S(t) ∝ ρeff
(
1− e−TR/T1

)
· eTE/T2 . (2.42)

According to this equation, mainly three different contrasts can be achieved depending on

the choice of TR and TE for a given spatial distribution of T1 and T2 relaxation times within

the imaged object:

1. TR � T1 and TE � T2: For long TR and short TE, neither longitudinal nor transverse

relaxation affect the image contrast and the image is said to be purely proton density

(PD) weighted.

2. TR ≈ T1 and TE � T2: For short echo times, the differences in T2 relaxation times

of the distinct structures within the object cause no signal differences. However, if

the repetition time is similar to the T1 values within the object, small differences in T1

times cause the signals of two separate structures to be different. This type of contrast

is therefore sensitive to T1 differences and the image is said to be T1 weighted.

3. TR � T1 and TE ≈ T2: If the echo time is of the order of the T2 values within the

object, small differences in the transverse relaxation times of distinct structures result

in different signal intensities. The image is therefore said to be T2 weighted.

The T1 and PD weightings can also be achieved with a gradient echo sequence by choosing

the appropriate parameters. In addition, for long TR and TE ≈ T ∗2 , a gradient echo image is

T ∗2 weighted. It should be noted that T1, T2 and T ∗2 weighted images are also proton den-

sity weighted, because the differences in proton densities of distinct structures always cause

signal differences, independent of the sequence parameters. In order to obtain a certain

weighting, prior knowledge of the range of relaxation times within the object is necessary -

which is the case for clinical imaging.

Several other contrasts can be obtained. For example, the magnetisation can be prepared

by an inversion or saturation pulse prior to the actual excitation pulse. Moreover, specially

designed sequences can provide contrasts such as diffusion or magnetisation transfer.

2.3.4. Signal-to-Noise Ratio

The signal-to-noise ratio is the most important parameter for image quality in MRI next

to the contrast. In general, the SNR depends in a complicated manner on hardware and

sequence parameters. Hardware parameters include for example the electronic noise and
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type of the coil (birdcage, solenoid, surface) as well as the size of the coil compared to the

imaged object - the larger the coil the worse the SNR. The SNR also depends strongly on

the flux density of the main magnetic field, which is why MRI manufacturers try to build

stronger magnets. Up to a flux density of 0.5 T, the SNR increases faster than linear with

increasing flux density, but only linear above 0.5 T. Two other factors have to be consid-

ered which balance the gain in SNR at higher fields to some extent. First, the longitudinal

relaxation time is shorter at lower fields, allowing for shorter TR and therefore more SNR

efficient acquisition. Second, susceptibility artifacts are smaller at lower fields and T ∗2 is

therefore longer, allowing for longer sampling times TS, which in turn results in more SNR

efficiency [40].

In practice, the SNR dependence on the sequence parameters is more important, since hard-

ware parameters cannot be easily changed. First of all, longer TR and shorter TE result in

better SNR due to longitudinal and transverse relaxation, respectively. In addition, the flip

angle should be chosen to optimise SNR depending on TR and T1 (see Equation 2.40). For a

2D imaging experiment, the dependence of SNR per voxel on the main imaging parameters

is given by [40]:

(SNR/voxel) |2D∝ ∆x∆yTH
√
NacqNyNxTdwell . (2.43)

Here, TH is the slice thickness and ∆x × ∆y × TH is therefore the volume of a voxel.

The dwell time Tdwell is the time between the acquisition of two successive data points in

k-space during frequency encoding and Nx × Tdwell is therefore equal to the sampling time

Ts. The dwell time is relevant for the SNR because it is the inverse of the bandwidth for the

signal readout Tdwell = 1
BWread

. The larger the readout bandwidth, the more (white) noise

is collected during readout.

The effect of the imaging parameters on SNR can be better understood by considering a

doubling of the resolution (∆x
2 ,

∆y
2 ,

TH
2 ⇒ Vvoxel

8 ). Halving the slice thickness results in

halving the SNR per voxel and this can only be balanced by using four times as many

acquisitions Nacq and a fourfold increase in total scan time. Halving ∆y while keeping the

FOV constant results in a decrease in SNR by a factor of just 1√
2 because the number of

phase encoding steps Ny has to be doubled at the same time. However, this also results in

a doubling of the scan time and together with the doubling of Nacq to balance the drop in

SNR, it results in a fourfold increase in scan time as well. Finally, halving of ∆x while

keeping the FOV constant also results in a decrease in SNR of 1√
2 , because Nx has to be
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doubled. The doubling of Nx can be achieved without further increase in scan time. In

order to balance the drop in SNR, the number of acquisitions has to be doubled which

doubles the scan time. However, increasing Nx and therefore the sampling time can only

be performed as long as Ts � T ∗2 . In summary, doubling the resolution in all three spatial

dimensions results in a drastic decrease in SNR which can only be balanced by a 32- or

64-fold increase in total scan time - depending on the Ts/T
∗
2 ratio. This is the reason why

MRI is so time consuming and the resolution for standard clinical applications is worse than

for other imaging modalities such as CT.

2.3.5. Standard Artifacts

There are a great number of different artifacts in MRI that can distort the image and lead

to misinterpretations. Some of the most common artifacts will be shortly reviewed here.

Figure 2.10 a shows a round water sample and the so called Gibbs ringing artifact (left im-

age). Gibbs ringing appears as parallel lines next to sharp transitions in signal intensities

from one structure to another and can occur for all pulse sequences. It is a result of the lim-

ited extension of the k-space matrix together with the discrete Fourier transform for image

reconstruction. Gibbs ringing can be reduced by using higher image resolution or image fil-

tering. A second very common artifact is aliasing. It appears as a wrap around of the imaged

object in phase encoding direction (see Figure 2.5 b, left). The aliasing artifact occurs when

the spatial extension of the object is larger than the FOV as given by FOVy = 1
∆ky

. In prin-

cipal, it could appear in both phase and frequency encoding direction, but it can be avoided

in frequency direction by using a bandpass filter during acquisition. In phase encoding di-

rection, aliasing can only be avoided by choosing a larger FOV. The image in Figure 2.10 b

to the right was acquired by swapping the phase and frequency encoding directions. A third

artifact appears as stripes of noise in phase encoding direction (Figure 2.10 c) and is called

zipper artifact. It is usually caused by RF interference resulting from electronic devices in

the scanner room or bad RF shielding.

Another important type of artifacts is caused by susceptibility differences either within or

at the edge of the object. Susceptibility artifacts are most prominent in gradient echo se-

quences with strong T ∗2 weighting, but can also appear in spin echo images. They usually

result in a strong signal extinction around the origin of the susceptibility inhomogeneity. If

the susceptibility difference is very high, they can also cause a spatial distortion as seen in

Figure 2.10. A strong susceptibility difference can occur when a metallic object is present

or at air-water or air-tissue interfaces. Susceptibility artifacts get worse for higher main
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fields and longer echo times. They can be reduced by using short echo times, spin echos

and stronger imaging gradients, but in general, susceptibility artifacts depend in a rather

complicated way on the sequence parameters (see [43] for more details).

Other common artifacts include ghosting due to patient motion and breathing (see Figure

2.10 e) as well as spatial distortions due to eddy currents caused by the rapid switching of

the gradient coils. In Section 5.3.3, some more artifacts will be discussed that appeared

during the course of this PhD.

2.3.6. Relaxometry

MRI relaxometry refers to the measurement of the NMR relaxation times T1, T2 and T ∗2
by acquiring quantitative images (called maps) using MRI. In general, the approach is very

similar to the measurement of relaxation times without imaging as described in Section 2.2.

However, there are several complications that make MRI relaxometry more challenging.

T1 Mapping

T1 mapping can most easily be performed with the inversion recovery method by simply

adding a slice selective 180◦ inversion pulse and an adjustable waiting period before the

excitation pulse of a gradient or a spin echo sequence. The inversion time is given by the

time between the inversion pulse and the excitation pulse. The signal of every k-space line is

therefore proportional to the longitudinal magnetisation at time point TI. In order to quantify

the T1 time, this IR sequence has to be repeated for different inversion times. This method

is very time consuming because the repetition time of the sequence has to be approximately

five times the expected T1 time to allow for a fully recovered longitudinal magnetisation

before the acquisition of every k-space line. In order to speed up the image acquisition, a

multi echo sequence can be used for the readout of the longitudinal magnetisation. Another

way to acquire T1 maps quickly is to use an imaging version of the method developed by

Look and Locker in 1970 described in Section 2.2. After an initial inversion pulse, the

longitudinal magnetisation is read out using a train of short excitation pulses, each used to

fill one line in k-space. This method was first described by Deichmann and Haase in 1992

[21]. Due to the spatial profile of the slice selection applied during the inversion pulse and

all the following pulses, the problem with inaccurate flip angles is more pronounced for T1

mapping than for the NMR T1 quantification methods.
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a)

b)

c) d)

e)

Figure 2.10.: a) Gibbs ringing artifact. Case courtesy of Dr J. Ray Ballinger, Radiope-
dia.org. From the case rID: 22133. b) Wrap-around due to aliasing artifact.
Case courtesy of Dr Usman Bashir, Radiopedia.org. From the case rID: 16491.
c) Vertical zipper artifact. d) Susceptibility artifact caused by a metallic sub-
stance in the scalp of the patient. Case courtesy of Dr Ayush Goel, Radiope-
dia.org. From the case rID: 22731. e) Ghosting due to motion artifact. Case
courtesy of Dr Roberto Schubert. Radiopedia.org. From the case rID: 17928.
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T2 and T ∗2 Mapping

T ∗2 mapping is conceptually the simplest MRI relaxometry method. It just requires images

being acquired with a standard gradient echo sequence using different echo times. In order

to decrease the total scan time, a multi-echo gradient echo sequence (MGE) can be used.

Each echo is used to fill a line in a different k-space. Using a train of eight echoes, for

example, eight different images with decreasing signal are obtained.

T2 mapping is conceptually simple as well, but much more problematic in practice. A T2

map can either be acquired by repeating a single spin echo sequence with different echo

times or by using a multi-echo spin echo sequence, in which every echo is used to fill a

different k-space. In both cases, the repetition time should be chosen long enough to allow

a full recovery of the magnetisation before the next excitation pulse. The disadvantage of

the single echo version next to the longer scan time is the influence of diffusion. Due to the

imaging gradients, the diffusion effect is stronger than for the NMR spin echo sequence.

The diffusion effects and the scan time are reduced with the multi-echo method. Instead,

the MESE sequence suffers from stimulated echoes [44], which are more problematic in

imaging than in NMR. First, stimulated echoes cannot be avoided so easily by precise tim-

ing, because the imaging gradients can shift the echo formation in time. Second, the spatial

profile of the slice selection performed together with the refocussing pulses results in even

more inaccurate flip angles. One approach to minimise this effect is to use thicker slices.

There is no consensus among researchers, whether the single or the multi-echo spin echo

sequence should be considered the "gold standard" for T2 mapping.

Another problem concerning T2 and T ∗2 mapping sequences is the minimal echo time. Due

to the slice selection and the imaging gradients, the minimal echo times are considerably

longer in imaging, which makes the T2 and T ∗2 quantification for fast relaxing samples

difficult.

Fitting of Relaxation Maps

After acquiring images with different inversion times or echo times, respectively, the images

are evaluated voxel by voxel to obtain the map. In general, the fitting procedures used for

NMR relaxation curves is now used for every voxel (see Section 2.2.2). Again, in order to

achieve a reliable fit, the sequence parameters such as minimum and maximum echo times

have to be chose appropriately. However, this is more difficult in imaging, because there

might be a broad range of different relaxation times within the imaged object.
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The problems regarding the fitting procedures are the same as for the NMR relaxation

curves, but they are more pronounced due to less SNR, more inaccurate flip angles and

the presence of the gradients. The three parameter fit remains the standard method for fit-

ting T1 relaxation curves, while numerous methods have been published to account for the

errors in T2 and T ∗2 fitting. Several fitting models have been proposed to correct for the

problem of Rician noise in low SNR magnitude images [45, 46, 47, 48, 49]

S(TE) = Ae−TE/T
(∗)
2 (2.44)

S(TE) = Ae−TE/T
(∗)
2 +B (2.45)

S(TE) =
[(
Ae−TE/T

(∗)
2

)2
+B2

]1/2

(2.46)

[S(TE)]2 =
(
Ae−TE/T

(∗)
2

)2
+B2 (2.47)

Another way of dealing with low SNR images is to discard all data points that are below a

certain signal threshold and fitting with Equation 2.44. As mentioned in Section 2.2.2, the

problem with noise statistics can be avoided by using the full complex data. Several groups

have also published more sophisticated fitting or post-processing procedures to compensate

for the effect of stimulated echoes [50, 51, 52, 53].

2.4. Superparamagnetism

Superparamagnetism was first described by W. C. Elmore in 1938 [54]. Elmore discovered

that colloidal suspensions of magnetite and maghemite exhibit a magnetisation curve like a

paramagnet (Langevin function), but with a much higher magnetic susceptibility, which is

why this phenomenon was later called superparamagnetism [55]. The absence of magnetic

remanence was surprising, since magnetite and maghemite are ferrimagnetic and should

therefore show hysteresis. The reason for the lack of remanence is the small size of super-

paramagnetic particles. Below a certain size, ferro- and ferrimagnetic particles consist of

just a single magnetic domain [56, 57]. While the quantum mechanical exchange interac-

tion among the electrons of such a particle remains unchanged, two relaxation mechanism

lead to the particle’s total magnetisation direction to flip so rapidly, that the time average is

zero.

The first relaxation mechanism is called Néel relaxation [58]. Due to thermal fluctuations,
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the magnetic moment of a particle can overcome the energy barrier given by the anisotropic

energy EB = KV and flip between the directions of the easy axes. The characteristic time

for the flipping process is given by the Néel time [58, 59]:

τN = τ0exp
(
KV

kBT

)
, (2.48)

where τ0 is of the order of 10−13 − 10−9 s, K is the magnetic anisotropy constant, V the

particle volume, kB Boltzmann’s constant and T the absolute temperature. If the measure-

ment time is much longer than the τN, the time average of the magnetisation will be zero.

If, however, the measurement time is much shorter than the Néel time, the magnetisation of

the particle will appear to be blocked. For a given measurment time and temperature, the

state of the particle - superparamagnetic or blocked - depends exponentially on the volume

V according to Equation 2.48. Therefore, there exists a material dependent, but sharp size

limit for magnetic nanoparticles below which they become superparamagnetic. For most

materials, this limit is between 5 and 30nm (diameter). The second relaxation mechanism

is called Brown relaxation. It is caused by the Brownian rotation of magnetic particles when

they are suspended in a fluid with viscosity η. The formula for the corresponding relaxation

time was originally developed by Peter Debye and states [60]:

τB = 3V η
kBT

(2.49)

Equations 2.48 and 2.49 are based on the assumption of no externally applied magnetic field

and have to be adjusted if such a field is applied to the MNP sample. Qualitatively, how-

ever, the relaxation mechanisms will counteract the particle’s alignment with the external

field, which is why the thermodynamic expectation value of the total magnetisation of an

MNP sample has to be calculated using the Maxwell–Boltzmann statistics. If the anisotropy

energy is small compared to the Zeeman energy, the magnetisation curve of MNPs can be

described by the Langevin function:

〈M(B)〉 ≈ nµL
(
µB

kBT

)
, L(x) = coth (x)− 1

x
, (2.50)

where n is the density of nanoparticles in the sample. Due to the high magnetic moment

µ of MNPs, their magnetisation curve saturates very quickly compared to paramagnetic

substances. The high susceptibility combined with the absence of remanence make super-

paramagnetic nanoparticles very interesting for medical applications. Without an applied

field, they do not aggregate as quickly as ferromagnetic particles, but at the same time they
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can be easily magnetised when necessary, for example for drug targeting.

2.5. Mössbauer Spectroscopy

The Mössbauer effect is the recoil-free emission and absorption of gamma radiation by an

atomic nucleus and was discovered by Rudolf Mössbauer in 1958 [61]. It is the basis for

Mössbauer spectroscopy, a very sensitive spectroscopic method that detects tiny changes in

the energy levels of an atomic nucleus due to its chemical environment and can be used to

analyse the composition of iron-containing samples such as magnetic iron oxide nanoparti-

cles. Mössbauer spectroscopy can only be performed on solid samples, since the Brownian

motion of the atoms would otherwise lead to strongly broadened resonance lines. In order

to obtain iron spectra, a radioactive gamma-ray source such as 57Co in rhodium is usually

used. The absorption lines of the sample are subsequently scanned by moving the source

back and forth on an electromechanical velocity drive, thereby exploiting the Doppler ef-

fect. The main interactions that give rise to the changes in the energy levels and therefore

the Mössbauer spectra of iron nuclei are the magnetic hyperfine (Zeeman) splitting, the iso-

meric shift and the quadrupole splitting.

The hyperfine splitting is caused by the interaction between the atomic nucleus and a mag-

netic field either produced by the electrons or applied externally. Due to the quantum me-

chanical selection rules, six transition between the ground state and the excited state of the

iron nucleus are allowed, which results in the typical sextet spectrum. The quadrupole split-

ting is a result of the interaction between the electric field gradient produced by the electrons

and a nucleus in a state with non-spherical charge distribution (for nuclear spin I > 1/2).

In iron spectra, the quadrupole interaction shifts the positions of the six hyperfine lines. The

isomeric shift is caused by the interaction of the s-electrons - whose density at the location

of the nucleus depends on the chemical environment - and the electrostatic potential of the

nucleus, which depends on the state of the nucleus.

For bulk material, the Mössbauer spectra of iron containing samples show well resolved,

sharp sextets and can therefore be analysed quite easily. For iron oxide nanoparticles, how-

ever, the spectra can be severely broadened due to their superparamagnetic relaxation. A

particle with unaxial magnetic anisotropy changes the direction of its magnetisation with

the Néel relaxation time τN (see Equation 2.48). Due to the exponential function, the Néel

time strongly affects the temperature and particle size dependence of Mössbauer spectra

[62, 63, 64]. For Néel relaxation times that are much shorter than the timescale of Möss-
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bauer spectroscopy (≈ 10−9 s), the magnetisation of the nanoparticles flips so quickly, that

the atomic nuclei, on average, do not experience a magnetic field. Therefore, the magnetic

hyperfine splitting vanishes and the spectra just exhibit the sharp pattern of a paramagnetic

material [65, 66]. For particles with a Néel relaxation time of the order of ≈ 10−9 s, the

iron sextets are still identifiable, but severely broadened. The exact shape of the Mössbauer

spectra in the transition region can be calculated [67].

When superparamagnetic nanoparticles are placed in a strong external magnetic field, their

(electron) magnetic moments stop flipping and align with the field. For Mössbauer spec-

troscopy performed in the presence of an external field, this means that the hyperfine split-

ting is proportional to the total magnetic field at the location of the nucleus

Btot = Bind + Bapp , (2.51)

where Bind is the induced hyperfine field of the electrons at the atomic nucleus [63]. Above

the blocking temperature, the induced field is approximately given by the Langevin func-

tion:

Bind = B0L

(
MSV Bapp
kBT

)
, (2.52)

where B0 is the hyperfine field for slow superparamagnetic relaxation and MS is the satu-

ration magnetisation of the magnetic particle. The relative intensities of the six lines in the

Mössbauer spectrum of iron depend on the angle θ between the total magnetic field at the

nucleus and the propagation direction of the gamma rays [63]. If the sample is magnetised

perpendicular to the gamma ray direction, for example, the area ratio of the six lines in the

Mössbauer spectrum is 3 : 4 : 1 : 1 : 4 : 3. In general, the relative areas are given by

3 : x : 1 : 1 : x : 3 with

x = 4 sin2 θ

2− sin2 θ
. (2.53)

2.6. Magnetic Particle Imaging and Spectroscopy (MPI & MPS)

Magnetic particle imaging was introduced in 2005 by Gleich and Weizenecker [68] as a

method to directly visualise superparamagnetic nanoparticles. Inside the MPI scanner,

MNPs are typically exposed to two different magnetic fields. The first one, called drive

field, is an oscillating field created by two opposing set of coils for each spatial direction

and induces a non-sinusoidal oscillation of the magnetisation of the particles. This is only
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possible for superparamagnetic particles, that have a non-linear magnetisation curve with-

out remanence. The oscillation of the particle magnetisation is picked up by a receive coil

and Fourier transformed. Due to the non-linearity of the M(H) curve, the Fourier spectrum

shows contributions from higher harmonics that are characteristic of the particles. The sec-

ond magnetic field, called selection field, is a static magnetic gradient field produced by

a pair of coils. This field can magnetically saturate particles, so that their response to an

oscillating field will be suppressed, because their magnetisation is at the plateau of their

M(H) curve. By superimposing both fields, a field free point can be created that moves

quickly through the imaged object. Particles that are outside of the field free region do not

contribute to the Fourier spectrum, because they are saturated. Only those particles inside

the field free region contribute and therefore the object is scanned by the field free point. In

order to reconstruct an image from the obtained spectra during the movement of the field

free point, a calibration has to be performed before the actual scan. For this purpose, a

small particle sample containing the same MNPs that will be used for the actual scan is

successively placed at every spatial position of the desired voxel grid and the corresponding

frequency spectrum is measured. In this way, the reconstruction algorithm can deduce the

spatial distribution of the MNPs in the object. This is called frequency-based reconstruction

[69]. Other methods for reconstruction have been developed, for example X-Space MPI

[70]. Since MPI only detects MNPs, it has to be combined with an anatomical imaging

method such as CT or MRI for clinical applications [71]. In theory, MPI is a quantitative

method, meaning that the signal response is proportional to the particle concentration. In

practice however, the response depends on many parameters and is not always exactly pro-

portional to the concentration.

MPI scans are rather effortful due to the experimental requirements and also time consuming

as a result of the typically performed calibration. Magnetic particle spectroscopy measures

the non-linear magnetic response of MNPs exposed to an oscillating magnetic field - like

MPI, but without spatial encoding. MPS can be used to test the MPI performance of MNPs

within a very short time [72]. Additionally, it is a very sensitive method for the character-

isation of magnetic nanoparticles capable of quantifying particles and also able to reveal

their size distribution and magnetic interactions, for example in aggregates [73, 74]. While

the third harmonic A3 of the frequency spectrum is usually used for particle quantification,

the harmonic ratio A5/A3 can be used to assess the particle interactions.
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2.7. Magnetometry

MPS and MPI detect the dynamic response of the MNP magnetisation when subjected to an

oscillating external magnetic field. Another important method for MNP characterisation is

to measure the M(H) curve, which represents the (quasi-)static response to an external field.

An M(H) curve is typically obtained by placing a small sample inside a strong electromag-

net that magnetises the particles. The magnetisation of the sample is then measured for

different flux densities using a vibrating sample magnetometer (VSM). For this, the sample

can be sinusoidally vibrated next to a SQUID, which measures the magnetic field created

by the sample’s magnetic moment.

The M(H) curve can provide a range of information about the properties of a sample. First,

the overall shape of the curve can be used to tell whether the sample consists of para-

magnetic, ferro-/ferrimagnetic or superparamagnetic particles. Second, if sufficiently high

magnetic fields are available, the saturation magnetisation can be measured - independent of

any interactions among the particles, since at high fields, all magnetic momenta are aligned

with the external field. For this, the sample has to be given enough time at every externally

applied flux density for the larger particles to fully align with the field - otherwise, the sat-

uration magnetisation would depend on the measurement time. At lower fields, the size of

the particles and their interactions among themselves determine the exact shape of the curve

[75]. By fitting the M(H) curve data points to an integral over the size distribution and the

Langevin function, the mean diameter and the standard deviation of the size distribution can

be extracted [76].
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3. Characterisation of MNPs Using
Mössbauer Spectroscopy at Ambient
Temperature

This chapter is based on the paper "‘Characterisation of iron oxide nanoparticles by Möss-

bauer spectroscopy at ambient temperature"’, published in 2016 in the Journal of Mag-

netism and Magnetic Materials [10]. Besides writing the major part of this publication, I

have simulated the magnetic field of the Halbach array and contributed substantially to the

planning of the Mössbauer measurements and to the discussion of the experimental results.

The publication describes a new method for obtaining sufficient hyperfine splitting in the

Mössbauer spectra of magnetic nanoparticles with diameters less than 15 nm. This allows

the distinction of the two most important types of iron oxides at room temperature.

3.1. Introduction

Magnetic nanoparticles are usually made of iron oxides, the most common iron oxide types

used for particle synthesis are magnetite (Fe3O4) and maghemite (γ − Fe2O3). Because

of its higher magnetisation (92 Am2 kg−1) magnetite is preferred to maghemite for many

applications [77]. However, maghemite can be formed from magnetite through aging or

oxidation, respectively. As a result of the different hyperfine patterns of the iron oxides,

magnetite and maghemite can be distinguished using Mössbauer spectroscopy and their

respective amounts can be determined. Therefore, Mössbauer spectroscopy enables the

characterisation of iron oxides with respect to their manufacturing and ageing processes.

Magnetite and maghemite both have a spinel structure and show a strong hyperfine splitting

even at ambient temperature because of their ferrimagnetic order [78]. In maghemite, the

Mössbauer parameters of Fe(III) on the tetrahedral (A) and octahedral (B) sites are very

similar and hardly distinguishable in the Mössbauer spectra [79]. Magnetite spectra, how-
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ever, consist of two separate sextets, one belonging to the Fe(III) on the tetrahedral sites and

one belonging to the mixed-valence Fe(2.5) on the octahedral sites [80, 81, 82]. The octa-

hedral sites of magnetite are occupied by equal amounts of Fe(II) and Fe(III) and above the

Verwey transition temperature (TV = 119 K, [83]), electron hopping between the different

ions occurs. This leads to an effective mixed-valence state Fe(2.5), which is why the B-sites

only yield one magnetically split sextet. This sextet has a smaller hyperfine field than the

Fe(III) on the A-sites and an isomer shift intermediate between that of Fe(III) and Fe(II).

Therefore, the sextets belonging to the A- and B-sites in magnetite can be distinguished.

For pure magnetite, the relative amount of the A- and the B-components is 1:2. Below the

Verwey transition temperature, the electrons on the B-sites become localised, which facili-

tates a distinction of the Fe(II) and Fe(III) lattice sites [84, 85].

Due to the additional sextet for the B-sites, bulk magnetite can therefore be distinguished

from maghemite using Mössbauer spectroscopy rather easily [86, 87]. For a mixture of

magnetite and maghemite or for partially oxidised magnetite, the Mössbauer parameters

stay essentially the same and only the relative intensities of the sextets change. By fitting

such spectra, one can determine the relative amounts of magnetite and maghemite or the de-

gree of oxidation of magnetite at room temperature. Unfortunately, this is not generally true

for iron oxide nanoparticles, for which the magnetic hyperfine splitting may be severely

broadened or even collapse because of their superparamagnetic relaxation (see Equation

2.48). At ambient temperature, magnetite and maghemite exhibit well defined magnetic

hyperfine splitting only for particles with a diameter larger than about 15 nm. For smaller

particles, low temperatures are required to slow down the superparamagnetic relaxation

[82, 88, 89, 90]. Therefore, Mössbauer spectra of partially oxidised magnetite nanopar-

ticles measured at 4.2 K, where the relaxation is certainly blocked, appear to be the only

possibility for a characterisation. The downside of this approach is - besides the cost and the

effort of implementing the helium cooling - that the evaluation of helium spectra is rather

difficult [91].

However, even when superparamagnetic relaxation is fast due to the small size of the par-

ticles, a well-defined magnetic hyperfine splitting can be obtained by applying an external

magnetic field, which magnetises the nanoparticles (see Section 2.5 as well as [92, 93, 94,

95]. Ferrimagnetic substances like magnetite or maghemite can be magnetised very easily

which results in a significant hyperfine splitting for superparamagnetic iron oxide particles

at ambient temperature, even for applied fields less than 1 T [96]. Due to the ferrimagnetic

order, the hyperfine field at the A-sites will be parallel and the hyperfine field at the B-sites
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anti-parallel to the applied magnetic field. This results in an increased magnetic hyperfine

splitting for the iron nuclei at the A-sites and a reduced splitting for those on the B-sites.

If the applied field is sufficiently strong, the tetrahedral and octahedral Fe(III) components

in maghemite can actually be distinguished [97]. A comprehensive theoretical description

of the influence of an external magnetic field on the Mössbauer spectrum of superparamag-

netic nanoparticles requires a sophisticated quantum mechanical approach and can be found

in the literature [98, 99, 100].

In the following, the construction of a magnet using NdFeB permanent magnets in a Hal-

bach array is described. In this way, one can obtain a magnetic field at the Mössbauer ab-

sorber that is sufficient to yield magnetically split spectra of magnetite/maghemite nanopar-

ticles at ambient temperature. With this approach, it is possible to distinguish between the

two iron oxides in particles with diameters smaller than 15 nm without having to resort to

measurements at liquid helium temperature.

3.2. Magnet Construction

The magnet is shown in Figure 3.1 a. Eight cuboidal permanent magnets (height = 19 mm,

width = 19 mm, length = 120 mm, NdFeB, Ni-N52, ChenYang Technologies, China) are

arranged in a circular Halbach array to produce a transverse magnetic field [101]. The

cylindrical holder (length = 120 mm, outer diameter = 95 mm) for the magnets was pro-

duced from VeroWhitePlus acrylic resin using a 3D printer (Objet Eden260V, Stratasys

Ltd, USA). The central borehole, where the Mössbauer absorber is placed, has a diameter

of 20 mm, which allows for a satisfactory geometry for the Mössbauer experiments. The

sample holder is placed in the centre of the Halbach cylinder and the sample is magnetised

perpendicular to the propagation direction of the gamma rays. For the Mössbauer experi-

ments, the source was positioned about 5 cm and the front of the electromechanical velocity

motor 10 cm from the end of the magnet cylinder. Finite element analysis with COMSOL

Multiphysics (COMSOL Multiphysics GmbH) was used to determine the magnetic flux

density and its homogeneity inside and outside of the magnet. The distribution of the mag-

netic flux density norm over the borehole of the magnet at the position of the sample holder

is shown in Figure 3.1 b. Figure 3.2 shows the distribution of the magnetic flux density

norm in the plane along the symmetry axis (z-axis) of the cylinder inside and outside of the

Halbach array. The calculated flux density norm on the axis of the magnet at the absorber

position is 750 mT. At the position of the source and the motor, the calculated flux density

norm is 10 mT and 0.9 mT, respectively.

47



3.2. MAGNET CONSTRUCTION

Figure 3.1.: Permanent magnets in a Halbach array for Mössbauer spectroscopy; (a) eight
permanent magnets are arranged in a circle around an opening for the sample
holder; (b) magnetic flux density norm distribution (in Tesla) at the position
of the sample holder inside the magnet as determined by finite element analy-
sis using COMSOL; The minimum (0.74 T) and the maximum value (0.77 T)
of the flux density within the region shown here are indicated with a triangle
pointing upwards and downwards, respectively. The magnetic field points in
the y-direction. First published in [10].
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Figure 3.2.: Cross-sectional view showing half of the Halbach array and the magnetic flux
density norm distribution (in Tesla) as determined by finite element analysis
using COMSOL. The white areas represent the permanent magnets. The mini-
mum and the maximum value of the flux density within the region shown here
are indicated with a triangle pointing upwards and downwards, respectively.
First published in [10].

In addition to the finite element analysis, the magnetic field was measured at three different

positions with a Gaussmeter (Lake Shore Model 455 Gaussmeter, Lake Shore HMNT-4E04-

VR transverse probehead, Lake Shore Cryotronics Inc.). The measured flux density on the

symmetry axis of the magnet at the absorber position was 725 mT. At the position of the

source, the flux density was 10 mT and at the position of the motor it had decreased to

0.9 mT, in excellent agreement with the calculations.

3.3. Magnetic Particles

For the synthesis of the magnetic nanoparticles, 45 mmol iron(II) chloride tetrahydrate were

dissolved in 37 mmol 45% iron(III) chloride hexahydrate solution and were added to diethy-

lene glycol (DEG) under constant stirring. The solution was purged with nitrogen through-

out the reaction. Magnetite particles were precipitated at 170◦C with sodium hydroxide

and further incubated for 1 h. The DEG has been found to present a good protection of

the particles against oxidation [102]. The following steps could therefore be carried out

under aerobic conditions. After cooling to room temperature the magnetite particles were

magnetically collected on a permanent magnet. A more detailed description of the particle

49



3.4. METHODS

synthesis can be found in the literature [103, 102, 104].

The particles used for Mössbauer measurements were not separated from the DEG. For

room temperature measurements, the particles were embedded in a solid matrix by mixing

the DEG suspension with an equal amount of epoxy resin (Uhu Plus, UHU GmbH & Co.

KG). After curing, the mixture became a solid suitable for room temperature Mössbauer

spectroscopy and the particles were still found to be well protected against oxidation. For

measurements at 4.2 K, the same sample was used. For particle size determination, the

magnetically separated particles were dispersed in 1 M nitric acid and magnetically sep-

arated again. This washing step was repeated four times. After the last separation, the

particles were re-suspended in de-aerated water to remove most of the acidic environment

and stirred at room temperature overnight. The black suspension was sonicated in a water

bath at room temperature for 45 min and afterwards centrifuged at 16700 rcf at 21◦C for 1

h. The particle suspension thus obtained was used for size determination. For magnetisation

measurements, a sample was freeze-dried overnight. Mössbauer measurements have shown

that the treatment of the particles after removal from the DEG results in a considerable

degree of oxidation [102].

3.4. Methods

For a more detailed description of magnetometry (magnetisation measurement) and Möss-

bauer spectroscopy please refer to Chapter 2.

3.4.1. Size Characterisation

The size of the particles was determined by transmission electron microscopy (TEM) and

dynamic light scattering (DLS). TEM was performed with a JEM-100CX (JEOL Ltd.) at

100 kV. For the sample preparation, about 5 µl of a 10 mM Fe particle suspension were

applied to a 300 mesh grid coated with carbon. Subsequently, the particles were air-dried

at room temperature. The size distribution of the MNPs was determined from the TEM im-

ages with the Analyse Particles feature of the image-processing software ImageJ. The hy-

drodynamic diameter of the particles was determined using a Zetasizer Nanoseries NanoZS

(Malvern Instruments GmbH), which allows both number and intensity weighted size dis-

tributions to be measured. The particles were diluted in deionised water to 10 mM Fe for

both techniques.
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3.4.2. Magnetisation Measurements

First, the freeze-dried particles were embedded in Fixogum (Marabu GmbH & Co. KG).

The Superconducting Quantum Interference Device (SQUID) measurements were then per-

formed using a MPMS XL (Quantum Design Inc.) at flux densities between -3.5 T and 3.5

T, thereby obtaining the room temperature M(B) curve.

3.4.3. Mössbauer Spectroscopy

The Mössbauer transmission measurements were performed with a source made of 57Co

in rhodium, which had an activity of about 1 GBq, and an electromechanical velocity drive

using a sinusoidal velocity waveform (MA 250 Halder Electronics). At room temperature,

measurements were performed with and without the external magnetic field. For the mea-

surements at 4.2 K without magnetic field, a liquid helium bath cryostat was used, in which

the source was also cooled to 4.2 K.

The spectra were fitted using the least-squares method with a superposition of sextets which

in turn consisted of Lorentzian lines. In some cases, additional Voigt profiles were used in

order to obtain good fits. These profiles correspond to static distributions of hyperfine fields,

although this does not take into account the relaxation processes. Details of the Mössbauer

spectra evaluation will be described together with the results.

3.5. Results and Discussion

3.5.1. Particle Size

The size of the MNPs was determined by the evaluation of TEM images and by DLS. Both

measurements were performed after the particles had been transferred from DEG to the

aqueous medium. Figure 3.3 depicts a TEM image (a), the resulting size distribution of

the magnetic nanoparticles (b) and the DLS results with both the intensity and the number

distribution (c). In TEM image analysis, the diameter of each single particle is measured

and morphological information is provided at the same time with the size of the core. In

order to obtain TEM images, the particles first have to be dried on the grids. During the

course of the drying process, aggregation of the particles can occur, which can corrupt the

size evaluation [105]. The mean diameter obtained from TEM analysis is d = 5.8± 1.7 nm,

where the uncertainty represents the width of the size distribution.
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Figure 3.3.: a) TEM image of magnetic nanoparticles; b) the size distribution from TEM
image analysis (d = 5.8± 1.7 nm); c) determination of the size distribution
by DLS measurements (n = 3) according to the intensity distribution (d =
14.0± 1.8 nm) and the number distribution (d = 9.7± 1.1 nm); d) M(B) curve
of the freeze-dried particles (taken from [102]) which had completely oxidised
to maghemite at the time of the measurement. The stated uncertainties represent
the widths of the size distributions. First published in [10].

Using DLS measurements the hydrodynamic diameter can be obtained very quickly in a

few minutes. The measurements are done in the liquid suspensions of many particles and

not with just a few. In Figure 3.3 c one can see a clear shift from larger diameters in the

intensity distribution to smaller diameters in the number distribution. The few bigger par-

ticles (> 100 nm in diameter) are only noticeable in the intensity distribution. The mean

diameter for the intensity distribution is 9.7± 1.1 nm nm and for the number distribution it

is 14.0± 1.8 nm.

The sizes obtained by DLS measurements are larger compared to the sizes obtained by TEM

image analysis. There are various reasons for that. First, the solvent for the measurements

52



CHAPTER 3. CHARACTERISATION OF MNPS USING MÖSSBAUER
SPECTROSCOPY AT AMBIENT TEMPERATURE

has to be chosen correctly to circumvent possible hydration artefacts and ion shells around

the particles [106]. Second, the concentration of the particles has some influence on the

results of the measurements. Third, in DLS measurements, larger particles are always more

prominent in their detection than smaller particles [107]. To reduce this artifact, the diam-

eter of number weighted size distributions is calculated from the intensity weighted size

distributions taking this size shift into account. This can be seen in the difference between

the intensity and the number weighted size distribution of the naked MNPs. Therefore, it

is always important not only to rely on the mean values given by the DLS system, but also

to observe the size distributions. Hence, it is not surprising that the diameters obtained by

DLS measurements are larger compared to the ones obtained by TEM image analysis.

3.5.2. Magnetisation Measurements

The M(B) measurement was performed after the particles had been transferred to aqueous

medium. According to Mössbauer spectroscopy the particles were completely oxidised to

maghemite when this measurement was taken [102]. The saturation magnetisation of the

particles was deduced from the M(B) curve (Figure 3.3 d) to be 41 Am2kg−1.

3.5.3. Mössbauer Spectra

Mössbauer measurements were first performed with freshly prepared magnetite nanoparti-

cles embedded in epoxy resin. The resulting spectra are shown in Figure 3.4 a-c. After the

same absorber had been kept in air for 16 months at room temperature, Mössbauer spec-

tra were acquired again (Figure 3.4 d-f). The epoxy resin protects the nanoparticles quite

well from oxidation, but after the prolonged exposure to air, the particles had oxidised to

maghemite almost completely.

Mössbauer measurements were performed at room temperature (298 K) with and without

the external magnetic field. For comparison and verification of the determined maghemite

proportion and therby the degree of oxidation, the particles were also measured without

magnetic field at 4.2 K. The Mössbauer parameters of the spectra at room temperature with

field and at 4.2 K are summarized in Table 3.1. The parameters of the spectra acquired at

room temperature without magnetic field are not presented, because these spectra do not

permit a meaningful interpretation.

In all spectra, a small contribution of metallic iron of 2-3 % of the spectral area is observed.

This must have formed during the handling of the nanoparticles and the preparation of the
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Figure 3.4.: 57Fe Mössbauer spectra of the fresh and aged magnetic nanoparticles with and
without external magnetic field as well as at 4.2 K. The arrows indicate the
peaks that correspond to the Fe(2.5) contributions (a, b) and the Fe(II) contri-
butions (c,f), respectively. First published in [10].
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Table 3.1.: 57Fe Mössbauer parameters of the fresh and aged samples at room temperature
with external magnetic field (T = 298 K, left) and at helium temperature (T =
4.2 K, right). RA stands for the relative area in percent, IS is the isomer shift in
mm s−1, QS the quadrupole shift in mm s−1 and HF the hyperfine field in Tesla.
First published in [10].

298 K
Fresh Aged

Gauss RA 10.9±0.4 11.8±0.8
Sextet IS 0.30±0.01 0.30±0.01

QS 0.00±0.01 0.00±0.01
HF 19.1±0.4 28.8±0.7

Tetr. RA 21.3±0.5 14±1
Fe(III) IS 0.16±0.01 0.19±0.01

QS -0.04±0.01 0.02±0.01
HF 48.3±0.2 49.5±0.2

Oct. RA 9.2±0.1 24.8±0.3
Fe(III) IS 0.27±0.01 0.23±0.01

QS -0.02±0.01 -0.01±0.01
HF 46.7±0.2 47.5±0.2

Fe(III) RA 44±2
IS 0.31±0.01
QS 0.01±0.01
HF 43.7±0.2

Fe(2.5) RA 55.9±0.7
IS 0.46±0.01
QS 0.01±0.01
HF 43.4±0.2

Doublet RA 3.3±0.1
IS 0.25±0.01
QS 0.61±0.02

Iron RA 2.7±0.2 2.3±0.1
(metal.) IS -0.11±0.01 -0.12±0.01

QS 0.00±0.01 0.00±0.01
HF 32.7±0.2 32.8±0.2

4.2 K
Fresh Aged

Tetr. RA 42.4±0.5 36.3±0.4
Fe(III) IS 0.12±0.01 0.07±0.01

QS -0.01±0.01 -0.02±0.01
HF 51.0±0.3 51.5±0.3

Oct. RA 23.0±0.6 40.7±0.6
Fe(III)-1 IS 0.36±0.01 0.29±0.01

QS 0.01±0.01 -0.00±0.01
HF 51.6±0.3 51.9±0.03

Oct. RA 9.1±0.5 13.1±0.4
Fe(III)-2 IS 0.28±0.01 0.25±0.01

QS -0.02±0.01 0.02±0.01
HF 53.5±0.3 53.7±0.3

Oct. RA 10.0±0.4 1.6±0.1
Fe(II)-1 IS 0.69±0.01 0.68±0.01

QS -0.76±0.01 -0.73±0.01
HF 48.4±0.2 48.2±0.2

Oct. RA 9.4±0.3 2.4±0.2
Fe(II)-2 IS 0.73±0.02 0.75±0.02

QS 0.12±0.04 0.17±0.01
HF 46.0±0.2 45.6±0.2

Oct. RA 3.4±0.1 0.9±0.1
Fe(II)-3 IS 1.14±0.01 1.14±0.01

QS 1.78±0.01 1.85±0.01
HF 37.6±0.2 37.6±0.2

Doublet RA 1.9±0.1
IS 0.21±0.01
QS 0.80±0.01

Iron RA 2.7±0.1 3.0±0.1
(metal.) IS -0.11±0.01 -0.08±0.01

QS 0.00±0.01 0.00±0.01
HF 34.0±0.2 34.0±0.2
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Mössbauer samples. Unfortunately, attempts to determine why, how and at which point

during the preparation this metallic iron formed, were not successful. The iron contribution

was taken into account for the calculation of the magnetite content. The fraction of mag-

netite in the sample at room temperature was calculated by dividing the relative area of the

mixed-valence sextet by 2/3, because its intensity is expected to be 2/3 for pure magnetite.

At 4.2 K the intensities of the Fe(II) sextets was summed up and divided by 1/3, which cor-

responds to the value expected for pure magnetite.

The spectrum of the fresh sample without magnetic field at room temperature is dominated

by a broad central peak (Figure 3.4 b) which was approximated by a broad Gaussian dis-

tribution of magnetic hyperfine fields. The mean value of this Gaussian distribution was

set to zero. The peak can be attributed to the smaller particles in the sample and is a result

of their fast superparamagnetic relaxation. A broad sextet pattern which is described by a

distribution of hyperfine fields can be attributed to medium-sized particles. It is not pos-

sible to determine the iron oxide type of the parts of the spectrum mentioned so far. The

rest of the spectrum originates from the biggest particles in the sample and shows sufficient

hyperfine splitting for the identification of Fe(III) and a mixed-valence Fe(2.5) sextet. The

latter is indicated by an arrow in Figure 3.4 b. However, smaller particles are likely to be

more oxidised due to the higher ratio between surface area and volume and thus contain a

higher fraction of maghemite than bigger particles. Hence, the part of the spectrum which

arises from the biggest particles in the sample is not representative and cannot be used to

determine the magnetite fraction of the whole sample.

The spectrum of the aged sample without magnetic field at room temperature is similar. In

comparison to the spectrum of the fresh sample, however, the relative area of the Fe(2.5)

sextet has significantly decreased in intensity and the sextet has become broader (Figure

3.4 e). Since this well-split sextet represent the bigger particles, this shows that these have

oxidised to some extent, but not completely. In order to obtain a good fit of the spectrum,

a quadrupole doublet is needed. This may represent the smallest particles in the sample,

which now exhibit an even faster superparamagnetic relaxation due to oxdiation. On a gen-

eral note, without the application of an external magnetic field at room temperature, the

amount of magnetite compared to maghemite in a sample containing small particles (diam-

eter < 15 nm) cannot be estimated.

However, if a magnetic field of 725 mT is applied at room temperature, the magnetic hyper-

fine splitting is strong enough to produce rather well resolved Mössbauer spectra (Figure 3.4
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a and d). The mixed-valence Fe(2.5) contribution in the spectrum of the freshly prepared

particles can easily be recognized and is indicated by an arrow in Figure 3.4 a. The ap-

plied field also makes it possible to differentiate between tetrahedral and octahedral Fe(III)

because the external field increases the hyperfine field on the A sites but reduces it on the

B sites. Besides the well resolved lines, a broad sextet is also necessary to obtain a good

fit of the data, because of the drop of the spectrum at the center. Owing to the Gaussian

distribution of the (static) hyperfine fields, this sextet is called ’Gauss sextet’ in table 3.1.

Presumably, this component represents particles that are so small that they cannot be mag-

netised in the applied field and therefore still show relaxation effects. Due to their small

size, it is justified to assume that these particles were completely oxidised. For the calcula-

tion of the magnetite content, they were therefore presumed to consist of pure maghemite.

Consequenty, a magnetite content of 86% was obtained from the spectrum of the fresh sam-

ple at room temperature with the magnetic field.

After 16 months, the mixed-valence Fe(2.5) sextet is no longer detectable in the spectrum

(Figure 3.4 d), which indicates almost complete oxidation of the iron in the sample. As in

the fresh sample, the tetrahedral and octahedral Fe(III) can be distinguished and the rela-

tive area of the octahedral iron has increased considerably. There is a third rather well-split

sextet with a smaller hyperfine field, whose Mössbauer parameters indicate that it is also

at least largely Fe(III). This component may represent particles at the lower end of the size

distribution, which may not be fully magnetised. As in the spectrum of the aged sample

acquired without external magnetic field, the quadrupole doublet is also present here.

The SQUID measurements showed a magnetic saturation of about 80% of the saturation

magnetisation for the oxidised particles at 725 mT (Figure 3.3 d) [102]. The room temper-

ature Mössbauer measurements bear out the expectation that the magnetic field of 725 mT

is enough to induce sufficient hyperfine splitting for most particles in the sample to enable

an estimation of the Fe(2.5) content (Figure 3.4 a and d) and that samples can be compared

with respect to their magnetite content.

The 4.2 K spectra were fitted similar to [102] with one sextet for Fe(III) on the tetrahedral

sites, two sextet components for Fe(III) on the octahedral sites and three sextet components

for Fe(II) on the octahedral sites. The Fe(II) sextets are shifted towards positive velocities

with respect to the Fe(III) sextets resulting in an asymmetric overall Mössbauer pattern.

The three components for Fe(II) were found necessary because the Fe(II) lines were con-

siderably broadened. The Fe(II) contribution in the spectra is most readily observable at
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the position indicated by an arrow and the intensity of this peak allows for a rough, qual-

itative estimation of the magnetite content of a sample. The quantitative evaluation of the

magnetite fraction yielded 70% in the fresh sample and 15% in the oxidised sample, which

differs significantly from the values obtained at room temperature with applied field. The

reason for this discrepancy is that the fitting procedure of the spectra is not unambiguous.

This will be explained in more detail in the error analysis section. The metallic iron has

only a minor influence on the evaluation of the magnetite fraction of the 4.2 K spectra.

3.5.4. Mössbauer Spectra - Error Analysis

The uncertainty of the quantitative evaluation of the magnetite content is mainly a result of

the difficult fitting procedure. The room temperature spectra with external field typically

consist of at least three sextets (not counting the ’Gauss sextet’) while the the 4.2 K spectra

are fitted using up to six sextets. Each sextet in turn is characterised by several parameters,

for example intensity, isomer shift, quadrupole shift and line width. Therefore, a huge num-

ber of parameters determine the overall fit. It is up to the experience and the skill of the

researcher evaluating the spectra to find a good fit by choosing the number and type of sex-

tets and to play around with the different parameters. For this reason, the fitting procedure

of iron oxide Mössbauer spectra is very challenging and the results of the fit and thereby the

quantitative evaluation of the magnetite content depend on personal experience and ability.

Furthermore, this makes a quantitative estimation of the uncertainty of the results extremely

difficult.

A broad size distribution of the particles further complicates the fitting procedure. The re-

sults of the TEM measurements show that after centrifugation, the particles have a core

diameter of 5.8±1.7 nm. The sample used for Mössbauer spectroscopy was taken before

centrifugation, which means that the size distribution was probably broader in the Möss-

bauer samples than in the samples used for TEM and DLS. While the superparamagnetic

relaxation can be suppressed in bigger particles due to low temperature or application of

an external field, smaller particles still experience Néel relaxation and therefore exhibit sig-

nificant line broadening and less hyperfine splitting. The fitting procedure using a finite

number of sextets cannot perfectly account for this behaviour. This is especially evident in

Figure 3.4 e, where a total of three Gauss sextets and a doublet are used to account for the

size distribution of the particles.
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3.6. Conclusion

The experiments confirm that iron oxide nanoparticles with sizes smaller than about 15 nm

cannot be characterised by means of Mössbauer spectroscopy at room temperature because

of fast superparamagnetic relaxation. A Halbach array of permanent magnets was con-

structed and used for the magnetisation of the particle samples. This led to a suppression of

the hyperfine field fluctuations. In this way, magnetically split Mössbauer spectra were ob-

tained at room temperature. The small field of 725 mT induced sufficient hyperfine splitting

in the nanoparticles for a meaningful evaluation of their magnetite content. This approach

is cheap and does not require liquid helium cooling, which is why it is expected to facilitate

the characterisation and quality assessment of iron oxide nanoparticles in the future.
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4. Size-dependent MR Relaxivities of
Magnetic Nanoparticles

Except for the section about the simulation, this chapter is based on the paper "Size-dependent

MR relaxivities of magnetic nanoparticles", published in 2017 in the Journal of Magnetism

and Magnetic Materials [11]. I wrote the whole publication and performed the relaxation

rate measurements and their evaluation.

This publication investigates the dependence of the R2 and R∗2 relaxivities on the size of

magnetic nanoparticles using a relatively new method for fractionating MNPs with respect

to their size. In addition, the particles were characterised using MPS. With this new ap-

proach, magnetic nanoparticles can be comprehensively characterised regarding their con-

trast enhancing properties in MRI and their suitability for quantification by MRI relaxome-

try.

4.1. Introduction

Various types of nanoparticles are used in biomedical applications. Magnetic nanoparticles

are especially promising because of their multi-functional capabilities such as biosepara-

tion, transfections, hyperthermia, targeted delivery of drugs and stem cell tracking [1, 2, 3].

For the latter two it is crucial to quantitatively determine the spatial distribution of the con-

centration and the aggregation state of the MNPs to monitor and improve the efficacy of the

application. Quantitative imaging of MNPs is enabled by magnetic resonance (MRI) and

magnetic particle imaging (MPI). While MNP specific MPI is inherently quantitative, MRI

detects magnetic particles non-specifically by measuring the effect of local field disturbance.

Theoretical considerations, simulations and experiments have shown that the MR relax-

ation rates R2 and R∗2 strongly depend on the size of the MNPs or aggregates, respectively

[36, 108, 34, 33, 109, 110]. Three different regimes can be distinguished, with aggregates

being treated the same way as particles using adapted overall hydrodynamic diameters dHyd
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and saturation magnetisationsMS . A more detailed discussion of the relaxation theories can

be found in Section 2.2.4, which is why just a brief repetition is given here. For small par-

ticles and aggregates that satisfy the motional averaging condition ∆ωτD < 1 the quantum

mechanical outer sphere theory applies:

R2 = R∗2 = 16
45f(∆ωeq)2τD ∝ dHyd

2 . (4.1)

where ∆ω = γ µ0
3 MS , τD = dHyd

2

D , D is the self diffusion coefficient of water and f

the volume fraction of the particles in the sample, which can be converted into the iron

concentration. For particles that are too big to satisfy the motional averaging condition

(∆ωτD > 1), the relaxation behaviour can be described by the static dephasing regime

(SDR) model [35]:

R2 = R∗2 = 2π
3
√

3
f∆ωeq . (4.2)

Here, the relaxation rates only depend on the volume fraction and not on the particle size.

For even larger particles, refocusing pulses become efficient and R2 decreases again ac-

cording to the partial refocusing model [36], while R∗2 remains the same:

R2 = 2.25x
1/3

τD
[1.34 + fx]5/3 < R∗2 , (4.3)

where x =
√

4/5γ µ0
3 MSTE and TE is the echo time.

This size-dependent behaviour shows that R2 measurements can be used to assess the ag-

gregation state of the MNPs whereas R∗2 measurements are independent of aggregation

state and therefore suited for MNP quantification if the condition of static dephasing is met

[8]. To allow a reliable quantification by MRI relaxometry, it is therefore essential to test

whether the used particles are big enough to satisfy the SDR condition. In practice however,

this is complicated by the size distribution of the particles.

A new experimental approach to characterise an MNP system with respect to quantitative

MRI is presented here. This method is based on hydrodynamic fractionation producing

MNPs with different well-defined sizes and subsequent geometric, magnetic and MR re-

laxation characterisation of the fractions. This allows to test the suitability of the MNP

system for quantitative MRI and verify the theoretical predictions for the size dependence

of relaxation rates at the same time. This new approach is applied to the two commercially
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available MNP systems Resovist R©and Endorem R©.

4.2. Simulation of Relaxation Times

Before proceeding to the experimental part, a Monte Carlo method for the simulation of R2

and R∗2 relaxation rates will be presented. Simulating relaxation rates improves the under-

standing of the underlying relaxation mechanism and can be used to double-check and even

predict experimental results. I implemented the simulation using Matlab in the course of

my Diploma research and this section is based on the corresponding section in my Diploma

thesis [19]. The algorithm itself is based on an approach described in several publications

[36, 108, 34, 111, 112, 113].

4.2.1. Algorithm and Implementation

The algorithm calculates relaxation curves based on the dominant relaxation mechanism for

magnetic nanoparticles, which is the dephasing of the proton spins caused by the magnetic

dipole fields of the particles. During the first step of the algorithm, the magnetic nanopar-

ticles are placed inside a restricted, cubical simulation space by creating position vectors.

The number of particles NMNP, their size, shape, magnetic properties and spatial distribu-

tion are chosen depending on the application. The edge length of the cubical simulation

space is calculated from the desired volume fraction and number of particles according to

the following formula:

L = 3

√
NMNPπd3

Hyd
6f . (4.4)

The position vectors of the water protons are randomly distributed in space, but the protons

are not allowed to be inside a nanoparticle. The number of water protons is chosen depend-

ing on the available computational power - using more water protons essentially leads to a

smoother relaxation curve, but increases the computation time and also the working mem-

ory requirements.

In the next step, the water protons perform a random walk, thereby mimicking the Brownian

diffusion process in the magnetic field created by the nanoparticles (Figure 4.1 a). For every

time step n, the new position of every water proton i is calculated by adding a randomly

oriented three-dimensional displacement vector |∆~x|, whose length is given by the Stokes-
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a) b)

Figure 4.1.: a) Water proton performing a random walk in the vicinity of a magnetic
nanoparticle; b) The magnetic dipole field experienced by the water proton is
stronger when it is closer to the particle.

Einstein equation:

~ri,n = ~ri,n−1 + ∆~x , |∆~x| =
√

6D∆t =
√

kBT∆t
πηRwater

. (4.5)

Here, kB is the Boltzmann constant, T the temperature, η the dynamic viscosity of the liq-

uid, R the Radius of a water molecule and ∆t is the chosen time step. Since the radius of

a nanoparticle is at least a factor of 100 larger than that of a water molecule, the diffusion

of the particles can be neglected. The movement of the water protons is restricted by two

conditions that have to be checked for every proton at every time step. First, if a proton

accidentally ends up inside of a particle, it is placed back at its previous position. Second,

if a proton ends up outside the simulation space, its position is mirrored to the other side of

the cube.

For every position in space, the magnetic dipole field that is created by the particles is

different (Figure 4.1 b). The z-component of this dipole field therefore causes every water

proton to precess at a slightly different Larmor frequency. In the rotating frame (ω = γB0),

the shift of the precession frequency results in a change of phase of every proton at every

time step.

∆φi,n = γBtot(~ri,n)∆t , Btot =
∑

MNPs
Bdipole , Bdipole = µ0µ

4π
3 cos2 θ − 1

r3 . (4.6)
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µ0 is the vacuum permeability, µ the magnetic moment of the particle, r the distance be-

tween proton and particle and θ the angle between the connecting vector of the proton

and the particle and the axis of magnetisation of the particle, which is assumed to be fully

aligned with the B0 field (z-direction). The magnetic nanoparticles are therefore being

treated as point dipoles which has been confirmed to be a very good approximation using

COMSOL. Protons close to the edge of the finite simulation space experience a slightly

different magnetic dipole field than protons closer to the center, because they only get influ-

enced by nanoparticles from one side. This edge effect is being neglected in the simulation.

After the initial 90◦-pulse around the y-axis, the normalised magnetic moment of a proton

in the rotating frame is given by:

~µi,n = (cosφi,n, sinφi,n, 0)) , φi,n = φi,n−1 + ∆φi,n . (4.7)

The simulation treats the proton spins as a classical vector. The magnetic moment in Equa-

tion 4.7 must therefore be interpreted as the quantum mechanical expectation value of an

ensemble of proton spins that follow the same diffusion path. In order to simulate the effect

of a 180◦ refocusing pulse, the phase of every proton spin is simply inverted from φi,n to

−φi,n at each echo time. In the final step of the simulation, the total transverse magnetisa-

tion 〈µn〉 at every time step is calculated by averaging over all magnetic moments and the

relaxation rates R2 or R∗2 are extracted by fitting the magnetisation curve. The simulation

was implemented in Matlab and executed on a workstation for more computational power.

In order to speed up the computation, parallel programming was used by distributing the

individual proton spins among the CPU cores.

4.2.2. Applications

An important question is whether the simulation predicts the same size dependence of the

R2 relaxation times as the analytical theories. For this purpose, R2 relaxation rates were

simulated for ten different particle radii ranging between 5 nm and 300 nm using a constant

volume fraction and the same physical parameters as in [34]. As opposed to [34], only one

nanoparticle in the center of the simulation space and 2500 protons were used in order to

save computation time. In addition, an adaptive increment |∆~x| = dHyd/2 was used for the

random walk. The simulation was run three times in order to get an estimate for the com-

putational uncertainty. The average of the three runs and the standard deviations are shown

in Figure 4.2. For comparison, the results of the analytical theories were plotted in the same

diagram. Within the standard deviation, the simulated and the analytically calculated relax-
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Figure 4.2.: Relaxation rate R2 as a function of the particle radius as simulated using adap-
tive |∆~x| and parameters as in [34]. The error bars represent the standard de-
viation of the three separate runs. The dashed lines represent the analytical
theories.

ation rates are in good agreement. It was also found that the use of a larger increment |∆~x|
results in incorrect relaxation rates in the motional averaging regime.

Other situations that can be investigated using the simulation include the influence of the

echo time and the effect of aggregation of particles by starting the simulation with different

spatial distributions of nanoparticles. Since only one MNP was used for the above simu-

lation, the result is only valid for monodisperse particles which is not always realistic. In

order to investigate the effect of the size distribution, a lot more particles have to be used

for the simulation, which will drastically increase the computation time. It is also possible

to predict concrete experimental results for R2 and R∗2. For this purpose, the physical pa-

rameters entering the simulation such as the particle magnetic moment have to determined

in a separate experiment.
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In conclusion, the simulation is a powerful tool for understanding and investigating the

NMR relaxation effects of magnetic nanoparticles. Most importantly, the analytical theories

for the size dependence are strongly underpinned by the results of the simulation.

4.3. Material and Methods

The employed methods are only described here in a short form. More details about MPS

and relaxation rate measurements can be found in Chapter 2.

4.3.1. MNPs

Ferucarbotran, which is a precursor of the commercial MRI contrast agent Resovist R© was

provided by Meito Sangyo (JPN) and Endorem R© (namely ferumoxide) was purchased from

Guerbet (FRA) . Both are aqueous suspensions of iron oxide nanoparticles and are approved

specifically as MRI liver contrast agents. Whereas Resovist R© is known to contain single

and multi-core MNPs coated with dextran [76, 114], Endorem consists only of multi-core

MNPs coated by a thin dextran layer [115, 116]. Transmission electron microscopy images

can be found in [117, 118] for Resovist R© and in [115, 116] for Endorem R©. Deionized

water containing 0.2% (v/v) FL70 detergent (Fisher Sci., USA) was used as carrier liquid

for hydrodynamic fractionation.

4.3.2. Hydrodynamic Fractionation

The fractionation was performed using an asymmetric flow field-flow system (abbr. A4F;

AF2000, Postnova Analytics GmbH, Germany) as described in [114] and fractions were

collected from 5 (Resovist R©) and 3 (Endorem R©) consecutive runs. A4F is based on an

elution method where the hydrodynamic diameter dHyd of an MNP is related to its reten-

tion time within a separation channel. The channel outlet was directly coupled to the UV

detector, followed by MALS, DLS and finally MPS.

4.3.3. Size Characterisation by DLS and MALS

Hydrodynamic diameters were determined by dynamic light scattering (DLS) using a Malvern

Instruments particle sizer (Zetasizer Nano ZS, Malvern Instruments, UK; λ = 633 nm).

In addition, multi-angle laser light scattering (abbr. MALS; PN3621, Postnova Analytics

GmbH; λ = 532 nm) was used to measure the angular dependence of scattered light on

MNP size fractions. From this, the radius of gyration rG was derived using the intensity

67



4.3. MATERIAL AND METHODS

distribution function for spherical particles. The core diameter dC was calculated by the fol-

lowing equation: dC =
√

20/3 ∗ rG. As small MNPs scatter light isotropically, the lowest

detectable dC is about 20 nm [119].

4.3.4. Magnetic Characterisation by MPS

The samples were magnetically characterised by Magnetic Particle Spectroscopy (MPS)

using a commercial MPS device (MPS-3, Bruker BioSpin, Germany). Based on the same

physical principle as MPI, waiving of any spatial encoding, MPS detects the non-linear dy-

namic magnetic susceptibility of MNPs. MPS is proven to be a straightforward technique

for specific quantification and characterisation of MNPs [73], and allows for validation and

improved understanding of MR relaxation measurement results. During an MPS measure-

ment, a sinusoidal excitation is applied to the sample. Due to the non-linear magnetisation

curve of the MNPs, the measured magnetic response contains odd multiples of the excitation

frequency, which can be visualized by a Fourier transform. Therefore, the MPS signal de-

pends on the effective magnetic moment of the MNPs. Here, the spectral magnetic moment

of the third harmonic divided by the iron content is used.

4.3.5. Relaxation Rate Measurements

R2 and R∗2 were measured in aqueous medium, because the process of embedding MNPs

in agarose or other gels can cause aggregation which in turn would distort the size depen-

dence of the MR relaxation rates. Precise measurements of R2 and R∗2 with MRI takes at

least several minutes. During this time span, the magnetic dipole-dipole interaction between

the aligned magnetic moments of the MNPs can cause chain formation and aggregation as

well [120]. Therefore, all samples were individually measured in an NMR spectrometer

(Magritek Spinsolve 1 Tesla), allowing R2 and R∗2 determination within seconds after in-

serting the sample into the magnetic field. In order to check whether the relaxation rates

changed on this time scale, the measurements were repeated several times within one minute

after inserting the samples.

To obtain the relaxation curves, an FID (90◦ pulse) was acquired for R∗2 while for R2 a

CPMG sequence was used (echo time 200 µs, 10000-20000 echoes). The relaxation rates

were extracted by fitting A × exp
(
−tR(∗)

2

)
+ B to the measured signal decay, with A,

B and R(∗)
2 as free parameters. The curve fitting was performed using Matlab (The Math-

Works Inc., Natick, MA, USA). Relaxation rates were finally corrected by the relaxation

rates of the solvent and divided by the iron content to get the relaxivities r(∗)
2 .

68



CHAPTER 4. SIZE-DEPENDENT MR RELAXIVITIES OF MAGNETIC
NANOPARTICLES

Ir
on

 c
on

te
nt

 in
 m

M

0

0.1

0.2

0.3

dHyd in nm
0 50 100 150 200 250

Resovist
Endorem
Bimodal log-normal fit
log-normal fit

a)

Ir
on

 c
on

te
nt

 in
 m

M

0

0.1

0.2

0.3

dC in nm
0 50 100 150 200 250

Resovist
Endorem
log-normal fit
log-normal fit

b)

Figure 4.3.: a) Hydrodynamic (z-average) and b) core size distribution determined by DLS
and MALS analysis of the fractions. First published in [11].

4.3.6. Iron Analysis

Iron quantification was conducted by means of an UV detector (PN3211, Postnova Ana-

lytics GmbH, Germany; λ = 280 nm). To directly quantify the iron content using the UV

signal, calibration runs with MNPs of different sizes were performed.

4.4. Results and Discussion

4.4.1. Size Distributions

Hydrodynamic (dHyd) and core diameter (dC) both linearly increased with fraction num-

ber for both particle systems. The hydrodynamic sizes of the fractions combined with the

iron quantification yield the size distributions as shown in Figure 4.3 a. The polydisper-

sity index of all fractions was around 0.1. The distribution of the Endorem R©fractions was

fitted with a log-normal function. If the assumption of a log-normal distribution is cor-

rect, the smallest fractions with the highest iron content were not collected after A4F. For

Resovist R©, the presence of a bimodal distribution of size was confirmed [121]. In general,

the Endorem R©particles are bigger than the Resovist R©particles.

The distributions of the core sizes of the fractions are shown in Figure 4.3 b. Note that the

lower size limit of MALS is around dC ≈ 20 nm. Both distributions were fitted with a

log-normal function. For the Resovist R©fractions, dC was smaller than dHyd, enabling the

derivation of a shell thickness of about 6.5 nm. For the Endorem R©fractions, the two size
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parameters were the same within the measurement uncertainty which indicates that the shell

thickness is negligible compared to the overall particle size.

4.4.2. Relaxivities

The results of the relaxation rate measurements for Resovist R©are shown in Figure 4.4 a.

Since the iron content of the size fractions differs, the relaxivities are shown here to be

able to compare the relaxation effect of the fractions. The theoretical predictions for the

relaxation rates can be rewritten for the relaxivities as well [109]. Both relaxivities exhibit a

strong dependence on the hydrodynamic size. For smaller MNPs, r2 and r∗2 are very similar

and increase with increasing particle size. This is in accordance with the motional averaging

regime or outer sphere theory (Equation 2.29). For larger nanoparticles, r2 is considerably

smaller than r∗2 and seems to reach saturation. This could be explained by the very short re-

focusing pulses (echo time 200 µs) already becoming effective and might indicate an early

onset of the partial refocusing regime (Equation 2.31). The r∗2 trend for these MNPs is not

so obvious because of the stronger scattering of the measured values. However, it can be

safely stated that particles up to a diameter of 70 nm do not fulfill the condition of static de-

phasing because of the drastic increase of r∗2 relaxivities. With respect to iron content, these

particles represent 88% of the unfractionated sample, which was calculated by integrating

the bimodal log-normal function shown in Figure 4.3 a.

The results for Endorem R©are shown in Figure 4.4 b and are essentially identical to those of

Resovist R©. For smaller MNPs, r2 and r∗2 are similar and for larger particles, r2 saturates.

Despite the larger sizes of the Endorem R©fractions compared to Resovist R©, no saturation of

r∗2 is observable within the measurement uncertainty. Particles up to a diameter of at least

150 nm fall into the motional averaging regime and thus do not meet the static dephasing

condition. These particles represent 93 % of the unfractionated sample. r2 seems to slightly

decrease for the largest fractions which would be a strong indicator for the partial refocus-

ing regime. However, this drop is close to the significance threshold.

As mentioned in Section 4.3.5, the relaxation rate measurements were repeated several

times after inserting the samples into the magnet. The change of relaxation rates within

one minute turned out to be less than 3% for R∗2 and less than 5% for R2. The values shown

in Figures 4.4 a and b were obtained within 10 seconds after inserting the samples and can

therefore be considered reliable.
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71



4.4. RESULTS AND DISCUSSION

Due to the complex multi-core structure of the magnetic nanoparticles investigated here, the

measured relaxivities could only be qualitatively explained by the analytical equations given

in Section 4.1. Complications may arise from the assumptions of the formulas presupposing

uncoated spherical MNPs without size distribution. These assumptions are not applicable

here. If the shell thickness is constant for all particle sizes as observed for Resovist R©, the

overall magnetisation MS of a particle increases with increasing size. In return, a decreas-

ing packing density of a multi-core particle reduces its content of magnetisable material.

The overall magnetisation of a particle determines its stray field and thus the influence on

the surrounding water protons, which in turn is responsible for MR relaxation. The MPS

results indicate different magnetic structures of Resovist R©and Endorem R©fractions even at

the same hydrodynamic size (see next section).

4.4.3. Magnetic Particle Spectroscopy

Figure 4.4 c shows the spectral moment µ3 of the fractions as determined by MPS. There is

a strong nonlinear MPS signal dependence on the particle size indicating different magnetic

structures of the fractions. This is in accordance with other studies [114, 118]. There is a

maximal spectral moment for Resovist R©, while µ3 of Endorem R©saturates with increasing

particle size. In addition, the spectral moment of Endorem R©is much smaller than that of

Resovist R©. Since the size parameters of Endorem R©are relatively big, the smaller spectral

moment can be a result of the dipole-dipole interaction between the single cores within the

multi-core structure. This interaction could also explain the drop of the spectral moment of

Resovist R©at bigger diameters.

The MPS spectral moment cannot directly by related to the particle magnetisation MS rel-

evant for MR relaxation because MPS measures the magnetic response of the MNPs to a

sinusoidal excitation field at a frequency of 25 kHz. Models to describe the MPS signal

behaviour of magnetic nanoparticles and extract magnetic parameters like MS are a subject

of ongoing research [122, 123].

4.4.4. Error Analysis

The x-axis uncertainties shown in all figures represent the uncertainty of the hydrodynamic

size determination retrieved from 6 subsequent measurements of the same sample. The

uncertainty of the MPS signal results from the standard deviation of the MPS signal obtained

from 100 empty sample holder measurements. The uncertainties of the relaxivities have

been calculated by uncertainty propagation and are mainly a result of the uncertainty of
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the iron quantification. The uncertainties of the relaxation curve fitting are included, but

negligible. There was no sign of systematic errors.

4.5. Conclusion

The combination of hydrodynamic fractionation, geometric and magnetic characterisation

and MR relaxometry is ideally suited to characterise complex MNP systems with regard

to quantitative MRI. The experiments presented here qualitatively confirm the outer sphere

relaxation theory for small nanoparticles. It was shown that the majority of Resovist R©and

Endorem R©particles do not meet the condition for static dephasing which is a precondi-

tion for reliable quantification based on MRI relaxometry. Thus, neither Resovist R©nor

Endorem R©provide particle systems capable of reliable quantitative MRI, since potential

size alteration strongly affects MNP relaxivity.

This new approach is expected to facilitate the choice of MNPs for quantitative MRI and

to help clarifying the relationship between size, magnetism and relaxivity of magnetic

nanoparticles in the future. MPS combined with methods for particle size analysis has

the potential to reveal important particle properties of MNPs (such as MS) provided that

adequate models for the signal behaviour are available. MPS also allows for a direct control

of the MPI performance of a particle system or its size fractions. Additional characterisa-

tion methods enabling the determination of morphology and packing density of multi-core

MNPs, for example transmission electron microscopy or X-ray diffraction, are essential

for a deeper understanding of the relaxation behaviour and could allow for a quantitative

comparison of MR relaxation theories with relaxation measurements.
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5. Multiparametric Characterisation of
Magnetic Viral Complexes

This chapter deals with the experiments that were performed to investigate whether MRI

relaxometry can be used to quantify the concentration of magnetic-viral complexes and to

assess the binding or aggregation state of the particles. The experiments were conducted

in cooperation with researchers from the Department of Experimental Oncology of the

Klinikum rechts der Isar der TU München and the Physikalisch-Technische Bundesanstalt

in Berlin. I performed all MRI related experiments and their data analysis myself and also

carried out the last step of the MRI phantom construction. The contents of this chapter are

currently being prepared for publication.

5.1. Introduction

One of the most powerful applications of magnetic nanoparticles is their use as carriers for

magnetic drug targeting in cancer therapy [4, 5, 1, 124]. The particles can be chemically

bound to different kinds of anticancer agents such as oncolytic viruses, resulting in so called

magnetic-viral complexes. After injection, these can be assembled at the target location in-

side the body using an appropriately designed setup of magnets. This ensures that the agent

only affects the target location. Due to the strong contrast enhancing properties of magnetic

nanoparticles, the progress of a therapy based on magnetic drug targeting can be monitored

non-invasively using MRI. Being able to quantify the particles and to tell whether the parti-

cles are still bound to the agent and whether they are inside or outside of a potential cancer

cell would be greatly beneficial to therapy monitoring. In principle, this can be achieved by

MRI relaxometry [6, 7, 8, 9]. It has been shown theoretically and experimentally that R∗2
could be used for quantification of MNPs if the condition of static dephasing is met while

R2 is sensitive to bindings and the formation of clusters. However, the relaxation behaviour

of magnetic nanoparticles is very complex (inter alia, due to the size dependence, see Chap-

ter 4) and cannot be easily predicted for a specific combination of particles and viruses.
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The experiments described in the following were designed to test and confirm whether MRI

relaxometry is able to quantify the concentration of magnetic-viral complexes and to reveal

whether the particles are bound to the viruses and inside the cancer cells. As a model sys-

tem, two types of core-shell iron oxide nanoparticles were assembled with adenoids and

vesicular stomatitis virus and transfected into human pancreatic carcinoma cells and rat

Morris hepatocellular carcinoma cells. The samples were also characterised using magnetic

particle spectroscopy and magnetometry. The information that can be gained from these

additional techniques is especially valuable since they detect the magnetism of the particles

and their interactions directly, whereas MRI just detects their effect on the proton spins. The

combination of all three techniques therefore allows for a comprehensive understanding of

the model system.

Initially, it was planned to conduct the MRI relaxometry experiments at three different fields

(1, 3 and 7 Tesla) in order to find the optimal flux density for MNP quantification. Due to

severe artifacts and technical problems, the experiments could either not be performed at all

or the images could not be properly evaluated at 1 and 7 Tesla. Dealing with these issues

was a major part of my PhD research and some of the problems will therefore be discussed

in a separate section (Section 5.3.3). This will also enable other researchers to benefit from

my experiences.

5.2. Materials

All samples were prepared by Olga Mykhaylyk at the Department of Experimental Oncol-

ogy of the Klinikum rechts der Isar der TU München, essentially as described previously

[125, 126, 127]. Therefore, just a brief summary will be given here.

5.2.1. Particles, Complexes and Cell Labelling

The core-shell iron oxide nanoparticles were synthesised by precipitation of Fe(II)/Fe(III)

hydroxide from an aqueous solution of Fe(II) and Fe(III) salts. Coating with 25-kDa

branched polyethylenimine (PEI) and the fluorinated surfactant Zonyl-FSA yielded PEI-

Mag2 nanoparticles. These particles had a mean core diameter dC of about 9 nm and a

mean hydrodynamic diameter dHyd of 28± 2 nm. The second type of core-shell iron oxide

particles was produced by initially coating with a silicon oxide layer with surface phos-

phonate groups resulting from the condensation of tetraethyl orthosilicate (TEOS) and 3-
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(trihydroxysilyl) propylmethylphosphonate (THPMP). Subsequently, these particles were

decorated with PEI in order to prepare them for binding to the negatively charged virus par-

ticles. The second type of particles will be called SO-Mag6 in the following and their size

parameters were dC ≈ 6.7 nm and dHyd = 76± 27 nm. The core sizes were determined

from X-ray diffraction data using the Scherer formula [128] and the hydrodynamic sizes

were measured through DLS using a Malvern 3000 HS Zetasizer (Malvern Instruments

Ltd., UK). The dry weight and the iron concentrations of the particle stock solutions were

determined as described in [126].

The Ad complexes were prepared by assembling the nanoparticles with the adenovirus (Ad)

in ddH2O/PBS and mixing at an iron-to-physical virus particle (VP) ratio of 5 fg Fe/VP. The

YB-1 dependent oncolytic adenovirus Ad520 replicates in cancer cells with an elevated YB-

1 expression. Similarly, the VSV complexes were prepared by assembling the MNPs with

vesicular stomatitis virus (VSV) in ddH2O/PBS and mixing at a iron-to-infectious particle

(IP) ratio of 500 fg Fe/IP. VSV is a negative-stranded RNA virus which is nonpathogenic in

humans, but specifically replicates in interferon deficient tumor cells.

The Rat Morris hepatocellular carcinoma McA-RH7777 (McA) cells were labelled with

both particle types using 10 pg iron/cell and infected with the corresponding magnetic-VSV

complexes at a multiplicity of infection (MOI) of 20. Subsequently, magnetofection was

performed by applying a magnetic field to the flasks and incubating for 1 hour at 37 ◦C. In

the same way, the CAR-deficient multi-drug-resistant human pancreatic carcinoma EPP85-

181RDB (RDB) cells were labelled with both MNP types by applying 25 pg iron/cell and

infected with the corresponding magnetic-Ad complexes at a MOI of 120. Magnetofection

was performed for 30 minutes. The iron loading of the cells was determined using a modifi-

cation of the method of Torrance and Bothwell [129]. Essentially, the cells were put into an

acidic mixture to break up the iron followed by iron analysis through a colorimetric method.

For every combination of particles, viruses and cells, four different types of samples were

produced: Freely suspended MNPs, MNP-virus complexes, MNP labelled cells and cells

infected with the MNP-virus complexes. Transmission electron microscopy (TEM) images

of the suspended MNPs, the complexes and the magnetically labelled and infected cells can

be found for both MNP, virus and cell types in [125].
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Figure 5.1.: Left: small sample holder with some PC tubes attached and its water filled
container; right: large sample holder with about half of the Eppendorf tubes

5.2.2. Phantoms for MRI, MPS and Magnetometry

In order to determine the MRI relaxivities and a potential influence of dilution on the par-

ticle/complex stability, a dilution series of all samples was prepared using water for free

MNPs and PBS for free MNP-virus complexes and magnetically labelled and infected cells.

To prevent further aggregation of the particles and the magnetic-viral complexes (especially

inside the field of the MRI scanners), the samples were fixed with 2.5 % (final concentra-

tion) agarose. For this purpose, the sample solutions were vortex-mixed with to 60 ◦C pre-

warmed agarose gel to distribute the material homogeneously and carefully pipetted into the

designated sample containers while trying to avoid air bubbles. The containers were then

left for slowly cooling down to room temperature, closed and sealed with parafilm to avoid

water evaporation. For preservative purposes, 0.5 % (final concentration) of sodium azide

was added to all samples.

The samples were prepared using two different types of containers: small vials for MPS

(called PC tubes), magnetometry and MRI measurements with a sample volume of about

100 µl and 1.5 ml Eppendorf tubes just for MRI with a sample volume of about 0.5 ml.

The total number of samples was 240, counting both types of containers and including a

few control samples consisting of either cells in PBS and agarose or just PBS and agarose.

For the last step of the MRI phantom construction, two different types of sample holders

were printed using a 3D printer (Objet Eden260V, Stratasys Ltd, USA). The PC tubes were

attached to their sample holders using hot glue, while the Eppendorf tubes were just inserted

into the designated holes of their holder. Both sample holders were subsequently put into

appropriately sized containers filled with ddH2O in order to avoid susceptibility artifacts.
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The two types of holders together with some of the samples are shown in Figure 5.1. The

smaller holder and its container were chosen so that they fit into the bore of the 1 Tesla

scanner, which is the smallest of the three scanners, and would not exceed the sensitive area

of the coil either. The sample holders were constructed in such a way that there was enough

distance between individual tubes to prevent the signal extinction caused by one tube (due

to the high MNP concentrations) from affecting the signal of the neighbouring tube.

5.3. Methods

The MPS and magnetometry measurements were carried out at the Physikalisch-Technische

Bundesanstalt in Berlin. For more details on the methods, please refer to Chapter 2.

5.3.1. Magnetic Particle Spectroscopy

MPS was performed at room temperature with the PC tube samples using a commercial

magnetic particle spectrometer (MPS-3, Bruker BioSpin, Germany). During an MPS mea-

surement, the sample is exposed to an oscillating magnetic field (25mT, 25kHz). Due to the

non-linear magnetisation curve of superparamagnetic particles, the response of the sample

is not a simple sinusoidal oscillation of the magnetisation, but contains contributions from

higher harmonics with amplitudesA3,A5 and so on. These are detected by the spectrometer

using a receive coil and Fourier transforming the signal. A3 is mainly used for quantifica-

tion, while the ration A5/A3 can be used to identify differences in the magnetic interactions

within the particles themselves and among MNPs in clusters.

5.3.2. Magnetisation Measurements

In addition to the dynamic magnetic characterisation by MPS, the M(H) curve was measured

as well with a commercial magnetometer (MPMS, Quantum Design). The M(H) curve

represents the quasistatic response of the sample magnetisation in an external magnetic

field and can also reveal information about the magnetic interaction among the particles.

The measurements were performed at room temperature with the two types of particles in

water and PBS and with the magnetic viral complexes in PBS, as well as with freeze dried

particles.

5.3.3. MRI - Artifacts and Technical Problems

The original intention was to acquire R1, R2 and R∗2 maps with three different MRI scan-

ners: Aspect M2 1 Tesla (preclinical, Aspect Imaging, Shoham, Israel), GE MR750w 3
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Tesla (clinical, GE Healthcare, Chicago, USA), Agilent 7 Tesla (preclinical - using GE

Firmware, Agilent Technologies, Santa Clara, USA). In order for the results to be compa-

rable among the three different scanners, the exact same samples (small sample holders)

and the same sequences with the same sequence parameters had to be used on all of them.

Considering the large number of samples and the generally longer scan times needed for

quantitative scans, fast (multi-echo) sequences had to be used and the parameters had to be

well optimised. In the following, some of the problems that arose during the development

of the scan protocols will be discussed. The issues have been categorized according to their

suspected cause. A short review of standard MRI artifacts can be found in Chapter 2.3.5.

Susceptibility

Susceptibility artifacts are caused by abrupt changes in susceptibility, most commonly at

air-water interfaces, and mainly affect gradient echo sequences. They appear as strong sig-

nal extinctions that are very difficult to distinguish from the signal extinction caused by

magnetic nanoparticles in R2 and R∗2 weighted images, which is why they corrupt the MNP

quantification by MRI relaxometry. The susceptibility artifacts were particularly severe at 7

Tesla due to the high flux density, but could be minimised by embedding the sample holders

in water. However, the small PC tubes are especially prone to artifacts caused by air bub-

bles because of their small size. For the larger Eppendorf tubes, the effect of the air bubbles

could be minimised by evaluating just the center of the tubes. Using degassed water mostly

prevented the formation of air bubbles, but the degasification had to be performed repeat-

edly because air continuously dissolves in water. In some of the tubes (for both types) water

had already evaporated before the start of the experiments, probably due to incomplete seal-

ing, which rendered the evaluation of those tubes very difficult and sometimes impossible.

In addition to the problems with standard susceptibility artifacts, strong distortions were

sometimes observed in the gradient echo images acquired with the Aspect scanner (see

Figure 5.2). These distortions were not consistent and seemed to appear randomly at long

echo times. Despite consultation with the manufacturer’s support, the problem could not

be resolved and neither could the exact cause be determined, but it was speculated that the

distortions were somehow related to susceptibility.

Permanent Magnet

The Aspect scanner employs a permanent magnet to create the B0 field. This leads to

problems that are not encountered in scanners using superconducting magnets. First, the
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TE = 3 ms 30 ms 35 ms

Figure 5.2.: Strong signal distortion at TE = 30 ms in the coronal image of eight tubes con-
taining different MNP solutions. Acquired at 1 Tesla with a 2D gradient echo
sequence using the following parameters: matrix 200 x 200, FOV = 70 mm, TH
= 3 mm, TR = 200 ms, α = 65◦, Nacq = 1 and horizontal frequency direction.

Larmor frequency drifts at a rate of about 1-2 Hz/s due to temperature fluctuations of the

magnet. This frequency drift is usually linear over a timespan of several hours, according

to the manufacturer’s support. As a result of the drift, the excitation frequency has to be

calibrated before each scan. However, the frequency drift during the acquisition can cause

severe aliasing artifacts in the frequency direction for longer repetition times when using

gradient echo sequences (see Figure 5.3). This basically renders gradient echo scans with

long TRs impossible, unless a drift compensation during the acquisition is performed. After

a few hours, the frequency has usually drifted to such an extent, that the RF coil has to

be tuned again. This means that manual interaction with the scanner is required every few

hours making overnight scans impossible.

A second problem resulting from the use of a permanent magnet is that the gradient coils

imprint small residual magnetisations on the B0 magnet, which can persist for hours. These

magnetisations cause a field inhomogeneity that depends on the sequence and the sequence

parameters. In order to avoid field inhomogeneity artifacts, the desired sequence (with the

desired parameters) has to be run several times first to enable a stationary formation of the

residual magnetisations. Subsequently, the field has to be shimmed again before the actual

scan can be started.
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TR = 0.5 s 5 s (horiz.) 5 s (vert.)

Figure 5.3.: Strong aliasing artifact at TR = 5 s in the coronal image of eight tubes contain-
ing water. Acquired at 1 Tesla with a 2D gradient echo sequence using the fol-
lowing parameters: matrix 200 x 200, FOV = 70 mm, TH = 3 mm, TE = 3 ms,
α = 80◦, Nacq = 1 and two different encoding directions.

Sequence Design

The inversion recovery (IR) sequences that were used to acquire R1 maps on the 3 and 7

Tesla scanners only allowed inversion times of up to 4 s. Since the samples had T1 times

between 1 and 2 s, this was hardly sufficient to allow for a precise determination of the

relaxation rates. In addition, there was no fastR1 mapping sequence such as a Look-Locker

sequence available on the 3 Tesla GE scanner which would have been very beneficial for

decreasing scan times. The Look-Locker sequence available on the 7 Tesla system was in a

testing state and very cumbersome to use.

The standard sequence for fast R2 mapping is the multi-echo spin echo (MESE) sequence,

which was available as a 2D version on the 3 and 7 Tesla systems and as a 3D version on

the 1 Tesla scanner. However, the three systems produced different and strong artifacts in

the MESE images that effectively made the use of these sequences impractical. The arti-

fact produced by the Aspect system presents itself as broad black vertical stripes emerging

at longer echo times (see Figure 5.4). The images were acquired with the small container

filled with water. The cause of this artifact could not be determined and according to the

manufacturer’s support, it was not present on their own system. The artifact produced by

the MESE sequence of the 7 Tesla system is shown in Figure 5.5 a. It looks similar to a

ghosting artifact, but movement of the sample due to the system’s vibrations could be ruled

out. The artifact strongly distorts the signal intensities of the individual tubes, rendering a

quantitative evaluation of the data useless. The problem could not be resolved and the cause
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Figure 5.4.: Artifact in a series of sagittal 3D MESE images of the small (CUSO4 doped)
water container. Acquired at 1 Tesla using the following parameters: matrix 64
x 64 x 10, FOV = 85 mm, TH = 5 mm, Nacq = 1, 18 equidistant echoes with
20 ms separation.

of the artifact could not be found. In fact, the artifact appeared in all images acquired with

multiple spin echoes including fast spin echo IR sequences. On the clinical 3 Tesla system,

the relaxation curve acquired with the 2D MESE sequence showed a drop at the third echo

(see Figure 5.5 b), which makes the quantitative evaluation of the data untrustworthy. A

closer investigation revealed that this might be a result of the flip angles not always being

set to 180◦, presumably to decrease the SAR for clinical scans. Another explanation could

be an incomplete optimisation of the sequence regarding stimulated echoes. This could also

be a reason for the MESE artifacts on the other MRI systems.

For the purpose of fast R∗2 mapping, using a multi-echo gradient echo (MGE) sequence is

indispensable. This sequence was available on the 3 and 7 Tesla systems, but not on the

Aspect scanner, resulting in very long scan times. Together with the issues regarding the

frequency drift, this rendered R∗2 mapping on the 1 Tesla system impractical.

Software and Data Evaluation

Initially, the R∗2 relaxation curves obtained from gradient echo acquisitions on the Aspect

scanner did not show the expected exponential decay. When looking at the DICOM images

from which the relaxation curves were extracted, the reason for this behaviour can easily
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a) b)

Figure 5.5.: a) Coronal image of the small container including 11 PC tubes; acquired with
the 2D MESE sequence on the 7 Tesla system using the following parameters:
matrix 192 x 192, FOV = 80 mm, TH = 1 mm, Nacq = 1, 8 equidistant echoes
with 6 ms separation (12 ms image shown). b) Relaxation curve obtained from
a ROI evaluation of a coronal 2D MESE acquisition on the 3 Tesla scanner
(object: calibration phantom). Parameters: matrix 128 x 128, FOV = 25 cm,
TH = 3 mm, Nacq = 1, 8 equidistant echoes with 15 ms separation

be spotted (see Figure 5.6): the noise level increases drastically with increasing echo time.

This is a result of the acquisition software using different scaling for each image in order to

preserve the full (16 bit) dynamic range of the DICOM images. Therefore, when perform-

ing quantitative evaluations based on the DICOM images produced by MRI scanners, the

intensity values have to be divided by a scaling factor that is usually stored in the metadata

of the DICOM files. For images acquired with multi-echo sequences, this is usually not

necessary since the same scaling is used for all images of the echo train. Apparently, the

GE 3 Tesla system does not use scaling factors.

Other problems involving scanner software include:

• The gradient echo sequence for R∗2 mapping on the 1 Tesla system always performs

Nacq + 1 scans, using the first scan for receive gain calibration. This resulted in

even longer scan times. It could be avoided by setting the receive gain calibration to

manual.

• Adjusting the slice orientation on the Aspect scanner using the two angles in the se-

quence parameters does not result in the correct slice orientation. Instead, the quick-
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TE = 4 ms 10 ms 20 ms

Figure 5.6.: Series of coronal 2D (single) gradient echo images of eight tubes containing
different MNP solutions. Acquired at 1 Tesla using the following parameters:
matrix 200 x 200, FOV = 70 mm, TH = 3 mm, TR = 100 ms, α = 50◦, Nacq =
2

setup has to be used for this purpose by simply selecting axial/coronal/sagittal.

• In order to save scan time when imaging elongated samples, the smaller dimension

is usually chosen for the phase encoding direction and the number of phase encoding

steps is chosen to be smaller than the number of frequency encoding steps. In the GE

software used by both the 3 and 7 Tesla systems, this can be achieved by selecting

Phase FOV < 1. However, the number of frequency and phase encoding steps has

to be chosen equally great if quadratic pixels are to be obtained. For example, if the

matrix is set to 256 x 256 with FOV = 8 cm and Phase FOV = 0.5, the scanner will

acquire an image with FOV = 8 cm× 4 cm and a 256 x 128 matrix.

5.3.4. MRI - Chosen Approach

As a result of the difficulties with the relaxometry experiments both at the 1 and 7 Tesla

MRI systems, only the results obtained at 3 Tesla will be presented and discussed here. Due

to the much larger bore of the 3 Tesla clinical scanner compared to the two other scanners,

the larger 1.5 ml Eppendorf tubes could be used for the imaging experiments allowing for

larger voxels - and consequently higher SNR - and less adverse effects from susceptibility

artifacts. The general experimental approach is depicted in Figure 5.7. First, (half of) the

samples were inserted into the holes of the black sample holder which, in turn, was put in

a water filled container. This container was subsequently placed inside the head coil of the

3 Tesla MRI. The images for R1 quantification were acquired using a inversion recovery

sequence with two spin echoes for readout (ETL = 2) and the following sequence parame-
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ters: matrix 128 x 128, FOV = 20 cm, Phase FOV = 0.6, slice thickness TH = 2.3 mm with

coronal slice orientation, 3 slices with 3.8 mm gap, TR = 7.5 s, TE = 6 ms and Nacq = 1.

Images were acquired with 16 different inversion times ranging between 50ms and 4000ms.

Due to the problems with the MESE sequences, a single spin echo sequence was used for

R2 quantification with 19 different echo times ranging from 10ms to 160ms and otherwise

identical sequence parameters as forR1 quantification. For the quantification ofR∗2, a MGE

sequence was used with 16 equally spaced gradient echoes ranging from 2.6 ms to 60.5 ms.

While the geometrical parameters were the same as for the other two sequences, the other

parameters were: matrix 256 x 256, TR = 1 s, α = 65◦ and Nacq = 16.

The images were subsequently evaluated by means of a self-programmed GUI in Matlab

(The MathWorks Inc., Natick, MA, USA). First, the GUI was used to draw a ROI in an

area without signal in order to determine the mean noise mair. Second, the GUI was used

to draw ROIs in the center of every sample in the coronal images to get the average signal

intensity at every echo/inversion time and thereby increasing the SNR of the data evaluation

as compared to the pixel-wise evaluation. The SNR of each sample for every sequence and

slice was determined according to:

SNR = Smax/

√
2
π
mair , (5.1)

where Smax was the maximal measured signal intensity for that particular sample (see

[130]). The relaxation curves were subsequently fitted using the three parameter fit for

R1 (see Equation 2.23) and a noise-corrected model for R2 and R∗2 (see Equation 2.46):

S(TI) = A+Be−TI×R1

S(TE) =
[(
Ae−TE×R

(∗)
2

)2
+B2

]1/2

.

Quality criteria were introduced for the fits as follows. Fit results not matching these criteria

were discarded and not used for further analysis:

1. Coefficient of determination R2 > 0.99

2. SNR > 5

3. At least 2 supporting points above noise level

All slices were evaluated and the slice that yielded the relaxation curve of highest qual-

ity was used for further analysis. This approach can be justified by susceptibility artifacts
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Figure 5.7.: Experimental approach for R1, R2 and R∗2 quantification: Eppendorf tubes are
inserted into the sample holder (top) and images for are acquired. The images
are subsequently evaluated by drawing red ROIs around the center of each tube
to get the intensity values for the relaxation curves and a blue ROI in an area
without signal for SNR determination (bottom left). The relaxation curves are
fitted using Matlab to extract the relaxation rates and the SNR is calculated
(bottom right).

corrupting the relaxation curves for slices close to an air-water interface. Finally, the relax-

ation rates were plotted against the iron content of every dilution series corresponding to

a particular type of sample (MNPs in agarose, MNPs bound to viruses, MNPs in cells and

MNPs bound to viruses in cells). These plots were linearly fitted - taking into account the

uncertainty of each relaxation rate - using Qtiplot to get the relaxivities.
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5.4. Results and Discussion

5.4.1. Magnetic Particle Spectroscopy

The results of the MPS measurements of all samples are shown in Figure 5.8. The ampli-

tude of the third harmonic A3 essentially depends linearly on the iron concentration of the

samples and is largely independent of complex formation and cell incorporation with the

VSV complexes being an exception. In general, the amplitudes of the SO-Mag6 particles

are significantly higher than those of the PEI-Mag2 particles. The A5/A3 ratio, which is an

indicator for the slope of the MPS spectrum and sensitive to a changing magnetic interac-

tion among the particles, is mainly constant for samples containing more than 0.1 mM iron.

This could be explained by assuming that particle clusters already form in the pure MNP

(in water and agarose) samples. When larger complexes with the viruses are formed or the

initial aggregates accumulate inside the cells, the magnetic dipole-dipole interaction among

individual particles would only change for those sitting at the edge of a cluster. Lower

concentrated samples, however, show higher deviations. This might be due to changed

aggregate structures as a result of dilution.

5.4.2. Magnetisation Measurements

The results of the magnetisation measurements are shown in Figure 5.9. The data plot-

ted in the top two diagrams was corrected by the magnetisation of the PC tubes and the

diamagnetic magnetisation of the suspension medium (PBS). In the two bottom diagrams,

the differences with respect to the magnetisation of the original particle suspensions (in wa-

ter) were plotted. For better comparison, all M(H) curves were normalised atH = 105 A/m.

The differences in the M(H) curves of the measured samples shown in the top two diagrams

are hardly noticeable. However, the difference curves shown in the bottom two diagrams

reveal significant deviations at lower external fields. The PEI-Mag2 particles in PBS exhibit

a 15% smaller magnetisation at fields below 104 A/m. This can be explained by stronger

dipole-dipole interactions among the particles making them more resistive to alignment

with the external field. The stronger dipole-dipole interaction in PBS is likely to be caused

by the formation of particle clusters. The relative magnetisation drops even further for the

magnetic-viral complexes, which indicates an even higher degree of cluster formation. This

is not reflected to such an extent in the MPS measurements. At higher fields, the external

field becomes stronger and overcomes the internal dipole-dipole interactions and the differ-

ences between the curves are mainly a result of the uncertainty of the iron content.
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Figure 5.8.: Results of the MPS characterisation of all samples. While the amplitude of the
third harmonic A3 is plotted in the top two diagrams, the bottom two diagrams
show the results of the ratio A5/A3, which is an indicator for the slope of the
MPS spectrum.
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Figure 5.9.: Results of the magnetisation measurements. In the top two diagrams, the mag-
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and the diamagnetic magnetisation of the suspension medium (PBS) are shown.
The bottom two diagrams show the differences with respect to the magnetisa-
tion curve of the original (liquid) particle suspensions.
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The differences in magnetisability for the SO-Mag6 particles are much smaller. This is

either a result of little cluster formation or the clusters already formed in the original sus-

pension medium (water), which would confirm the MPS results.

5.4.3. MRI Relaxometry

The results of the MRI relaxometry experiments are presented in Figure 5.10 for the PEI-

Mag2 particles and in Figure 5.11 for the SO-Mag6 particles. The two figures show the

relaxation rates R1 (top), R2 (center) and R∗2 (bottom) for all combinations of particles,

viruses and cells. Each diagram shows the relaxation rates for the dilution series of four

different types of samples: MNPs in agarose, MNPs bound to viruses, MNPs in cells and

MNPs bound to viruses in cells. The diagrams also show the linear fits of the relaxation

rates of each dilution series and the resulting relaxivities are summarised in Table 5.1.

As expected, the relaxation rates mostly increase linearly with increasing iron concentration,

which allows for reliable determinations of sample relaxivities. The r1 relaxivities show a

very similar behaviour for both particle systems. When the particles form complexes with

the adenovirus, the r1 relaxivities are slightly lower than for the samples containing just

MNPs in agarose, but r1 drops drastically when the particles or the MNP-viral complexes

are incorporated by the RDB cells. The r1 relaxivities are radically lower for all combina-

tions of MNPs, VSV virus and McA cells compared to the samples containing just MNPs

in agarose. R1 relaxation rates therefore appear to be sensitive to aggregation and cell in-

corporation. The qualitative behaviour is identical for the r2 relaxivities for both particle

systems. The drop in R2 rates as a result of complex formation and cell incorporation could

be explained by the mechanism of partial refocusing (see Section 2.2.4). The absolute r2

relaxivity values, however, are greater by a factor of more than 100, which shows that PEI-

Mag2 and SO-Mag6 particles are mainly T (∗)
2 contrast agents.

The r∗2 relaxivities are considerably higher than the r2 relaxivities, especially for the SO-

Mag6 particles. For the combination of MNPs with adenovirus and RDB cells, the r∗2
relaxivities are very similar, whereas they are a bit more erratic for the combination of

MNPs with VSV virus and McA cells. In general, the R∗2 relaxation rates are much more

independent of complex formation and cell incorporation than the other two relaxation rates,

which could be explained by the static dephasing regime theory (see Section 2.2.4).
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Figure 5.11.: Relaxation rates R1 (top), R2 (center) and R∗2 (bottom) for all combinations
of SO-Mag6 particles, viruses and cells including linear fits for each dilution
series.
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Table 5.1.: Summary of the relaxivities for all types of samples resulting from the linear fits
of the dilution series.

PEI-Mag2 SO-Mag6

Ad/RDB VSV/McA Ad/RDB VSV/McA

r1[mM−1s−1]

Virus 1.03±0.05 0.33±0.04 0.71±0.05 0.49±0.05
Cells 0.23±0.03 0.27±0.04 0.31±0.03 0.31±0.03
Virus/Cells 0.21±0.02 0.48±0.03 0.25±0.03 0.39±0.04
Agarose 1.34±0.08 1.34±0.08 1.21±0.07 1.21±0.07

r2[mM−1s−1]

Virus 238±8 70±4 164±6 85±4
Cells 53±3 77±3 83±3 89±2
Virus/Cells 53±2 88±3 64±2 119±4
Agarose 304±8 304±8 260±7 260±7

r∗2[mM−1s−1]

Virus 272±17 265±10 696±29 635±43
Cells 292±11 408±21 750±66 800±36
Virus/Cells 378±12 617±42 669±30 863±92
Agarose 356±8 356±8 742±17 742±17
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5.4.4. Error Analysis

The error bars in the top two MPS and M(H) diagrams were smaller than the size of the

data points and are therefore not shown. The error bars in the diagrams showing the results

of the MRI relaxometry represent the uncertainty of the relaxation curve fitting as provided

by Matlab. Similarly, the error margins given in Table 5.1 correspond to the uncertainty of

the linear curve fitting provided by Qtiplot, the fitting procedure of Qtiplot in turn already

takes the uncertainty of the relaxation rates into account.

These fitting uncertainties, however, do not always represent the full uncertainty of the re-

laxation experiments. While the relaxation rates extracted from different slices are largely

consistent for R1 and R2, the R∗2 values differed significantly between slices for most sam-

ples and some slices did not even allow for a proper exponential fit. This is a result of

susceptibility artifacts due to air inside the Eppendorf tubes. For the results shown in Fig-

ures 5.10 and 5.11, the slices with the smallest fitting errors that also satisfied the quality

criteria (see Section 5.3.4) were chosen and only those were used for the determination of

the relaxivities. TheR∗2 results should therefore be interpreted with care. Another issue may

arise from water evaporation inside the Eppendorf tubes, distorting the iron content of the

samples and therefore the relaxivities. With few exceptions (which were not used for fur-

ther evaluation), the samples looked visually fine, but since the filling level of the samples

differed already on delivery, some water evaporation cannot be ruled out completely.

5.5. Conclusion

The relaxation experiments showed that R1 and R2 rates are sensitive to aggregation and

cell incorporation, while R∗2 measurements are more suitable for quantification of MNPs

in biological systems. The R1 rates of the two particle systems used here are too small

to provide a good contrast, but a combination of R2 and R∗2 measurements has the poten-

tial to allow for quantitative and non-invasive therapy monitoring for applications such as

magnetic drug targeting. However, the two particle systems tested here already show some

differences in the relaxation behaviour, which shows that the results cannot be simply trans-

ferred to other particle systems. Instead, each system of particles, viruses and cells has

to be carefully and thoroughly characterised in-vitro before using relaxometry for therapy

monitoring. In order to avoid problems arising from susceptibility artifacts, any air inside

the test tubes has to be avoided. This is especially important for reliable R∗2 results. The

second main problem regarding MRI relaxometry is the availability and the proper func-
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tioning of the corresponding imaging sequences. Despite being standard methods in theory,

multi echo sequences needed for fast relaxation rate mapping are often afflicted with arti-

facts or have considerable limitations in practise. M(H) and MPS measurements have been

shown to provide valuable information about the magnetic properties and the aggregation

behaviour of MNPs and MNP-virus systems. In contrast to MRI, these methods measure the

particles directly and are therefore very important complementary techniques. In addition,

MPS measurements also allow for an evaluation of the MPI performance of the samples.
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6. Summary and Outlook

As stated in the introduction, in order to use MRI relaxometry for reliable and quantitative

therapy monitoring for biomedical application such as magnetic drug targeting, it is essen-

tial to gather as much in-vitro information about the system of MNPs, target molecules and

tissue as possible. The three experimental chapters comprised in this work deal with dif-

ferent aspects of MNP characterisation. The chapter on Mössbauer spectroscopy describes

a new method for determining the magnetite fraction of small MNPs, which is an impor-

tant quality control criteria for particle synthesis. Using an array of permanent magnets

that magnetise the MNPs, well split Mössbauer spectra can be obtained from particles that

would otherwise be too small to show significant hyperfine splitting.

Chapters 4 and 5 study the relaxation behaviour of MNPs. As a result of these investi-

gations, the following advise can be given when a particular system of MNPs and target

pharmaceutical molecules is to be used for treatment. First, the MNPs should be size frac-

tionated and NMR relaxation measurements should be performed on all size fractions in

order to test the suitability of the particles for quantification by R∗2 mapping. At the same

time, other techniques such as MPS can be used to gain more information about the prop-

erties of the different fractions. Next, all combinations of MNPs, target molecules and cells

have to be comprehensively characterised in-vitro by MRI relaxometry and at least one

other independent method such as MPS in order to investigate the effect of the assembling

of the MNPs with the target molecules and cell incorporation. This step is also necessary

for calibration of the relaxation rates to be able to infer the particle concentration from the

measured rates during therapy monitoring. In order to obtain reliable relaxation values, two

crucial experimental requirements have to be met. First, the in-vitro samples, which usually

use agarose to prevent aggregation of the MNPs in the field of the MRI, have to be produced

in a way to avoid air-water interfaces. Second, fast and proper pulse sequences for R1, R2

and R∗2 mapping have to be available on the MRI system and those sequences have to oper-

ate without major imaging artifacts and without too many technical limitations with respect

to minimum and maximum echo times and inversion times, for example. It should be kept

in mind that relaxometry results obtained on one MRI system are not directly transferable
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to other MRI systems, since the design of the pulse sequences and the parameters usually

differ which results in different relaxation rates.

In the future, MRI relaxometry experiments should be extended to different B0 fields in

order to find the optimal flux density for therapy monitoring. To ensure comparability of

the results, however, the same sequences and imaging parameters have to be used. MRI

relaxometry can be accompanied by other quantitative MRI techniques such as quantitative

susceptibility mapping, a post-processing method that uses the MRI phase data to calculate

susceptibility maps. A major step for reliable therapy monitoring for drug targeting would

be the combination of MRI and MPI. While MPI detects the nanoparticles directly but

lacks anatomical contrast, MRI provides anatomical information and particle contrast. The

results of MRI relaxometry and MPI detection of the nanoparticles can be correlated to

obtain comprehensive information about the particles inside the targeted tissue. Another

interesting project would be to evaluate the suitability of other standard particles used for

quantitative imaging using the size fractionation approach.
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A.1. Abbreviations

A4F asymmetric flow field-flow

Ad adenovirus

BPP Bloembergen, Purcell, Pound

CNR contrast-to-noise ratio

CPMG Carr, Purcell, Meiboom, Gill

DICOM Digital Imaging and Communications in Medicine

DLS dynamic light scattering

ETL echo train length

FID free induction decay

FLASH fast low angle shot

FOV field of view

FSE fast spin echo

FT Fourier transform

GUI graphical user interface

IR inversion recovery

LL Look, Locker

MALS multi-angle laser scattering

McA Rat Morris hepatocellular carcinoma

MESE multi-echo spin echo

MGE multi-echo gradient echo

MNP magnetic nanoparticle

MOI multiplicity of infection

MPI magnetic particle imaging

MPS magnetic particle spectroscopy

MR magnetic resonance

MRI magnetic resonance imaging
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NMR nuclear magnetic resonance

PBS phosphate buffered saline

PD proton density

PEI polyethylenimine

RARE rapid acquisition with refocused echoes

RDB human pancreatic carcinoma

RF radio frequency

ROI region of interest

SDR static dephasing

SE spin echo

SNR signal-to-noise ratio

SQUID superconducting quantum interference device

SR saturation recovery

TEM transmission electron microscopy

TEOS tetraethyl orthosilicate

THPMP 3-(trihydroxysilyl) propylmethylphosphonate

TSE turbo spin echo

UV ultra violet

VSM vibrating sample magnetometer

VSV vesicular stomatitis virus
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A.2. Parameters

Vectors are written in bold.

α flip angle

B magnetic flux density

B0 MRI main magnetic field

BWread readout bandwidth

D (self) diffusion coefficient

dC core diameter

dHyd hydrodynamic diameter

η viscosity

FOV field of view

f volume fraction

Gx,y,z x, y, z gradient

γ gyromagnetic ratio

H magnetic field strength

I nuclear spin

K magnetic anisotropy constant

kx,y,z spatial frequency

kB Boltzmann constant

mair mean noise level

M magnetisation

MS saturation magnetisation

µ magnetic moment

µ0 magnetic constant

Nacq number of acquisitions

NIon number of ions per cm3

Nx,y,z number of encoding steps

R2 coefficient of determination

R1 longitudinal relaxation rate

R
(∗)
2 transverse relaxation rate

r1 longitudinal relaxivity

r
(∗)
2 transverse relaxivity

S,ms spin quantum numbers

ρ(eff) (effective) spin density

τB Brown relaxation time

τC correlation time

τD diffusional correlation time

τN Néel relaxation time

T absolute temperature

Tdwell dwell time

TE echo time

TH slice thickness

TI inversion time

TR repetition time

Ts sampling time

T1 longitudinal relaxation time

T
(∗)
2 transverse relaxation time

V volume

ω0 Larmor frequency

ω1 frequency of RF field

∆ωeq frequency shift at MNP surface

∆x,∆y,∆z voxel dimensions
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