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Abstract

Reinforcement learning becomes more popular in the recent years. However, in
many applications of robotics and control, the state and action spaces are often
continuous valued and high dimensional. Even to learn a particular task the number
of interactions with its environment may be very huge. Thus, many researchers focus
on increasing the data efficiency. Model-based approaches are more efficient than
model-free approaches. However, to get an accurate model is difficult. PILCO
algorithm is a model-based method and uses GP model to overcome the model-bias
problem. It is also proved to be more efficient. In this work, we assume that only
a simplified model is available. We calculate the difference between two data sets
from the simplified model and the real model and use the data difference to learn a
GP dynamics model. Based on the learned GP model we use analytic gradients for
policy improvement. Compared with PILCO our algorithm needs less iterations to
learn a task.
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Chapter 1

Introduction

In the recent years, reinforcement learning (RL) becomes more popular in the area of
robotics. It is a framework to let a robot autonomously discover an optimal behav-
ior through interactions with its environment. However, RL suffers from two main
disadvantages in many applications of robotics and control. First of all, the state
and actions spaces are often continuous valued and also high dimensional. More-
over, the number of interactions with its environment may impractically high. To
increase data efficiency is one of the most important tasks in reinforcement learning.

Basically RL can be classified into two approaches: model-free approach and model-
based approach. Model-free methods like Q-learning [1] or TD-learning [2] directly
learn the policy on the data samples. The authors in [3] proposed a novel RL ap-
proach, namely CP-I2, to simultaneously learn trajectories and variable impedance
behaviors. As model free approaches, they don’t require any model approximations
and are applicable in many situations. One main problem is that the number of in-
teractions with the real environment may be very huge. As in [4], even for a simple
task with only two parameters, hundreds rollouts are required.

On the other hand, model-based methods estimate the transition model of the en-
vironment and use this learned model to search the (optimal) policy. They are
very efficient compared with model-free methods. However, model-based methods
strongly suffer from model-bias problem. They assume that the learned model for
real environment is sufficiently accurate [5] [6] [7]. Optimization of inaccurate mod-
els might lead to disaster.

Model bias is especially a problem when the training data is too sparse. See figure
1.1, given a small data set of observed data, there are multiple transition functions
which could have generated them [8]. Simply choose one of them will cause problems
during long-term predictions.
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Figure 1.1: Effect of model errors: multiple plausible deterministic functions [8]

The authors in [9] use a probabilistic dynamics model, namely non-parametric Gaus-
sian processes, to express the model uncertainty. Based on the learned GP model,
the expected long-term cost can be predicted. The policy improvement is based on
the analytic policy gradients of the cost function.

An accurate model in robot control is often very hard to obtain. For the sake of re-
ducing the number of interactions with real robot and try to be more data efficient,
we propose a new method using a simplified robot model in this work. We assume
that the accurate model is not available and only a simplified model can be used.
The initial policy is the optimal policy for the simplified model. We can get the
difference of two data sets by applying the initial policy to the real environment and
also to the simplified model. The difference is considered as the input of GP model.
Therefore, GP model is to be learned for the sake of compensating the inaccuracy
of the simplified model. The next step is to improve the policy using the learned
GP model until the task is learned. Our new method is more efficient than PILCO
[9] and needs less interactions with the real environment.
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Chapter 2

Related work

The parameter uncertainty has been taken into consideration in robust and adap-
tive control [10] [11]. The authors in [12] proposed a new approach which takes into
consideration the uncertainty of the model parameters by adding an extra term in
the cost function of a minimum-variance controller. Through this, it has no require-
ments to perform prior open-loop plant identification.

Kolter [13] proposed an algorithm which uses inaccrate models to find good policies.
In [13] an approximate policy gradient can be computed by simply substituting the
signs for the derivatives themselves. The algorithm works well in many situations
and requires no accurate for learning robot dynamics.

Using Gaussian processes dynamics models in Reinforcement Learning were previ-
ously presented in [14][15][16] . These methods require the training data, which is
obtained either by motor babbling [14] or by demonstrations [16] . However, motor
babbling is data-inefficient and demonstrations would contradict fully autonomous
learning [14] [16].

The authors of [17][18] also proposed algorithms with GP dynamics models in Re-
inforcement Learning. Unfortunately, [17][18] cannot take constraints of the state
space into account because of value function models. [19] proposed a novel Bayesian
approach for estimation of value function in continuous spaces. Also [20] needs an
explicit value function model. They all suffer from the same problem.

In Reinforcement Learning, an aggressive exploration is encouraged. However, in
some cases this will cause catastrophic failures. [5] proposed a new algorithm to
exploit model uncertainty estimates for safe dynamic control. In [5] the model un-
certainty is treated as additive uncorrelated noise.

The authors of [9] propose PILCO algorithm, which uses a probabilistic dynamics
model to overcome the model-bias problem. PILCO employs Gaussian processes
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to express the model uncertainty and incorporate long-term model uncertainty into
planning and policy evaluation. PILCO can gain unprecedented data efficiency and
can be directly applied to robots.

However, PILCO needs to explore the state space as much as possible to gain a re-
liable model. The computational cost increases dramatically while the data sample
size increases. States and actions need to also follow Gaussian distributions and the
reward function should be an exponential form to guarantee that the policy evalua-
tion is performed in a closed form and the policy gradients are computed analytically
for policy improvement [21]. These requirements restrict PILCO in many situations.
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Chapter 3

Model-based policy search

Through this work, we consider dynamical systems xt = f(xt−1, ut−1) + w with
continuous-valued states x ∈ RD, controls u ∈ RF , addtive Gaussian noise w and
unknown transition function f . The policy search objective is to find a controller
π : x→ π(x) = u which minimizes the expected return

Jπ(θ) = ΣT
t=0E (xt)[c(xt)], (3.1)

where c(xt) is the cost of being in state x at time t. We assume that function π is
parameterized by θ.

We assume that a real dynamical system (indexed by R) is

xRt = fR(xRt−1, u
R
t−1) + w. (3.2)

Unfortunately, due to model uncertainties, it is hard to have a correct real model.
Instead of exploring as much data as possible from scratch, in this work we decide
to use a simplified approximate model (indexed by A) as

xAt = fA(xAt−1, u
A
t−1) + w. (3.3)

Then the difference of these two models can be written as

xDt = fR(xRt−1, u
R
t−1)− fA(xAt−1, u

A
t−1) + w = fD(xDt−1, u

D
t−1) + w, (3.4)

where xDt = xRt −xAt and uDt = uRt −uAt . We also assume that the difference of these
two models also follows Gaussian distribution.

At the beginning, we apply the initial policy πinitial both to the approximate model
and the real robot. After we have two data sets (xAt , u

A
t ) and (xRt , u

R
t ), we calculate
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the difference of them and obtain tuples (xDt , u
D
t ) which are considered as the input

of Gaussian processes.

The real expected values in (3.1) can be written as

ExRt
[c(xRt )] =

∫
c(xRt )N (xRt |µRt ,ΣR

t )dxRt , (3.5)

where c(xRt ) is the cost function.

In this work, we implement a saturating cost function with spread σc,

c(xRt ) = 1− exp(− 1

σc
||xRt − xtarget||2), (3.6)

where xtarget denotes the target state.

We substitute xDt = xRt − xAt into the following function and we obtain

c(xRt ) = 1− exp((− 1

σc
||xRt − xtarget||2))

= 1− exp(− 1

σc
||xDt + xAt − xtarget||2))

= 1− exp(− 1

σc
||xDt − (xtarget − xAt ))||2))

= 1− exp(− 1

σc
||xDt − xDtarget,t)||2))

= c(xDt )

Since xAt is the approximate state which is extracted from the initial policy, it is
deterministic. We can directly calculate the xDtarget,t, where t = 0...T . From now on
the expected real long-term cost can be rewritten as

Jπ(θ) = ΣT
t=0ExDt

[c(xDt )] = ΣT
t=0EDt . (3.7)
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3.1 GP dynamics model learning

The probabilistic dynamics model is implemented as a GP, where we use tuples
(xDt−1, u

D
t−1) ∈ RD+F as training inputs and differences ∆D

t = xDt − xDt−1 + ε ∈ RDas
training targets, whereε ∼ N (0,Σε),Σε = diag([σε1 , ..., σεD ]).

The covariance function is the squared exponential function which is defined as

k(x, x
′
) = α2exp(−1

2
(x − x′)T ∧−1 (x − x′)) (3.8)

with x := [xTuT ]T . We define α2 as variance of the latent function f and ∧ :=
diag([l21, ..., l

2
D]).

Given n training inputs XD = [xD1 , ..., x
D
n ] and corresponding training targets y =

[∆D
1 , ...,∆

D
n ]T , the GP hyper-parameters are learned by evidence maximization [22].

The GP yields one-step prediction, the predicted successor state xDt+1 is Gaussian
distributed

p(xDt+1|xDt , uDt ) = N (xDt+1|µDt+1,Σ
D
t+1), (3.9)

µDt+1 = xDt + E(∆D
t ),ΣD

t+1 = varf [∆
D
t ], (3.10)

where the mean and variance of the GP prediction are

Ef [∆
D
t ] = mf (x

D
t ) = kT? (K + σ2

wI)−1y = kT? β, (3.11)

varf [∆
D
t ] = k?? − kT? (K + σ2

wI)−1k?, (3.12)

where k? := k(XD, xDt ), k?? := k(xDt , x
D
t ) and β := (K + σ2

wI)−1y, where K is the
kernel matrix with entries Kij = k(xDi , x

D
j ).
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3.2 Policy evaluation

The learned GP model is used to compute the approximate long-term predictions
p(xD1 |π), ..., p(xDT , |π) for a given controller π. Once the long-term predictions are
computed and a real state can be calculated as xRt = xDt + xAt , where xAt is deter-
ministic. The expected real long-term cost

Jπ(θ) = ΣT
t=0ExRt

[c(xRt )] = ΣT
t=0ExDt

[c(xDt )] (3.13)

can be computed analytically.

3.3 Policy Improvement

In this work, we turn to CMA-ES for the simplified model to find an initial optimal
policy. During the learning process, we use analytic gradients method for policy
improvement. We describe the main approaches in the following subsections.

3.3.1 Optimization by using CMA-ES

The Covariance Matrix Adaption Evolution Strategy (CMA-ES) developed by Hansen
and Ostermeier is a stochastic method for numerical optimization of non-linear or
non-convex continuous optimization problem [23]. It does not presume the existence
of the gradients. Thus it is suitable in many situations.

In the CMA-ES, a population of new candidate solutions is generated by sampling
a multivariate normal distribution:

x
(g+1)
k ∼ m(g) + σ(g)N (0, C(g)), for k = 1, ..., λ (3.14)

where mg is the mean value and C(g) is the covariance matrix of the search distri-
bution at generation g [23]. They are adapted in each generation along with the
general step size σ.

The new mean m(g+1) of the search distribution is defined as a weighted average
of several best-ranking individuals of the last generation [23]. We assume that the
population contains enough information to reliably estimate the covariance matrix
C. Its updating is fairly sophisticated and the details can be found in [24].

For convenience, the CMA-ES method is designed so that it doesn’t need many user
interactions and manual setting of parameters. The population size λ and the initial
step size σ(0) can be changed at the beginning. The parent population size is defined
as µ = 1

2
λ. The population size is by default very small: λdef = 4+b3 log(n)c, where
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n is the problem dimension.

Since the optimal policy is learned for approximate model, we consider this policy
as our initial policy πinitial.

3.3.2 Gradient-based Optimization

We use gradient information dJπ(θ)/dθ to search policy parameters θ, which min-
imize the expected long-term cost function in (3.7). We assume the cost function
is differentiable and also the control distribution µDu and ΣD

u are also differentiable
and can be computed analytically.

With EDt := ExDt
[c(xDt )] the gradient dJπ/dθ can be written as

dJπ(θ)

dθ
= ΣT

t=0

dEDt
dθ

. (3.15)

.

Then we apply the chain-rule to the gradient and we obtain

dEDt
dθ

=
dEDt

dp(xDt )

dp(xDt )

dθ
=
∂EDt
∂µDt

dµDt
dθ

+
∂EDt
∂ΣD

t

dΣD
t

dθ
, (3.16)

where p(xDt ) = N (xDt |µDt ,ΣD
t ).

We continually apply the chain-rule to (3.16) and we have

dp(xDt )

dθ
=

∂p(xDt )

∂p(xDt−1)

dp(xDt−1)

dθ
+
∂p(xDt )

∂θ
, (3.17)

∂p(xDt )

∂p(xDt−1)
=

{
∂µDt

∂p(xDt−1)
,

∂ΣD
t

∂p(xDt−1)

}
. (3.18)

Computing dΣD
t /dθ is similar to computing dµDt /dθ. We calculate the derivative

for dµDt /dθ as

dµDt
dθ

=
∂µDt
∂µDt−1

dµDt−1

dθ
+

∂µDt
∂ΣD

t−1

dΣD
t−1

dθ
+
∂µDt
∂θ

, (3.19)

where
∂µDt
∂θ

=
∂µD∆

∂p(uDt−1)

∂p(uDt−1)

∂θ
, (3.20)



14 CHAPTER 3. MODEL-BASED POLICY SEARCH

where p(uDt ) is given as N (uDt |µDu ,ΣD
u ) and the corresponding partial derivatives

depend on the policy representation.

By applying the chain-rule the above individual partial derivatives can be computed
analytically [25].

After policy improvement, we apply the new policy π to the real robot and obtain
data set XR. We calculate the difference between the original data set XA. The
new difference set XD is recorded for the next iteration until the task is learned.

The general steps of our algorithm are showed as follows:

Algorithm Policy Search with Approximate Model

1. init: Apply initial optimal policy πinitial both to
the approximate model and the real robot.

2. Record XA and XR, calculate the difference XD.
3. Calculate the new target set xDtarget = xtarget − xA.
4. REPEAT
5. Learn GP dynamics model for the model difference.
6. Policy search:
7. REPEAT
8. Approximate inference for policy evaluation.
9. Policy improvement
10. Update control parameters.
11. UNTIL convergence; RETURN parameters.
12. SET new policy π.
13. Apply new policy π to the real robot and record data XR.
14. Calculate the new model difference XD.
15. UNTIL task learned
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Chapter 4

Experimental Results

In this Chapter, we implemented our algorithm to two different cases, namely single
pendulum and cart pole swing up. However, in our cases two systems are more
complicated than the original settings. The single pendulum system has an additive
spring and the cart pole system have an elastic band, which connects the middle of
the track with the middle of the cart.

Compared with standard PILCO, our Algorithm is proved to be more efficient.

In the following, we use a saturating cost function with spread σc, i.e.,

c(x) = 1− exp(−1

2
σ2
c ||x− xtarget||2) ∈ [0, 1], (4.1)

where xtarget is a target state.

The policy is concatenation of two functions: the RBF controller, which is parametrized
as the mean of a GP with a squared exponential covariance function, and squashing
function

σ(x) = umax
9sinx+ sin(3x)

8
, (4.2)

which is the third-order Fourier series expansion of a trapezoidal wave, normalized
to the interval [−umax, umax].
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4.1 Single pendulum

We implemented the new algorithm to a complicated pendulum system. As showed
in figure 4.1, there is an additive part on the top of the system. When the ball
moves upwards and touches the spring, it will get an opposing force against itself.
Typical values are: m = 1kg and l = 1m. The task is to control the torque u in
order to balance the ball in the inverted position with φ = −π.

Figure 4.1: Pendulum with spring

The simplified model that we used is defined as

..

φ (
1

4
ml2 + I) +

1

2
mlgsinφ = u− b

.

φ, (4.3)

where g is the acceleration of gravity, I =
1

12
ml2 is the moment of inertia of a

pendulum around the pendulum midpoint and b is a friction coefficient. If the ball
moves towards the spring it will get an opposing force F . Theoretically the torque
u should be increased to compensate it.

The state is defined as x = [
.

φ, φ]
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Stiffness 100 N/m First we set the stiffness to 100. umax is by default 5 and
prediction time T = 4s and sampling time dt = 0.1s. Only after 2 iterations, the
ball can stay in the inverted position with φ = −180. Figure 4.2 shows the ball
position and the corresponding torque value.

(a) Output position and control signal

(b) Cost value

Figure 4.2: Results of stiffness 100 N/m
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Stiffness 200 N/m With the stiffness 200 we reduce the sampling time to 0.05s.
The maximum control signal is 15. The task can be learned until 3th iteration.Figure
4.3 shows the results.

(a) Output position and control signal

(b) Cost value

Figure 4.3: Results of stiffness 200 N/m
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Stiffness 500 N/m When the stiffness is big enough, the sampling time should
be reduced. We set the sampling time to 0.0125s and to save the computational
cost the prediction time is also reduced to 2s. To compensate the spring force suc-
cessfully we enlarge the maximum torque to 25. Final results are showed in figure 4.4.

(a) Output position and control signal

(b) Cost value

Figure 4.4: Results of stiffness 500 N/m
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We recorded the total time for policy learning and compared it with the standard
PILCO algorithm as showed in the following tables.

Stiffness 100 N/m
Number of iterations Total used time

Our Algorithm 2 212 s
PILCO 6 1306 s

Stiffness 200 N/m
Number of iterations Total used time

Our Algorithm 3 410 s
PILCO 4 624 s

Stiffness 500 N/m
Number of iterations Total used time

Our Algorithm 2 602 s
PILCO 3 821 s

In this experiment, we implemented our algorithm to three different situations by
changing the spring stiffness. When the stiffness is enlarged, the system is more
’sensitive’. The input control torque should be enlarged to compensate the force of
the spring and the sampling time should also be reduced.

In the next section, we applied our algorithm to a cart-pole swing-up system, which
is more complicated than single pendulum.
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4.2 Cart-pole swing-up

We also applied our algorithm to a cart-pole swing-up system. As showed in 4.5,
the middle of the cart is connected to the middle of the track through an elastic
band. The additive force of the spring will affect the cart and makes the system
complicated. Through a horizontal force u the cart can move along a track and
swing up a pendulum and to balance it in the inverted position in the middle of the
track.

The mass of the cart is 0.5kg, the mass of the pendulum is 0.5kg and the length of
the pendulum is 0.5m. The state consists of the position of the cart, the velocity of
the cart, the angle of the pendulum and the angular velocity of the pendulum.

Figure 4.5: Cart-pole with an elastic band

We also changed the stiffness value to see if our algorithm is applicable in different
situations.
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Stiffness 25 N/m First of all, we use an elastic band with stiffness 25 N/m. Our
algorithm only needs 2 iterations while the standard PILCO algorithm needs 5 it-
erations. Figure 4.6 shows the results.

(a) Cart position and cart velocity (b) Pendulum position and angular velocity

(c) Cost value

Figure 4.6: Cart-pole swing-up stiffness 25 N/m after 2 iterations
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Stiffness 50 N/m In this case we change the stiffness to 50 N/m. And we enlarge
the maximum force to compensate the additive force of elastic band. Our algorithm
only needs 3 iterations to learn the policy. The results are showed in figure 4.7.

(a) Cart position and cart velocity (b) Pendulum position and angular velocity

(c) Cost value

Figure 4.7: Cart-pole swing-up stiffness 50 N/m after 3 iterations
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Stiffness 120 N/m When we enlarge the stiffness of the elastic band, it needs
more iterations to find an optimal policy. Now maximum control signal is set to 15
and we also reduce the sampling time to 0.05s. As showed in figure 4.8, after 15
iterations it can finally find the optimal policy.

(a) Cart position and cart velocity (b) Pendulum position and angular velocity

(c) Cost value

Figure 4.8: Cart-pole swing-up stiffness 120 N/m after 15 iterations
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We also recorded the total time for policy learning and compared it with the stan-
dard PILCO algorithm as showed in the following tables.

Stiffness 25 N/m
Number of iterations Total used time

Our Algorithm 2 218 s
PILCO 5 996 s

Stiffness 50 N/m
Number of iterations Total used time

Our Algorithm 3 405 s
PILCO 6 1415 s

Stiffness 120 N/m
Number of iterations Total used time

Our Algorithm 15 2328 s
PILCO 23 6816 s

When the stiffness is enlarged, we reduce the sampling time and enlarge the control
input. So the size of the training data set will also be increased. Consequently
the evaluation time for policy learning will be longer. In cart-pole swing-up with
an elastic band system, our algorithm is also proved to be more data efficient than
PILCO algorithm.
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Chapter 5

Discussion

Model-based policy search method suffers from model-bias problem. Using an inac-
curate model for policy learning might damage the robot. Our algorithm uses a GP
forward model to account for model-bias problem . Based on the learned GP model
we compute the gradients of an approximation to the expected long-term return
Jπ for policy search. Using gradient-based non-convex optimization methods like
’LBFGS’ the optimized policy parameter θ∗ can be obtained [9].

The accuracy of the learned GP model plays a significant role for policy search.
PILCO needs to explore as much data as possible to get an available model. Thus,
the computational cost increases dramatically in the learning process. However,
our algorithm provides us with the opportunity to directly explore data near target
state. Therefore, it is more data efficient.

However, it is not an optimal control method but only a solution for a specified task.
In some cases, different control trajectories may have the same consequence, i.e., the
target state can be reached successfully. That’s why we stop the learning process as
long as the task is learned. Our algorithm only finds the local optimum because the
optimization method, which is used for learning the policy parameters is non-convex.

Control signals of real applications are often bounded. This fact should also be
taken into account during planning. Thus, we use a squashing function for policy
π, which limits the policy to the interval [−umax, umax].

In classical control task, a quadratic cost function is often be used. Unfortunately,
a quadratic cost function only focuses on the worst deviation along the predicted
trajectory. In the early stage of learning process the model uncertainty can not
be ignorable, what makes gradients of the cost function more useless. Moreover,
because we use analytic gradients for policy improvement, the policy function and
the cost function need to be differentiable.
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Chapter 6

Conclusion

In this work, we propose a new model-based approach with a simplified model. As
long as we have a simplified model, we can directly apply the CMA-ES optimization
method to find an optimal policy πinitial. Obviously, this policy is not the optimal
policy for the real robot.

Instead of directly scratching data through interaction with real environment, we
apply the policy πinitial both to the real robot and the approximate model. Since
we have two data sets, we calculate the difference of these two sets and learn the
GP dynamics model using this difference. In this way, more prior information of the
system near target state can be obtained. Therefore, it shows more data efficiency
than PILCO algorithm.

The authors in [26] employed PILCO algorithm to constrained environments. This
is very useful and also realistic in real robot applications. In the future work, we can
also take some constraints into consideration and make our algorithm more flexible.

We applied our algorithm to two different tasks, namely single pendulum and cart-
pole swing-up. The results of both tasks are proved that our algorithm has gained
unprecedented speed of learning.
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