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Kinetic Monte Carlo of transport processes in Al/AlO$_x$/Au-layers: Impact of defects
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Ultrathin films of alumina were investigated by a compact kMC-model. Experimental jV-curves from Al/AlO$_x$/Au-junctions with plasma- and thermal-grown AlO$_x$ were fitted by simulated ones. We found dominant defects at 2.3-2.5 eV below CBM for AlO$_x$ with an effective mass $m^*_{ox}=0.35 \, m_0$ and a barrier $E_{BA/AlOx} \approx 2.8 \, eV$ in agreement with literature. The parameterization is extended to varying defect levels, defect densities, injection barriers, effective masses and the thickness of AlO$_x$. Thus, dominant charge transport processes and implications on the relevance of defects are derived and AlO$_x$ parameters are specified which are detrimental for the operation of devices. © 2016 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://creativecommons.org/licenses/by/4.0/).

I. INTRODUCTION

Research on thin alumina films started already decades ago, mainly due to their usefulness for ultrathin tunneling barriers formed by insulating dielectric films of 2-3 nm thickness.\cite{1,2} In fact, aluminum oxide, AlO$_x$, turned out to be useful for many electronic applications like silicon-on-sapphire for CMOS technology,\cite{3} organic devices,\cite{4} THz-nano-rectennas,\cite{5} nTP tunnel diodes,\cite{6} gate metals on III/V-semiconductors\cite{7,8} and for resistive switches.\cite{9} In these applications AlO$_x$ films are mostly produced by ALD,\cite{7,10} RIE-plasma-growth\cite{6} or thermal oxidation.\cite{1}

Al/Al$_2$O$_3$/Al tunneling contacts were addressed analytically already in 1963\cite{11} while refined models for ultrathin AlO$_x$ have been derived later on.\cite{12} Recently, the types of defects in AlO$_x$ have been investigated, as they influence conduction pathways, like trap-assisted-tunneling (TAT) and Poole-Frenkel (PF) emission. In resistive switches they are supposed to form conductive filaments.\cite{9,13} The charge states of defects is a critical issue in this context. Hence, density functional theory (DFT) studies, see Section III A, provide significant information on defects in AlO$_x$. However, ab initio methods have limited practical viability, e.g. to derive current densities, if multiple transport channels are present.

Therefore, we employed kinetic-Monte-Carlo (kMC) simulations in three dimensions to study charge transport through ultrathin AlO$_x$-films for MOM-applications. Our study distinguishes from former computational studies for charge transport in oxides which solved the Poisson and Shockley Read Hall equation\cite{14,15} or continuity equation\cite{16,17,18} in one dimension. First, our compact kMC-model\cite{19} for the current density through Al/AlO$_x$/Au-layers is introduced briefly. Second, we compare our simulations to experimental jV-data from Al/AlO$_x$/Au-junctions, where thin AlO$_x$-films were prepared by a combination of oxygen plasma and thermal treatment of the Al electrodes prior to Au deposition. From this validation we obtain a parameterization of our model, based on recent DFT-studies on defects in alumina. Third, we extensively employ the model to examine relevant parameter combinations. We vary oxide thicknesses, barrier heights, effective masses, defect densities and defect levels in up to 8-nm-thin AlO$_x$-layers to derive practical implications for AlO$_x$-growth.

---
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II. METHODS - KMC-MODEL OF Al/AlO\textsubscript{x}/Au

Our kMC-model shall be briefly described here, since a detailed description and validation of our kMC-simulator can be found in Refs. 19–21. The most recent model that is best comparable to the one presented here is the statistical model reported by Vandelli et al.\textsuperscript{22} and Padovani\textsuperscript{23,24} for technologically promising SiO\textsubscript{2}/HfO\textsubscript{2} structures. Aside from the different materials they investigate, their approach differs from ours, as they implemented interaction cross sections to derive transport rates instead of implementing and using the rates directly for the kinetic Monte Carlo algorithm here, cf. Ref. 19, which would allow for simulating also the transient behaviour of the system. Moreover, their models were one-dimensional just as the ones by Schroeder\textsuperscript{16–18} or Novikov,\textsuperscript{14,15} too, while our code operates in three dimensions. According to the band diagram in Fig. 1 and the summary of the simulation parameters in Table I, we included five, partly correlated, electron transport processes (holes are omitted due to the high VB offset) chosen in each simulation step after the Gillespie algorithm\textsuperscript{25} to simulate current densities through the MOM-structures as described accurately in Ref. 19, too. There are Schottky Emission (SE), Direct Tunneling (DT), Fowler-Nordheim-Tunneling (FN), Trap-Assisted-Tunneling (TAT) or Poole-Frenkel-Emission (PF). In each step of one simulation run (consisting of at least 10,000 steps) is chosen after the Gillespie algorithm\textsuperscript{19,25} statistically weighted by their rates. From the sum of all electrons transported to the counter electrode per time interval the total current densities through the MOM-contact is calculated. Firstly, SE, DT and FN are subsumed into the Tsu-Esaki-Formula as in Ref. 26:

\[
R_{DT} = \frac{A}{4\pi^{3/2} \hbar^{3}} \int_{0}^{\infty} dE_{x} T(E_{x}) \times \ln \left[ \frac{1 + e^{(E_{F,ca} - E_{x})/k_{B} T}}{1 + e^{(E_{F,ca} - E_{x})/k_{B} T}} \right] \frac{m_{ca}^{*}}{m_{an}^{*}}
\]

with \(T(E)\) being the transmission coefficient for electrons to tunnel between \(x_{0}\) and \(x_{1}\) calculated analytically in WKB-approximation according to

\[
T(E) \approx e^{-\frac{\sqrt{2 m_{ca}^{*}}}{e (\phi_{B} - e V_{ox}) x_{1}^{3/2} - (\phi_{B} - e V_{ox}) x_{0}^{3/2}}} \]

where \(V(x) = \phi_{B} - e V_{ox} x\) is the potential with \(V_{ox}\) the voltage drop over the oxide, \(\phi_{B} = \phi_{B,Al/AlO_{x}}\) is the barrier height between Al and AlO\textsubscript{x}, and \(m_{ca}^{*}\) is the effective mass in AlO\textsubscript{x}, \(e\) is the electric charge, \(T\) is the temperature (fixed at 298 K), \(m_{ca}^{*}\) and \(m_{an}^{*}\) are the effective electron masses in the cathode (Al) and the anode (Au) respectively, which are identical here \(m_{ca}^{*} = m_{an}^{*} = 1[m_{0}]\).\textsuperscript{27} Note already that at room temperature and very high electric fields \(> 0.1\ \text{MV/cm}\) only FN-branches and neither SE nor DT were visible in our simulations. Furthermore, \(E_{x}\) is the kinetic energy of an electron and \(E_{F,ca} = E_{F,Al}\) is the Fermi-level in the cathode. As sketched in Fig. 1 the Fermi level \(E_{F,Al}\) (dashed line) is taken as reference point (0 eV). The conduction band offsets (CBO) \(\Delta \phi_{ca}\)
TABLE I. Physical parameters varied in the simulations for the validating fits. B: barrier, D: defect, ox: oxide.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Reference (ab initio) value</th>
<th>Variation range</th>
<th>kMC-Fit-value #1, ( d_{\text{ox}} = 5.8 \text{nm} )</th>
<th>kMC-Fit-value #2, ( d_{\text{ox}} = 6.7 \text{nm} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( E_{B,\text{Al} - \text{AlO}_x} ) [eV]</td>
<td>2.8-3.0</td>
<td>1.6-3.2</td>
<td>2.8</td>
<td>2.8</td>
</tr>
<tr>
<td>( n_D ) [cm(^{-3})]</td>
<td>( 5 \times 10^{18} )</td>
<td>( 2 \times 10^{16} - 8 \times 10^{18} )</td>
<td>( 4 \times 10^{18} )</td>
<td>( 4 \times 10^{18} )</td>
</tr>
<tr>
<td>( E_D ) [eV]</td>
<td>2.0 (( \alpha-\text{Al}_2\text{O}_3 )), 2.8-3.0 (( \kappa-\text{Al}_2\text{O}_3 ))</td>
<td>2.0-3.0</td>
<td>2.3</td>
<td>2.5</td>
</tr>
<tr>
<td>( n_{\text{occ}} ) [m(^3)]</td>
<td>0.25-0.3</td>
<td>0.2-0.4</td>
<td>0.35</td>
<td>0.35</td>
</tr>
</tbody>
</table>

and \( \Delta \phi_{an} \) obey Mott-Schottky-rule, determine the oxide Fermi level, cf. Ref. 19, and also \( E_{F,\text{Au}} \) by assuming a linear voltage drop \( V_{\text{ox}}/d \cdot x \) over the oxide.\(^{28}\) Assuming a fast extraction of charge carriers from the oxide conduction band to the anode, it is a good approximation that bands bend only in a negligibly small region at the anode and a linear voltage drop over the oxide is justified (red instead of black line). The contribution of the Coulomb potential due to the charge of emptied defects can be neglected in the model for \( \text{AlO}_x \). Its contribution to the overall potential is just \( \sim 0.025 \text{ eV} \) at only \( \sim 0.3 \text{ nm} \) distance around a charged defects. Since the defect densities in all simulations were chosen smaller than \( n_D \sim 0.01 \text{am}^{-3} = 1 \times 10^{19} \text{cm}^{-3} \) the average distance between two traps was on average \( n_D^{1/3} \sim 3.2 \text{ nm} \). Thus, the Coulombic potential of a positively charged trap will affect the tunneling barrier only on a comparably small region around the trap and it can reasonably be neglected. However, a change in physical properties like defect levels, densities, relaxation energies or dielectric properties for a different material will alter the contribution of the Coulomb potential due to charged traps. This might cause the present approximation with respect to the Coulomb potential not to be valid anymore. Moreover, also the image potential for tunneling electrons can be omitted in the first approximation, as was discussed by Weinberg\(^{29,30}\) and Schenk.\(^{31}\) They came to the conclusion that it is negligible to include it for electrons tunneling through a barrier which is several 0.1 eV high. The short explanation is that the image potential induced by electrons must be weighted by the probability \( T(E) \) that a tunneling electron is present in the barrier. This probability decreases exponentially with increasing barrier height. A numerical evaluation of \( T(E) \) including the full, non-weighted image potential resulted in a rather constantly \( \sim 0.15 \text{ eV} \) higher barrier heights than in the fits. This constant value can later be simply added to the fitting parameter \( E_B \) for simulations without the image potential in Section III A. Since we have asymmetric electrodes, i.e. barriers, for the special case of tunneling to \( x_1 = d \), the second barrier height \( \phi_B \) in Eq. (2) was set to \( \phi_B = \phi_B, \text{AlO}_x/\text{Au} = 4.0 \text{ eV} \). Considering TAT, first electrons are injected from Al into trap levels at \( E_D \) below CBM in \( \text{AlO}_x \), either elastically (red arrows) or inelastically (green), i.e. phonon-assisted (energy \( h\omega \)). Injection is favored for “resonance” of \( E_{F,\text{Al}} \) and \( E_D \), i.e. there is a trade-off between pre-defined trap levels \( E_D \) and (random) trap locations \( x_D \) determining the injection rates. Elastic injection (or extraction) from (into) the metallic electrodes into (from) traps is implemented after Svensson and Lundstroem:\(^{32}\)

\[
R_{EL,D} = \frac{m^*_{\text{el}}}{m^*_{\text{ox}}} \left( \frac{8E^3_{\text{F}}}{3\hbar^2 E_D} \right) f(E_e) T(E_e) \tag{3}
\]

with index \( EL = ca,an \), \( f(E_e) \) being the Fermi-function, i.e. the probability that an electronic state in the electrode is occupied by an electron of energy \( E_e \). Correspondingly, by the complementary probability \( 1 - f(E_e) \) replacing \( f(E_e) \) the extraction from a trap at \( E_D \) (w.r.t. CBM) to an unoccupied state at \( E_e \) in the electrode was modelled. The defect energy \( E_D \) is modelled to be shifted to a value \( E_{D,\text{occ}} \), if an empty trap gets occupied by an electron, or a value \( E_{D,\text{unocc}} \) if a full trap gets unoccupied. Thus, the model can account for an energetic shift, as rationalized and reported in Ref. 20 of traps by \( \Delta E_D = E_{D,\text{occ}} - E_{D,\text{unocc}} \) distinguishing further between occupied and unoccupied states via setting the two parameters \( E_{D,\text{occ}} \) and \( E_{D,\text{unocc}} \) to different values. However, this feature of the model was only used explicitly in Section III B, while in the other parts of this work just one value \( E_D = E_{D,\text{occ}} = E_{D,\text{unocc}} \), i.e. \( \Delta E_D = 0 \text{ eV} \), was used. Furthermore inelastic injection rates between defect levels at \( E_D \) and the electrodes were employed including multiple-phonon-assisted-processes according to the model by Hermann and Schenk,\(^{33}\) which is similar to the one
by Henry and Lang\cite{Henry1951} as explained in earlier studies where we set up and proved the concept of our kMC-simulation code for the first time.\cite{Furmaniak2019,Furmaniak2021} For reasons of brevity only the injection rates for this multiple-phonon (MP)-assisted tunneling process shall be shown here, while the extraction rates are modelled analogically and only the result shall be shown below. For the inelastic injection rates it holds:\cite{Vandelli2022}

$$R_{E_{l}D}^{MP} = \frac{1}{t_{E_{l}D}} = \int_{-\infty}^{\infty} N_{E_{l}}(E_{l}) f(E_{l}) T(E_{l}, x_{D}) c_{E_{l}D}(E_{l}, x_{D}) dE_{l}$$

(4)

where $N_{E_{l}}(E_{l})$ is the common DOS of the free electron gas (parabolic bands) in the electrodes and $c_{E_{l}D}$ capture rates for phonon absorption. Phonon emission rates are modelled analogically with a $c_{D,E_{l}}$ multiplied by $1 - f(E_{l})$ in the argument. Both formulae include the multiphonon transition probability $L_m(z)$ calculated by\cite{Henry1951,Lang2022}

$$L_{m}(z) = \left( 1 + \frac{f_{BE}}{f_{BE}} \right)^{\frac{1}{2}} \exp \{ -(2f_{BE} + 1) L_{m}(z) \}$$

(5)

Finally, the derivation by Herrmann and Schenk results into the MP capture rates\cite{Vandelli2022}

$$R_{E_{l}D}^{MP} = c_{0} \sum_{m<0}^{\infty} N_{E_{l}}(E_{m}) f(E_{m}) T(E_{m}, x) L_{m}(z) \exp \left( \frac{m\hbar \omega}{k_{B}T} \right) +$$

$$\sum_{m>0}^{\infty} N_{E_{l}}(E_{m}) f(E_{m}) T(E_{m}, x) L_{m}(z)$$

(6)

and the emission rates

$$R_{E_{d}E}^{MP} = c_{0} \sum_{m<0}^{\infty} N_{E_{d}}(1 - f(E_{m})) T_{E_{d}}(E_{m}, x) L_{m}(z) +$$

$$\sum_{m>0}^{\infty} N_{E_{d}}(1 - f(E_{m})) T_{E_{d}}(E_{m}, x) L_{m}(z) \exp \left( \frac{m\hbar \omega}{k_{B}T} \right)$$

(7)

They contain the Huang-Rhys factor $S$, the modified Bessel functions $I_{m}(z)$ of order $m$ with the argument $z = 2S \sqrt{f_{BE} (1 + f_{BE})}$ and $f_{BE}$, the Bose-Einstein distribution giving the phonon occupation number. First, we assumed a typical Huang-Rhys factor $S$ of 10 and a typical phonon energies of 40 meV.\cite{Henry1951,Furmaniak2021} This corresponds to a relaxation energy which is defined as $E_{rel} = 3h\omega_{D}$ of 0.4 eV. Note that the presented computational model allows for an independent adjustment of $\Delta E_{D}$ and $E_{rel} = S\hbar\omega$. The Huang Rhys factor $S$ can be determined by fitting temperature dependent $j - T$ curves showing a dominant MPTAT transport for low $T$. This was done using a comparable model by Vandelli et al. who fitted $jV$-curves for several temperatures,\cite{Vandelli2022} however, it was out of scope of the present study. Hence, $S$ was fixed to a value of 10, if not stated otherwise which implied that more than 10 phonons for absorption or emission are improbable, cf. Section III B. Note also that the single-mode approximation permits only energies $E_{m} = E_{i} \pm m\hbar \omega$ to appear after evaluation of the integral in Eq. (4). To complete the inelastic MP assisted rates, the prefactor $c_{0}$ is calculated under the approximation of a 3D delta-like potential of the traps\cite{Vandelli2022}

$$c_{0} = \frac{(4\pi \hbar e F)^{2}}{2 m_{*}^{c} E_{g} (2m_{*}^{c} E_{D})^{3/2}}$$

(8)

where $E_{g}$ is the bandgap of the oxide and $F = V_{ox}/d$ is the electric field, as $V_{ox}$ drops over the oxide of thickness $d$. Carrier transport processes between traps in AlO$_{x}$ were simulated by the common Miller-Abrahams-rates (MA) according to the assumption of hopping of small, localized polarons in AlO$_{x}$:\cite{Miller1934,Abrahams1934}

$$R_{ij} = \nu \exp \left( \frac{-2r_{ij}}{r_{D}} \right) \cdot \begin{cases} \exp \left( \frac{-\Delta E}{k_{B}T} \right), & \text{if } \Delta E > 0 \\ 1, & \text{otherwise} \end{cases}$$

(9)

where $r_{D} = \frac{\hbar}{\sqrt{2m_{*}^{c} E_{D}}}$ is the localization radius and $\Delta E = E_{j} - E_{i}$ is the difference in energy between the initial and final defect. As last transport process implemented electrons captured in an initially
positively charged trap can be emitted by field-assisted PF-emission according to the 3D-PF-emission formulas first derived by Hartke et al. in Ref. 39:

\[
R_{PF} = ν \cdot \exp \left( -\frac{1}{k_B T} \left( E_D - \sqrt{\frac{e^3 F}{\pi \varepsilon_0 \varepsilon_{\text{opt}}}} \right) \right)
\]

(10)

where \(ν\) is the typical phonon interaction frequency (set to a standard value of \(10^{13}\) Hz), \(β = \sqrt{\frac{e^3}{\pi \varepsilon_0 \varepsilon_{\text{opt}}}}\), with \(\varepsilon_{\text{opt}}\) being the optical dielectric constant (reference value: \(~9.0\) for stoichiometric \(\text{Al}_2\text{O}_3\), \(\text{AlO}\)x/\(\text{Au}\)

### III. KMC-RESULTS FOR Al/AlO\(_x\)/Au

#### A. KMC-fits to experimental JV-profiles based on AlO\(_2\) defects and parameters from literature

With the kMC-simulator being validated in several studies,\(^{19−21,40,41}\) we concentrate on the accurate parameterization of the model with respect to defect levels. In these terms, Matsunaga et al. identified neutral oxygen vacancies \(V_0^0\) in bulk \(α\)-\(\text{Al}_2\text{O}_3\) as donors about 2.9 eV below CBM ("\(α\" refers to the most stable hexagonal phase of \(\text{Al}_2\text{O}_3\)),\(^{12}\) confirmed by Carrasco et al. who positioned them as the dominant defect about 3.2 eV below CBM (and slightly below \(E_F\)).\(^{38}\) To overcome the problems of linear density approximation (LDA) or generalized gradient approximation (GGA) in DFT, which underestimate the bandgap, Weber, Janotti and Van de Walle used GGA methods with hybrid functionals for orthorombic \(κ\)-\(\text{Al}_2\text{O}_3\). They derived the dominant native defect levels to be oxygen vacancies in different charge states, acting as donors at \(~2.8 − 3.0\) eV below CBM.\(^{43}\) Similarly, for \(α\)-\(\text{Al}_2\text{O}_3\), they reported most interestingly in our terms, that \(V_0\) and \(A_l\) are the dominant defect types located at \(~4.1\) eV and \(~1.9\) eV below CBM, respectively, and also transition levels due to Al dangling bonds at \(~2.8\) eV below CBM.\(^{44}\) Most recently, Liu, Lin and Robertson provided defect levels for both orthorombic \(θ\)-\(\text{Al}_2\text{O}_3\) and amorphous (am-)\(\text{Al}_2\text{O}_3\), i.e. \(V_0^0\) levels near midgap at \(3.1\) eV, \(V_0^0\) \(2.8\) eV below CBM for \(θ\)-\(\text{Al}_2\text{O}_3\) and \(V_0^0\) levels in am-\(\text{Al}_2\text{O}_3\) at \(2.0\) eV.\(^{45}\) However, the latter value also suffered from an underestimation of the bandgap being only 6.2 eV. As we expect to get primarily amorphous alumina from our plasma oxidation process, this latter value is the most important reference here. To correct it for the underestimated bandgap, we assume to have the usually cited bandgap of 6.5 eV and linearly transform the defect level accordingly to 2.1 eV.

The reported values categorized by defect types and phases differ just slightly and due to their approved methodology we considered the values by Robertson and van de Walle as the most reliable ones. The cited authors agree that electrons are localized in the \(V_0\) or \(A_l\) defects. Thus hopping conduction via small polarons must be the correct trap-trap-transport mechanism, as outlined in the model section. Because the defect levels are the most critical parameter for the transport processes then, we performed a full parameterization of the defect values between \(2.0\) eV up to \(3.2\) eV with \(0.2\) eV step size in our simulations. For the next critical parameter, the trap mass, we stick to a smaller range of \(0.2-0.4\) \(m_0\) at \(0.05\) \(m_0\) step size, according to common literature values for \(\text{Al}_2\text{O}_3\), like \(0.25\) \(m_0\) or \(0.35\) \(m_0\).\(^{12}\) The same is true for the electron affinity of aluminum oxide which we assume to be \(~1.0−1.3\) eV resulting into a CBO of \(~2.8−3.2\) eV to the Al cathode (work function \(4.1−4.2\) eV) and \(~3.6−4.0\) eV to the Au anode (work function \(4.9−5.0\) eV).\(^{47,48}\) The bandgap was set to \(6.5\) eV resembling a typical value for nanometer-thin am-\(\text{Al}_2\text{O}_3\)\(^{12,49,50}\) We determined the dielectric constant \(ε_\text{r}\) of a plasma-oxidized \(\text{AlO}\) layer with \(3.6\) nm thickness\(^{51}\) and a capacitance of \(1.68\) \(µF/cm^2\) to be \(6.8\). While typically a value of \(~9.0\) is cited for stoichiometric \(\text{Al}_2\text{O}_3\),\(^{10}\) our value is in good agreement with other plasma-grown \(\text{AlO}\)\(_x\) dielectrics.\(^{3}\) With \(ε_\text{r} = 6.8\), the thicknesses of different plasma-grown oxide layers could be estimated from CV-measurements, yielding capacitances of \(0.9\) \(µF/cm^2\) and \(1.04\) \(µF/cm^2\) and corresponding \(\text{AlO}\)\(_x\) thicknesses of \(5.8\) nm and \(6.7\) nm, respectively. Reference values and variation ranges of these parameters are summarized in Table I.

Using this parameterization, the model could provide well matching fits to experimental jV-curves, shown in Fig. 2. It must be noted that the parameter set could be defined well without any further experimental anchor points. Nonetheless, the parameter set is in excellent agreement with cited literature values,
FIG. 2. Two fits to experimental curves with $d_{ox}=5.8$ nm (red), $d_{ox}=6.7$ nm (green) with $ED$ deviating by 0.2 eV, plus two simulated curves with $d_{ox}=4$ nm (green), $d_{ox}=8$ nm (pink). All other parameters identical.

especially the extracted barrier height of 2.8 eV and the effective mass of 0.35 $m_0$. Therefore, we infer that the parabolic approximation (EMA) must be valid for the effective mass. The slight deviation of 2.8 eV barrier height from the theoretical and experimentally validated values of $\sim 3.0$ eV, would most probably vanish when using a numerical evaluation of the transmission coefficient including image forces, but the analytical computation of $T(E)$ employed by us neglects the image potential in favor of being several times faster. This offers the advantage of covering a broader parameter range without a severe systematic change of the physical processes. Moreover, our barrier height must only be increased by $\sim 0.15$ eV to obtain the “effective” value from experiments, as stated already by Weinberg earlier.29,30

The defect density of $4 \times 10^{18}$ cm$^{-3}$ is in accordance with typical values for oxide trapped charges $2 \times 10^{12}$ cm$^{-2} = (8 \times 10^{18}$ cm$^{-3})^{2/3}$ for ALD-grown AlO$_x$.1 Considering the broadly spread values of different defect levels in Al$_2$O$_3$, we tend to attribute the defect values of 2.3-2.5 eV, extracted by us, to oxygen vacancies in am-Al$_2$O$_3$, because they stand close in energy at $\sim 2.1$ eV, are supposed to be dominant and the plasma process is likely to form an amorphous oxide. Another possible explanation would be the forming of alumina polymorphs, including several phases of Al$_2$O$_3$, which exhibit also several energies for the dominant V$_O$ or Al$_i$, as cited above. Then the kMC-value could resemble merely a statistical average, but the implementation of several defect types would be necessary to parametrize the AlO$_x$ correctly. This would increase the parameter space to an impracticable extent. As discussed in the next section we are already able to see the relevant transport channels from the presented, sensible approximations (no image force, EMA, hopping conduction instead of multiple-phonon-ionization, just one type of defects).

B. Sensitivity of the model to the energetic shift $\Delta E_D$ and relaxation energy $E_{rel}$

The fits to the experimental curves, just reported, referred to a zero energetic shift of the traps, $\Delta E_D = 0$ eV, when getting occupied and a relaxation energy of $E_{rel} = \hbar \omega = 0.4$ eV. Due to the considerable influence and high criticality of the model parameters $\Delta E_D$ and $E_{rel}$ for the nature of defects and the results of the simulations it is important to test, how sensitive and robust the fitting results are to a variation of $\Delta E_D$ and $E_{rel}$. The relaxation energy $E_{rel} = \hbar \omega$ is a characteristic property of the trap that measures the structural relaxation that accompanies phonon assisted vibrational tunneling. In such a vibrational Franck-Condon transition the Huang-Rhys factor $S$ represents the number of phonons needed to rearrange the lattice around the final trap to accommodate a tunneling electron. Thus, phonon-assisted tunneling from a lower vibrational mode, for example the ground state, of the initial trap to a higher vibrational mode, ideally at $E_{rel}$ above ground state, of the final trap is enabled. The process has been discussed for traps in Ref. 52 and studied computationally in Ref. 22. In case the number of involved phonons $m$ is equal to $S$ the multi-phonon capture (or emission) probability is maximized according to Eq. (4) (cf. also rate diagrams
To allow for this process an energetic activation barrier must be surmounted thermally. Only in case that the effective phonon number is equal to the Huang-Rhys factor, \( m = S \), there is no activation barrier to be brought up, because the initial state is at the same energy as the excited vibrational mode of the final state, i.e. the energies at the respective general lattice coordinates agree (cf Ref. 22 for an energy diagram). As described in more detail in Refs. 22, 52, at elevated temperatures the current density then shows a temperature dependence at a fixed voltage, while at temperatures \( \lesssim 10 \) K the current density becomes temperature independent. Note again that the additional parameter, \( \Delta E_D \), reflects a separate shift in energy of the trap subsequent to the vibrational relaxation because the electron occupation number of the traps is amended during the transition process.

For the present sensitivity study \( E_{D,\text{unocc}} \) was fixed to the value of the fits from Section III A, i.e. \( E_{D,\text{unocc}} = 2.3 \) eV for \( d = 5.8 \) nm and \( E_{D,\text{unocc}} = 2.5 \) eV for \( d = 6.7 \) nm. Then, three different shifts in energy from occupied to unoccupied state were simulated by varying \( E_{D,\text{occ}} = E_{D,\text{unocc}} + \Delta E_D \) setting \( \Delta E_D \in \{0.2 \) eV, \( 0.4 \) eV, \( 0.6 \) eV\}. For each \( \Delta E_D \), the relaxation energy \( E_{\text{rel}} = \hbar \omega_S \) was set to 0.04 eV, 0.2 eV, 0.4 eV and 0.6 eV by choosing \( S = 1 \) and \( \hbar \omega = 0.04 \) eV (brown), \( S = 10 \) and \( \hbar \omega = 0.02 \) eV (green), \( S = 10 \) and \( \hbar \omega = 0.04 \) eV (magenta) and \( S = 10 \) and \( \hbar \omega = 0.06 \) eV (orange). The resulting \( jV \)-profiles, presented in Fig. 3, should be compared to the measured ones and the fits with \( \Delta E_D = 0 \) eV (red and blue curves). This way we observed:

Firstly, in this AlO\(_x\)-model best fits remained for \( \Delta E_D = 0 \) eV and \( E_{\text{rel}} = 0.4 \) eV (red and blue curves shown in Fig. 3). This could either be because dominant TAT processes are elastic ones or because the relaxation energy is relatively low or even zero in the present plasma-grown, amorphous AlO\(_x\) films. Secondly, as visible for each of the two thicknesses in the two series of Fig. 3a-3c and Fig. 3d-3f with varying shift in energy \( \Delta E_D \), it holds that the larger \( \Delta E_D \) is set, the stronger decreases the current density \( j \) over the whole bias range \( V \). Also the deviation of the simulated current profiles from the experimental ones gets larger with increasing \( \Delta E_D \), particularly at higher voltages of
3d to Fig. 3e with holds. Then, the TAT-rates drop less pronounced at higher voltages going to a larger $\Delta E_D$, e.g. from Fig. 3d to Fig. 3e with $Sh\omega = 0.2 \, \text{eV}$ (green curve) or from Fig. 3b to Fig. 3c with $Sh\omega = 0.4 \, \text{eV}$ (magenta curve). However, fourth, as soon as $\Delta E_D$ has surpassed $Sh\omega$ considerably, i.e. $\Delta E_D \approx Sh\omega + 0.4 \, \text{eV}$, the current density deviates more and more from the measured curves and from the fits for $E_{rel}=0 \, \text{eV}$ with a further incremental step in $\Delta E_D$ of $\approx 0.2 \, \text{eV}$. This can be observed by the examples of Fig. 3e to Fig. 3f for $Sh\omega = 0.04 \, \text{eV}$ (brown curves) or Fig. 3e to Fig. 3f for $Sh\omega = 0.2 \, \text{eV}$ (green curves). The deviation of simulations from fits or measurements is considerably sensitive to $E_{rel}$, particularly for going from $Sh\omega = 0.04 \, \text{eV}$ to $Sh\omega = 0.2 \, \text{eV}$. Then, for the two more moderate values of $Sh\omega = 0.2 \, \text{eV}$ (green curves) and $Sh\omega = 0.4 \, \text{eV}$ (magenta curves) the resulting profiles are qualitatively in better agreement with the measured curves for all tested $\Delta E_D$ and both thicknesses.

To summarize, firstly, for $\Delta E_D \geq Sh\omega = E_{rel}$ at least the shape of measurements can be reproduced by a dominant TAT-branch. This is particularly true for larger shifts of $\Delta E_D \sim 0.4$ or $0.6 \, \text{eV}$. Contrarily, an unacceptable discrepancy between measurements and simulations is present if $\Delta E_D \leq Sh\omega = E_{rel} \approx 0.6 \, \text{eV}$, but also for setting $E_{rel}$ as small as $0.04 \, \text{eV}$. Secondly, for small shifts $\Delta E_D \sim 0$ or $0.2 \, \text{eV}$ measured $jV$-curves are reproduced better in shape, if the relaxation energy $E_{rel} \sim 0.2$ to $0.4 \, \text{eV}$ (or about 0.2 to 0.4 eV larger than $\Delta E_D$). The validity of these findings is supported by the fact that they hold independently for the two thicknesses $d = 5.8 \, \text{nm}$ and $d = 6.7 \, \text{nm}$. Thirdly, we conclude from this sensitivity study that the energetic shift of the defects in these AlO$_x$ films $\Delta E_D$ is rather zero or at least very small and the relaxation energy is $E_{rel} \approx 0.4 \, \text{eV}$ with $\delta = 10$ and $\hbar \omega = 0.04 \, \text{eV}$, since the simulated profiles are approximated best for such values. Thus, the findings on trap levels and relaxation energies in the present nm-thin, plasma-oxidized, amorphous AlO$_x$ films which were obtained by the kMC-fits in Section III A are robust and reliable. Nevertheless, it has to be pointed out that the situation in stoichiometric Al$_2$O$_3$ or crystalline or just thicker films of alumina is likely to differ from the present ones, in particular with respect to defect levels and relaxation energies, dielectric properties or dominant charge transport mechanisms.

C. KMC-parameterization of plasma-grown nm-thin AlO$_x$

In order to extract further conclusions on the simulated AlO$_x$ oxides, we proceeded with its full parameterization on the basis of the validated model. This was done with respect to its sensitivity on the most critical physical parameters, namely (in order of increasing priority) $n_D$, $m^*_{ox}$, $E_B$ and $E_D$, and analyze their effects on the device performance and characteristics of the MOM-structure. Fig. 4 depicts the $j_{TAT}/j_{TOT} = j_{TAT}/(j_{TAT} + j_{DT})$, as only TAT and DT are relevant and PF-transport is irrelevant due to generally deep defect levels in AlO$_x$. If not stated otherwise, in all the plots our best fit values $n_D = 4 \times 10^{18} \, \text{cm}^{-3}$, $m^*_{ox} = 0.35 \, \text{m}_0$, $E_B = 2.8 \, \text{eV}$, $E_D = 2.4 \, \text{eV}$ for $d_{ox} = 6.7 \, \text{nm}$ and a typical operating voltage of 4.2 V are kept constant, apart from the parameters varied explicitly. A voltage of 4.2 V has been chosen since it is a typical value for devices and corresponds to a regime where TAT and DT rates become comparable in magnitude and competitive in kMC. In contrast, in Fig. 4a 1.2 V is used, as for such low voltages there is only TAT, while for voltages higher than 4.2 V there is only DT/FN visible.

In both Fig. 4b and Fig. 4a one can notice a clear positive correlation between $E_B$ and $E_D$ separating such combinations ($E_D, E_B$) for which TAT dominates (red) and such for which DT dominates (blue). Both show that the deeper the defects lie in the gap the higher must the barrier be to have mostly TAT as transport channel. However, for 4.2 V, Fig. 4b, the barrier value $E_B$ must be higher than for 1.2 V to obtain a dominance of DT over TAT. This is consistent with the expectations that DT increases stronger than TAT for higher voltages. This is remarkable comparing literature values, or our fittings from Section III A, with the barrier height $E_B \approx 3.0 \, \text{eV}$. TAT should be dominant for the whole simulated range of operating voltages $\leq 4.2 \, \text{V}$ independent of the defect level $E_D$, but especially for $E_D < 3.0 \, \text{eV}$. So SE and DT are strongly suppressed by the high barrier between Al and AlO$_x$.

In Fig. 4c and 4d, showing $j_{TAT}/j_{TOT}$ in dependence of ($n_D$, $E_D$) and ($m^*_{ox}$, $E_D$) for an operating voltage of 4.2 V and $d_{ox} = 6.7 \, \text{nm}$, other values fixed, one can see a transition from TAT to DT as soon as the dominant defect level is deeper than 3.0 eV, independent of the variable effective mass $m^*_{ox}$ or defect density $n_D$, respectively. Hence, with $m^*_{ox}$ being a material constant, as long as the defect
The density cannot be driven below the relatively low values of $2 \times 10^{18}$ cm$^{-3}$, the TAT-dominated total current in the oxide layer could only be suppressed by having only defects deeper than $E_D = 3.0$ eV present. Thus, a fabrication method providing a good crystallinity of the particular phase of Al$_2$O$_3$, is preferential.

Figure 4e and 4f depict $j_{\text{TAT}}/j_{\text{TOT}}$ over the whole simulated voltage range in dependence of $E_D$ and $E_B$, respectively. Fig. 4e confirms the evident expectation that the deeper the traps, the lower the voltage at which $j_{\text{TAT}}$ surpasses $j_{\text{TOT}}$, but also shows that for traps shallower than $-2.8$ eV TAT is that high that DT will become visible only for voltages above 4.2 eV. Similarly, in Fig. 4f, for barriers higher than 2.7 eV TAT is dominant for all voltages, while for lower barriers DT surpasses TAT for continuously decreasing gate voltages. Thus, both images also show a correlation separating the TAT (red) and DT (blue) dominated regimes. This implies that defects should be kept deeper than 2.8 eV, while the band offset of AlO$_x$ to the cathode should be kept higher than 2.7 eV for an optimal device operation. Additionally, one can see from Fig. 4e and 4f that independent of $E_D$ and $E_B$, FN will always be dominant for voltages higher than 4.5 V.

Thus, we find that for applications that require low leakage currents ($\sim 1$ $\mu$A/cm$^2$), like gate dielectrics, defect densities must be minimized in the first place, because only $\sim 10^{18}$ cm$^{-3}$ more defects increase TAT and thus leakage by a factor of $\sim 10$. Furthermore, only if defect levels can be kept below 2.8 eV, the defect density may increase up to $8 \times 10^{18}$ cm$^{-3}$ without TAT getting dominant up to 4.2 V bias, given $E_B \geq 2.8$ eV, $m_{\text{ox}}^* \geq 0.35$ m$_0$ and $d \geq 6.7$ nm, cf. Fig. 4c. So especially the $V_{\text{OS}}$ around 2.8 eV are harmful in AlO$_x$. Hence, growth techniques providing good crystallinity and stoichiometry of AlO$_x$ are required to guarantee its applicability as gate dielectrics. O-rich conditions, for example, induce a Fermi-level within Al-AlO$_x$-Au-contacts that causes less rather shallow $V_{\text{OS}}$ and Al$_{\text{Int}}$, but more deep $V_{\text{OS}}$.44 Thirdly, we encountered that DT/FN dominates over the trap-related processes, like TAT and PF. Also when shifting the trap energies between 2.3 or 3.2 eV at 1.2 V bias, cf. Fig 4a, or 2.0 to 3.2 eV at 4.2 V bias, cf. Fig. 4b, for a trap density of $4 \times 10^{18}$ cm$^{-3}$, DT/FN remains dominant for a barrier $E_B \geq 1.7$ eV at 1.2 V bias or $E_B \geq 2.0$ eV at 4.2 V bias. Hence, concerning the magnitude of DT/FN, the barrier height is highly decisive and while the other parameters, especially the trap density, might vary more for such nm-thin, plasma-grown, amorphous AlO$_x$, the barrier height to Al, in particular, must not be.
reduced below \( \sim 2.0 \) eV or better 2.5 eV to guarantee a low DT current for operating devices. Therefore, for example interface traps that pin the Fermi level and decrease the CBO \( E_B \) at the Al/AlO\(_x\) interface must be avoided by clean processing conditions. Fourth, to keep the TAT-caused leakage current for 4-8 nm-thin gate oxides below 1 \( \mu \)A/cm\(^2\), \( m_\text{eff}^+ \) must be \( \gg 3.5 m_0 \) for defect energies \( E_D \leq 2.6 \) eV and densities \( n_D \approx 10^{18} \) cm\(^{-3}\). Since such defect levels are likely in plasma-oxidized AlO\(_x\), a spectroscopic determination of the effective mass in AlO\(_x\) is required to evaluate its usage as a gate dielectric.

IV. CONCLUSIONS

By this extensive parameterization, we showed that our kMC-model is an accurate tool to analyze defects in oxides. It is compact and highly sensitive to physical quantities. This supports the viability of the parameter set determined by the fits and makes the kMC-model attractive to check experiments and select new measurements. We could reproduce experimental characteristics using ab initio values as input. Thus dominant defects at 2.3-2.5 eV below CBM in AlO\(_x\), \( m_\text{eff}^+ = 0.35 m_0 \) and a barrier \( E_B,_{Al/AlO_x} \approx 2.8 \) eV were extracted without image forces, or \( E_B,_{Al/AlO_x} \approx 2.95 \) eV with them. Moreover, EMA holds also in thin AlO\(_x\) layers. In our separate sensitivity study, we addressed the characteristics of defects to understand the measured \( jV\)-profiles. The variation of the two critical parameters, energetic shift \( \Delta E_D \) of a trap after a transition and relaxation energy \( E_{rel} = \hbar \omega \), independently confirmed optimal fits for \( \Delta E_D = 0 \) eV and \( E_{rel} = 0.4 \) eV with \( S = 10 \) and \( \hbar \omega = 0.04 \) eV. A way higher shift \( \Delta E_D \approx E_{rel} \approx 0.4 \) eV generated \( jV\)-curves which were at least in shape comparable to the measured ones. To derive defect parameters even more reliably, a determination of the Huang-Rhys factor \( S \) based on temperature-dependent data would be of outstanding interest in a future study. Furthermore, our model was used to predict expected electrical characteristics of ultra-thin AlO\(_x\) and analyze its usefulness as gate dielectrics. We saw for \( m_\text{eff}^+ = 0.35 m_0 \) that TAT is dominant at low bias, while FN tunneling dominates at voltages above 4.5 V. This causes dielectric breakdown, independent of defect energies \( E_B \geq 2.0 \) eV and barriers \( E_B \leq 3.2 \) eV for \( n_D \in [2 \times 10^{18} \) cm\(^{-3}\), \( 8 \times 10^{18} \) cm\(^{-3}\)]. Particularly, for \( n_D \geq 4 \times 10^{18} \) cm\(^{-3}\) defects and effective masses \( m_\text{eff}^+ \in [0.2 m_0, 0.4 m_0] \) and \( E_B \in [2.0 \text{ eV}, 3.2 \text{ eV}] \) there will be more TAT than DT at low volts. So electrons tend to be injected from Al into AlO\(_x\) defect levels and are transported via small-polaron hopping confirming ab initio predictions on AlO\(_x\).\(^{44}\) Hence, we suggest an optimization of the work function by minimizing interface defects to guarantee \( E_B,_{Al/AlO_x} \geq 2.7 \) eV and good control of bulk defects so that \( E_D > 2.8 \) eV and \( n_D \leq 4 \times 10^{18} \) cm\(^{-3}\), especially for \( d_{ox} \sim 4 \) nm or operating voltages \( V_{ox} \geq 4 \) V.
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27 By the factor \( m^*_{ca}/m^*_{an} \) in Eq. 2 the DT current could be adjusted to any other material combination.
28 In each simulation step the homogeneous poisson equation is solved on the three dimensionally discretized simulation box which represents only the oxide.
35 Debye temperature \( T_D \approx 500K \), thus \( \hbar \omega_D = k_B T_D \approx 0.04 \text{ eV} \).
36 C. Kittel, Einführung in die Festkörperphysik (Oldenbourg, 2006).