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Abstract

Distributed generation systems based on renewable eneugyes, such as photovoltaic, wind
power, fuel cells, and etc. have remarkably increased woide as alternatives to the conven-
tional generation systems. The primary energy of the afergimned sources widely vary in
nature, where it depends on the temperature, irradiatioel, lvind speed, stored Hydrogen,
etc. Therefore, power electronic interfaces as power timming units are required. These
units must assure output power with high quality. In thistBgthe newly proposed impedance
source inverters are used to substitute the conventiomastage inverters (dc-dc converter and
voltage source inverter). It is confirmed that the proposgmblogies come with higher effi-
ciency and reliability as well as lower cost and complexity.

In distributed generation applications, the control aliipon play a crucial role in stabilizing
the whole system under normal operation and fault conditiofhis thesis aims to examine
some of the advanced control techniques for the impedangeesinverters used in such ap-
plications. In order to improve the output voltage qualibye proportional-resonant controller
is designed instead of the classical Pl controller. In aoitita main part of this work deals
with the application of direct model predictive control (KPwith the impedance source in-
verters. First, direct MPC with long horizon predictionngroduced as a current controller. As
a next step, MPC is examined as a voltage controller whemtpedance source inverters are
connected with linear/nonlinear load via an intermediatéfilter. Finally, a variable switch-
ing point predictive current control strategy is proposad eompared with the classical MPC
schemes. It is proven that the performance of the proposattiatdechniques outperforms the
ones of the conventional linear controllers for the samdieguon.






Zusammenfassung

Dezentrale Energieerzeugungssysteme auf Basis ernesieEbargiequellen wie z.B. Photo-
voltaik, Windenergie und Brennstoffzellenhaben als ativakAlternative zu konventionellen
Systemen weltweit deutlich zugenommen. Die Primarenatgiegenannten Quellen variiert
stark, da sie von Natureinflissen wie Temperatur, BestrghMfindgeschwindigkeit, gespe-
ichertem Wasserstoff usw. abh&ngen. Deshalb werden bgstlektronische Schaltungen
als Power-Conditioning-Einheiten bendtigt. Diese Eirdgreitnissen Ausgangsleistung ho-
her Qualitat sicherstellen. In dieser Arbeit wird der Impece Source Inverter verwendet,
um die konventionellen zweistufigen Wechselrichter (DC-D@ndler und Wechselrichter mit
Zwischenkreisspannung) zu ersetzen. Es wird gezeigt, @lassrgeschlagenen Topologien
mit hoherer Effizienz und Zuverlassigkeit arbeiten, sovedarggeren Kosten und Komplexitat
aufweisen.

Bei dezentralen Energieerzeugungssystemen spielen Rggalgarithmen eine entschei-
dende Rolle zur Stabilisierung des Gesamtsystems unteh@bliBetriebs- und Stérbedingun-
gen. Das Ziel dieser Dissertation ist es, hochentwickeligeRmgsalgorithmen einschlieich
Model Predictive Control fur Impedance Source Inverter, imiick auf die Systemleistung
und Effizienz zu untersuchen. Zunéachst wird direktes MPQangem Pradiktionshorizont als
Stromregler eingefihrt. Im nachstem Schritt wird MPC alar8pungsregler untersucht, wenn
der Impedance Source Inverter Uber einen LC-Filter mit lieeanichtlinearer Last verbun-
den ist. Schlieich wird eine pradiktive Stromregelunggsiyie mit variablem Schaltzeitpunkt
vorgeschlagen und mit den klassischen MPC-Schemata veeglicEs wird gezeigt, dass mit
den vorgeschlagenen Regelungsalgorithmen die Perform@ankonventionellen Linearregler
fur dieselbe Anwendung Ubertroffen wird.
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CHAPTER 1

Introduction

1.1 Overview and Motivation

Nowadays, power electronic converters are consideredeasriaibling technologies necessary
to realize many benefits of distributed generation (DG)ewst In order to increase the out-
put power quality and the reliability of the generation syss, modern control algorithms are
required to be proposed. This dissertation aims to invatgigome of these techniques for the
newly proposed family of impedance source inverters @ilim DG applications.

In recent years, DG systems based on renewable energy s¢RESS), such as photovoltaic
(PV), wind power, and fuel cells (FC), have remarkably insezhworld wide as alternatives
to the conventional generation systems [1-5]. The mainore&s the huge increase of the
energy demand in addition to the increased concern abobélgdmvironmental problems. The
DG systems are able to generate reliable, high quality, awecbst electrical power because
it saves the cost of the grid expansion and line losses [6B&.technologies yield power in
capacities that range from a fraction of a kilowatt [kW] to abo00 megawatts [MW]. Figure
1.1 shows the structure of both the conventional centralep@eneration and DG system. As
can be observed, unlike the centralized generation systi@®G can make the whole grid
more secure as there is less reliance on any particular péresystem, i.e. when a failure
occurs in one energy source, the others can be used to fillajpevghout shutting down the
whole system. Moreover, being based on RESs, the DG systenssasidered as environment
friendly.

The main characteristic of RESs is that the primary energyelyidaries in nature, where
it depends on the temperature, irradiation level, wind dpsered hydrogen, etc. Therefore,
power electronic interfaces functioning as power conditig units are required. These units
must assure an output power with high quality that is abledjeecwith wide input voltage
variations and meet the required IEEE standards [9]. Thé afogower electronic systems
represents a substantial portion of the overall instaltatiost of the DG applications. Thus,
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these systems should work with a high efficiency in order tluce the energy cost.

\Voltage source inverters (VSIs) have been extensively usedrious power electronic ap-
plications, including among others, distributed generatj energy-storage systems, and unin-
terruptable power supplies (UPS) [10, 11]. However, VSkUee some limitations and con-
straints [12]. First, the ac output voltage is lower thanitiput dc voltage, and for that reason
they can be characterized as buck converters. In order tst lo® input dc voltage to the de-
sired dc-link voltage, an additional dc-dc boost conveidaneeded. Adding the dc-dc boost
converter increases the complexity of the controller, eases the overall efficiency, and in-
creases the overall cost of the inverter [13—-16]. Moredweeayoid a shoot through (i.e. a short
circuit) between the upper and the lower dc-link rails, add#ae is inserted between the pulses
which in turn increases the distortion in the output curieritage waveforms.

To overcome the aforementioned limitations of the VSiIs, ithpedance source inverters
(ISlIs) were proposed. The first topology of the ISls is Z-seunverter (ZSI) which was pro-
posed irR002 as an alternative to the conventional VSI. The ZSI fulfills buck-boost function
in a single-stage converter by utilizing a Z-source netwahich consists of two identical in-
ductors, two identical capacitors, and a diode [12,17]. Byleying an extra switching state,
called shoot-through state, the ZSI can boost the input dc voltage to the desired dcuoik
age [18]. This in turn increases the inverter operating ezangd improves its reliability since
the mis-gating resulting from electromagnetic interfee(EMI) does not affect its operation.
In comparison with the traditional two-stage inverter (&igting of a dc-dc boost converter and
a voltage source inverter), the ZSI comes with a better effy, simpler design, and reduced
cost [19, 20].

The quasi-Z-source inverter (gZSl) was presented as anowagrversion of the classical
ZSl [21]. It has many additional advantages such as contisiirgput current and joint earth-
ing of the dc source and the dc-link bus. Moreover, the veltajone of the quasi-Z-source
network capacitors is significantly reduced resulting imealer passive components size [22].
Taking into account the aforementioned characteristiesgZ S| can be considered as an attrac-
tive candidate for several DG applications [23-26]. Laterather advanced topologies of ISls
have been proposed in order to improve the overall perfocmand efficiency, see e.g. [27-32].
Although the efficiency of the latter might be improved, thearter circuit is more complicated
which requires advanced and sophisticated control algust An experimentally-based com-
parison between the conventional two-stage inverter arl ¢gZrequired to show the latter’s
advantages for the DG applications.

In the last few years, many control algorithms have beengntesl and implemented with
different topologies of the ISIs, most notably ZSI and q48bst of these control methods are
based on conventional linear control schemes that are caalwith pulse width modulation
(PWM) techniques [24, 25, 33-38].

Using conventional linear control techniques such as ptapwl-integral (PI) controllers to
control the ISIs appears to be a challenging task. Althobghl$Ils are considered as single-
stage buck-boost converters, they require two separateotiers for both sides. On the dc side
of the converter, the dc-link voltage is indirectly conkeal by adjusting the capacitor voltage
(and the inductor current when needed) of the impedanceonketBecause of its natural form
as a pulsated voltage, the dc-link voltage can not be dyrecihtrolled. At the same time, the
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output current/voltage on the ac side has to be controllé®BE2-37]. This necessitates the pres-
ence of multiple control loops (an outer voltage controld@md an inner current control loop)
which during transients may start interacting with eacleotfThis implies that the controller
parameters have to be carefully tuned in order to avoid afgignt limitation in the system
performance in terms of bandwidth, i.e. a considerablerergging effort is required [24, 25].
In addition, the dc side of the qZSI exhibits a nonminimumggheharacteristic which requires
much attention in the controller design in order to minimtseffect on the converter operation
at different operating points.

As an alternative, nonlinear control algorithms such afirgli mode control [39, 40], fuzzy
control [41], and neural network control [42,43] have beppli@d to ZS1/gZSI. In comparison
with the traditional proportional-integral (P1) based toters, these algorithms exhibit fast
dynamic behavior at the expense of the increased designlexgityp

A control strategy that allows to significantly reduce thetcol effort involved in the de-
sign stage is model predictive control (MPC) [44]. MPC candieamultiple—and frequently
competing—objectives simultaneously by incorporatingdifferent control loops in one com-
putational stage. Moreover, MPC can successfully tackhsiraints that can be explicitly im-
posed on the variables of concern and thus allows the syst@perate at its physical limits.
Thanks to these characteristics, MPC is particularly &ffeovhen multiple-input multiple-
output (MIMO) systems with complex dynamics are considgsadh as many power electronic
systems [45, 46]. To further simplify the controller desiffPC in power electronics is usually
implemented as a direct control strategy (also known agfaantrol set MPC—FCS-MPC), i.e.
the switches of the converter are directly manipulated autirequiring a modulator [47-49].
As a result, its implementation is considered to be str&giard, as verified by numerous
works published in the last decade [47,50-56].

Motivated by the above-mentioned advantages of direct MIR€ ,of the main objectives of
this dissertation is to introduce different direct MPC sgges for one of the ISls topologies,
namely qZSI. The goals of applying these advanced techsigreeto overcome the previously
stated problems of the conventional linear controllers nonprove the converter’s overall
performance.

1.2 Dissertation Contributions

Considering the advantages of the qZSI as an attractive dgawhhe ISIs, this dissertation
aims to propose some advanced control techniques that caplywith the DG requirements.
The main contributions of the dissertation can be divided two main parts as follows. The
first part is concerned with conventional inverters and iats follows.

B In order to evaluate the newly proposed gZSI, a thoroughraxgatally-based compari-
son with the conventional two-stage inverter is carried dilie comparison includes the
analysis of the voltage stress on the inverter switchesijred|active and passive compo-
nents, steady-state and transient performance, andenedficiency. In this comparison,
the conventional Pl-based controllers are designed fdr inverters.

B In UPS systems, regardless the load type, linear or nomjiadagh quality output voltage
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is desirable. However, the nonlinear output current, ohiceed by nonlinear loads, results
in a highly distorted output voltage. This is typically these when PI control is utilized.

To improve the quality of the output voltage, a proportieredonant (PR) controller is

designed which compensates for selected low-order hag®oiiihus, a regulated sinu-
soidal output voltage is obtained not only for linear lodulg,also for nonlinear loads. In

this dissertation, the design and digital implementatibime PR controller are presented
in detail.

The second part of the dissertation contributions deals thi¢é application of direct MPC
with the qZSI by considering the following topics.

B Direct MPC-as a current controller—is designed for the ga8hected with arkR L load.
To improve the closed-loop performance of the convertegng Iprediction horizon is
implemented. However, the underlying optimization probi®ay become computation-
ally intractable because of the substantial increase icaéhgputational power demands,
which in turn would prevent the implementation of the cohstoategy in real time. To
overcome this and to solve the problem in a computationdfigient manner, a branch-
and-bound strategy is used along with a move blocking scherhese techniques fa-
cilitate the implementation of a long-horizon MPC in reahd. It is proved that the
performance of the long-horizon MPC outperforms the perforce of both the classical
single-step MPC and the conventional Pl control.

B Direct MPC-as a voltage controller—for gZSI connected wiitedr/nonlinear loads via
an intermediatd.C filter is designed. The proposed MPC strategy simultangazst-
trols both sides of the converter by controlling the outpltage of thel.C' filter and the
capacitor voltage and inductor current on the dc side. Toesddtime-varying and un-
known loads as well as to reduce the number of measuremestrsaequired, a Kalman
observer is added to estimate the load current which appehesimmune to noise. As it
is shown, the proposed algorithm represents an attradtemnative for the conventional
linear controllers.

B A variable switching point predictive current control (VEIC) strategy for the qZSI
is proposed and implemented. Unlike the previously preseMPC strategies for the
ZSl/gZSl, with the proposed control scheme, the optimat@wposition can be changed
at any time instant within the sampling interval. By doing 8@ shoot-through switch-
ing states can be applied for a shorter period of time tharséimepling interval. This
results in lower output and inductor currents ripples. Itamcluded that the proposed
method results in lower inductor current ripples and outuutent THD compared to the
conventional MPC when operating the converter at the sartelsng frequency.

All the proposed control methods in this dissertation aggeexnentally validated in the lab-
oratory based on a low-cost and a low-power field programengate array (FPGA) Cyclone
[I-EP3C40Q240C8. Moreover, only with minor modificationd cantrol techniques proposed
for the qZSI can be applied to other ISI topologies.
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1.3 Dissertation Organization

The upcoming chapters of this dissertation are categotiziedfour main parts as follows.
Part | includes chapter as a general background on the system under investigatiostlyF
it addresses the different topologies of the I1SIs which Haeen widely used. In addition, it
introduces the utilized modulation techniques with theslBicluding sinusoidal pulse width
modulation (SPWM) and space vector pulse width modulatiMP\M) strategies. Then, the
conventional linear control and MPC techniques are intcedu

Part Il includes two chapters as follows. A thorough congaariis done in chapt@rbetween
the gZSI and the conventional two-stage inverter. Chappeoposes the design and the digital
implementation of the proportional-resonant (PR) congrdibr the qZSI that can be used with
UPS applications.

Chapterss, 6, and7 compose the third part of this dissertation. These chajmersent
the application of different MPC algorithms with the qZ3i. dhapters, the MPC with long
prediction horizon is introduced as a current controlldnerve the gZSl is connected with an
RL load. Chapte6 presents the MPC as a voltage controller for the qZSI coedewith
linear/nonlinear loads via an intermediaté’ filter. The variable switching point predictive
current control (VSRCC) is introduced and discussed with the qZSl in chapter

Chapter8 provides a brief summary of the whole dissertation and disesi some extended
ideas that can be carried out in the future. Finally, the ages are introduced in part IV.
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CHAPTER 2

Theoretical Background

This chapter introduces the impedance source inverterstrastave alternatives to the con-
ventional voltage source inverters (VSIs). First, the tanons of the conventional VSIs will
be discussed. Then, the different topologies of impedaauecs inverters will be presented.
Moreover, the modified modulation techniques for the pregasverters will be introduced and
compared with each other. Finally, the conventional cdmind the advanced control strategies
for the impedance source inverters will be highlighted.

2.1 Impedance Source Inverters

Modern DG systems employ several power electronic comgnerder to provide ac power to
loads/grid [10, 11]. Based on the number of power processagges, converters in DG systems
(i.e. PV) can be divided into two main types; single- and stage converters [57], shown
in Figure 2.1. In the first configuration, the dc-ac convertemmonly VSI shown in Figure
2.2(a), performs all the control functions, i.e. maximunwpo point tracking (MPPT) and/or
current/voltage control. However, VSiIs feature some ktnins and constraints [12]. First, the
ac output voltage is lower than the input dc voltage, andtat they can be characterized as
buck converters. Moreover, to avoid a shoot through (i.&cat<ircuit) between the upper and
the lower dc-link rails, a dead time is inserted between thlegs which in turn increases the
distortion in the output current/voltage waveforms. Inertb boost the input dc voltage to
the desired dc-link voltage, an additional dc-dc boost eawley is needed as shown in Figures
2.1(b) and 2.2(b). However, the dc-dc boost converter ases the complexity of the controller,
decreases the overall efficiency, and increases the ocestlbf the inverter [13—16].

2.1.1 Z-Source Inverter

As alternative to the traditional two-stage inverterssi&hve been paid much attention from the
researchers in the area of power electronics [58]. Thesstemns are considered as one-stage
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Figure 2.2: Single- and two-stage inverters for DG appilicet.

buck-boost converters. The first topology of the impedasmace inverters is called Z-source
inverter (ZSI) displayed in Figure 2.3 [12,59, 60]. By usingimpedance network, consisting
of two capacitors and two inductors, and a diode, and inolydn extra switching state, called
shoot-through state, the input dc voltage can be boosted to the desired dc-liftage. The
shoot-through state is carried out during a part of the zete $ime. The output voltage during
the shoot-through state is still zero; therefore, it doesaifect the operation of the PWM
inverter. It is well known that VSI has eight switching s&gtsix active states and two zero
states. However, the ZSI has nine switching states; sixeastates, two zero states, and the
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~ Grid/
load

Z-source network

Figure 2.3: The classical Z-source inverter topology.

shoot-through state.

Considering these characteristics, the reliability of tieerter is notably improved because
the shoot-through resulted from mis-gating can no longenadge the inverter devices. The
approach of Z-source network can be used for all power ceivemethods, namely dc-ac,
ac-dc, ac-ac, and dc-dc conversion.

ZSI has been tested with different DG applications; such\aglP, 61, 62]. In these studies,
the one-stage ZSI successfully replaces the traditionalstage inverter, where the ZSI can
boost dc voltage when needed, perform MPPT, and interfac@Yhwith the grid. In [63], the
ZSl is used with electric vehicle (EV) applications as a tadiional one-stage converter based
on FC and battery sources.

At steady-state operation, the voltages of the capaditpendC, vo, andug,, respectively,
are deduced as follows (assuming that= C5).

_1-d
S 1-2d
whered is the shoot-through duty cycle angd,q represents the input current to the inverter

bridge. Moreover, the peak value of the dc-link voltage nigithe non-shoot-through period is
given by

Vin , (21)

’Ucl = U02

1
T1-—2d"
whereb > 1 is the boost factor resulting from the shoot-through period

Ude = 200, — Vin = bupn, (2.2)

2.1.2 Switched Inductor Z-source Inverter

Applying switched-capacitor or switched-inductor or hgswitched-capacitor/inductor struc-
tures to dc-dc conversion provides the high boost in casaadéransformerless structures with
high efficiency and high power density [64]. In order to irase the boost factor of the ZSlI, the
concept of the switched inductor (SL) technique is integgtanhto the Z-source network. This
in turn results in producing a higher dc-link voltage for thain power circuit from a very low
input dc voltage. Consequently, a new switched inductoruteminverter (SL ZSI) is obtained
as depicted in Figure 2.4 [65].
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Figure 2.4: The switched inductor Z-source inverter.

In steady state, the average capacitor voltages and thedgdakk voltage (during the non-
shoot-through period) are calculated by

1—-4d R 9 14d
1—3d in dc Ch in 1—3d in

From (2.3), it is pointed out that the boost factor highlyreases and the capacitor voltage
significantly decreases in comparison with the classical(Z& (2.2) and (2.3)). This means
that by utilizing a very short time for the shoot-throughtstdigh voltage conversion ratios can
be obtained. However, the main drawbacks of this topologytlae high voltage stress across
the switches and the very high inrush current [60, 66].

(2.3)

Ucl = 1]02

Due to the drawbacks of the SL ZSI topology, the improved SIL BSresented. This
topology has the same components of SL ZSI, but the SL Z-sauetwork is moved to be in
series with the three-phase inverter as shown in FigureG®p The improved SL ZSI has the
same boost factor of the SL ZSI in addition to high reductioithie voltage stress across the
switches and in the inrush current. The steady state easaftoo this topology are defined as
follows.

2d . 9 1+d
1_3d in dc Ch in 1—3d in

Vo, = Vo, (24)
Nonetheless, in order to achieve some control algorithrols as the MPPT for PV, the output
current of the PV should be continuous [67], otherwise antidg filter is required. Because
of the diodeD located in the input circuit of the ZSI, SL ZSI, and improvdd ZSl, the input
current is discontinuous. This leads to a non-efficient paveeking and short PV life time.

2.1.3 Quasi-Z-Source Inverter

The quasi-Z-source inverter (gZSl), shown in Figure 2.6 pa@sented as an improved version
of the classical ZSI [21]. It has many additional advantayes$ as continuous input current and
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SL-ZS network

Figure 2.5: The improved switched inductor Z-source irefert

joint earthing of the dc source and the dc-link bus. Moregthex voltage of one of the quasi-
Z-source network capacitors is significantly reduced tespin a smaller passive components
size [22, 24]. Taking into account the aforementioned attarastics as well as its enhanced
efficiency, reduced cost, and simpler design [19, 20], th®lgqAn be considered as an attractive
candidate for several DG applications, including PV syst¢zb].

In steady state, the capacitor voltages and the peak deitge are given by

1—d d R 1
Vor = T g Viny VG = o0 Uing Ude = Voy T V0, = o Uin

(2.5)

As can be noted from (2.5), the gZSI has the same boost faictoe @S1. However, the capac-
itor voltageuvc, is highly reduced. The only limitation of the qZSl is that th@ost factor is low
in comparison with the previously mentioned topologieshsas SL ZSI and improved SL ZSI
(compare (2.5), (2.3), and (2.4)).

In order to increase the boost factor of the gZSlI, an SL caefitegrated into its impedance
network. The SL cell, which consists of two inductors an@édiodes, replaces the output side
inductor as illustrated in Figure 2.7. Thus, the switchatlgtor quasi-Z-source inverter (SL
gZSl) has been obtained [28]. In steady state, the followiggations are obtained.

1—-d 2d

v L AL (2:62)
N 1+d
bae = Vo, + Uy = 75— 5 Un (2.6b)

As can be seen, the SL gZSI has the same advantages of the lgAglvath higher boost
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Figure 2.7: The switched inductor quasi-Z-source inverter

factor; therefore, a wide range of voltage gain can be aeldiéw fulfill the requirements of the
DG-based RES applications.

Based on the same operation principle, other topologieseot3h have been proposed to
increase the boost factor and/or the overall efficiency[2&€32].



2.2. PULSE WIDTH MODULATION TECHNIQUES 15

Vg

Up

Ve

swy L L [ 1
sng ﬂ I LI

SWs3

SWs

J I B L
SWy H I—|
I

J—'J ii : 1| | " | W I I
sws ||| [ IJI T “uu Sy I [ | e | A
swyl o — t i X X SwyT T |‘_ﬂ nnn l—r—[
T_mmwﬂlﬁ ﬁ ﬂﬂ”ﬁTjF 1 sws I ﬂ ﬂ ILLL -1 I

swel [T ] HFTIJLJLJ S I 1 | i A O O
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Figure 2.9: Simple boost PWM.
2.2 Pulse Width Modulation Techniques

2.2.1 Sinusoidal Pulse Width Modulation

As previously stated, the ISI has an extra switching stdtepsthrough state. Accordingly,
the conventional sinusoidal pulse width modulation (SPWKHdiwith the conventional VSI,
shown in Figure 2.8, needs to be modified in order to insertsthaot-through state into
the switching pattern. According to the literature, there #tiree SPWM techniques for the
ZSl/qZSl, namely Simple Boost PWM (SBPWM), Maximum Boost PWM (MBPWidind
Maximum Constant Boost PWM (MCBPWM).

2.2.1.1 Simple Boost PWM

In the SBPWM method, two straight lines are utilized to insket $hoot-through state within
the other switching states. As can be see in Figure 2.9(a)tridingular carrier waveform is
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Figure 2.10: Maximum boost PWM.

compared with these two lines,(andv,,) in order to generate the shoot-through states. When
the carrier waveform is greater than or lower thgror v,,, respectively, the inverter switches
turn into shoot-through states. Apart from that, the ireeworks with the conventional active
and zero states.

In order to efficiently utilize the dc-link voltage, third tmaonic injection (THI) is added
to the reference signals,, v,, andv. as shown in Figure 2.9(b). By doing so, the inverter
modulation index range is extended,/3 instead ofl. This results in a higher boost range
as will be shown in the next chapters.

2.2.1.2 Maximum Boost PWM

In this method, all zero states are turned into shoot-thiatgtes, see Figure 2.10(a). As a
result, the voltage stress across the devices can be highigired. In addition, Figure 2.10(b)
shows the MBPWM with THI.

The main disadvantage of this method is that the shoot-¢firauty cycle changes during
the inverter operation which in turn results in high curnepple. In this case, a bigger passive
components size is needed which increases the volume, targhcost of the inverter.

2.2.1.3 Maximum Constant Boost PWM

To overcome the problems of the above modulation technibedylCBPWM technique is pre-
sented, see Figure 2.11(a). This method achieves the maxswmailable boost while keeping
the shoot-through duty cycle fixed. In Figure 2.11(b), thel T#Hnserted to fully utilize the
dc-link voltage.

As can be noted from Figures 2.9(b) and 2.11(b), the SBPWM and @B Both with THI
are typically the same and result in similar switching pate Table 2.1 shows a comparison of
the SPWM methods. Note that denotes the inverter modulation ind€Xy,,y is the maximum
inverter gain, andyqc/.,, represents the voltage stress on the inverter switches.
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Table 2.1: Comparison of different SPWM techniques for the/ @&3lI.
SBPWM MBPWM MCBPWM

Maximum shoot-through duty cycl&,ax 1—m 1-— %gm 1-— %gm

i 1 s 1
Maximum boost factobax 5T eIV T
Maximum gainG max D 3\%24 #
Voltage stres$c/,, 2Gmax — 1 || 23%m 1 || /3 Gnax— 1

2.2.2 Space Vector Pulse Width Modulation

Motivated by its advantages, such as lower current harmspfudl dc-link voltage utilization,
and high modulation index, space vector pulse width moaulgiSVPWM) has been applied
with impedance source inverters [68—70]. For the SVPWM o#iiks/gZSls, the shoot-through
time is equally divided into several parts per the samplimgrival. According to the literature,
there are four main SVPWM techniques as follows.

The first one called SVPWM with six insertions (SVPWMS6). In tkeshnique, the shoot-
through vector is equally divided into six parts in one sanginterval and inserted into the
transition moment of switching states, as shown in Figut@(@). Thereby, only one phase-leg
is short-circuited in one switching cycle, where every mweleg has two shoot-through states
in each switching cycle. In comparison with the traditioBMPWM, there is no additional
switching transitions, no need of dead time in phase legsjrarriant action time of effective
vectors. These features lead to switching losses idertbddlat of the conventional VSI and
higher reliability.

In the second technique, SVPWM with four insertions (SVPWMH$g the shoot-through
time is also divided into six parts in one sampling inten&lr@aSVPWM6, but it only modifies

four switching signals as shown in Figure 2.12(b). The thirekhod is called SVPWM with
two insertions (SVPWM2). This modulation method divides tiesired total shoot-through
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(c) SVPWM with two insertions. (d) SVPWM with single insertion.

Figure 2.12: The modified SVPWM techniques for the ZSI/qZSky, Tmid, andT i, are the
maximum, medium, and minimum switching times of the threage switches, respectively.
Moreover, the six switching time€&nax» Tmid+» Tmint» Tmax—» Imid—,» andTmin— are the shoot-
through times resulting from the shoot-through duty cytle
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Table 2.2: Comparison of different SVPWM techniques for th&/@&Sl.

SVPWM6/2 SVPWM4 SVPWM1
dmax || 1= %58m || (1= %58m) || 5(1 - %8m)
b s 47 21

max 3\/§me 9 \/§m727r 3\/§m
G ™m 4mm 21
max 3\/§me 9\/§m727r 3\/§

/IAij/Uin 2 \/gﬂ”Gmax - 1 : @fmax - 2 3 \Q/gm

time into four parts and it only needs to modify two switchisignals as shown in Figure
2.12(c).

Finally, the SVPWM with single insertion (SVPWML1) is propose@ompared with the
traditional and former SVPWM methods, this technique justiires one control signal that
is the upper switch of minimum timing control signal or thevkr switch of maximum control
signal. Figure 2.12(d) illustrates the switching pattewn ¢dhanging the upper switch control
signal.

Based on the maximum boost factor, maximum overall gain ofriherter, and maximum
voltage stress, Table 2.2 summarizes a comparison amoniifférent SVPWM methods.

2.2.3 Comparison

Figures 2.13(a) and 2.13(b) illustrate the difference irffggenance among the different mod-
ulation techniques. As can be seen, SVPWM6/2 and MBPWM providéighest maximum

shoot-through duty cycle in comparison to the other tealsq This in turn allows SVPWM6/2
and MBPWM to provide the highest boost factor.

At the same time, both SVPWM4 and SBPWM exhibit higher overallage stress on the
inverter switches for most of the gain range. In additionsta®wn in Table 2.2, the maximum
overall gain of the inverter with SVPWM1 method is constanit &sindependent either on the
inverter modulation index or on the shoot-through duty eycl

In this dissertation, with the linear controller, | emplaytbh SVPWM6 and THI-SBPWM in
order to result in reduced inductor current ripple and fullijization of the dc-link voltage.

2.3 Conventional Linear Control Schemes

Although the ISIs are considered as single-stage bucktbmms/erters, both sides of them
have to be separately controlled. On the dc-side, the d¢cvhitage is indirectly controlled by
adjusting the capacitor voltage (and/or the inductor cujref the impedance network. The
dc-link voltage can not be directly controlled becauseadt jmilsated voltage as shown in Figure
2.14. In addition, the ac output current/voltage has to baukaneously controlled. Thus,
multiple control loops of linear controller (an outer, \age control loop, and an inner, current
loop) are required for both sides of the ISIs. The output dhlmx- and ac-side controllers
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Figure 2.15: Linear control scheme for impedance sourceriexs.

are provided to the PWM technique to produce the gating sigioathe inverter. The overall
block diagram of linear controller for the ISls is highlightin Figure 2.15. Most of these linear
schemes are based on PI controllers [24, 25, 33-38].

There are some crucial points that have to be taken into ateghen designing controllers
for ISIs. First, the output of the dc- and ac-side contradlex correlating to each other which
accentuate a kind of limitation for the control designerother words, the shoot-through duty
cycle (from the dc-side controller) and the inverter motataindex (from the ac-side con-
troller) are related to each other, where their summationishnot exceed the highest available
modulation factor .15 in case of SVPWM). The interacting between the dc- and thadec-s
controllers should be avoided in order to ensure a satigfgarformance for both sides of the
inverter. This implies that the controller parameters havee carefully tuned in order to avoid
a significant limitation in the system performance in terrhbandwidth, meaning that consid-
erable engineering effort is required [24, 25].

Moreover, the impedance network of the ISI exhibits a nommim phase characteristic
which requires much attention in the controller design ideorto minimize its effect on the
converter operation at different operating points. Thiaralteristic means that the system
exhibits a reverse-response behavior during transientexample, when the output power de-
mands increase then the ac side needs to be instantaneloolgiscuited for a non-negligible
time for the dc-link voltage to remain at the desired levdiisTprolonged short-circuit situation
of the ac side (which can be interpreted as an instantanaotesaise in the shoot-through duty
cycle) causes the capacitor voltage to initially drop angedje from its reference value. A
controller should be able to bring the voltage back to itslpfimed value in order to keep the
system stable [71].

2.4 Direct Model Predictive Control

Predictive control is an advanced control method that setaythe physical model of the sys-
tem under control in order to predict its future behavior. &hen the future predictions and
an optimization criteria, the controller decides a seqaeoicappropriate control actions to
be applied [72]. Although predictive control has a reldimMeng history with chemical and

process engineering, it has been recently applied in polgetrenics and electrical drives ap-
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plications [73-75]. Predictive control is mainly clasgifismto three techniques: trajectory-
based predictive control, hysteresis-based predictimral) and model-based predictive con-
trol (MPC) [45].

Over the last decade, model predictive control (MPC) [44]lheen established as an attrac-
tive control algorithm for power electronics applicatigis, 75]. Particularly, the so calledi-
rect MPC—also referred to as finite control set (FCS) MPC—has beamsiely used, thanks
to its design simplicity; the switches of the converter d@reatly manipulated without requiring
a modulator [45, 76—78]. Moreover, MPC, in general, and dik&#C, in particular, have been
proved to be particularly effective when multiple-inputitiple-output (MIMO) systems with
nonlinear, complex dynamics are concerned. The reasomtsththe control objectives can
be tackled in one stage since they are incorporated in orferpence criterion, i.e. the cost
function.

Considering the complexity of the I1SIs and the above mentigmneblems of the conventional
control schemes, MPC can be considered as an efficient @itezrcontrol strategy. The block
diagram of direct MPC for the ISl is presented in Figure 2.16.

2.5 Summary

In this chapter, different topologies of the impedance seunverters are proposed. Among
others, qZSl is considered as one of the most efficient ctawtrat can be utilized with DG
applications. In addition, the modulation techniques pegul for ISI are discussed and com-
pared with each other. It is found that space vector PWM withirgertions and simple boost
PWM with THI are the most appropriate techniques for the g&&hce, both techniques will
be utilized with Pl and PR controllers in the next chapters.

Furthermore, the conventional control methods for the ESks presented and discussed,
where the control challenges are highlighted. As an altesnto the conventional linear control
schemes, MPC strategy is introduced.
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CHAPTER 3

Comparison of gZSls and Conventional Two-Stage
Inverters

This chapter presents a thorough comparison between thkesitage qZSI and the conven-
tional two-stage inverter when used in DG-based PV apjitioat The comparison includes the
analysis of the voltage stress on the inverter switcheslired active and passive components,
steady-state and transient performance, and inverteregitiy.

3.1 Motivation

Recently, the qZSI has been widely used with RES, especially¥ generation systems [17,
21,23, 24]. Few research works found in the literature fomuen the comparison between the
ZSI| and the conventional two-stage inverter based on sitoualatudies, i.e. [19, 79]. These
works do not consider the performance of each inverter eeitte measured efficiency. Never-
theless, the comparison between the gZSI and the convahtiso-stage inverter has not been
yet done. Considering the advantages of the qZSI as a sitagle-Bwerter for PV application,
this chapter aims to investigate and compare it with the eotional two-stage inverter.

The comparison is carried out based on stand-alone PV apiplc where the inverters are
connected with a resistive inductivel. load via an intermediateC filter. In order to assure the
system stability, both dc and ac sides of both invertersiaral&aneously controlled by the PI-
based control. The dc-side controller manages the boosatipe, while the ac-side controller
achieves the dc-ac conversion. The modeling, the theatetmcepts, and the control design
for both inverters are presented and discussed. Mored\weepdssive components requirement
and the inverters losses analysis are introduced. Expetahawvestigations are conducted
to verify the proposed inverter. In order to get high perfante with low control volume,
the control algorithms, the transformation, and modufatechniques are implemented on an
FPGA.
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Figure 3.2: Operation states of the dc-dc boost converter.

This chapter is organized as follows. Section 3.2 introdube conventional two-stage in-
verter. In Section 3.3, the gZSI configuration and modelmgoaesented. Section 3.4 discusses
the required passive and active components as well as teetemefficiency, while the con-
troller design is described in Section 3.5. In Section XPeeimental results are provided and
analyzed. Finally, the summary is given in Section 3.7.

3.2 Conventional Two-stage Inverter

The configuration of the conventional two-stage invertestiswn in Figure 3.1. It consists of
a dc-dc boost converter and a three-phase two-level VSI.tWhestage inverter is connected
with an RL load throughout ai.C' filter. The mathematical model of the dc and ac side of the
inverter are derived as follows.

3.2.1 DC-Side Model

As shown in Figure 3.2, the dc-dc boost converter has twoatioer states; ON and OFF state
when the switchS is closed and open, respectively. Note that the three-pinaséger is ap-

proximated by a current source with dc currégly = 2= (VSI instantaneous power divided
by dc-link voltage). As the system model is concerned tredesy state vector includes the
inductor current and capacitor voltage, ie= [i; vc|” € R?. The system input consists of
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the inverter input current and input voltage, ke= [ioaq vin]T € R% Moreover, the capacitor
voltage and the inductor current compose the output veictoyy = [vc )T € R2.

During ON state (see Figure 3.2(a)), the input voltage adsthe inductor, while the capac-
itor voltage feeds the load. Accordingly, the following nebd obtained

d‘fi—it) = Az(t) + Byu(t) (3.1a)

y(t) = Cx(t), (3.1b)

—L 0 0o -+ 10
— LS j— LS —
A“[O 0]’31‘[—0% 0]’0‘[0 1]’

with r, and R, being the internal resistance of the inducfgrand the equivalent series resis-
tance of the capacitar,, respectively.

In OFF state (see Figure 3.2(b)), the input voltage and tthedtor voltage charge the capac-
itor and supply energy to the load. Thus, the system modeVé&n@gs

where,

d:fi—it) = Ayx(t) + Bou(t) (3.2a)
y(t) = Cx(t), (3.2b)

where,

_rstRs 1 Rs 1

By utilizing the state-space averaging method, models éhd)3.2) can construct one model
that describes the behavior of the dc-dc boost convertdidlaws.

= Az(t) + Bu(t) (3.33)
y(t) = Cx(t), (3.3b)

where,

Ro(ds—1)—rs  dy—1 (I1-ds)Rs 1
. Ls Ls . Lg Ls
A= ,B=1 42 )

Cs 0 Cs 0

with d, being the conduction duty cycle of the switShi.e.d;, = Ton/Ts, WhereToy is the
conduction time and is the sampling interval.
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In order to obtain the small-signal model of (3.3), perttidyzs are introduced to the system
variables. Thus, the following model is obtained.

di;ét) = A(X +2)+B(U +a) (3.4a)
§(t) = C#, (3.4b)

where(X +&) = [I,+i; Ve+9c|" € R2and(U + @) = [load+ ioad Vin+0in]T € R2. Note
that the variables with capital letters represent the @edr values, while the small letters
denotes the small-signal values. Moreover,

RS(DS+d\S_1)_T‘S Dsfl (1_D5_JS)RS L
A Ls Ls o _ Ls Ls
A - l—DS—cZS 0 ) B - DS+JS—1 O )

s s

whereD, is the average value of the duty cycle, WrtiLerepresents the small-signal value. By
rearranging the state variables in (3.4a), the followingteym model results

dzfc(t) RS(DSL—I)—TS Dz_l Rs(fleﬁoad)H’/in ) LA Rs(lL—DS) )
a | b o |E®+ e e ) B R L

(3.5)
Then, by applying Laplace transform on (3.5), the transfacfion of the capacitor voltage and
the converter duty cycle is obtained as

G(S) _ /&AC<3) _ (1 - DS)Vin + (7“5_+ Lss)(I_L - I_Ioad) _
dy(s)  LsCss? + (RCs(1 — Dy) —1g)s + (1 — 2D;)?

(3.6)

wheres is the complex frequency in the Laplace domain. The trarfafestion (3.6) is used to
design and tune the voltage controller of the dc-dc boostexber in Section 3.5.

3.2.2 AC-Side Model

Considering one phase from the ac side, the oufufilter can be represented by the equiva-
lent circuit shown in Figure 3.3.

By applying Kirchhoff’'s Law to the circuit shown in Figure 3.8he governing differential
equations for phasecan be written as

diiny o (T ,

Lf Zm(\;t( ) = Sa Ude — (Zinv,a Ty + Vo,a + UnN) (37a)
dv,q(t . .

Cf Lo ( ) = linv,a — Yo,a 5 (37b)

dt
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Figure 3.3: Ac-side equivalent circuit of phasgwith r; being the internal resistance of the
filter inductancel ;.

wheresS, represents the switching signal for the upper switch in phaandvy. is the dc-link
voltage. Similarly, phasdsandc can be expressed by

dZ'inv,b(t)

Li—qr = Sbvde = (iinvy 7 + Vop + V) (3.82)
dv, (T . )

Cf Cil;( ) = linv,b — Lob (3.8b)
diiny (% ,

Lf Zm(;’t( ) = S. Vgc — (Zinv,c Tf 4 Vo + UnN) (3.92)
dv, . (t ) .

Cf dit< ) = linv,e — Yo,c (39b)

wheres,, (S.) represents the switching signal for the upper switch irsphdc). Assuming that
the three-phase load is balanced, the following equatipplya
iinv,a + iinv,b + iinv,c =0 y Vo, + Vo,b + Vo,c = 0 (310)
By summing up (3.7a), (3.8a), and (3.9a), and then subsiif8.10), the voltage,,y can
be described in terms ¢f,, Sy, andS. as following:
Vdc
UpN = ?(Sa + Sp+ Se) (3.12)
Substituting (3.11) in (3.7a), (3.8a), and (3.9a) results i

dz; alt . 1 3.12a

f ZInV,t ( ) — Zinv,a Tf Uo,a + /UdC<Sa 3 (Sa + Sb SC)) ( . )

dz; t . 1 3.12b

: m(vif( ) = linvpTf — Vob + Udc(Sb 3 (Sa Sb SC>) ( ’ )
diiny o (t . 1

Zm(vl;f( ) tinv,e Tf — Vo,c + Udc(Sc a g(Sa + Sb + SC)) (3'120)
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Figure 3.4: Ac-side mathematical model in theframe.

When the switching frequency is much higher than the outpltage fundamental frequency,
the switching signals,, S,, andS. can be replaced with their respective duty cyalgsd,,
andd. [80]. In order to simplify the model, the three-phase systetn) is transformed to the
stationary reference systeim/), and then to the rotating reference framie)(by using Clarke
and Park transformation matrices, respectively,§.8. = Kc&.. and§,, = Kp&.3, where
Eave = €4 & )7 is avariable in thebc system£, s = [€, €5]7 is a variable in they3 system,
and¢,, = [€4 &,]" is a variable in thelg system.

—sinwt coswt

211 —3 —3 coswt  sinwt
KC = — Lg V3l KP - 3 (313)
2 2

wherew = 27 f is the angular frequency of the output voltage, witbeing the fundamental
frequency. Performingy8 and dq transformations to (3.7b), (3.8b), (3.9b), and (3.12), the
following mathematical model in théy rotating reference frame is obtained.

diiny,a(t)

Ly Fr W L finy,g + 7f Ginv,d = Vdcdd — Voa (3.14a)
Lfdimé—’z(t) + w Ly dinv,g + 7 Ginv,g = Vdc g — Vo q (3.14b)

Cy dviﬁ(t) = linv,d + W Veq — fod (3.14c)
C; d“f;i‘; D) v+ 0 Ot — g (3.14d)

The final mathematical model of the ac side (3.14) is drawnpmadented in Figure 3.4.
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3.2.3 Steady-State Analysis

During the steady-state operation and according to thectoduolt-second balance, the average
voltage of the inductor is zero over one complete sampliteywal 7. Accordingly, the dc-link
voltageuvq. is deduced as

Uin (3.15)

Vdc =
Moreover, the peak ac output voltage is calculated by

N Udc mg Vin Vin
o pr— s —_— ¢ — s _ 3 -1
bo = s~ —d 2 G 5 (3.16)

wherem, andG, are the inverter modulation index and the overall voltaga gathe conven-
tional two-stage inverter, respectively.

The minimum voltage stress on the inverter switches is defise¢he relationship between the
dc-link voltage and the input voltage when the inverter miatlon index is maximum. Assum-
ing that the sinusoidal PWM is employed with the THI, the maximachievable modulation
index is2/+/3. Accordingly, the minimum voltage stress is given by

Udc 2 Gs
— = 3.17
Vin \/g ( )

3.3 Quasi-Z-Source Inverter

Figure 3.5 shows the configuration of the gZSI. It includesmpedance network, a three-
phase two-level VSI, ai.C filter, and anRL load. The gZSI uses the impedance network
and the shoot-through state in order to boost the input gelta the desired dc-link voltage.
Accordingly, the qZSI has two different operating statesnely shoot-through and non-shoot-
through state as shown in Figure 3.6. The model of the dc sillde&vintroduced in detail;
however, the ac-side model is the same as the one deriveidpsgvfor the conventional two-
stage inverter in Section 3.2.2.

3.3.1 DC-Side Model

The models of the qZS network will be separately derived frhecase, and then averaged
in one model. The state vector includes the inductors ctaed capacitor voltages, i.e. =

lir, i1, Vo, vo,|T € RY The inverter input current and input voltage are considiere the
system inputs, i.eu = [ijad vin]l € R2, while the capacitor voltage and inductor current
compose the output vectgr = [v¢, ir,]7 € R%. Due to the symmetry of the quasi-Z-source
network, only one inductor current and one capacitor veli@g chosen as output variables.
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UC1;

Co
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Load

Figure 3.5: The quasi-Z-source inverter connected withh@rfilter and RL load.
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(a) Shoot-through state. (b) Non-shoot-through state.

Figure 3.6: Operation states of the qZSI.
3.3.1.1 Shoot-Through State

At shoot-through state, as can be noted in Figure 3.6(a)¢dpacitors charge the inductors,
while the diode is cut off. Thus the system model is expressed

de(t
{fh(f ) = Fz(t) + Giu(t) (3.18a)
y(t) = Ex(t), (3.18b)
where,
nER 0 0 & 0
0 ’“222’%1%2()(; 00E1000
Fi=1 —L o0 o> o o> oo 10|
Cy
-& 0 0 0 0 0
2

wherery, Ry, 2, Ro, L1, Ly, C1, andCs are the resistances, inductances, and capacitances of
the qZS network, respectively.
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3.3.1.2 Non-Shoot-Through State

During the non-shoot-through state, the input voltage &ednductors charge the capacitors
and supply the load as shown in Figure 3.6(b), where the diodes on. Accordingly, the
system model is written as

dx(t
% = Fyx(t) + Gau(t) (3.19a)
y(t) = Ex(t), (3.19b)
where,
0 2 o
0 -zt o 2L L
BE=1 1 IR E
Cl Cl
0 c% 0 0 5—;

3.3.1.3 Average State-Space Model

Using state-space averaging, the models (6.5) and (3.i¥)eaombined in one model. Note
that to simplify the model, we assume tligt= Cy; = C andL; = L, = L. Also, the internal
resistances of the inductors and the capacitors are assasned- r, = r andR; = Ry, = R.
Consequently, the model of the qZS network is given by

da(t)

y(t) = Ex(t), (3.20b)
where,
_r+R 0 —1+d 4 (=R 1
L L L L L
0 _r+R d —14d (=R
F=|,s & P Lle=|f

o ¢ 0 0 1 0

d 1-d _
< <@ 0 0 ==t 0

with d being the shoot-through duty cycle, ie= T,/T;, whereTy is the shoot-through inter-
val.

In order to drive the small-signal model of the gZS networkded for the controller design,
perturbations are introduced to the system variables. woagly, the following expression is
given.

da(t) _ F(X +&)+GU +a) (3.21a)

§(t) = E#, (3.21b)
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where (X +_C%) = [le + :L.Ll jL2 + %Lg VC& + f)cl ‘702 + @CQ]T € R* and (l_] + ’LAI,) =
[Toad + Tioad Vin + 0in]T € R2. Moreover,

[ r+R 0 —14+D+d D+d ] [(1-D—d)R 1]
L L L L L
r+R D+d —14-D4d (1—D—d)R
= 0 L L L = —z— 0
F= . L G = Lo
1-D—d _ D+d 0 0 ’ —1+D+d
C C C
__D+d 1-D—d —1+D+d
- C C 0 0 — e C 0_

where D is the average value of the shoot-through duty cycle, whitepresents the small-
signal value. By rearranging the small-signal model (3.2tte) following model is obtained

_T—ER 0 % % _w_ % R(l;D)
d:i:(t) 0 T—ER % % ) V01+VC£—RI|oad . 0 A R(1L_D) .
a |2 p g o |FOF| deennon, |9 [ O] by | Tea
c C c i
_ g % 0 0 Load—lél ~Ir, 0 %
] ] (3.22)

Accordingly, the transfer functions of the capacitor vgiand the inductor current with the
shoot-through duty cycle are given by

G (8) _ {)C(s) _ (1 - QD)(VCH + VC2 - Rl_bad) + (LS +7+ R)([_Ioad_ I_L1 - [_Lz)
1 = =

_ iL(s) ~ (Ve, + Ve, — RIoad)C's + (2D — 1) (lioaa — 11, — I1,)
cule) = d(s) LCs2+C(r+ R)s + (1 —2D)? (3.24)

The transfer functions (3.23) and (3.24) are used to desigriume the dc-side controller of the
gZSl in Section 3.5.

3.3.2 Steady-State Analysis

At steady-state operation and according to the inductdrsedond balance, the average voltage
of the inductors over one complete sampling inteflais zero. Therefore, the voltages of the
capacitorsC; and Cs, v, andug,, respectively, as well as the curreriis and iz, of the
inductorsL; and L., respectively, are deduced as follows.

1—d d . . 1—d .
= — mvin, L, =1L, = mlbad (325)

Moreover, the peak value of the dc-link voltage during the-sboot-through period is

. 1
Udec = Uy + Vo, = m Vin = bvin (326)
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With regards to the ac-side of the qZSI, the peak phase witagiven by

b — g de _ g Un T U o Un

o =m mb 94 9 G2, (3.27)
wherem andG are the modulation index and total voltage gain of the gZ&pectively. It can
be noted from (3.27) that the output voltage of the qZSI castbpped up or down based on

bothd andm.

In order to define the voltage stress on the inverter switdhessimple boost control PWM
for the qZSI is assumed to be utilized in this work. In thisezabe relationship between the
modulation indexn and the maximum shoot-through duty cydlg.y is given by [81]:

dmax=1—m (3.28)
By inserting the THI to the PWM technique, the limitation beénen andd,,,« can be reduced
as follows

2
dmax =1 — % m (3.29)

Accordingly, the maximum boost factéy,.x and the maximum overall gai¥ o« can be pre-
sented as

1 1 m

b — — , G =m b = —— 3.30
max 1 . Qdmax \/gm . 1 max max \/gm . 1 ( )
Based on (3.30);: can be written as
Gmax
m=-—————— (3.31)
\/gGmax - 1

Thus, the minimum voltage stress on the inverter switchaseadeduced from (3.26), (3.30),
and (3.31) as follows

99— /3 G — 1 (3.32)
Uin
The voltage stresses of the conventional two-stage invanie the qZSI are compared based
on (3.17) and (3.32). The result is illustrated in Figure. 3The result highlights that up to
voltage gain oR, the voltage stress is lower in case of the gZSI. Howevengf#oltage gain is
higher thare, the voltage stress is lower with the conventional inverter

3.4 Required Components and Efficiency

Both inverters are mainly composed of active switches (semdiactor devices) and passive
components (capacitors and inductors). As for the activepoments, the conventional two-
stage inverter uses an extra active switch in comparisdntivt qZSI, compare Figures 3.1 and
3.5. This section deals with the required passive comperemd the losses analysis of both
topologies under investigation.
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Figure 3.7: The relationship between the voltage stresstandverall gain of the inverters.

3.4.1 Passive Components Requirement

Passive components required for each converter reprageificant parts which determine the
inverter size, weight, and cost. In this section, the passomponents for both topologies are
designed based on the desired inductor current and capeaitage ripples as follows.

34.1.1 Two-Stage I nverter

The maximum capacitor voltage ripple occurs in two casesnduhe longest zero state and
when the instantaneous output power reaches its peak Wluen the longest zero state occurs,
the inverter input curreniyaq is zero. Throughout this case, if the dc-dc boost convent@si
ON state, the capacitor current is zero (see Figure 3.2(@\wever, during the OFF state, the
capacitor current equals to the inductor current, i.e.

F,
ic, =i, = —, (3.33)
Uin
whereP, is the output power. On the other hand, the maximum outpugepogcurs in an active
state and when the output voltage of one of the three-phaaebkes its maximum value. In this

case, the capacitor current equals to the inverter inpuéntias follows

4P,

Mg Vdc

10y = tload = Iy COS Y= cos @, (3.34)

wherei, is the peak phase current ans ¢ is the system power factor. From (3.33) and (3.34),
the capacitor voltage ripple is given by

P, T 3 45, T

Zo%s (S, —d)—25
CS Uin (4m )377’1,3 CS Udc

In order to design the inductance for the dc-dc boost coexette current ripple is given by

Ave = (1 —dy) Cos ¢ (3.35)

_ Vin Ds T, _ Uin(Udc - Uin) T,

Ai
' Ls Ls Udc

(3.36)



3.4. REQUIRED COMPONENTS AND EFFICIENCY 37

Table 3.1: System requirements

Parameter Value
Input voltageui, 160V
Dc-link voltageuvgc 240V
Capacitor voltage , 200V
Peak dc-link voltagég, 240V
Desired capacitor voltage ripple <3%
Desired inductor current ripple <10%
Output powerP, 2 kW
Load power factoros ¢ 0.9
Modulation index for the conventional inverter, 2/\/5
PWM carrier frequency for dc-dc-converter 50 kHz
PWM carrier frequency for three-phase inverterr 20 kHz

Both (3.35) and (3.36) are utilized to design the requirecacdagnce and inductance for the
dc-dc boost converter.

3.4.1.2 Quasi-Z-Source | nverter

As for the gZSil, during the shoot-through time, the capasitiharge the inductors. As a result
the same current flows through both of them. Hence,

LT, _PT (3.37)

A —
T T T

whereAuwq represents the desired capacitor voltage ripple. Agaitharshoot-though interval,
both voltages on the capacitors and inductors are equal, the

Ve Ty
L

Aip = (3.38)

whereAi; is the desired inductor current ripple alg denotes the average capacitor voltage.
Since the currents passing through the two inductors of & gre identical and the voltages
across them are the same, they can be built on one core witathe size of one inductor and
doubled inductance. By doing so, the weight and the size ofjiife network can be highly
reduced.



38 CHAPTER 3. COMPARISON OF QZSIS AND CONVENTIONAL TWO-STAGBRVERTERS

Table 3.2: Passive components requirements

Parameter Value
gZS inductancd.q, L, 500 uH
gZS capacitancé’, Cs 470 uF

dc-dc converter inductande | 1000 xH

dc-dc converter capacitance| 780 uF

34.1.3 Case Study

Based on the previous analysis and the system requiremestsipped in Table 3.1, the passive
components for both inverters are designed. The requidkttiors and capacitors for the con-
ventional two-stage inverter and qZSI are summarized inefal2. As can be seen, the qZSI
uses comparable inductance and capacitance values witlvthastage inverter for the same
input voltage and output power rating. At the same time, Wedtage inverter uses an extra
active switch as previously mentioned.

3.4.2 Inverters’ Losses

The efficiency of any power converter is basically relateidtosses. The losses of an inverter
include semiconductor devices losses, passive compotws#ss, gate driver and controller
losses. However, the semiconductor devices losses araleoers as the significant part of the
total losses. The latter mainly compose of two types, nammahgduction and switching losses
that will be deduced as follows [82]. The voltage drop on temigonductor device and the
conduction losses are given by

V;:e = Ace + Bce icon + Cce 2.2 (3393.)

con ?

1 72
Pan = 5= / Vi (8 e (wF) doon (w08 dost (3.39b)
™ 71

whereA.., B.., andC,, represent the coefficients of the conduction losses of tméceamductor
device derived from its data sheet. Moreovgy, is the conduction current antl,,, expresses
the conduction duty cycle of the device. On the other harelatlerage switching losses in one
cycle is given by

a2
P, = Jou / Eyp(wt) dwt | (3.40)
27 Jo,
where
Esw = (Asw + Bsw Leon T+ Csw igon)% ) (341)

Uref
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Figure 3.8: Bode plot of the dc-dc boost converter with andhatit PI compensation.

with A,.,, B.., andC,, denoting the switching losses coefficients obtained froendévice
data sheet. Moreovey,,, is the inverter switching frequency ang is the reference voltage
used for parameters calculation in the device data sheet.

Based on (3.39) and (3.40), the losses of both inverters caalbelated using the data sheet
of the semiconductor devices as will be shown in Sectior23.60r this work, the Powerex
IPM PM300CLAO060 module is used as a three-phase bridge fayZs¢ and VSI. In addition,
the Powerex PM300DSAO060 switch is utilized for the dc-dcdi@mmnverter. The diodes of the
dc-dc converter and the qZS network are represented by RUKI30

3.5 PI-Based Controller Design

Both the conventional two-stage inverter and qZSI require $@parate controllers for the dc
and ac side. For the dc side, based on (3.6) and (3.23), Rbilen$ are designed to regulate the
dc-link voltage of the two-stage inverter as well as the cépavoltage of the gZSlI. Figures 3.8
and 3.9 show the Bode responses of the dc-dc boost convettdreaqZS network, respectively.
As can be noted, by adding the PI controllers, the systemstai#e with sufficient phase
margins.

With regard to the ac-side control, the conventional molbip P1 controller, shown in Figure
3.10, is utilized for the inverters under consideration.eThner loop is a feedback current
loop (P controller) that provides compensation for the tnmltage disturbances and for the
phase delay caused by the outdut' filter. The outer voltage loop, PI controller, generates
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Figure 3.10: Ac-side controller scheme.

the reference current for the inner current control. SimeeRI current control in stationary
af coordinates presents non-zero steady state error due tadkef an integral component
at frequencies different from zero, the PI control in ratgtsynchronouslq coordinates is
implemented instead. Hence, a phase-locked loop (PLL)dad ts compute the instantaneous
angular positior® of the output voltage required for the transformation frdmadbc to thedq
frame, and vice versa.

The voltage control schemes of the two-stage inverter arfl @Ze shown in Figures 3.11
and 3.12, respectively. The output of the dc-side contr@le) of the two-stage inverter is
fed to the PWM to generate the switching signal for the swiatf the dc-dc boost converter.
Moreover, the inverter modulation index, is input to the PWM to output the switching signals
for the VSI. With the qZSI, both the shoot-through duty cyéland the modulation index
are delivered to the PWM block in order to generate the swiggBignals.
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3.6 Experimental Evaluation

In order to examine the performance of both inverters unassudsion in steady-state and
transient operations, experimental work is conductedealaboratory2 kW prototypes of both
the qZSI and the conventional two-stage inverter are desdidgpased on the system parameters
in Tables 3.1 and 3.2. Both inverters are fed from a variablpayeer supply (represents the
PV source) and connected with &Y. load @5£2,2.5mH) via an LC filter (10 mH, 50 uF)

as shown in Figures 3.1 and 3.5. The input dc voltages adjusted tol60 V. The control
algorithms are implemented on FPGA Cyclone IlI-EP3C40Q24F08 more details about the

test bench, please refer to appendix C.

Figure 3.12: Voltage control scheme based on PI contrditerthe qZSI.
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Figure 3.13: Experimental results of the conventional stage inverter. The output voltage
THD = 2.01%.

The output voltage refereneg s is set tol00 V. In order not to affect the sinusoidal wave-
form of the output voltage and avoid the interacting betwienac and dc sides of the qZSlI,
the capacitor voltage referenceg et should be equal to or higher than double the output voltage
reference [24]. Hence, the capacitor voltage referencasen to be00 V which results in
a 240V peak dc-link voltage (see steady-state analysis predemtSection 3.3.2). As for the
two-stage inverter, the dc-link voltage reference is adui$0240V in order to be comparable
with the dc-link voltage of the qZSI.

3.6.1 Steady-State Operation

The experimental ac- and dc-side results for the convealtiovo-stage inverter and qZSI are
shown in Figures 3.13 and 3.14, respectively. As can be wedén Figures 3.13(a) and 3.14(a),
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Figure 3.14: Experimental results of the qZSI. The outpliiage THD= 0.63%

both the two-stage inverter and the gZSI generate fully le#gd sinusoidal output voltage
waveform. However, the qZSI generate voltage THDO®B3 % which is lower than that of
the two-stage inverte2(01 %). This thanks to the qZS network, the output distortion ghiy
reduced.

As for the dc-side results, Figure 3.13(c) shows that thdéindcvoltage of the two-stage

inverter is well tracked. On the other hand, the capacitdtage of the qZSlI is successfully
regulated along it reference value2dt V (see Figure 3.14(c)) resulting in a peak dc-link volt-
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Figure 3.16: Calculated and measured efficiencies of botepted inverters.

age of240V (see Figure 3.14(e)). Moreover, Figure 3.15 zooms in ontithe axis of the
dc-link voltage of the qZSI. As can be noted, the dc-link &gk is not fixed, where it switches
between a peak value (during the active or zero state) andvaére (during the shoot-through
state). These results are inline with the theoretical amsintroduced in Section 3.3.2.

3.6.2 Inverters Efficiency

In fact, the efficiency test is very crucial in the evaluatjgnocess for any power converter.
Based on the losses model presented in Section 3.4.2, themdtficof both proposed inverters
are calculated. Moreover, some experiments are conductide ilaboratory on both inverters
to measure the efficiency under the same input and outpuatipgiconditions. In order to get
different output power values, theL load is changed while keeping the output voltage fixed
at 100V and the input voltage constant &0 V. The efficiencies of the inverters are computed
with different output load by
Pout  3/2v,1, cos @

= = . 3.42
= "h, Vin Iin (3.42)

Figure 3.16 highlights the calculated and measured effigsrfor the conventional two-stage

inverter and gZSI. As can be concluded from the comparissult®e the qZSI shows higher
efficiency than the two-stage inverter for the whole opatgpower range (up t®.1 kW). This
result claims that the single-stage qZSI represents aactte alternative with reduced cost and
higher reliability and efficiency.
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Figure 3.17: Experimental results of the two-stage invarteler load step-down change.

3.6.3 Transient Operation

The transient performance of both the conventional twgestaverter and qZSI are tested with
an RL load. The reference value of the output voltage is kept emrigb 100 V, regardless of
the input dc voltage and load value. The transient respdrisatio inverters are examined under
step change in the load value and in the input dc voltage.level
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Figure 3.18: Experimental results of the gZSI under a load-slown change.

3.6.3.1 Load Step Change

In this test, the the resistive part of ti#&. load is step changed from full loadi(?) to half
load (70 ©2), and vice versa, while keeping the input voltage constant@V.

When the load is step changed from full to half load, the cpoading ac- and dc-side results
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Figure 3.19: Experimental results of the two-stage invarteler load step-up change.

are displayed in Figures 3.17 and 3.18 for the two-stagetewand qZSlI, respectively. With
both inverters, the output voltage is well tracked with a bwaiation during the transient time
as demonstrated in Figures 3.17(b) and 3.18(b). Accordirted-component of the output
voltage shown in Figures 3.17(a) and 3.18(a), the outpuagelstays within its nominal value
before and after the step change. In the dc side of the tvge staerter and the qZSI, the dc-
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Figure 3.20: Experimental results of the qZSI under a loag-sip change.

link voltage and the capacitor voltage are regulated albeg teferences before and after the
step change as can be seen in Figures 3.17(d) and 4.9(a).

Afterwards, the load is step changed from half to full loatie ®Bxperimental results for the
two-stage inverter and gZSI are shown in Figures 3.19 ar@ Be8pectively. It can be observed
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Figure 3.21: Experimental results of the two-stage invartgler input voltage step change.

that the ac-side performances of the both inverters are amabfe; however, the qZSI shows
smaller voltage undershoot as can be seen in Figures 349{e3.20(a).

3.6.3.2 Input Voltage Step Change

As previously mentioned, the qZSI proposes an attractiiitisa for the PV systems. In such
a case, the resulting dc voltage from the PV is not constanérsvit changes with the tem-
perature and the solar radiation level during the day. Irotd examine the performance of
both inverters under this condition, the input voltage épsthanged from60 V to 190 V, while
keeping the output voltage referencel@b V, the capacitor voltage reference280 V, the dc-
link voltage at240 V. The dc- and ac-side results of the two-stage inverter &%l gre shown
in Figures 3.21 and 3.22, respectively.
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Figure 3.22: Experimental results of the gZSI under inpliiage step change.

According to Figures 3.21 and 3.22, the dc-side variabldsodi inverters have comparable
performances. However, the inductor current shows lowershoot in case of the qZSI than
the two-stage inverter, see Figures 3.21(d) and 3.22(dfoAhe ac-side, both inverters show
very good transient responses with very short transiergdias displayed in Figures 3.21(b)

and 3.22(b). These results highlight the effectivenesb®@QZSI as a single-stage inverter for
PV systems.
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3.7 Summary

This chapter conducts a comparison between the convehtworstage inverter and the newly
proposed gZSI in terms of the voltage stress on the invewgcises, passive components re-
guirements, steady-state and transient responses, aciéreffi. In this comparison, both in-
verters are connected to &1. via an intermediate ahC' filter. Multi-loop linear Pl controllers
are designed in order to achieve output voltage regulatodésturbance rejection.

As it is shown, the gZSI results in lower voltage stress onsthi#ches than the traditional
inverter when the operating voltage gain is in the range €?)(1 The experimental results
demonstrate that the gZSI exhibits lower output voltage Taiid higher efficiency than the
traditional two-stage inverter. The results also pointtbet ability of the inverters to respond
quickly to the load and the input voltage change, where thestent and steady state response
are comparable for both inverters. Thus, these resultntee proposed gZSI as an alternative
inverter for DG applications combined with many advantages
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CHAPTER 4

Proportional-Resonant Controller Design

This chapter proposes the design and digital implememtati@ PR controller of the qZSI for
UPS applications as an alternative to the classical Pl ocbrifihe main goal is to improve the
output voltage quality when the inverter is connected tdinear loads.

4.1 Motivation

In UPS systems, regardless the load type, linear or nomliadaigh quality output voltage in
desirable. However, the nonlinear output current, intoeduby nonlinear loads, results in a
highly distorted output voltage. The conventional PI coltér designed in the previous chapter
can not solve this problem.

One of the promising control techniques that is recentlatdsthed for UPS systems is the
PR controller [4,83-86], in which the classical integralqontroller is replaced by a resonant
(R) one. First, at the resonant frequency, the PR controbties chot exhibit a phase delay. In
addition, by having an infinite gain at the fundamental fesay, the PR controller achieves
robust reference tracking, zero steady-sate error, andlistsirbance rejection [87—89]. One
more advantage of the PR controller is that it is designetienstationary reference frame
without a need for multiple transformations from/to theatotg dq reference frame, as this is
the case for Pl controller. This in turn results in a reductd the controller computational
demand. In order to compensate for selective low-order baies, multiple R controllers are
added in parallel to the fundamental control algorithm [@®}- Thus, in addition to the stated
characteristics of the PR controller, the output voltaggadtion can be canceled.

Recently, the PR controller has been applied with the ZSI1,[9&, 94]. A point to note
is that in these works the PR controller has been investigatdy with linear loads. In this
chapter therefore the PR controller is designed to contmloutput voltage of the gZSI that
subject to linear/nonlinear load currents. In additior, ¢apacitor voltage of the gZS network
is adjusted by a PI controller. In order to fully utilize the-link voltage while keeping the
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Figure 4.1: The quasi-Z-source inverter connected witlh@rfilter and a load.

switching frequency low, the SVPWM6 technique, presentechiapter 2, is used to generate
the converter switching signals. In order to examine thadstestate and transient operation of
the qZSI under different loads, experimental results basedn FPGA are presented to prove
the efficacy of the proposed controller.

This chapter is structured as follows. Section 4.2 intreduthe system description. The
proposed control strategy is presented in Section 4.3gwtd experimental results are provided
in Section 4.4. Finally, Section 4.5 draws the conclusion.

4.2 System Description

The system under investigation is shown in Figure 4.1. lis@®ia of a quasi-Z-source (gZS)
network, a three-phase VSI, & filter, and a load. In this configuration, the load can linear
or nonlinear. The mathematical model derived in chapterlBogiused here in order to design
the controller for both sides of the converter.

4.3 Controller Design

In this work, both dc and ac sides of the qZSI are separateiyraited. The capacitor voltage
ve, 1S adjusted to its reference value, s on the dc side. On the other hand, the ac-side
controller regulates the output voltaggof the LC filter along its reference value, res.

4.3.1 DC-Side Controller

On the dc side, a conventional PI controller is designeddalete the capacitor voltage, of
the gZS network. As can be observed from the mathematicathamtived in chapter 3 that
the gZSI exhibits a right-half plane (RHP) zero which in tueads to a nonminimum phase
system. This phenomena requires much attention in degigheacontrol parameters in order
to guarantee the system stability [95, 96]. The open-logpesy of the dc sidér;(s), is given
by equation (3.23) in chapter 3.



4.3. CONTROLLER DESIGN 55

v* + + Vinv 4 1 liny + le 1
o
—PO') Gpr GP Lystry O—P Crs »

Figure 4.2: Ac-side controller scheme.

The system parameters arg = 160V, ve, = 250V, L1 = Ly = 500 uH, C; = Cy =
480 uF, and the switching frequengy,, = 10 kHz. Based on these parameters, the coefficients
of the closed loop system are calculated. Then, by utiliRogth-Hurwitz stability criterion,
the PI controller parameters are chosen. To achieve aaabsy performance [97, 98], the PI
parameters have been tuned in order to meet the stabilitginsai.e. a gain margin of0 dB
and phase margin of 45degrees. Accordingly, the Pl parameters are choséfii,as 4e~*
andK; = 0.05.

4.3.2 AC-Side Controller

4.3.2.1 PR Controller Design

As for the ac-side controller, a cascaded control loop i&zati as shown in Figure 4.2. The
inner control loop is a feedback current loop (P controlteat provides compensation for the
input voltage and load disturbances as well as the phasg dalesed by thd.C filter. The
outer voltage loop, PR controller, generates the referenent for the inner current loop. The
ideal PR controller is given by

GPR(S) = Kpr + S— (41)
with wy, K,,, and K, being the fundamental angular frequency, proportionafficoent, and
resonant coefficient, respectively,, is designed and tuned in the same way of the proportional
gain K, of the PI controller. However, the ideal resonant (R) cofgrdias an infinite gain at
the frequency ofvy, while it does not give phase shift or gain at other frequesicT his in turn
prevents its implementation in reality. To overcome thislgbem, thenon-ideal PR controller

is introduced [86, 91]

2K, w.s
Gl =K, e , 4.2
Pals) ot $2 4 2w.s + Wi (4.2)

with w. being the cut-off frequency. The PR controller presente@i) acts as a high-gain
low-pass filter which results in a finite gain and a wider baiaitiv[89].

In order to clearly show the influence of the PR parameterski,,, K, andw,, we assume
that two of the parameters are fixed so that the effect of mgryie third parameter can be
noted. As a first step, we assume thg}, = 0 andw,. = 1, Figure 4.3(a) highlights that the
change inK, affects the magnitude of the PR controller, while the bauidwvis unchanged.
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Figure 4.3: Influence of varying’,, w., andK,, on the PR response.

Figure 4.3(b) shows the influence of varyiagwhenk,, = 0 andK, = 1. It can be noted that
both the system magnitude and phase are affected by changing
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Finally, the effect of adding<,, to the controller is investigated as shown in Figure 4.3(c).
By increasingk,,, the magnitude increases; however, the system phase desreHsus, the
harmonic impedance increases whi€p) increases which results in low harmonic component.
Accordingly, K, can be chosen such that high performance reference tragkohdisturbance
rejection are obtained.

In order to compensate for selective low-order harmoniag. (&", 7" - - -), the following
multi-resonant controller is structured.

2K, wes
+ 2ws + (iw,)?’

GPR(S> = Kpr + Z 2

i=5,7,

(4.3)

where: and K, denote the harmonic order and its individual resonant gaspectively. To
achieve a satisfactory performance, the PR controller ssggded with the fundamental fre-
quency in addition to the", 7%, and9** harmonics.

4.3.2.2 Digital |mplementation of PR controller

In order to implement the PR controller described by (4.3)eial-time (i.e. in FPGA), it has
to be first discretized. Based on a comparison among seve@ktization techniques for R
controllers in [99], Tustin transformation technique ha&et chosen for this work. Due to
its accuracy in most applications, Tustin transformat®m itypical choice in digital control
systems, where it achieves infinite gain in open loop anddlasively low steady state error at
fundamental frequency and low order harmonics.

Tustin transformation is achieved by substituting the baplvariable in (4.3) by};jl . %

whereT; is the sampling time. Consequently, the continuous-timealor®R controller in
(4.3) can be written in a discrete form as

-2
Ny, —Ng; 2

=K, : 4.4
Gpr(z) = Ky + :; R — (4.4)
where
no, = Ng, = 4K,, w. Ty, (4.5a)
do, = (1wo)* T2 + 4w, T, + 4, (4.5b)
dy, = 2(iw,)*T? — 8, (4.5¢)
do, = (iw,)? T? — 4w, Ty + 4. (4.5d)

By computing the controller coefficients in (4.5) at the fumggntal and low-order harmonics
(374, 5t*, 7t and9*"), the PR controller can be implemented in an FPGA as will mvshin
Section 4.4. Based on the analysis presented in Figure 4.Bamelwith the main goal of this
work (to ensure system stability and have a high performaangoller), the PR parameters are
chosen ad(,, = 0.4, K,, = 550, K,,, K,,,andK,, = 50, andw, = 0.5.
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4.3.3 Overall Control Block Diagram

As a final stage, both the output of the dc-side controllex ghoot-through duty cyclé) and
the ac-side controller (the inverter modulation inde) are delivered to the SVPWM block
in order to generate the gating signals for the inverteragwis. In this work, the SVPWM
with six insertion (SVPWMB) is utilized, where the shootehgh time is split into six equal
partitions in one sampling interval and inserted into tlaasition moment of switching states.
According to [70], in comparison with the sinusoidal PWM teitjues, this method results in
lower voltage stress and inductor current ripples as wedldmeves a higher voltage gain and
full utilization for the dc-link voltage. The proposed oaércontrol scheme for both sides of
the qZSl is illustrated in Figure 4.4.

4.4 Experimental Evaluation

To investigate the behavior of the proposed PR controlegiyafior the qZSI configuration shown
in Figure 6.1, several experiments based on an FPGA havedoeelucted. Both dc- and ac-
side controllers along with the SVPWiMnodulation technique are implemented in the FPGA
as shown in Figure 4.5. For more details about the test bgthehse refer to appendix C.

Some of the system parameters are already defined in Sec3idn #he output filter param-
eters arel; = 10mH andC'y = 50 pF. In addition, the reference output voltagg.s is set to
100 V. According to [24, 25], the capacitor voltage referemege e Should be more than double
of output voltage reference in order not to affect the sirdedavaveform of the output voltage.
Hence, the capacitor voltage reference is chosen g5b0¥.

4.4.1 Steady-State Operation

The proposed controller is investigated with a linear loapresented by L (20 (2, 2.4 mH)
and a nonlinear load in the form of a three-phase diode-bnidgtifier connected with @, =
220 pF filter and R, = 60 2 load as illustrated in Figure 4.6.
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Figure 4.6: Nonlinear load represented by a diode-bridgéfier with C;, = 220 uF andR; =
60 €2.

S §RL

4411 Linear Load

The experimental results of the dc and ac side of the gqZSI thighRL load are shown in

Figure 4.7. As can be observed in Figure 4.7(a), the capaaiitage effectively tracks its

reference a250 V resulting in a peak dc-link voltag&,. = 340V (Figure 4.7(c)). With regards
to the ac side, Figure 4.7(d) shows that the output voltageccsirately regulated along its
reference with low THD 1.85%) resulting in a sinusoidal output voltage.

4.4.1.2 Nonlinear Load

Furthermore, the proposed PR control strategy is examitidie nonlinear load. The dc- and
ac-side results are shown in Figure 4.8. The capacitorgelsregulated along its reference as
can be seen in Figure 4.8(a) resulting in a fixed boostedndtcvbltage of340 V.

Despite of the non linearity of the load resulting in a highligtorted output current (see
Figure 4.8(e)), the output voltage remains sinusoidal wilfHD of 2.47% (see Figure 4.8(d)).
These results confirm that the PR controller successfuttypmmsates for the desired harmonics.
As a result, the PR controller is able to produce low THD otitmitage not only with linear
loads, but also with nonlinear loads.
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Figure 4.7: Experimental results of the dc and ac side of #®l.gRL load= 202, 2.4 mH,
and fs, = 10 kHz. Voltage THD= 1.85%.
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Figure 4.8: Experimental results of the dc and ac side of #f&l gvith nonlinear load.fs, =
10 kHz and \Voltage THD= 2.47%.
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Figure 4.9: Experimental results of both sides of the gZ8leua step up change in the resistive-
inductive load.

4.4.2 Transient Response

The transient operation of the PR controller is investigatéh a resistive-inductiveK L) and
nonlinear load.

4421 Linear Load

In the first case, thé?L load is step changed from half load0(2, 2.4 mH) to full load
(202, 2.4 mH), and vice versa. Figures 4.9 and 4.10 show the dc- antlagesults, respec-
tively.
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Figure 4.10: Experimental results of both sides of the q4®leu a step down change in the
resistive-inductive load.

As can be seen in Figures 4.9(a) and 4.10(a), the capacitaiges successfully track their
references before and after the step change occurs with ewead and under shoot, respec-
tively. As a consequence, the inductor currents are sdtilegw nominal values (see Figures
4.9(b) and 4.10(b)). As for the ac side, the proposed PR alietimanages to quickly adjust
the output voltage to its reference value after a very shartsient time as shown in Figures
4.9(c) and 4.10(c), where Figures 4.9(d) and 4.10(d) depe&toutput current waveform for
both cases, respectively. These outcomes emphasize éfaRtlcontroller is able to handle the
system dynamics and provide a perfect disturbance refectio
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Figure 4.11: Experimental results of both sides of the q4fslew a step change in the nonlinear
Ioad- fSW = 10 kHZ.

4.4.2.2 Nonlinear Load

The second experiment investigates the proposed PR dentim qZSI under step change in
the nonlinear load. In this case, the load is changed frohidfadi to no load. The experimental
results of both dc- and ac-side variables are displayedguargi4.11.

On the dc side, the capacitor voltage is well regulated atdatsireference value 860 V (see
Figure 4.11(a)) resulting in a new nominal value for the ictdu current after the step change
occurs, see Figure 4.11(b). On the other hand, the outptagelin Figure 4.11(c)) shows a
very good performance when the nonlinear load is discoedeat: ~ 40 ms as presented in
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Figure 4.11(d). Although the THD of the output voltage irases after the step change, the
output voltage is still a perfect sinusoidal waveform. InSJ$ystem, it is essential to have such
a regulated sinusoidal output voltage waveform under atitmns.

4.5 Summary

This chapter proposes a PR controller of the gZSI conneotiar/nonlinear loads via aiC'
filter for UPS applications. The main aim is to improve thelgyaf the output voltage when
subject to nonlinear loads. This is done by extending the & acller to also compensates for
selected low-order harmonics’(, 7**, and9** harmonics). Subsequently, the output voltage is
kept sinusoidal waveform with both linear and nonlineadkaAs for the dc side of the gZSl,
a PI controller is designed to adjust the capacitor voltage.

The performance of the PR controller with the qZSI is experntally examined based on
FPGA. The experimental results show the effectiveness @fptioposed controller both in
steady-state and transient operations with both linearramiinear loads. Under all exam-
ined conditions, the output voltage is kept fully regulasgnlisoidal waveform. These results
assure the advantages of the PR controller as a promisirigptetrategy for DG applications
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CHAPTER 5

Direct Model Predictive Current Control Strategy

This chapter presents a direct model predictive currentrabstrategy for the gZSls. To im-
prove the closed-loop performance of the converter a lordiption horizon is implemented.
However, the underlying optimization problem may becommgatationally intractable be-
cause of the substantial increase in the computational pdesands, which in turn would
prevent the implementation of the control strategy in remét To overcome this and to solve
the problem in a computationally efficient manner, a braacti-bound strategy is used along
with a move blocking scheme. In addition, the conventionatdhtrol based on PWM is de-
signed for the qZSI in order to be compared with the propos€M

5.1 Motivation

Motivated by the complexity of the qZSI and the advantageMBfC, a few research works
have been recently published focusing on MPC for ZSI/qZ&#, &.g. [100-105]. It is worth
mentioning, though, that in these works MPC is used in itspfast form, akin to a dead-
beat controller. Specifically, a one-step horizon MPC islemgnted, the goal of which is to
eliminate the output error as fast and as much as possidewtitis short horizon. This forces
the controller to take aggressive actions which may cawsalisy problems. For instance,
short-horizon MPC cannot always deal with the nonminimuragehnature of the dc side of
the gZSI. More specifically, due to the reverse capacitotaga response during transients, a
sufficiently long prediction horizon is required so that twatroller can accurately predict not
only that initial adverse system behavior, but also beybad in other words, the MPC scheme
should be able to “see” beyond the initial reverse-respggstem behavior in order to ensure
closed-loop stability.

As a consequence, the short-horizon MPC is not always sftitd achieve a good system
performance, especially when applied to complex systewtsasithe gZSI. Recent works, such
as [106-108] have shown that long-horizon MPC can signifigamprove the system perfor-



70 CHAPTER 5. DIRECT MODEL PREDICTIVE CURRENT CONTROL STRATEG

mance by reducing the current total harmonic distortion fyHVioreover, apart from a very
few cases (see [109, Chap. 10] and references therein forradikoussion), in the one-step
horizon MPC formulations the switching effort penalizatis not taken into account which is
in contrast to the optimal control paradigm [44]. As a resthle switching frequency is not
directly controlled, but merely an upper bound is imposedtpas defined by the sampling
interval. This implies that the converter operates at tighdst achievable switching frequency
which in turn leads to high switching losses. | am aware of amle exemption, namely [100],
in which the switching frequency of the ZSl is directly canked with MPC. However, this is
not done by penalizing the switching effort, but by addingvéching frequency error term (i.e.
the difference between the converter switching frequemzy adesired one) to the objective
function. Therefore, the formulated optimization problanderlying MPC violates the opti-
mal control paradigm and a smooth transition between carisecswitching transitions is not
guaranteed.

In this chapter a long-horizon direct MPC algorithm—imp#ted as a current controller—
is adopted to handle the multiple control objectives, he.regulation of the output current, the
inductor current, and the capacitor voltage to their rafeeevalues. A discrete-time model of
the converter is derived, on which the controller reliesdoumately predict the future behavior
of the system over the whole operating regime. Besides, alorigon is implemented so as to
achieve an improved performance and to avoid the issuesonedtabove. Nevertheless, since
the computational complexity grows exponentially with teagth of the prediction horizon,
strategies need to be employed that balance the tradetofebe the length of the prediction
horizon and the number of computations required. To keepdhgutational complexity mod-
est, a branch-and-bound technique [110] is employed asccdambined with a move blocking
scheme [111] that yields a nontrivial prediction horizon.

This chapter is structured as follows. In Section 5.2, thiooous- and discrete-time models
of the qZSI configuration under investigation are derivelde dptimization problem underlying
MPC is formulated and solved in Section 5.3. Next, for congaar purposes, a conventional Pl-
based controller is designed in Section 5.4. In Sectionif&lation results are presented, and
in Section 5.6 the proposed control strategy is experintigritgsted. Section 5.7 summarizes
the chapter.

5.2 Mathematical Model

Figure 5.1 shows the configuration of the qZSI consisting @iiasi-Z-source network, a three-
phase two-level inverter, and &\ load. With the inductorsL;, L., the capacitors(’;, Cs,
and the diode), the qZSI manages to boost the input voltagdo the desired dc-link voltage
vge. Consequently, the gZSI has two modes of operation, namely d&nd boost mode. In buck
mode, the dc-link voltage is roughly equal to the input vgdtawhere the qZSI works as the
conventional VSI. In boost mode, the qZSI has two types ofatpgg states, namely the non-
shoot-through—comprising of the six active and two zertestaf the conventional two-level
voltage source inverter—and the shoot-through statesigeee 5.2. Note that in Figure 5.2,
N ST stands for non-shoot-through aing denotes the shoot-through current (i.e. the dc-link
current during the shoot-through state).
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Figure 5.2: Operation states of the qZSI.

Since the gZSI operates in different modes and states, foeiated models will be derived
separately. Then, the overall model of the system will baioled. Note that to simplify the
modeling and to ease the computations, the variables aressqd in the stationary orthogonal
system(a3) instead of the three-phase systéc). Therefore, a variablé,,. = [, & &.]7
in the abc system is transformed to a varialflg; = (£, &5]” in the a3 system througlg,s =
K¢t whereK is the Clarke transformation matrix defined in chapter 3.

The system states include the output current, the induatoeits, and the capacitor voltages.
Thus, the state vector i6 = [, i, i1, ir, Vo, Ve, € RS The three-phase switch position
uy. € U3 is considered as the input to the system, with. = [u, up u.]T andid = {0,1}.
Moreover, the input voltage is considered as a disturbamtigetsystem, i.ew = v, € R.

As far as the output of the system is concerned, the output@idductor currents along with
the capacitor voltage are considered as the output vasiabdey = [i, , i, 5 i1, vo,]” € R™.

1To this end, the subscript for vectors in thg plane is dropped to simplify the notation. Vectors in tibe
plane are denoted with the corresponding subscript.
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5.2.1 Operation in Boost Mode

The boost mode includes two types of operating states; hoatghrough and shoot-through
state.

5.2.1.1 Non-Shoot-Through State

As can be seen in Figure 5.2(a), at non-shoot-through s$tatdibde is conducting, thus the in-
put voltage source and the inductors deliver energy to thaaitors and the load. Accordingly,
the system model is given by

dx(t
di ) = Flz(t) + Grug.(t) + Hw(t) (5.1a)
y(t) = Ex(t), (5.1b)
wheré
& 0 0 0 0 0 ]
0 —2 0 0 0 0
0 0 0 0 —L% 0
F = 0 00 0 —%1;
uu, C K_,ll ug t,K_12 1
bcl( ) b01< ) & 0 0 0
ul ~1 ul, -1
_% 0_ _0_
0 1 0 100000
C 0 0 K H L% B 010000
L=Ue g o™ T lo|"" oo 1000
0 0 0 000O0T10
0 0 | 0 |

whereR (L) is the load resistance (inductance), aggis the peak dc-link voltage, see Section
5.2.4.

5.2.1.2 Shoot-Through State

At shoot-through state the input voltage source and theati@pg charge the inductors, while
the diode is cut-off, as shown in Figure 5.2(b). During thé&es, the load is short-circuited since
the upper and lower switches in at least one of the three praseturned on simultaneously,

2For a matrixM, M. ;) denotes itsth column.
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i.e.u, = u, = 1, whereu, denotes the position of the lower switch in phase {qa, b, c}. The
converter at the shoot-through state is described by theafirlg expression

dac(t
20— Fua(t) + Gouaelt) + Hu() (5.22)
y(t) = Ex(t), (5.2b)
where
—& 0 0 0 0 0]
o - 0 0 o0 0
. 0o 0 0 0 0 £
“lo o o 0o £ o}’
0 0 0 -4 0 0
0 0 —& 0 0 0]

andG, is the zero matrix of appropriate dimensions. It is wortHe/kd mention that, as can be
deduced from (5.2), the qZSI in shoot-through state can heidered as an autonomous linear
dynamical system with an external disturbance.

5.2.2 Operation in Buck Mode

In buck mode, the qZSI operates as the conventional VSI basegight switching states (six
active states and two zero states). Thus, only the ac sidéSifig considered for the system
model as follows

dac(t
“C’lg ) Fya(t) + Gru (1) (5.3a)
y(t) = Ex(t) (5.3b)
where
% 0 0 0 0 0]
0 -2 0000
0 0 0000
=19 0 0000
0 0 0000
(0 0 000 0




74 CHAPTER 5. DIRECT MODEL PREDICTIVE CURRENT CONTROL STRATEG

5.2.3 Continuous-Time Model

Models (5.1), (5.2), and (5.3) can be combined in one moaelgrecisely describes the differ-
ent operating modes and states of the gZSI. To do so, twoiayxbinary variablesl,,, and

daux, are introduced. Variablé,,, indicates the state at which the converter operates when in
boost mode, i.e.

0 if non-shoot-through state (active or zero state)
dauxl == . (54)

1 if shoot-through state

Since the transition from non-shoot-through state to stiwatugh state, and vice versa, is input-
dependent, (5.4) can be written as

0 if u, #u,Va e {a,b,c}
daux, = ) 55
o { 1 if 3z e {a,bc}stu, =u,=1 (5-5)
Variabled,,y, IS used to indicate the operation mode of the converter, i.e.
- 0 if buck mode (5.6)
%) 1 ifboost mode '

The transition from the buck mode to the boost mode (and wesa) depends on whether the
output current becomes greater (less) than the cuirgpi that defines the boundary between
the two modes, see Section 5.2.5. Therefore, (5.6) can bewds

0 if Ii/o < io bnd
daux, = o . 5.7
awe { 1 if ’io > io,bnd ( )

Taking all the above into account, the full model of the cotefrecan be written as

dzit) = Fxz(t) + Gua(t) + Hw(t) (5.8a)
y(t) = Ex(t), (5.8b)

whereF = F, + day, Fy,, With F,, = F; and

0 0 0 0 0 0
0 0 0 0 0 0
daux—1 daux
0 0 0 0 ucl
F = daux daux—1
) 0 0 0 0 e dwcl|
—1 —1
(g Ky oo D800 Kia)  1oday _dan 0
C1 Ch Cy C1
—1 —1
(dauxfl)ugbCK(:yl) (daux*l)ufchCQ) _ daux 1—daux 0 0
C Ca Ca C |

andG = (1 — dau )G1-

In Figure 5.3 the gZSI represented as an automaton is ddpisgecan be seen, the transition
from one condition to another is specified by the auxiliaryjalalesd,,y, anddays, -
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dawq =0 daw = 1 daux, =1

Figure 5.3: The gZSI presented as a continuous-time automat

5.2.4 Steady-State Analysis

At steady-state operation, and according to the inductlirsexond balance, the average volt-
age of the inductors is zero over one time winddw = n,7,, with n;, € N*. Note that
Ty ~ 1/ fsw With fs, being theaverage switching frequency; Therefore, the voltages of the ca-
pacitorsC; andCy, ve, andug,, respectively, as well as the currents andiy, of the inductors
L, and L, respectively, are deduced as follows, assumingdhat C; andL; = L,.

1—-d d

Ucl = m?}in, U02 = mvin, (59&)
. 1—-d .
Ly, =1, = 1_—2dlload, (5.9b)

whereiaq IS the load current as shown in Figure 5.2(a). @lerage shoot-through duty cycle
of the qZSId € [0, 0.5) is defined as

o Ty o noT TN

T T,
whereTj is the time interval within the time window; for which the load is short-circuited,
i.e. the shoot-through time interval, and < %, no € N*. Moreover, the peak value of the
dc-link voltage during the non-shoot-through period is

d

(5.10)

@dc = UV, + Voy, = mvin = bvin (511)

whereb > 1 is the boost factor resulting from the shoot-through period

Swith MPC the switching frequency is variable and tverage switching frequency is used to indicate the
operating switching frequency of the converter.
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5.2.5 Boundary Output Current
The output powef, of the gZSI can be calculated by

P,=3v,1, cosp, (5.12)

wherev, (i,) is the output voltage (current) aids ¢ is the system power factor. For the qZSI
v, can be written as

Vg = —=MVge = ——= ———— M Vin , (5.13)

wherem is the inverter modulation index is the average shoot-through duty cycle, ang.
denotes the peak dc-link voltage, see the appendix in [1Q@hsidering that the simple boost
control method is used (also utilized with PI control [25]),can be expressed ki i.e.m =

1 — d. This results in

1 1—-d

= - 14
Vo 2\/5 1—92d Uin (5 )
Then,
3 1—d .
P, = —2\/5 —1 ~od Uin Lo COS (5.15)
The boost functiorh; can be deduced from (5.15) as
1-— 2v/2 P,
by d _ V2 2 (5.16)

1—=2d 3 wini, CoS ¢
If by > 1, then the shoot-through duty cyeclas more than zero which means that the converter
should work in boost mode in order to generate the requirggubgurrent. On the other hand,
by < 1 indicates that the converter should work in buck mode. Trpuiypower can also be
computed byP, = 342 R. Thus, the current, ,nq that defines the boundary between the two
modes can be written as

. Uin COS
Tobnd = )
S 2R

(5.17)

5.2.6 Internal Control Model

Using forward Euler approximation the continuous-time milatkrived in Section 5.2.3 is dis-
cretized. Note that Forward Euler approximation is adeglyqrecise when a sampling interval
of one to two tens of microseconds is used. For larger sagpitervals, exact discretization
should be used instead. Hence, the resulting state-spaiel ofche qZSI in the discrete-time
domain is of the form

8
o
+
=
I

Az (k) + Bugy(k) + Dw(k) (5.18a)
y(k) = Cz(k), (5.18b)
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Figure 5.4: Direct model predictive control with referericcking for the qZSI.

with A = (F + I)T,, B = G1,, D = HT, andC = E. Moreover,I denotes the identity
matrix, T, is the sampling interval, anid € N.

5.3 Direct Model Predictive Current Control

5.3.1 Control Objectives

For the qZSlI, the control objective is twofold. First, thetmut currentz, should accurately
track its reference valug, r. In addition, the inductor currernt,, and the capacitor voltage
ve, should be regulated along their reference trajectariess and ve, rer, derived from an
outer loop based on a power balance equation. Moreovermtitehing losses are to be kept
relatively low, which can be achieved indirectly by conlirg the switching frequency. As
mentioned before, thaverage switching frequency is controlled with direct MPC. For siigpl
ity, the wordaverage is dropped in the remainder of the dissertation. Finallyjrdutransients,
the above-mentioned controlled variables should readh dlesired values as fast and with as
little overshoot as possible.

5.3.2 Controller Block Diagram

The block diagram of the proposed direct predictive cotdralith current reference tracking
is illustrated in Figure 5.4. As can be seen, the desiraldéesy performance is achieved by
directly manipulating the inverter switches, without thegence of a modulator. The proposed
MPC algorithm first computes the evolution of the plant owerprediction horizon (i.e. the tra-
jectories of the variables of concern) based on the measmsmf the output current, inductor
current, and capacitor voltage. Following, the optimaltoairaction (i.e. the switching signals)
is chosen by minimizing a performance criterion in real time

5.3.3 Optimal Control Problem

Attime-stepk, the cost function that penalizes the error of the outpuatées and the switching
effort over the finite prediction horizon @f time steps is written as
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k+N-1

T(k) =D lyret(€ + 1[k) = y (€ + 1R)[[G + || Avape (1) |7 - (5.19)
l=k

In (5.19)yer € R* is a vector encompassing the reference values of the clattnariables (the
output current, inductor current, and capacitor Voltalg@)yrer = [io.aref %o sref 1L, ref VO ref] -
Moreover, the term\u . (k) = wape(k) — uap.(k — 1) is added to control the inverter switch-
ing frequency by penalizing the switching transitions. dfiy) the diagonal, positive semidef-
inite matrices and R € R*** are the weighting matricéshat set the trade-off between the
overall tracking accuracy and the switching frequency.eNbat the diagonal entries ¢ are
chosen such that the tracking accuracy among the threetowgpables is prioritized. More
specifically, priority is given to the output current by pkniag the corresponding error more
heavily. This is achieved by choosing larger values for threesponding diagonal entriesp.
This implies that when more weight is put into the trackinghaf output current reference, then
the trade-off between the overall tracking accuracy andsthiéching frequency is simplified
to the trade-off between the output current THD and the switg frequency of the converter,
given by

M-1

. 1 1 1 _ _
Jow= J\}IE)noo MT., : 6 Z §<Huab6(€) — Uape({ — 1|1 + [|Bape(£) — Tape (£ — 1)“1) . (5.20)

=0

According to (5.20), the switching frequency is computedbynting the number an switch-
ing transitions over a time interval and by dividing this ruen by the length\/ 7T of that in-
terval. Theaverage switching frequency is then obtained by averaging oveiGthentrollable
switches of the converter. Note that the first term of the sation ||wap.(£) — wane(¢ — 1)|]1
would suffice if and only if the switches in phase {qa, b, ¢} changed position in a complemen-
tary manner, i.e. when the upper switch was on the lower wigs.pt= 1 — u, = 0), and vice
versa (i, = 0 — u, = 1). However, since both switches in any phase leg can be simedusly
on, the second term of the summation, ||@.p.(¢) — Tape({ — 1)||1, With Tepe = [Ug Ty U] 7,

is added so that the switching transitions during the shimatigh state are also considered;
the case:, = u, = 1 is not concealed. By introducing this term, though, the onditéons are
counted twice (once with each term). To compensate for thatsummation is divided k3.

The optimal sequence of control actions is then computed ioymizing the cost func-
tion (5.19) over the optimization variable, i.e. the switghsequence over the prediction hori-
zonU (k) = [ul, (k) ul, (k+1)...ul, (k+ N —1)]7,i.e.

minimize  J(k)
U(k)
subjectto  eq. (5.18) (5.21)

Uk)eU.

with U = 3*". Having found the optimal switching sequenté k), only its first element
u},.(k) is applied to the qZSI, whereas the rest are discarded. Ateketime-step: + 1, the

4The squared norm weighted with the positive (semi)definigrin W is given by||¢||3,, = ¢TWE.
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kE+1

k+2

Figure 5.5: A search tree example for the integer optinmazggiroblem (5.21) assuming a two-
step prediction horizon. Note that when the buck mode isidensd, each parent node has
seven children nodes, whereas there are eight childrensnoeleparent node for the boost
mode. Therefore, the number of leaf nodes (i.e. candidaitersng sequence®’) is 7%V and

8" for the buck and boost mode, respectively, wittheing the number of the prediction steps.

whole procedure is repeated with updated measurements aves-step shifted horizon, as the
receding horizon policy dictates [44].

5.3.4 Reducing the Computational Complexity

Problem (5.21) is in general computationally demanding tduie integer nature of the opti-
mization variable. As already mentioned, its computaticoanplexity increases exponentially
with its size, i.e. the total number of candidate solutiamstiie problem under examination is
8N. Therefore, it is likely that a relatively long predictiomfizon—required for an improved

system performance—would result in a problem that is coatmurtally intractable. To reduce
the increased computational burden and to manage to saventterlying optimization prob-

lem (5.21) in real time in a matter of a few microseconds, iséius and approximations are
adopted in this work.

5.3.4.1 Branch-and-Bound Algorithm

First, a branch-and-bound algorithm is implemented [1¥0Hepth-first search is performed
on the generated search tree, (see Figure 5.5), the braothdsch are the elements of the
candidate solutions of (5.21), i.e. the elements (¢),V{ = k..., k+ N — 1 of the switching
sequence#/ (k). Hence, the optimal solution is found by exploring each bhaof the search
tree as far as possible, i.e. until reaching a dead end ordtterb level, where backtracking
occurs to explore unvisited nodes in higher levels. Haviogpguted a good upper bound as
soon as possible, then suboptimal branches can be prunee eartly stages of the search pro-
cess, thus reducing the number of the candidate solutiamshdfrmore, a branching heuristic
is employed to warm-start the optimization procedure bytisig from a “promising” branch,
i.e. a branch that would lead to a tight upper bound. In paldrc the first explored branch of
the tree is the shifted by one time step previous solulibitk — 1)—in accordance with the
receding horizon policy—concatenated with the last cd@ictionu*(k + N — 2).
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5.3.4.2 MoveBlocking Technique

To further reduce the computations required, while keefliegorediction horizon long enough,

a move blocking technique [111], is utilized in this work. el'main idea of this technique is
to split the prediction horizon into two segment$, and N,, where the total number of pre-
diction steps isN = N; + Ny, with N;, N, € NT. The first part of the horizod, is finely
sampled with the sampling interval, while the second part, is sampled more coarsely with

a multiple of T, i.e. withT! = n,T's, wheren, € N*. This results in a total prediction inter-
val of N1T, + No,T. = (N; + nsN2)Ts, thus, an adequate long prediction horizon is achieved
using a few number of prediction steps [49, 54]. Using thihteque, and in combination
with the aforementioned branch-and-bound strategy, tloelledion efforts can be dramatically
decreased as shown in Section 5.5.

5.3.5 Proposed Control Algorithm

In order to show how the overall control strategy works, tregppsed direct MPC algorithm for
the gZSI is described in Algorithm 1. The initial values oétarguments ar&/ = ||, i.e. the
empty vectorg({) = x(k), wape({—1) = wape(k—1), J =0, J* = 00, { = k, andm = 0. Note
that functionf is the state-update function (5.18a), where the subsdriptgl2 correspond to
the two different sampling intervals being uséd é&ndT?), respectively, as explained in the
move blocking strategy in Section 5.3.4.

Algorithm 1 MPC algorithm
function U*(k) = MPCU, x({), wap({ — 1), J, J*, £, m)
for eachu,.(¢) € U do
U3m+1:3(m+1) = uabc(g)
if £ < k -+ N;then
x(l+1) = fi(x(l), wawc())
else
z(l+1) = fo(x(l), wane(())
end if
yerr(f + 1) = yref(g + 1) - y(ﬁ + 1)
Auabc(g) = uabc(g) - ’u'abc(g - 1)
J =T+ [|[Yenlt + D[ + [[Aware(0) ||
if J < J*then
if ! <k+ N —1then
MPCU,x({ + 1), wape(l),J, J* £+ 1,m+ 1)

else
J*=J
U“(k)=U
end if
end if
end for

end function
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Figure 5.6: Linear control with PWM for the qZSI.

5.4 Conventional PI-Based Controller With PWM

Before evaluating the performance of the proposed MPC-basednt control scheme, and
for comparison purposes, a well-established linear ctetris also implemented, see [18, 23,
24] and references therein. The block diagram is depictdeélgare 5.6. As can be seen, PI
controllers are used on each side of the qZSI. The aim of th&ddccontroller is to boost the
dc-link voltage. To achieve this, the dc-side controllesubdivided into two cascaded control
loops. In order to have a fair comparison with the proposedCNRategy, Pl controllers are
used to control both the capacitor voltage and the induaiareat of the dc side. The outer
loop—the voltage controller—regulates the capacitoragdt, by adjusting the reference of
the inductor current,, r. The inner loop, i.e. the current controller, regulates itisictor
currenti;, by manipulating the shoot-through duty cyele On the ac side, the PI controller
manipulates the inverter modulation indexin order to achieve tracking of the output current
reference.

In a last step the shoot-through duty cyélend the modulation index are fed into the PWM
block which generates the switching signals. As for the PWshmeques for the gZSlI, there
are three different methods in the literature: simple baostrol, maximum boost control, and
maximum constant boost control [12,81,113]. In this wohHe simple boost control method
combined with THI is implemented because it introduces tarisshoot-through duty cycle
which in turn results in lower inductor current ripples.

5.5 Simulation Results

To investigate the performance of the proposed MPC scheminéogZSI in both buck and
boost modes, several simulations using Matlab/SimulinkeHaeen conducted. The system
parameters arey, = 70V, Ly = Ly, = 1mH, C; = Cy = 480uF, R = 109), andL =

10 mH. Based on the desired output powéy, ¢ = 540 W), the output current referen@ges
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2Po,ref
3R

P, et/vin). In Order to calculate the capacitor voltage referenaefdliowing derivation is used.
First, the output poweP, of the gZSI can be calculated by

is set to6 A, while the inductor current reference is equalt@ A (ip, rer =

P, = ;@O i COSQ, (5.22)

whered, (i,) is the peak output voltage (current) ang ¢ is the system power factor which
can be calculated from the load impedance. Tlysan be written as

Uy = 2—P” : (5.23)
31, COS Y

Using the output power and current reference values andlmaséhe load valuek,, ef, 2o ref,
and theRL load), the desired peak value of the output voltagé,is= 64 V. In order not to
affect the sinusoidal waveform of the output current andrevent the interacting between the
dc and ac sides, the capacitor voltage refereacgr should be greater than double the required
peak output voltage [24]. Consequently, the capacitor gelt@ference is chosen to be equal
to 150V, i.e. ve, et = 2.3 - U,. In the remainder of this chapter the capacitor voltagereeiee
is kept fixed at the aforementioned value in order to keep #ak glc-link voltage constant at
230V, see (5.11).

For the scenarios examined below, the converter operathe desired switching frequency
fsw = 5kHZ, by settingQ = diag(1,1,0.1,0.02) and R = A\,I in (5.19), where\, > 0 is
appropriately chosen, by exploring the trade-off betwggmnd the switching frequencg,,
as shown in Figure 5.7. The sampling interval is chos€fias 25 us.

5.5.1 Steady-State Performance

First, the effect of the prediction horizon length on thetsgs performance is examined. The
THD of the output current, tp is used as a performance metric. This is considered as a
meaningful and informative metric during steady-sate afy@n since it quantifies the tracking
performance of the controller.

Table 5.1 summarizes the output current THRp produced by the presented MPC current
controller in both buck and boost operation modes. Note M€ with a prediction horizon
of length 17, corresponds to the existing and established one-stepdmok®C. Regardless of
the prediction horizon length, the converter operates atitlsing frequency offs, ~ 5kHz.
This is done by manipulating the weighting mat#kin the cost function (5.19).

As can be seenin Table 5.1, when longer prediction intearalgmplemented the closed-loop
system performance can be significantly improved. In paldicit can be observed that even a
prediction interval ofiT, can be considered long enough to achieve a noteworthy iedunt
the current THD.

To further assess the performance of the proposed MPC gpfrdtes linear controller pre-
sented in Section 5.4 is examined. Again, the converterabggmat a switching frequency of
5kHz and under the same input/output operating conditidnis.found that the output current
THD value is8.30% in boost mode. The current THD of the proposed MPC with a jotexti
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Figure 5.7: The effect of the weighting factox,( on the switching frequency for the MPC with
different prediction horizonsl(, 37, 57, and87,). The measurements are shown as (red)
asterisks, (blue) downward-pointing triangles, (gregyard-pointing triangles, and (magenta)
stars, referring to individual simulation results, whee sgystem was controlled with MPC
with prediction horizon intervals of7}, 37}, 57 and8T}, respectively. The data points were
approximated using a second degree polynomial.

Table 5.1: Output current THD produced by the proposed MP€rse depending on the length
of the prediction horizon. The switching frequency is apirately 5 kHz.

Length of Prediction| Current THDI, tp%
Horizon NT, Buck Mode | Boost Mode
1T 13.40 16.09
2T 10.06 11.80
3T 6.03 6.52
4T, 4.88 5.01
o7 3.45 3.65
67 2.20 2.34
7T, 1.83 1.99
8T 1.29 1.46

interval of 37} (6.52%, see Table 5.1) is lower than the one with the Pl-based dtetrdhese
results confirm that long-horizon MPC definitely leads tadrgperformance than the one with
the conventional PI control.

In a next step, the trade-off between the current THD and witclsing frequency is in-
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Figure 5.8: The effect of the weighting factox,] on the switching frequency and the output
current THD for the MPC with different prediction horizong/t, 57, and8T5).

vestigated. The switching frequency of the qZSlI varies friyn = 3 to fsw = 15kHz by
changing the value of the weighting fact®dg, while keeping the entries @ constant. For
each switching frequency, the resultifgryp is recorded. The three-dimensional graphs that
show the relationship among the weighting factby)( switching frequency f), and output
current THD for MPC with different prediction horizons aieosvn in Figure 5.8.

To further investigate the trade-off between the currenDTtd the switching frequency, the
MPC algorithm is implemented with four different prediatiborizon lengths1(7, 37, 575,
and8Ty). For comparison purposes, the respective THD values pestioy the linear controller
are also included. The individual simulations—indicatgdnbarkers—are approximated by
second and third degree polynomials in Figures 5.9(a) &9t} respectively.

Figure 5.9(a) verifies that long-prediction horizon MPC camarkably decrease the current
THD, especially when the switching frequency is relativielyw. For example, at a switching
frequency offsy = 3kHz, the current THD of the MPC with7’; prediction horizon id, tup =
19.23%. However, the THD highly reduces ®15% with an 8T prediction horizon. On the
other hand, when higher switching frequencies are coreiijéine improvement in the current
THD is still present. Furthermore, based on Figure 5.9(ait be concluded that MPC with
a prediction interval 087 achieves a lower current THD than the Pl-based control, amehw
the prediction interval extends &, it notably outperforms it.

This can also be observed in Figure 5.9(b), whereréhative current THD ¢ryp%) of the
MPC strategy with the aforementioned prediction lengthdeisicted versus the same range of
switching frequencies. The relative current THD of the MB@armalized to the THD resulting
from the Pl-based control and given in percent accordingedallowing expression [108]

THDwmpc — THDp,
= -1 ) .24
OTHD THDm 00% (5.24)

Figure 5.9(b) shows that the current THD produced by MPC withhorizon is higher by
up to 100% for switching frequencies arouritckHz, compared to that of a Pl-based controller.
Increasing the prediction horizon length&d,, the MPC produces currents with reduced THD
values by about0 — 80% for switching frequencies betwe&nand15 kHz. These results point
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Figure 5.9: Trade-off between the output current THRyp and the switching frequenc,

for the Pl-based controller and the MPC with different peéidn horizon intervals of 75, 377,

5T, and8T,. The data points in (a) were approximated using a seconceegglynomial;
those in (b) were approximated by a polynomial function aftlorder.

out that using MPC with longer horizon effectively improvas performance of the gZSI and
introduces better behavior than the traditional PI control

5.5.2 Discussion on Stability

As mentioned in Section 5.1, the gZSI is a nonminimum systelore specifically, assuming
a linearized model, the shoot-through duty cycle-to-capacoltage transfer function contains
a right half-plane zero, implying that the sign of the gaim@ always positive. Physically,
this means that the system exhibits a reverse-responseibetiaring transients. For example,
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Figure 5.10: Simulation results for a step change in theudwprrent reference with MPC and
a 17, prediction horizon length.

when the output power demands increase then the ac side tebdsinstantaneously short
circuited for a non-negligible time for the dc-link voltagee remain at the desired level. This
prolonged short-circuit situation of the ac side (which bannterpreted as an instantaneous in-
crease in the shoot-through duty cycle) causes the capaoltage to initially drop and diverge
from its reference value. A controller should be able to dptime voltage back to its predefined
value in order to keep the system stable. As far as MPC is e¢onedethis means that the pre-
diction horizon should be long enough, so that the contralen accurately predict the whole
phenomenon and “see” beyond the initial voltage drop.

In order to show how long-horizon MPC can ensure stabilitdarnconditions single-step
MPC fails to do, the following scenario is examined. The dEbioutput power is stepped
up att = 20ms from P, r = 135 to 1215W. Accordingly, the output current reference is
changed fronB to 9 A and the inductor current reference fran9 to 17.4 A (see beginning
of Section 5.5); for this test the capacitor voltage refeeeis kept fixed at50 V. The qZSl is
controlled with MPC with prediction intervals equal 1@, and57;. The simulation results are
shown in Figures 5.10 and 5.11, respectively. In both caseswitching frequency is set to
approximatelys kHz.

As can be seen in Figures 5.10 and 5.11, before the demandjedt ower change the
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Figure 5.11: Simulation results for a step change in theudwprrent reference with MPC and
abT, prediction horizon length.

system behaves almost the same, regardless of the lenghmidiction horizon. Nonetheless,
MPC with a prediction interval o057, produces lower current THD than single-step horizon
MPC, as expected and explained in Section 5.5.1. When the Istege occurs at= 20 ms,
MPC with horizon of17, fails to track the reference values of the dc- and ac-sidevias,
see Figure 5.10. On the other hand, long-horizon MPC marnagedow the changes in the
reference values of the controlled variables and elimgite resulting errors as fast as possible.

From the above-shown results it can be understood that-eba#on MPC fails to predict
beyond the initial capacitor voltage drop. Thus, it compueplan of control actions that is
suboptimal; this plan does not suffice to bring the systenk basteady-state operation after
its initial reverse response; consequently it becomesabtest Long-horizon MPC, however,
manages to keep the system stable. The controller predigigihe 57 prediction horizon
both the voltage drop at the beginning of the transient as ageits subsequent increase, and
thus picks the corresponding sequence of control actiatsatthieve this.

5.5.3 Robustness Against Parameters Variation

MPC, as a model-based control strategy, relies on an acam@de! of the examined system
in order to come up with the best possible plan of controloasti MPC schemes for power



88 CHAPTER 5. DIRECT MODEL PREDICTIVE CURRENT CONTROL STRATEG

160
155 - R R R =
145 L SRR SRR =
140 4 10 20 30 10 50 60
Time [ms]
(a) Capacitor voltagec, and its reference in [V]
25
20

15

105 10 20 30 10 50 60
Time [ms]

(b) Inductor current, and its reference in [A]

10 50 60

0 10 20

.30
Time [ms]
(c) Three-phase output currefyt(solid lines) and their references (dash-dotted
lines) in [A]

Figure 5.12: Simulation results for MPC and’B prediction horizon length wheR of the RL
load is reduced b0 %.

electronics, though, are typically highly robust. The aacy of the predictions is high since
the models used in power electronics are fairly accurateast compared to other disciplines.
Moreover, the receding horizon policy in MPC adds feedbauk arovides MPC with a high
degree of robustness to model mismatches and disturbamoegerify this argument, in this
section, the impact of parameter variations on the systefonpeance is examined when MPC
with a 57} prediction length is implemented.

In the first case, the resistive pdttof the RL load is halved; at timé = 20 ms the resistoR
is changed from0 to 5 (2. The simulation results for the three controlled varialiles capacitor
voltage, inductor current, and output current) are shoviigare 5.12. As can be seen, the three
variables track their references effectively. Howeveg tlutput current distortions become
higher; the THD increases from65 % to 4.39 %, see Figure 5.12(c). In addition, the capacitor
voltage and inductor current exhibit slightly higher ripp) see Figures 5.12(a) and 5.12(b),
respectively.

In the second test, the gZS network inductandgsajnd ;) are changed from their nominal
values of1000 mH to 500 mH. The simulation results for both sides are shown in Figui&.
As can be observed in Figure 5.13(c), the output current irsnaaffected by this change on
the dc side, since its THD is marginally increase@t3/%. On the dc side, although the ripples
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Figure 5.13: Simulation results for MPC and&, prediction horizon length wheh; and L,
of the gZS network are reduced by %.

of the capacitor voltage and the inductor current are mavaqunced, the controlled variables
are still regulated along their references and a zero stetadg error is achieved. These results
confirm that—thanks to the receding horizon policy—MPC withg-horizon remains robust
to parameter variations in the underlying prediction model

5.5.4 Computational Burden

Since an increased prediction horizon entails a subsedqueease in the computational com-
plexity of the MPC algorithm, the latter is investigated lmstsection. This is done in terms of
the complete switching sequendésand the nodes being evaluated at each time-step to obtain
the optimal solution.

Tables 5.2 and 5.3 show the average and the maximum number séquences and nodes
v examined as a function of the length of the prediction haristnen the qZSI operates in
buck and boost mode, respectively. To highlight the conmtpmurtal efficiency of the proposed
MPC algorithm, the number of the switching sequences eteduaith the exhaustive enumer-
ation algorithm—typically used in the field of power electics to solve MPC problems of the
form (5.21) [45]—is also presented.

As can be seen, thanks to the branch-and-bound scheme amdwieeblocking strategy, the
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Table 5.2: Buck mode: Average and maximum numbers of exanswédhing sequencegsand nodes depending on the length of the
prediction horizon.

Length of_Predlctlon Exhaustive Search Proposed MPC Strategy
Horizon
NT; = (Ny +nsNo)Ts || Ny + Ny 1 v Ny + Ny avgp) avgr) max(p) max(v)

1T, 1+0 7 7 1+0 7 7 7 7

2T, 240 49 56 240 14 23.8 21 28
3T 340 343 399 1+1 18.9 27.8 28 35
4T 440 2,401 2,800 2+1 29.2 43.5 49 63
5T 540 16,807 19,607 1+2 47 53.6 70 84
67 6+ 0 117,649 137,256 242 59.3 68.6 84 91
7T 740 832,543 960,799 1+3 66.8 80.2 98 105
8T, 8+0 5,764,801 6,725,600 243 79.2 93.1 112 126

Table 5.3: Boost mode: Average and maximum numbers of exahsivéching sequencgsand node# depending on the length of the
prediction horizon.

Length of.Pred|ct|on Exhaustive Search Proposed MPC Strategy
Horizon
NT, = (N1 +nsNo)Ty || Ny + Ny 1 v Ny + Ny avgp) avgr) max(p) max(v)

17 1+0 8 8 140 8 8 8 8

2T, 240 64 72 240 16.4 25.3 24 32
3T 340 512 584 1+1 23.2 33.4 32 44
AT 440 4,096 4,680 2+1 41.7 56.2 64 87
5T 540 32,768 37,448 1+2 56.5 75.9 80 100
67 640 262,144 299,592 242 78.1 99.6 104 126
7T, 7+0 2,097,152 2,396,744 1+3 84.6 1114 112 147
8T 8+0 16,777,216 19,173,960 243 114.2  153.8 152 188
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number of examined sequences is significantly reduced.nStance, for a prediction horizon
of 67} total length (by settingV; = 2, Ny, = 2, n, = 2 in the move blocking scheme, see
Section 5.3.4) the maximum number of sequences—which isnpbitance for a real-time
implementation since it corresponds to the worst-casessiten-is reduced by abo@9.96%. In
addition, the maximum number of the visited nodes is redbgeaboutd9.95%. The significant
reduction in the required calculations enables the prapbdeC to be implemented in real time
as shown in Section 5.6.

5.6 Experimental Evaluation

Experiments for the qZSI with both the proposed MPC schenadetlaa linear Pl-based con-
troller were carried out in the laboratory. The system patans are the same as in Section 5.5.
The controllers were implemented on a low-cost, low-poweldfprogrammable logic array
(FPGA) Cyclone 1lI-EP3C40Q240C8. To compensate for the timaydmtroduced by the
MPC controller, a delay compensation strategy is appliéd].1For more details about the test
bench, please refer to appendix C.

5.6.1 Steady-State Operation

The first scenario examined is that of the steady-state lb@mhafvthe qZSI when operated at
a switching frequency ok 5kHz, as computed ovei) fundamental periods, i.e. by setting
M = 40,000 in (5.20). As far as the MPC scheme is concerned, two diftepeediction
horizon lengths are tested, i ¥, and57}, with the weighting facton\, being0.42 and0.75,
respectively, in order to achieve the desired switchingdescy (see Figure 5.7).

Considering the parameters of the Pl controllers, they arediwsuch that no steady-state
error appears when operating under nominal conditiondgevaduirrent regulation with as little
overshoot as possible is achieved. By using the concept ohgiveg, the closed-loop transfer
function of the linearized system is first derived (see [23),3and then by utilizing the Routh-
Hurwitz stability criterion, the parameters of the PI cofigrs chosen. Therefore, the gains of
the dc-side controllers are chosen todge = 0.008 andk;, = 0.05 for the outer PI voltage
control loop andk,, = 0.03 andk;, = 0.2 for the inner PI current control loop. As for the
ac-side, the control parameters are choset),as k,, = 0.05 andk;, = k;, = 30.

The experimental results obtained with the MPC are showigarEs 5.14 and 5.15, whereas
those produced by the PI control are illustrated in Figuié5.

With regard to the dc side, it can be observed that the inductoent accurately tracks its
reference in all cases examined (Figures 5.14(b), 5.1&¢),5.16(b)), resulting in a boosted
capacitor voltage., = 150V (Figures 5.14(a), 5.15(a), and 5.16(a)) and a peak dcvidtiage
of 0. = 230V (Figures 5.14(c), 5.15(c), and 5.16(c)). Regardless ofptieeliction horizon,
the MPC shows good steady-state behavior with low induatoreat ripples. On the other
hand, the inductor current and capacitor voltage ripplessaghtly higher with the Pl-based
controller.

On the ac side of the converter, the tracking accuracy ofribieggsed controller is not affected
by the shoot-through state as can be seen in Figures 5.1#{d.45(d) where the three-phase
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Figure 5.14: Experimental results with MPC andl1ah prediction horizon length. The sam-
pling interval isT, = 25 us and\, = 0.42. The switching frequency i$ ~ 5kHz and the
output current THDI, thp = 17.05%.
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Figure 5.15: Experimental results of with MPC and@7g prediction horizon length. The sam-
pling interval isT, = 25 us and\, = 0.75. The switching frequency g ~ 5kHz and the
output current THDI, thp = 4.65%.
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Figure 5.16: Experimental results with Pl-based contrdhe Bwitching frequency igs, =
5kHz and the output current THD, 1ip = 8.95%.
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Figure 5.17: Trade-off between the output current THRp and the switching frequencf,
for the Pl-based controller and the MPC with prediction boni length ofl 7, 37, and57.

output currents are depicted along with their referencagthErmore, the MPC with &7
prediction interval produces THD, vp = 4.65% (see Figure 5.15(e)), significantly lower
than the one resulting from th&’; horizon MPC, which is7.05% (see Figure 5.14(e)). This
confirms that increasing the prediction horizon improvesdistem performance as far as the
output current THD is concerned, as also shown in Section With the Pl-based controller
the current THD i8.95% (see Figure 5.16(e)) which is notably higher than that ofNMiRC
with horizon lengthbT,. These results are in line with the simulation ones.

It can be concluded that the overall performance of the g2 8hproved with MPC when a
longer horizon is used. By utilizing the branch-and-bound arove blocking techniques, the
computationally burden is reduced and the MPC algorithmbmsuccessfully implemented
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Figure 5.18: Experimental results for a step change in thpubwwurrent reference with MPC
and a5T prediction horizon length.

in the FPGA. Without adding any outer loops that would coogik the controller design, the
proposed MPC algorithm outperforms the Pl-based controlle

5.6.2 Current THD and Switching Frequency

Some experiments were conducted to study the trade-offdsgtvthe current THD and the
switching frequency of the proposed MPC strategy with mtah intervals equal ta7y, 37,
and5T;. For all cases examined,, was appropriately tuned to obtain the desired switching
frequency.

The results with the MPC and the Pl-based controller arstithied in Figure 5.17(a). Among
the different prediction horizons, it can be noticed that BMiPC with a57, horizon introduces
the lowest THD values over the whole range of the switchiegdiencies (from up to15 kHz).
As can be seen, the resulting THD is lower than that produgeth® linear controller (see
Figure 5.17(a)). Moreover, Figure 5.17(b) displays thatire¢ current THD. It can be concluded
that the experimental results are in agreement with theemése simulation results presented
in Section 5.5.1.
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Figure 5.19: Experimental results for a step change in thpubcurrent reference with a PI-
based controller.

5.6.3 Transient Response

The transient response of the proposed MPC strategy is agdmvith a57; horizon and a
switching frequency of kHz. Again, for comparison purposes the transient perfoceaf the
Pl-based controller is also scrutinized. The transientatpm is examined in three cases: with
step change in the output current reference, step change input dc voltage, and when the
converter switch from buck to boost mode.

5.6.3.1 Step Changein the Output Current Reference

In this experiment, the desired output power.s is stepped up from35 to 540 W, thus the
output current reference is stepped up frdmto 6 A. Accordingly, the inductor current refer-
ence changes from9Ato 7.7 A (i, ret = P, ret/vin). The dc- and ac-side results with the MPC
are shown in Figure 5.18, whereas the respective resultstimtlinear controller are shown in
Figure 5.19.

As can be seen in Figure 5.18(b), when MPC is employed, thectod current tracks its
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Figure 5.20: Experimental results for a step change in tpetidc voltage with MPC and &/,
prediction horizon length.

reference both before and after the change in its referealue vMoreover, the capacitor voltage
is kept constant to its reference valueléf V (see Figure 5.18(a)). It can be claimed that the
proposed MPC offers a very good transient response withskaoyt settling times for both the
capacitor voltage and the inductor current. The dc side efggiS| shows a good transient
response when controlled with the linear control schemejedls see Figure 5.19. However, in
comparison with the proposed MPC, the Pl-based control@rstslower transient response.

As for the ac side of the qZSI, both MPC and Pl manage to eliteittee steady-state error

(Figures 5.18(c) and 5.19(c)). Nonetheless, MPC exhihipegor behavior during the tran-
sient.

5.6.3.2 Step Changein the Input dc Voltage

As previously mentioned, the gZSI proposes an attractiiitisa for the PV systems. In such
a case, the resulting dc voltage from the PV is not constarde st can change with the tem-
perature and the solar radiation level during the day. Ireotd examine the performance of
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Figure 5.21: Experimental results for a step change in tpatidc voltage with a Pl-based
controller.

the proposed MPC strategy under such conditions, the ingtage is stepped up fromV

to 100V, while keeping the output current reference fixed Atand the capacitor voltage ref-
erence at50 V. In accordance with these settings, the inductor curreference changes from
7.7At0 5.4 A, whereiy, et = P, ret/vin. The results of MPC and PI control are shown in Figures
5.20 and 5.21, respectively.

As can be seen in Figure 5.20(a), the capacitor voltage revaactically unaffected by
this change in the input voltage, with only a small overshalmgerved, whereas the inductor
current quickly reaches its new reference value, see Fig2@&b). The effectiveness of the
proposed MPC is also verified by the ac-side result (Figuzé(6)); as can be seen the output
current exhibits very small fluctuations during the transiégme. When the PI controller is
employed, the ac-side response, shown in Figure 5.20(cpngarable with the one of the
proposed MPC in terms of the time the transients lasts. Hewéwve capacitor voltage displays
a double overshoot and it takes longer time to return to feseace value, Figure 5.21(a).
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Figure 5.22: Experimental results for a step change in tipubweurrent reference (from buck
to boost mode) with MPC and™’; prediction horizon length.

5.6.3.3 Buck to Boost Mode Transition

In this test, the output current is stepped up frade (buck mode) tod A (boost mode). Ac-
cordingly, the inductor current reference changes ftd$ to 4.5 A. The experimental dc- and
ac-side results are shown in Figure 5.22.

As can be seen in Figure 5.22(a), the inductor current trask®ference both before and
after the change in its reference value, i.e. both in bucksrus$t mode, see also Figure 5.23(a)
where the transient is depicted in more detail. This is tkaiokthe discrete-time model of
the converter, derived in Section 5.2, which allows for tbatwmller to accurately predict the
system behavior not only over a limited range of operatiniggsp but rather over the whole
operating regime.
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Figure 5.23: Zoomed-in experimental results of Figure 5.22

As for the ac-side, MPC manages to eliminate the steadg-stadr (Figures 5.22(c)), with a
very short transient time as shown in Figure 5.23(b).

From the presented analysis, it can be concluded that thEoped long-horizon MPC has
superior tracking abilities for all variables of concernhilg it introduces zero steady-state
error, low current THD, and very short transient times. Ehgsaracteristics indicate an overall
performance improvement of the qZSlI.

5.7 Summary

This chapter proposes a long-horizon direct model prediaturrent control scheme for the
quasi-Z-source inverter connected with B load. To achieve an improved system perfor-
mance, as quantified by the output current THD, as well asgorerclosed-loop stability, while
controlling the switching frequency, long prediction trams are required. However, in such
a case enumeration of all candidate solutions becomes datignally prohibitive. To solve
the underlying optimization problem in real time, a noriehyprediction horizon—as resulted
from a move blocking scheme—is implemented which, combiwéd a branch-and-bound
technique, allows to keep the computational burden modést proposed techniques facilitate
the implementation of a long-horizon MPC in an FPGA.

The simulation and the experimental results verify the sopeperformance of long-
prediction horizon MPC when compared to the existing oe@-storizon MPC as well as
to the established linear Pl-based controller. More spediyi the proposed long-horizon di-
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rect MPC exhibits better steady-state behavior with lowgpot current THD, while, at the
same time, it shows a much faster dynamic response on ba sfdhe qZSl.
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CHAPTER 6

Direct Model Predictive Voltage Control Strategy

This chapter presents a direct model predictive voltagérabstrategy for an UPS systems,
consisting of a quasi-Z-source inverter connected to aiinenlinear load via an intermediate
LC filter. To address time-varying and unknown loads as welloasetiuce the number of
measurement sensors required, a Kalman observer is addstinate the load current.

6.1 Motivation

Considering the complexity of a UPS system consisting of alqa$ L filter, and a (lin-
ear/nonlinear) load as well as the advantages of the MPG;ltlster presents an MPC strategy
for such applications. The main objective of the contrabeio track the reference output volt-
age under any type of load (linear or nonlinear). Note thaCOMiét the gZSI has been examined
in[71,103,105,112,115]. In these works, however, MPC ggleed as a current controller, i.e.
the main control objective is the regulation of the load entrto its reference value. Moreover,
in all cases examined a lineak ) load is considered. Hence, a voltage-mode MPC strategy
for the qZSI with any type of load has yet to be investigated.th® same time, the control
scheme aims to regulate the dc-side variables (the cap&oitage and the inductor current) to
their demanded values. To achieve these control goals, alrabthe system is derived that ac-
curately predicts its behavior over the whole operatingmeg To deal with unknown loads as
well as to reduce the hardware cost, a Kalman observer igrssiwhich accurately estimates
the load current based on the measured inverter currentwpdtosoltage.

To investigate the steady-state and dynamic performanteeoproposed MPC algorithm,
experimental work is conducted based on an FPGA. Finalljigblight the benefits of the
presented method, the outcomes of the experiments are cedhpéth those resulted from a
conventional linear voltage control scheme based on Praibers.

This chapter is organized as follows. In Section 6.2, theneragtical model of the qZSlI is
derived. A Kalman observer for the output current is designé&ection 6.3. Next, the proposed
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Figure 6.1: The quasi-Z-source inverter (qZSl) connectid an L filter and a load.

MPC strategy is described in Section 6.4, whereas the ctiomah Pl-based control scheme is
outlined in Section 6.5. In Section 6.6, the experimentsuilts are presented. Section 6.7 draws
conclusions.

6.2 Mathematical Model

The configuration of the system under discussion is predemteigure 6.1. It consists of a qZS
network, a two-level VSI, ad.C filter, and a load. Note that the model introduced in chapter
5 is different from the one which is presented here as thaiiticonfigurations are different,
compare Figures 5.1 and 6.1.

As previously mentioned, the qZSI operates as the convadtddSI| in the so-called non-
shoot-through state (NST), see Figure 5.2(a) in chaptéius, the possible switch positions are
eight with six of them being the so-called active states avalthe zero states. However, the
gZSI can operate in an additional state called shoot-thr@tigte (Figure 5.2(b) in chapter 5).
In that state—besides the above-mentioned switch positiean additional switch position is
introduced that allows at least one phase leg of the invertee short circuited. Thanks to that
additional switch position, the converter is able to bobst input voltagey, to the required
dc-link voltage levebye.

Consequently, the qZSI has two modes of operation, i.e. tblednd the boost mode; in buck
mode the converter operates as the conventional two-lesk(based on the non-shoot-through
switching states that are used with the conventional VShemnas in boost mode the qZSI
introduces two operation states, namely the shoot-thranghthe non-shoot-through state, see
Figure 5.2.

Again to simplify the computations, the variables in thelgsia that follows are expressed
in the stationary orthogonal systefmf) instead of the three-phase systémc), i.e. £,5 =
KE&.,., whereK is the Clarke transformation matrix .

The system states include the output voltage (load voltagethe inverter current of the ac
side as well as the inductor currents and the capacitorgedtaf the dc side. Thus, the state
vector is
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xr = [Uma Vo8 iinv,a iinv,ﬁ iLl iL2 Vo, UCQ]T - RB . (61)

The three-phase switch positian,,, € U* is considered the input to the system, where
Uape = [uq up u]T andd = {0,1}. Moreover, the output variables include the output voltage
the inductor current, and the capacitor voltage, i.e.

Yy = [’UO,O[ Vo8 iLl UCl}T € R4 . (62)

Finally, the load current and the input voltage are treatedisturbances to the system, i.e.

W = [l logs vin]T € R3. (6.3)

The full model of the system configuration, shown in Figurk 6an be derived by consider-
ing the different operating modes and states of the qZS| dEnged models are then combined
in one model which precisely describes the system behave@rtbe whole operating range.

6.2.1 Boost Mode Operation

As previously stated, the gZSI in boost mode operation hagypes of switching states; non-
shoot-through and shoot-through state. The correspondodgl for each state will be sepa-
rately derived as follows.

6.2.1.1 Non-Shoot-Through State

During the non-shoot-through state (Figure 5.2(a)), tleelelis forward-biased, thus the input
voltage source and the inductors charge the capacitors wmysenergy to the load. The
converter model is given by

dx(t
20 _ Fia(t) + Guadlt) + Hu() (6.42)
y(t) = Ex(1), (6.4b)
where
[0 0 c% 0 0 0 0 0 ]
0 0 0 c% 0 0 0 0
—L—lf 0 0 0 0O 0 0 0
0 —LLf 0 0 0 0 0 0
Fr=1| 0 0 0 0 0 0 —Lil 0
0 0 0 0 0O 0 0 —L%
ugj CI(_:,1 'U,g cI(_:,1
0 0 - bcl<11> bcl(? c% 0 0 0
u’{l;)cK? U, (‘Ki,
i 0 0 O 20 c% 0 0 ]
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with L, (C) being the output filter inductance (capacitance), &ndC,) are the inductance
(capacitance) of the gZS network. Moreowvgg, is the peak dc-link voltage (see Section 5.2.4).

6.2.1.2 Shoot-Through State

As shown in Figure 5.2(b), in the shoot-through state thatinpltage source and the capacitors
charge the inductors, while the diode is cut-off. The sysathe this state is described by the
following expression

dzit) = Fx(t) + Gua(t) + Hw(t) (6.5a)
y(t) = Ex(t), (6.5b)

where
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6.2.2 Buck Mode Operation

In buck mode, the qZSI operates as the conventional VSI. ,Tonly the ac side of qZSlI is
considered for the system model as follows

PO _ Fa) + Guaelt (6.6a)
y(t) = Ex(t), (6.6b)

where the only nonzero entries & are k3, , = F3,,, = 1/CyandF;,,, = F3,, =
—1/Ly.

6.2.3 Continuous-Time Model

In order to derive an universal model that captures the miffemodes and states of the qZSl,
as given by (6.4), (6.5), and (6.6), two auxiliary binaryig@tesda,x, anddauy, are introduced.
The first variablel,,, designates the state at which the converter operates in oo, i.e.

i 0 if non-shoot-through state 6.7)
A 1 if shoot-through state '
The second variabléauxZ denotes the operation mode of the converter, i.e.
i 0 if buck mode (6.8)
% ) 1 if boost mode '

The transition from buck to boost mode (and vice versa) déggp@&m whether the capacitor
voltage referenceug, 1) becomes greater (less) than the input dc voltagg. ( When the
capacitor voltage reference is higher than the input dagelt then the converter operates in
boost mode, otherwise it works in buck mode.

Considering the defined variables in (6.7) and (6.8) with tkevdd models (6.4), (6.5)
and (6.6), the full model of the converter can be expressed by

(6.9a)
y(t) = Ex(t), (6.9b)

I
"
8
=
+
Q
e
g
=
+
SN
o8]
&
=
&
=

whereF = F, + dau, Fy, with F, = F; and
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6.2.4 Discrete-Time Model

The continuous-time model (6.9) is discretized by usingvéod Euler approximation. Conse-
guently, the discrete-time model of the qZSl is defined as

z(k+ 1) = Az(k) + Bua.(k) + Dw(k) (6.10a)
y(k) = Cx(k), (6.10Db)

whereA = (F + I)T;, B = GT,, D = HT, andC = E. Moreover,I denotes the identity
matrix, 7 is the sampling interval, and € N.

6.3 Kalman Observer for the Output current

In order to reduce the hardware cost as well as to addressv&tions, the output current
i, is not directly measured, but it is rather estimated by aroies. That observer could be a
very simple one, i.e. one based on the prediction of the dwipitagew, as given by (6.10a).
However, such an estimation scheme is susceptible to nexasut noise as will be shown in
Section 6.6. Therefore, a Kalman observer is implementstéda which estimates the output
current without deteriorating the system performance.eNbat the design of the estimation
loop presented hereafter is motivated by [50].

First of all, the output current needs to be augmented toukgub filter model. To do so, the
output current is assumed to be constant since it changet/stompared with the sampling
interval. Subsequently,

dz,

=0. 6.11
o =0 (6.11)
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Hence, the observer model can be written as

oll) _ B () + Gl (6.12a)

Yo(t) = Eoo(t) (6.12b)

The observer model includes the output voltage, the invetterent, and the output current as
state variables, i.ec, = [v,a Vo s finva tinv.s foa fos). € RS. In addition, the output vector
consists of the output voltage and the inverter currentyi,e= [v, o Vo s tinv.a tinvs)’ € R
The matrices,, G,, andE, of the observer model are

- 1 1 -
0 0 & 0 -7 0
1 1
0 0 0 g 0 -4&
-+ 0 0 0 0 0
F,= d
° 0o -+~ 0 0 0 0
f
o 0 0 0 0 0
0 0 0 0 0 0|
and
01
0 100000
c LLfKE 010000
e LT T 0 0 1 0 0 0
0 000100
_0_.

It is worthwhile to mention that the Kalman observer is dasi based on the discrete-time
model of the system [116]. Consequently, using forward Eajgroximation, the observer
model in (6.12) is discretized. The resulting discreteetstate-space representation is given by
the following equations.

To(k + 1) = Aoxo(k) + Bouane(k) + ¢(k) (6.13a)
Yo(k) = Coxo(k) +v(k), (6.13b)

whereA, = (F,+I)T,, B, = G,T,, andC, = E,. Moreover((k) = [(1(k) ... ¢s(k)]" € RS
andv(k) = [v1(k) ... vi(k)]T € R* represent the process and measurement noise, respectively
For simplicity, they are assumed to be independent and vatmal probability distributions,
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Figure 6.2: Model predictive voltage control strategy toe gZSI.

i.e.p(¢) ~ N(0,Z) andp(v) ~ N(0,Y), where the covariance matric&sandY are assumed
to be constant. Hence, (6.13) can be rewritten as

To(k +1) = Aoo(k) + Botape(k) + L (yo(k) — yo(k)) (6.14a)
Yo(k) = CoZo(k) (6.14b)

wherez, (k) andy,(k) are the estimated state and output vectors, respectively, &y, (k) —
Yo(k)) is the Kalman correcting term, with being the Kalman gain which is computed off-
line [116, 117].

6.4 Direct Model Predictive Voltage Control

Figure 6.2 shows the block diagram of the proposed voltagdenMPC strategy. Based on the
model of the converter (see (6.10)) the system state atcstepis computed for all admissible
switch positionsu,,.. The predicted values are calculated based on the presasuneenents
and estimates of the ac side (i.e. the output voltage, thertiErwcurrent, and the output current)
as well as on the measurements of the dc side (the inductentwand the capacitor voltage).
The switch position (i.e. the switching signals) that resin the best system performance, as
guantified by a to-be-minimized cost function, is then deiaed anddirectly applied to the
converter.

6.4.1 Control Objectives

The main control objective of the proposed MPC approach &cturately regulate the output
voltagew, along its reference value, ¢r. In addition, the capacitor voltage, and the induc-
tor currenti;, should track their reference trajectories in order to sssftdly boost the input
voltage to the desired dc-link voltage. These objectivagehia be met while the switching
frequency of the converter is kept relatively low to avoidessive switching losses.



6.5. CONVENTIONAL PI-BASED CONTROLLER WITH PWM 111

Po,ref UCll i
— _ Ly
UVin —
= | References AN +
Voret | Calculations| Vo ref O"tz‘h,,efo*ttﬁ
S Ugpe 3 3
PWM LC K
ZSlI Load
g N Filter |
abe Vd,ref+ i
= Tinv Yo
dq - abc abc
fo v
dq dgq
= PLL |
Lo 1

Figure 6.3: Linear voltage control scheme based on PI clhertsdor the gZSlI.

6.4.2 Optimal Control Problem

Based on the aforementioned objectives two terms are intemtu The first term relates to
the output tracking error, i.@uet — Y, With Yret = [Vo.aref Vo sref i1, ref Ve, ref] . € RY, while the
second term, i.Au (k) = wape(k) — uwape(k — 1), is associated with the switching effort and
it is added to control the inverter switching frequency byg&ing the switching transitions.
As a result, the cost function is

J(k) = llyret(k + 1) — y(k + D5 + Xl | Avwane(F)] - (6.15)

In (6.15), the diagonal positive semidefinite matfx ¢ R*** and the weighting factok, >
0 are added to adjust the trade-off between the system tg@gouracy and the switching
frequency.

Taking into account the system model (6.10) and the costtifum¢6.15), the following
optimization problem is formulated and solved in real tihdrae-stepk.

minimize  J(k)
Uabe (6.16)
subjectto eq. (6.10)

The solutiomu?, . to problem (6.16) is then applied to the converter at tineg-6t+ 1. At the
next time-step, the whole procedure is repeated with upddatasurements and estimates.

6.5 Conventional PI-Based Controller With PWM

In order to evaluate and compare the performance of the peapbIPC scheme, a linear PI-
based control for the qZSI is implemented as shown in Figuse Blulti-loop Pl-based con-
trollers are used on each side of the gZSI. The dc-side Ptaartaims to regulate the capacitor
voltageve, and the inductor current,, of the gZS network by controlling the shoot-through
duty cycled. On the ac side, the controller manipulates the inverterutain indexm in
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Table 6.1: System Parameters

Parameter | Value

Input voltageui, 150V

gZS inductanceg, Lo 1mH

gZS capacitances;, C 480 uF
Output LC filter 10mH, 50 uF
RL load 20€2,2.5mH

PWM carrier frequency 5kHz

Sampling intervall 20 pus

order to control the output voltage. To eliminate the stestdye error on the ac side, the con-
troller is designed in the rotatingy; frame, see Figure 6.3. Hence, a phase-locked loop (PLL)
is used to compute the instantaneous angular positiminthe output voltage required for the
transformation from thebc to thedq frame, and vice versa.

Both the shoot-through duty cycteand the modulation index are delivered to the pulse
width modulation (PWM) block in order to generate the swibghsignals.

6.6 Experimental Evaluation

To evaluate the performance of the proposed MPC strategyhenttaditional Pl-based con-
troller for the gZSI configuration (Figure 6.1), several ements were carried out in the lab-
oratory. The system parameters are shown in Table 6.1. Botinatiers were implemented on
an FPGA Cyclone IlI-EP3C40Q240C8. For more details about tstebench, please refer to
appendix C.

The output voltage refereneg,es was set ta 00 V. In order not to affect the sinusoidal wave-
form of the output voltage and prevent the interacting betwihe ac and dc side, the capacitor
voltage referencec, ref Should be higher than double the output voltage referentle fnce,
the capacitor voltage reference was chosen t@20eV (i.e. vo, ref = 2.2 - Uorer). Based on
the required output powetP, ), the inductor current reference was computed according to
ir, ref = P,ret/vin. FOr all MPC experiments shown below, the qZSI was operatedsavitch-
ing frequency of approximatelys, ~ 5kHz by choosingQ = diag1,1,0.8,0.3) and by
appropriately tuning\, in function (6.15). For a fair comparison, the carrier freqoy of the
PWM for the Pl-based control was setit&Hz.

6.6.1 Steady-State Operation

The first case to be examined is that of the qZSI connecteditearl? L load, with R = 20 (2
and L = 2.5mH. In a next step, the system behavior is investigated whasnéinear load is
used instead.
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Figure 6.4: Experimental results of the gqZSI with MPC for &h load. 7, = 20 us and
fSW - 5 kHZ.
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Figure 6.5: Experimental results of the qZSI with Pl-basedtiol| for RL load. T, = 20 us
and fsw = HkHz.
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Figure 6.6: Three-phase estimated output curiggtin [A].
6.6.1.1 Linear Load

The experimental results of the dc and ac side of MPC and Rtatars with the linear load
are shown in Figures 6.4 and 6.5, respectively. As observé&igures 6.4(a) and 6.5(a), both
control techniques manage to accurately regulate the fodaoarrent and the capacitor voltage
along their references. As a result, a capacitor voltage-of= 220V is achieved, while
the dc-link voltage is boosted to the value@f = 290 V. These results are in line with the
theoretical analysis presented in Section 5.2.4. Althdugth controllers have a good steady-
state behavior, MPC produces lower current and voltagéasgpan the linear controller.

With regard to the ac side, Figures 6.4(b) and 6.5(b) showthigaoutput voltage follows its
sinusoidal reference waveform. MPC produces an outpuagelivith1.35% total harmonic
distortion (THD), whereas the linear control scheme wi#t2% THD. It should be pointed out
that, for the examined case, the MPC algorithm is augmengezhkestimation scheme based
on a Kalman observer. The presented results indicate th& iM&nages to control both sides
of the qZSI with better overall steady-state performanea tine linear Pl control.

To demonstrate the effectiveness of the Kalman obsenenulput current as estimated by
the Kalman observer and the simple estimation scheme—amattiin Section 6.3—is shown
in Figure 6.6. As can be seen, the Kalman observer is lesgigens noise and thus it can more
accurately reconstruct the output current. This remarksis gerified by Figure 6.7; with the
Kalman observer the THD of the output voltagd i85 %, i.e. less than that produced with the
simple estimation scheme.99 %). Moreover, the voltage spectrum of the linear controker i
illustrated in Figure 6.8. As can be observed, this schemdymes lower output voltage THD
than that of MPC with the simple estimation scheme. HoweM@C with the Kalman observer
outperforms the conventional linear controller.

Therefore it can be concluded, that the designed estimétimm does not deteriorate the
performance of the MPC algorithm, but, on the contrary,ldva$ MPC to clearly demonstrate
its benefits to come in surface.
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Figure 6.7: Output voltage spectrufitY with MPC based on the output current estimation.
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Figure 6.8: Output voltage spectrufi) with Pl-based control: voltage THB 1.82%.
6.6.1.2 Nonlinear Load

The proposed MPC strategy is examined with a nonlinear l@asisting of a diode-bridge
rectifier, anC', filter, and anR;, load, see Figure 4.6 in chapter 4. The dc- and ac-side results
are shown in Figure 6.9. The inductor current and the capaetitage effectively track their
references (see Figure 6.9(a)) which in turn results in afbeosted dc-link voltage. Although
the output current is not a sinusoidal waveform, MPC is chgab producing a sinusoidal
output voltage with relatively low harmonic content (THR2=5%, see Figure 6.9(b)). These
results indicate that MPC manages to control the outpuagelof the gZSI under both linear
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Figure 6.9: Experimental results of the qZSI with MPC for loear load. 7, = 20 us and
fsw = 5 kHz. The voltage THD 2.75%.
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Figure 6.10: Average switching frequency and output vatagiD analysis.

and nonlinear loads, which makes it an excellent candidatedPS systems.

It is noteworthy to point out that the linear controller is turrent form, as shown in Fig-
ure 6.3, does not work properly when a nonlinear load is cmmed. The main reason is that
the harmonics of the output side need to be compensated theinontroller design. In this
case, the designed PR controller in chapter 4 could be arestieg alternative.

6.6.1.3 \Voltage THD and Switching Frequency

In this section the trade-off between the switching freqyesnd the resulting output voltage
THD is examined. Before doing so, though, the relationshigvben the weighting factok,
in (6.15) and the converter average switching frequencyrwdntrolled with MPC s first
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examined. The characteristic that indicates how the aeesagiching frequency changes with
A, is shown in Figure 6.10(a).

Figure 6.10(b) shows the relationship between the switcfrequency and the voltage THD
produced by (a) the linear controller, (b) MPC with the siengétimation scheme, and (c) MPC
with the Kalman observer. As can be seen, the voltage THD earobghly described by a
hyperbolic function of the switching frequency. Althougdtetlinear controller produces lower
voltage THD at low switching frequencie® &nd3 kHz) than MPC, the voltage THD produced
by the latter approach are lower for a wider range of switgliiaquenciesi — 16 kHz). It can
also be observed that in terms of voltage THD, MPC with thenkéad observer outperforms
MPC with the simple estimation scheme over the whole opggaainge.

6.6.2 Operation During Transients

The transient performance of the proposed MPC strategytenBItbased controller are tested
with a linear RL load. The reference value of the output voltage is kept eorigb 100V,
regardless of the load value. In this test, the load is stem@id from no load to full load
(20€2, 2.5 mH), and vice versa, while keeping the input voltage constaib0 V.

Since the output voltage reference is fixed, the capacitibage reference is also kept fixed.
However, the inductor current reference is changed aaogrtti the required output power.
Thus, the controller aims to keep both the output voltagethadtapacitor voltage constant as
well as to track the inductor current reference.

6.6.2.1 Noto Full Load

First, a step-up change in the load is considered. At timemts ~ 10 ms the load changes
from no load to full load. Figures 6.11 and 6.13 show the expental results with MPC and
the linear PI controller, respectively.

As can be seen in Figure 6.11(a), the inductor current witrCMjaickly reaches its new
demanded value i@ ms, with no overshoots. Moreover, the capacitor voltagecsftfely re-
mains constant ar20 V, with small deviations during the transient. The resulithwhe linear
PI1 controller for the same scenario are shown in Figure &)13Ithough the converter settles
at the new operating point, the transient lasts signifigdotiger compared with MPC, i.e. the
settling time is abou?2.5 ms.

As for the ac side, both MPC and the Pl-based controller mantagffectively adjust the
output voltage to its reference value after the load stemghanccurs, see Figures 6.11(b)
and 6.13(b), respectively. As can be seen, the proposedotatgorithm again exhibits faster
dynamic behavior. The presented results indicate thetyabilthe proposed MPC to effectively
control both sides of the gZSI simultaneously and with strarisient times.
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Figure 6.11: Experimental results of the qZSI with the MP@emoad step change (no to full
load). T, = 20 us.

6.6.2.2 Full toNo Load

Next, the load changes from full load to no load at 15 ms. The results with MPC and the PI
controller are shown in Figures 6.13 and 6.14, respectively
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Figure 6.12: Experimental results of the qZSI with the Pltogirunder load step change (no to
full load).

As can be observed, when MPC is employed, the inductor dunstantaneously decreases
to reach its new nominal value, see 6.13(a). As for the capaaltage, this is not affected by
the load change and remains equal to its reference valueh&ather hand, when a Pl-based
controller is considered, the settling time increases asbeaobserved in 6.14(a). When, the
step-down change occurs, it takes ab®uins for the inductor current to reach its reference
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Figure 6.13: Experimental results of the gZSI with the MP@emoad step change (full to no
load). T, = 20 us.

value. Moreover, an overshoot in the output voltage5() V) is observed (see Figure 6.14(b))
which is not desirable when UPS systems are targeted. Nate-ts in the previous case—the
Pl parameters are tuned such that any stability issues aigeal
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Figure 6.14: Experimental results of the qZSI with the Pltoginunder load step change (full
to no load).

Based on the previous discussions, it can be emphasizeti¢hattposed MPC introduces an
attractive control technique for both sides of the qZSI undad change with shorter transient
times and less current ripples than the traditional Pl-tbasatrol.
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6.7 Summary

This chapter presents a voltage-mode finite control set hyaelictive control (FCS-MPC)
strategy for UPS applications. The system under considerabnsists of a gZSI| connected to
a linear/nonlinear load via an intermedidté€’ filter. MPC manages to simultaneously control
both sides of the converter by appropriately manipulatisgswitches. On the dc side, the
capacitor voltage and the inductor current of the gZS ndtwaoe the controlled variables, while
the output voltage of théC' filter is regulated on the ac side. To reduce the hardwareasost
well as to address load variations an estimation schemel lmasa Kalman observer is added
which appears to be immune to noise.

Experimental results based on an FPGA are included to ddratethe potential advantages
of the proposed strategy. Based on the presented resulis ecconcluded that the proposed
MPC method not only exhibits better dynamic behavior thamwm@ventional linear controller
with shorter settling times, but also it produces lower agét THD and thus it shows better
performance at steady-state operating conditions.
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CHAPTER 7/

Variable Switching Point Predictive Current
Control

This chapter presents a variable switching point predictivrrent control (VSHCC) for the
quasi-Z-source inverter. The proposed VSE aims to regulate the current on the ac side
as well as the inductor current and capacitor voltage of thesgZ-source network. Unlike
the previously presented MPC strategies for the gqZSlI, Wwithgroposed control scheme the
optimal switch position can be changed at any time instatitivthe sampling interval. By
doing so, the shoot-through state can be applied for a shorte than the sampling interval
which in turn results in lower output and inductor currempples.

7.1 Motivation

Due to its fast dynamic response, implementation simpli@nd ability to handle multiple
control objectives, MPC has proved to be an effective coatigorithm for the qZSI [71, 105,
112,115,118]. In this strategy, based on the control olvgest(the regulation of the output
current, inductor current, and capacitor voltage to thefienrence values as well as control of
the switching frequency), an optimization problem is fotated and solved to find the optimal
control action (switch position). However, the solutiortiie optimization problem underlying
MPC is applied for at least one sampling interval. This imglihat the shoot-though state can
be applied for more than one sampling interval. Consequentign the converter operates at
low switching frequency, the shoot-through state is apjpige a long time. This leads to high
inductor current ripples and output current THD.

Recently, some techniques have been proposed that includeodutator” to the MPC
scheme, with a goal to reduce the ripples of the variablestefest (e.g. current, torque, flux,
etc.) [119-124]. This is done by formulating an optimizatproblem, the solution to which is
the time instant within the sampling interval where the shats of the converter should change
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Figure 7.1: Topology of the quasi-Z-source inverter (qZSlI)

state in order for the ripples of concern to be minimized. Assult, the switch positions that
could lead to high ripples are applied for less time than withventional MPC, resulting in an
overall improved system performance.

Motivated by the advantages of the aforementioned appesadhis paper proposes a variable
switching point predictive current control (V8BC) for the qZSI. In addition to the above-
mentioned control objectives, the proposed scheme aimedoce the output and inductor
currents ripples by changing the switch position at any fwithin the sampling interval, thus,
reducing the time the shoot-through state is applied. Thiepeance of the proposed scheme is
experimentally investigated based on an FPGA. The propostidod results in lower inductor
current ripples and output current THD compared to the cathweal MPC when operating the
converter at the same switching frequency.

The chapter is structured as follows. Section 7.2 introdube system description. The
proposed VSECC strategy is presented in Section 7.3. In Section 7.4, erpatal results are
provided and discussed. Finally, the chapter is summane8ection 7.5.

7.2 System Description

The system under discussion, consisting of a quasi-Z-sa@ZS) network, two-level three-
phase inverter, and aRL load, is shown in Figure 7.1. Depending on the switchingestat
the gZSI operates in two different switching modes; shbattigh and non-shoot-through state
(active or zero state). The full model of the system configonds introduced before in chapter
5. To compute the predictions of the variables of interest discrete-time model of the qZSI,
derived in Chapte, is utilized.

The resulting discrete-time state-space model of the syateler discussion is given by

z(k +1) = Az (k) + Bug.(k) + Dw(k) (7.1a)
y(k) = Cx(k), (7.1b)
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Figure 7.2: Variable switching point concept.

with A = (F + I)T,, B = GT,, D = HT, andC = E. Moreover,I denotes the identity
matrix, 7 is the sampling interval, and € N. This model is utilized to predict the future
behavior of the gZSI.

7.3 Variable Switching Point Predictive Current Control

7.3.1 Control Objective

The main objective of the proposed VR strategy is to regulate the output current, inductor
current, and capacitor voltage along their reference galueaddition, the switching frequency
is to be kept relatively low in order to reduce the switchiogdes. Moreover, the output current
ripples are to be minimized. To achieve these goals, theaalgorithm calculates the variable
switching point (VSP) at which the optimal switch positiomosild be applied. The VSP is
calculated such that the squared rms current error of thgubatirrent is minimized.

7.3.2 Proposed Control Algorithm

As mentioned, the VSR, i.e.t, € [0,T}) is calculated based on the minimization of the

squared rms error of the output current, where= n.(ft)Ts with n,(ft) € [0,1) being the nor-
malized time instant between the time-sté@ndk + 1. Figure 7.2 shows the main concept of
VSP where the slopes of bothand g currents are assumed to be constant over one sampling

interval. Accordingly, the squared rms current eregr, (=) is given by

1 = :
Crms? = 7 </ (dasret — G (t, wane(K)))” dt+
0

S

Ts
/ (iaﬁ,ref - ia,@(t7 uabc(k + nfrft)z)))2 dt) ) (72)
tz
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wherei,g et iS theaS current reference. Moreovey,s(t, uq.(k)) andi,s(t, uabc(k+ni(rﬁ)z)) are

the output currents resulting from the applied switch pasiand candidate switch positions,
respectively, with- € {1,2,---,8} denoting the corresponding switch position. Note that
Figure 7.2 shows the current slopes resulting from the ag@witch position (i.em,,, mg,)
and only one of the candidate switch positions (g, _, mg,_).

In order to minimize (7.2), its derivative is set equal toazerhis yields

t = (2 iaﬂo -2 ia/g’,ref + T maﬁzz)(maﬁQZ - moéﬁl) (73)

(2 Mag, — maﬁzz)(maﬁl - moc52z)

wherez,s, denotes the measureds currents at time-step (see Figure 7.2). In addition,
Mo, = [Ma, ma,|" andms, = [m,,. mg, |* are the slopes of the currenis; (¢, wqp.(k))

andi,gs(t, wap(k + n,(,ft))) respectively.

The following algorithm, executed at time-stepis used to calculate the VSP with the cor-
responding optimal switch position.

Step 1:First, it is assumed that the switch positiog,.(k—1+n'%

it ) applied at time instant
(k—1+ ni(rﬁ_l))Ts is also applied at time-stép Then, by using the system model (7.1) and the
measured output current, the predicted output curreneatist- 1 (z,5(k + 1)) is computed.

Hence, the first current slopes can be given by

iap(k +1) — ins(k)

T, (7.4)

maﬁl =

Step 2: Then, the predicted output current is recomputed assurhatghe switch position
at time-stepk, i.e. uq.(k), can be anyone of the eight possibilities (six active staige zero
state, and one shoot-through state). Then, the possililentwlopes are calculated as

bog. (k+1) — das(k
Mg, = 5. T) sk) (7.5)

Using the current slopes in (7.4) and (7.5), the VSP (7.3)ozacalculated.

Step 3: Based on the computed VSP, the predictions of the state apditowdriables are
computed at two different time instances. The first predngiare computed at+ n,(ft) where

t. is used instead df; in (7.1). For the second set of predictionskat 1, the time interval
(T, —t.) is used.

Step 4: Next, a cost function is formulated as follows

J(k) = 37 (11orer = y(k + EIR)IZ) + Al | Autane (kIR 1 (7.6)
£es

With S = {nint, 1} andyret = [io.aref To s ref i, ref Veyref] - - The second term is added to adjust
the switching frequency of the converter, whéYe ,;,.(k) = wape(k) — uae(k — 1). Moreover,
the weighting factor\, and the diagonal positive semidefinite weighting ma@jxc R***
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Figure 7.3: Variable switching point predictive currenhtol for the gZSI.

are added to set the trade-off between the tracking perfacenand the converter switching
frequency.

Then, in order to find the optimal switch position and the esponding VSP, the following
optimization problem is solved in real time

minimize  J(k)
Uabe (7.7)
subjectto eq. (7.1)

This yields the paiU*(k) = {uzbc(k; + Nint), n;(tk)}.

Finally, a modulator is used to apply the final switching siigrto the converter. The modu-
lator is working on a higher sampling frequency than the drtte@MPC algorithm itself. The
modulator first outputs the previously applied switch gogitu,.(k — 1 + ni(rﬁ_l)) until time
instantt,. Subsequently, it applies the new optimal switch postign (knin) until the end of
the sampling interval. At the next time-stépt 1, the control procedure is repeated with new
measurements. The block diagram of V6B for the gZSI is shown in Figure 7.3.

7.4 Experimental Results

To examine the performance of the proposed ¥SP strategy for the qZSI configuration,
shown in Figure 7.1, experiments were conducted in the &buoy. For the sake of comparison,
the conventional MPC is also investigated [105]. Both cdrdfgorithms are implemented on
an FPGA Cyclone IlI-EP3C40Q240C8. For more details about tstebench, please refer to
appendix C.

To compensate for the time delay introduced by the proposddaanventional algorithm, a
delay compensation strategy is applied [114]. Concerniagtimputational demand, V3EC
needs higher calculation time than the conventional MPCiristance, the conventional MPC
algorithms is executed iBus, while the proposed VSEC requiressus. By using an FPGA,
both algorithms can be efficiently implemented.
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12

Conventional MP(Q
VSP:CC |

Figure 7.4: The effect of the weighting factox,j on the switching frequency for both conven-
tional MPC and VSECC.

The system parameters arg = 70V, L; = L, = 1mH, C; = Cy = 480uF, R = 109,
and L = 10mH. According to the desired output pow@r, et = 315 W), the output current
referencez, ef is set to4 A, while the inductor current reference is equaldté A (iz, ref =
P, et/vin). In order to keep the peak dc-link voltagg at 180 V, the capacitor voltage reference
ve, ref IS SEL 10120V, see the steady-state analysis in Section 5.2.4. The sampterval used
for the VSPCC algorithm isT, = 25 us, while itisT,, = 0.25 us for the modulator block.

Furthermore, the converter operates at the desired swiidhéquencyfs,, by adjusting@
and), in (7.6). Figure 7.4 shows how the weighting factgraffects the operating switching
frequency of the converter with both the conventional MP@ proposed VSHCC schemes.

7.4.1 Steady-State Operation

The steady-state response of the qZSl is examined with iygoped VSRCC and the con-
ventional MPC. The operating average switching frequen@djssted tofs, ~ 3.4 kHz for
both controllers by setting, in (7.6) as0.75 and2.6 with VSP>CC and conventional MPC,
respectively.

The experimental results for V8EC and conventional MPC are shown in Figures 7.5 and
7.6, respectively. As can be seen, the dc-side variablestafly track their reference values
in both examined cases. The capacitor voltages (Figurda)7ahd 7.6(a)) and the inductor
currents (Figures 7.5(b) and 7.6(b)) are regulated aloen teference values resulting in the
desired peak dc-link voltage aB0OV (Figures 7.5(c) and 7.6(c)). Although both controllers
introduce zero steady-state error for both dc quantiti€&*ZC produces inductor current of
about50 % less ripple than the conventional MPC.

As for the ac side, Figures 7.5(d) and 7.6(d) show that thputudurrent accurately tracks
its reference with both VSIEC and conventional MPC. However, VEEC produces output
current THD of4.21%, notably lower than the THD with the conventional MPI2.¢9%), see
Figures 7.5(e) and 7.6(e).
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Figure 7.5: Experimental results of the dc and ac side of @8l quith the VSPCC. The
sampling interval ig; = 25 us and the switching frequency fs, ~ 3.4 kHz.
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Figure 7.6: Experimental results of the dc and ac side of & gvith the conventional MPC.
The sampling interval i§, = 25 us and the switching frequency fs, ~ 3.4 kHz.
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Figure 7.7: Trade-off between the current THDrp and the switching frequencg,, for the
VSP’CC and conventional MPC.

Furthermore, the trade-off between the output current TiH® the switching frequency of
the proposed VSEC and the conventional MPC is investigated. In this expantmye, is ap-
propriately tuned to obtain a wide range of switching fragties. The results are approximated
by a third degree polynomial and shown in Figure 7.7. As caolizerved, the VSIEC in-
troduces lower THD values than the conventional MPC ovemthele range of the switching
frequencies.

7.4.2 Transient Response

The transient behavior of the proposed VSE and conventional MPC are scrutinized under a
step change in the output current reference. The outputruis stepped up froA to 4 A.
Consequently, the inductor current reference is changea froA to 4.5 A, while the capacitor
voltage reference is kept fixed K0 V.

The dc- and ac-side results are shown in Figures 7.8 and 7\838°CC and conventional
MPC, respectively. With both control schemes, the capatitiages are well regulated along
their reference values, see Figures 7.8(a) and 7.9(a). tiaddlly, as can be seen in Fig-
ures 7.8(b) and 7.9(b), the inductor currents track thderemces both before and after the
step change. Although both control schemes introduce \astytfansient response, VEFC
shows lower current ripples at both operating points.

As for the ac side, the proposed VS and conventional MPC achieve zero steady-state
error (Figures 7.8(c) and 7.9(c)) with very short transiggmie. It is also clear that VSEC
delivers lower output current distortion. This verifies theory that if the shoot-through state
is applied for less time than the sampling interval, the atduand output current ripples (as
guantified by the output current THD) can be significantlyueetl. As a result, the performance
of the converter can be considerably improved.
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Figure 7.8: Experimental results of the dc and ac side of #& gvith VSP'CC under a step-up
change in the output current reference.

7.5 Summary

This chapter presents a variable switching point predictivrrent control (VSHCC) for the
quasi-Z-source inverter. The proposed algorithm contoolh sides of the converter, i.e. the
output current on the ac side as well as the inductor currehtapacitor voltage on the dc side.
In order to improve the system behavior, V€IZ changes the (optimal) state of the switches
at that time instant that results in minimal inductor andpoiticurrent ripples. By doing so, the
switch position that results in high current ripples (itee shoot-through state) is applied for a
shorter time.

The performance of the proposed method and conventional BtE@xperimentally inves-
tigated based on an FPGA. Although the proposed algoritlymires higher calculation time
than the conventional MPC, by using high performance and bmiimized FPGA the imple-
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Figure 7.9: Experimental results of the dc and ac side of #&# wvith conventional MPC under
a step-up change in the output current reference.

mentation of the proposed algorithm is possible. It is shtven the proposed strategy results
in lower inductor current ripples and less output currenDIédmpared with the conventional
scheme when the converter operates at the same switchqefiey.



136 CHAPTER 7. VARIABLE SWITCHING POINT PREDICTIVE CURRENT CORNROL




137

CHAPTER 8

Conclusion and Future Outlook

This dissertation has examined some advanced controlitpasincluding direct MPC in or-
der to improve the overall performance and efficiency of thpedance source inverters used
with distributed generation applications. The quasi-drse inverter has been utilized in this
dissertation as an attractive example of the impedancesawverters. Nevertheless, the pro-
posed control techniques can be applied on any other tojeslaj the impedance source in-
verters. All the presented control algorithms have beerex@ntally validated by a low-cost
and low-power FPGA.

8.1 Conclusion

The work done in this dissertation can be briefly summaringtie following points.

B Chapter3 has conducted a thorough comparison between the quaskZesmverter and
the conventional two-stage inverter is conducted in lighthe voltage stress on the in-
verter switches, required active and passive compondetsiysstate and transient per-
formances, and efficiency.

As it has been shown, the qZSI features lower voltage stredbe switches than the
traditional inverter when the voltage gain is in the rangéle®). In addition, the exper-
imental results demonstrate that the qZSI exhibits lowdpuivoltage THD and higher
efficiency than the traditional two-stage inverter.

B In chapterd, a proportional-resonant controller has been designethéquasi-Z-source
inverter in the stationary referenag frame as an alternative to the conventional Pl con-
trol. The main goal has been to improve the quality of the outwltage when the
guasi-Z-source inverter is connected with nonlinear loaasin intermediaté.C filter as
a UPS system. This has been achieved by compensating fotesklew-order harmon-
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ics (5", 7", and9*" harmonics). Thus, a regulated sinusoidal output voltageblegn
obtained not only for linear loads, but also for non-linesads.

The performance of the proportional-resonant controliign the quasi-Z-source inverter
has been experimentally examined. The experimental sekaite shown the effective-
ness of the proposed controller both in steady-state andiémat operations with both
linear and non-linear loads.

Chapter5 has proposed a direct MPC—as a current controller—for theieggsgource
inverter connected with aR L load. The proposed MPC strategy simultaneously controls
both sides of the qZSI, namely ac output current on the acasdeell as the capacitor
voltage and inductor current of the dc side. To improve tlsed-loop performance of
the converter a long prediction horizon has been implengerti®wever, the underlying
optimization problem may become computationally intrattdecause of the substantial
increase in the computational power demands, which in twuldvprevent the imple-
mentation of the control strategy in real time. To overcohig &nd to solve the problem
in a computationally efficient manner, a branch-and-bourategy has been used along
with a move blocking scheme. These techniques have fdetlithe implementation of a
long-horizon MPC in an FPGA.

The simulation and the experimental results have verifiedstiperior performance of
long-prediction horizon MPC when compared to the existing-setep horizon MPC as
well as to the established linear Pl-based controller. NMpexifically, the proposed long-
horizon direct MPC has exhibited better steady-state bhehaxth lower output current
THD, while, at the same time, it has shown a much faster dyoaesponse on both sides
of the quasi-Z-source inverter.

In the 6" chapter, a direct MPC—as a voltage controller—has been imgsiéed with the
quasi-Z-source inverter connected with linear or nonlineads via an intermediateC
filter. The proposed MPC strategy simultaneously controlth Isides of the converter
by controlling the output voltage of theC filter as well as the capacitor voltage and
inductor current on the dc side. To address time-varyingusrkthown loads as well as to
reduce the number of measurement sensors required, a Kalosarver has been added
to estimate the load current which appears to be immune s&noi

Based on the presented experimental results, it has beetudedcthat the proposed
direct MPC method not only exhibits better dynamic behathan a conventional lin-
ear controller with shorter settling times, but also prailower voltage THD. Thus, it
shows better performance at steady-state operating camslit

Finally, chapter7 has presented a variable switching point predictive carcentrol
(VSPECC) for the quasi-Z-source inverter. The proposed ¥SP aims to regulate the
current on the ac side as well as the inductor current anct¢apsoltage of the quasi-Z-
source network. With the proposed scheme, the chosen (@lptwvitch position can be
applied at any time instant within the sampling interval. Bynd) so, the shoot-through
switching states can be applied for a shorter time period tha sampling interval. This
results in lower output and inductor currents ripples.
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The performance of the proposed method and conventioredtd#PC have been exper-
imentally investigated based on an FPGA. As it has been shtherproposed strategy
results in lower inductor current ripples and less outputent THD in comparison with
the conventional direct MPC.

In sum, as has been proved by the experimental results,isisisrthtion has fulfilled the goals
that have been stated in the introduction by providing robastrol algorithms that result in an
overall improvement in the converter performance. Thusgfificiency of the power electronic
converters utilized for distributed generation applicattan be increased without increasing the
cost of the hardware. In the end, this results in reliableyst, and secure distributed generation
systems.

8.2 Future Outlook

Finally, I would like to recommend some suggestions for feitandeavors in the following
points.

¢ In the present work, the proposed control techniques hagea bpplied with two-level
gZSl. However, it can be also applied on other topologiefef &l without major modi-
fications in the controller software.

e Motivated by the advantages of multi-level inverters, thikzed two-level gZSI can be
extended to a three-level structure that can be effectm@tyrolled by MPC algorithms.

¢ In this dissertation, a branch-and-bound technique andwe inlocking strategy are used
to reduce the computational demand of the proposed longdroMPC in order to be
implemented in real time. Accordingly, MPC with 5-step poidn horizon could be
implemented, which results in a remarkable improvemerénslystem performance. In
order to implement MPC with longer prediction horizon, atbetimization techniques
have to be scrutinized to reduce the number of computatemsned.
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Nomenclature

B.1 List of Symbols

Electrical Variables:

iload
1oy s L0y
ULy s ULy
Z-Ll,ref
isT

iinv
io,abc
io,es
Z-o,ou io,ﬁ
ia,l’eﬁ Z'B,ref
14, 1,
]d,ref; Iq,ref
B,
Po,ref

o (io)
¥o (io)
Cos

0

Vin

Voyy Voy
Ve ref
VLyy ULy

Inverter input dc current

Quasi-Z-source network capacitor currents
Quasi-Z-source network inductor currents
Inductor current reference

Shoot-through current

Output inverter current

Three-phase output currents

Estimated output current

Output current in stationary reference frame
Output current reference in stationary reference frame
Output current in rotating reference frame
Output current reference in rotating reference frame
Output power

Output power reference

Output voltage (current)

Peak output voltage (current)

Power factor

Angular position of output current/voltage
Input dc voltage

Quasi-Z-source network capacitor voltages
Capacitor voltage reference
Quasi-Z-source network inductor voltages
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Vde Dc-link voltage

Udc Peak dc-link voltage

Vo abe Three-phase output voltages

Vo ref Output voltage reference

Vo,ar Vo 3 Output voltage in stationary reference frame

Varefs U ref Output voltage reference in stationary reference frame
Vi, Vy Output voltage in rotating reference frame

Vi ret d-component of output voltage reference

System Parameters:

Lq, Lo Quasi-Z-source network inductances

Ci, Oy Quasi-Z-source network capacitances

Lg (Cy) dc-dc converter’s inductance (capacitance)

R (rs) dc-dc converter’s internal resistance of the inductopécéor)
R (r) gZS network’s internal resistance of the inductor (cafoali
D Diode

R (L) Load resistance (inductance)

L (Cy) Output filter inductance (capacitance)

Cr, (Ry) Filter (load) of the nonlinear load

fow Switching frequency

m QZSI modulation index

my Two-stage inverter modulation index

d Shoot-through duty cycle

ds Conduction duty cycle of dc-dc converter switch

b Boost factor

by Boost function

Q. R Diagonal, positive semidefinite weighting matrices
I, 7D Output current THD

T Sampling interval

J(k) Cost function

Ughe Three-phase switch position

Ay Weighting factor

B.2 Acronyms

A Ampere

AC Alternating current

CPLD Complex programmable logic device
DC Direct current

DG Distribution generation

DMPC Direct Model Predictive Control

DSP Digital signal processing

EV Electric vehicle
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FC
FCS-MPC
FPGA
GPC

ISI
MBPWM
MCBPWM
MIMO
MPC
MPPT
NST
P&O

Pl

PLL

PR

PSO

PV
PWM
gZSl
RESs
RHP

S
SBPWM
SL gZSl
SL ZSI
SPWM
ST
SVPWM
THD
THI

UPS

\

VSI
VSP
VSP2CC
w

ZSI

Fuel cells

Finite control set model predictive control
Field programmable gate array
Generalized predictive control
Impedance source inverter

Maximum boost pulse width modulation
Maximum constant boost pulse width modulation
multiple-input multipule-output

Model predictive control

Maximum power point tracking
Non-shoot-through

Perturb and observe

Proportional-integral

Phase-locked loop

Proportional-resonant

Particle swarm optimization

Photovoltaic

Pulse width modulation

qguasi-Z-source inverter

Renewable energy sources

Right-hlaf plane

Second

Simple boost pulse width modulation
Switched inductor quasi-Z-source inverter
Switched inductor Z-source inverter
Sinusoidal pulse width modulation
Shoot-through

Space vector pulse width modulation
Total harmonic distortion
Third harmonic injection

Uninterruptable power supply
\olts

\oltage source inverter

Variable switching point

Variable switching point predictive current control
Watt

Z-source inverter
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APPENDIX C

Test Bench

The used test bench has been built in the laboratory of the Ghalectrical Drive Systems and
Power Electronics, Technische Universitat Minchen. ludes the power electronic converters
and the real-time control system.

Two kW prototypes of the two-stage inverter (dc-dc boostveoter and voltage source in-
verter) and the quasi-Z-source inverter were built. Thegiesl inverter prototypes are shown
in Fig. C.1. The three-phase IGBT bridge Powerex IPM PM300CLAGtdule is used for
the qZSI and the VSI. In addition, the Powerex PM300DSAO6iicsws utilized for the dc-dc
boost converter. The diodes of the dc-dc converter and tt& rgtwork are represented by
RURG3060.

(a) Two-stage inverter. (b) Quasi-Z-source inverter.

Figure C.1: Inverter prototypes.

The control system consists of an FPGA board in additioneéddRLD board] 2 bit/8 chan-
nels DAC board, and2 bit/4 channels ADC board. The FPGA is Cyclone IlI-EP3C40Q240CS8,
with 39,600 logic elements,126 multipliers, and1,161,216 total RAM bits. The main oper-
ating frequency of the FPGA &) MHz. However, by utilizing the PLL megafunction, other
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Figure C.2: Test bench schematic diagram.

frequencies can be generated for other control purp@®@sHz for DA converter,100 kHz
for the LCD interface). In this work, the VHDL codes for all itemented control algorithms
were written by myself without using the MATLAB code genapatfunction. By doing so,
long codes could be optimized and fit to the FPGA availablespa

The schematic diagram of the complete test bench is depicteid). C.2. A 3 kW variable
dc power supply is used as a main input dc voltage to the iexgerAs can be seen, the current
and voltage measurements are introduced to A/D convemerthen input to the FPGA, while
the output voltages and currents are converted into analemmnals using D/A converters in
order to be displayed on an oscilloscope. By using new diggailloscopes, the CSV files that
store the experimental data points were generated (CSV fde@nma separated values file,
which allows data to be saved in a table structured formdtgs€& CSV files then were saved in
a USB flash drive and then imported into MATLAB to be plotted. @yng so, the waveforms
are clearer and one can easily check the plotted signalsracaltulate the corresponding THD
values.

The JTAG interface is used to download the compiled code frehost PC into the FPGA.
Moreover, the supervisory control input was used to adjustrhain operating mode for the
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Figure C.3: System set-up in the laboratory.

Table C.1: Passive components size

Parameter Value

gZS inductancd.;, Ly 500 puH
gZS capacitancé’, C, 470 uF
dc-dc converter inductande 1000 pH
dc-dc converter capacitancé 780 pF

whole controller, i.e. start, stop, reset, etc. Besides, @D was used to show the status of
the control system and some internal parameters in the FR@Aréference values, Pl param-
eters, and weighting factors of MPC). The hexadecimal inputiches were utilized to adjust
reference values and control parameters in real time.

The complete experimental set-up is displayed in Fig. C.& gdssive components size for
both the conventional two-stage inverter and quasi-Z«&®unverter are summarized in Table
C.1.
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