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ABSTRACT

Continuous-flow microfluidics have evolved rapidly in the
last decades, due to their advantages in effective and ac-
curate control. However, complex control results in com-
plicated valve actuations. As a result, sophisticated inter-
actions between control and flow layers substantially raise
the design difficulty. Previous work on design automation
for microfluidics neglects the interactions between the con-
trol and flow layers and designs each layer separately, which
leads to unrealistic designs. We propose the first planarity-
guaranteed architectural model, and the first physical-design
module models for important microfluidic components, which
have modelled the interactions between both control and
flow layers, while reducing the design difficulty. Based on
the above, we propose the co-layout synthesis tool called
Columba, which considers the pressure sharing among dif-
ferent valves, and routes channels in an any-angled manner.
Experimental results show that complicated designs consid-
ering layer interactions can be synthesized for the first time.

1 Introduction

Continuous-flow microfluidics have evolved rapidly in the
last decade thanks to their efficiency in high-throughput ap-
plications [1] [2] and convenience for operations requiring
accurate reagent amounts [3] [4]. These advantages owe to
their effectiveness in valve control. Valves are formed by seg-
ments of control and flow channels in corresponding layers.
As shown in Figure 1(a)(b), manipulating the pressure in the
control channel results in a shape change of the membrane
between the control layer and the flow layer, which enables
the control of the fluid flow. With this mechanism, switches
guiding flow directions as shown in Figure 1(c), highly ef-
ficient rotary mixers as shown in Figure 1(d), and reaction
chambers performing operations such as metering as shown
in Figure 1(e), can easily be built.

The maximum number of valves in a single chip supported
by current technology has already surpassed 1 million [5].
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Figure 1: (a)(b) Two push-up valves with different pressure.
(c) A four-end switch. (d) A rotary mixer. (e) A reaction
chamber for W×L volume metering.

However, valves are controlled by the pressure from chip
ports, the number of which is limited due to their area
cost (a port occupies up to 1 mm2 chip area [6]). There-
fore, designs involving a large number of valves require port-
sharing among those valves, and are thus used for biochem-
ical assays consisting of similar sub-tasks such as protein
crystallography [7] and high-throughput screening [8] [9].

For complex bioassays requiring precise control of each
valve, more chip ports are needed to convey different pres-
sure levels, which results in a limited number of valves. How-
ever, the design difficulty is not reduced with the reduc-
tion of the number of valves, since precise control results in
complex valve actuations and therefore sophisticated inter-
actions between control layer and flow layer. Manual designs
need to ensure the coordination of both layers and usually
take an experienced specialist several months.

Design automation approaches have thus been needed to
alleviate the design difficulty, and several approaches have
been devoted to generating place-and-route solutions for flow-
based microfluidics automatically. However, current work
performs separate design processes for flow layer and con-
trol layer, which make it impractical to treat the interactions
between control and flow layer properly. For example, [10]
together with [11] first generate device and channel-layout
of the flow-layer, the side-effect of which is that the place-
ment of all valves is decided without considering any con-
straints in control channel routing, thus the planarity of the
control layer is neglected, which makes the design unreal-
istic. [12] also performs independent flow-layer design at
first, but when a conflict occurs in the control-layer design,
it falls back to the previous phase and performs the flow-
layer design again. This tuning process will be performed
iteratively until a feasible solution is found, but the feasible
solution could be far from optimality.

Interactions between control and flow layers appear with
the actuation of valves, which means that the interaction
needs to be considered wherever a valve is implemented.
In this work, we include all the valve implementation into
module models, which can be regarded as the fundamental
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Figure 2: Physical-design module models for (a) Mixer. (b)
Reaction Chamber. (c) Fluid port. (d) Switch.

unit of a planarity guaranteed architecture model. Based on
this, we propose a co-layout synthesis tool named Columba

that performs simultaneous place-and-route for both control
and flow layers for the first time in the design automation
field. Our contributions include:

• We propose the first physical-design module models for
mixers, reaction chambers, switches, and ports, which in-
clude all the valve implementation on a chip and thus
provide a basis for modelling all the interactions between
control and flow layers.

• We propose the first planarity-guaranteed architectural
model which ensures the feasibility of place-and-route solu-
tions without unexpected overlapping among devices and
channels.

• We propose the co-layout synthesis tool Columba, which
consists of four design phases and focuses on the whole
layout containing both layers from the very beginning,
thus enabling designs with global view.

• We propose the first pressure sharing method in Columba,
thus reducing the number of control ports.

• We route control and flow channels in an any-angled man-
ner, as required for realistic designs.

2 Layout Abstraction

2.1 Physical-design Module Models

In our architectural model, mixers, reaction chambers, switches,
and ports are defined as modules. A physical-design mod-
ule model can be regarded as a bounding box with pins on
its boundary for the connection with other modules. The
layout inside of each module model is mostly pre-defined,
but for some pins, alternative positions are provided, which
ensure the flexibility of the global layout.
Figure 2 shows the inner structure of our module models.

Flow channels are indicated by blue lines, control channels
by green lines and valves by orange rectangles. When the
orientation of a module is determined, the corresponding
potential placement of valves and pins can be fixed. Most of
the valves inside the module models are connected with two
pins, one of which is connected with pressure sources, while
the other is not necessarily enabled or may be connected
with valves from other modules for pressure sharing (see
Section 3.1.2). An exception are valves forming peristalsis
pumps in the mixer module models, which are sequentially
connected with each other as shown in Figure 2(a) and share
the corresponding pins.
Figure 2(a) shows the module model for a mixer consist-

ing of 4 valves forming a peristalsis pump and 6 valves con-
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Figure 3: (a) Kuratowski graphs K5 and K3,3. (b) An ex-
ample of introducing switches to planarize the architectural
model in our method.

trolling fluid flow. There are two possible locations for a
pump in our module model (pump1 and pump2).

Figure 2(b) shows the module model for a reaction cham-
ber, which is simple but fundamental and can be used for
performing several kinds of operations [13] [14] [15].

Figure 2(c) shows the module model for a fluid port with
the shape from [6]. For the sake of planarity, each port
possesses only one pin, which can be located anywhere on
the module boundaries.

Figure 2(d) shows the module model for a switch, the
number of valves and corresponding pins of which is de-
termined by its degree.

2.2 Planarity-guaranteed Architectural Model

If we regard an architectural model as a graph, its modules
as vertices, and the flow channels between modules as edges,
then the edge crossing in this graph means the crossing of
channels without a proper switch, which requires extra con-
trol effort that is unexpected. Therefore, we need to guaran-
tee the planarity of the graph representing our architectural
model.

Planarity is well-defined in Kuratowski’s theorem [16]: a

graph is planar if and only if the graph does not contain a

subgraph that is a subdivision of K5 or of K3,3. Based on
this theorem, we give the following lemma:

Lemma. For a graph G=(V,E) that does not contain a

barycentric subdivision of K5 or K3,3, G is non-planar only

if there exist two adjacent vertices v0,v1∈V both with degrees

larger than or equal to 3.

To verify this lemma, we aim to show that a non-barycentric
subdivision of K5 or K3,3 contains two adjacent vertices
v0,v1 ∈V both with degrees larger than or equal to 3. A
barycentric subdivision is a special subdivision that sub-
divides each edge of the concerning graph. As shown in Fig-
ure 3(a), a non-barycentric subdivision of K5 contains at
least two adjacent vertices both with degree 4, and a non-
barycentric subdivision of K3,3 contains at least two adja-
cent vertices both with degree 3.

Corollary. In the graph G=(V,E) representing our archi-

tectural model, if G contains no barycentric subdivision of

K5 or of K3,3 as its subgraph, and for every vertex with a

degree larger than or equal to 3, each of its adjacent vertices

has a degree no more than 2, the graph is planar.

Based on the derived corollary, we classify our modules
into two types: Type-I includes switch modules with uncon-
strained degree, and Type-II includes mixers, reaction cham-
bers and port modules with a degree limited to no more than
2. As shown in Figure 3(b), white circles represent Type-
I modules and black circles represent Type-II modules. If
a Type-II module needs to receive inputs from or deliver
outputs to multiple other Type-II modules, instead of con-
necting these modules directly with each other, we connect
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Figure 4: The flowchart of our method.

them with Type-I modules as transfer station to meet the
degree limitations. If two Type-I modules are connected dir-
ectly with each other, we will merge them together to form
a new Type-I module. Therefore, the minimum degree of
two adjacent modules is restricted to no more than 2, which
means the the graph representing our architectural model
must be planar.
When no new Type-I module is introduced and no more

modules are merged, a check for the existence of barycentric
subdivision will then be performed. If a barycentric subdi-
vision of K5 or K3,3 is ascertained, we will arbitrarily pick
2 Type-I modules from this subdivision and merge them to-
gether until no more barycentric subdivision exists, so that
the planarity of the architectural model can be guaranteed.

2.3 Problem Formulation

The problem formulation of this work is defined as:
Input:

High-level-synthesis results of a biochemical assay in-
dicating scheduling and binding solutions.

Objective:

Minimize chip area, channel length, and the number
of control ports.

Output:

Physical design results for both control and flow layers.

3 Co-Layout Synthesis

The proposed physical design problem deals with both con-
trol and flow layers. In contrast to the simple combina-
tion of two general single-layer sub-problems, the interac-
tion between both layers plays a key role in this problem,
which means that well-researched methods for single-layer
problems of printed circuit boards (e.g., [17] [18]) cannot
be applied. In this work, we propose a four-phase co-layout
synthesis method, the flowchart of which is shown in Fig-
ure 4.

3.1 Global Layout Generation

3.1.1 Channel model

As the backbone of the global layout, we propose a directed
channel model which consists of several bending points and
channel segments. As shown in Figure 5(a), the bending
points of the i-th channel ci are indexed as bi,0,··· ,bi,n−1,
and the channel segments are indexed as segi,0,··· ,segi,n−2,
thereof bi,k and bi,k+1 are also called the terminals of segi,k,
and bi,0 and bi,n−1 are also called the terminals of ci. n∈N

indicates the number of bending points.
We represent the location of the i′-th module containing

valves by its center points (mi′,x,mi′,y) in a coordinate sys-
tem, together with mi′,x±

1

2
mi′,w, mi′,y±

1

2
mi′,h indicating

the location of the module boundaries, mi′,w and mi′,h in-
dicating the width and height of the i′-th module.
In phase 1, for the sake of model reduction, instead of

connecting each channel with specific pins of modules, we
connect channels with the center points of modules. The
incoming (outgoing) control channels connecting the same
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Figure 5: (a) Channel model. (b) An example of initial
states of channels in global layout. (c) An example of chan-
nel crossing. (d) An example of adding new bending points.

pair of modules are regarded as a whole channel bundle

sharing the same bending points. We index the j-th channel
bundle as cbj , along with a new variable ncbj indicating the
number of control channels merged by cbj . We assign a
group of control ports with no area cost (see Section 3.3) to
each module containing valves. The number of ports which a
port group eventually contains is determined by the number
of control channels connected to it.

3.1.2 Pressure Source Sharing

Valves inside the same module are required to work simul-
taneously with different actuation patterns, and therefore
need to be driven by individual pressure sources. However,
valves in different modules that do not have any overlapping
working period according to the scheduling results can share
the same pressure sources to reduce control efforts.

Therefore, besides an incoming control channel connected
to a pressure source, every valve va may also possess an
outgoing control channel, which is connected with another
valve vb as the incoming control channel of vb in a different
module, thus va and vb are connected in series to share the
same pressure source.

We introduce the following constraints to describe this
pressure sharing scenario for each module mi′ ∈M :

∑

∀cbj∈Cin,i′

ncbj =Vi′ , (1)

∑

∀cbj∈Cin,i′

ncbj ≥
∑

∀cbj∈Cout,i′

ncbj (2)

where M is the set of all modules, Cin,i′ (Cout,i′) is the set of
all incoming (outgoing) channel bundles of mi′ , and Vi′ is a
constant representing the number of valves inmi′ . (1) means
that the number of incoming control channels connected to
mi′ must equal the number of valves inmi′ , since every valve
possesses an incoming control channel as its pressure source.
(2) means that the number of the outgoing control channels
connected to mi′ should be no more than the number of the
incoming control channels, since valves do not all necessarily
possess outgoing control channels.

3.1.3 Channel Non-crossing Limitations

As shown in Figure 5(b), each channel possesses in its ini-
tial state only one segment formed by two terminals, which
are the center points of the two modules connected by this
channel. In order to avoid the crossing among channels in
the same layer, we view each segment as the diagonal of a
rectangle with exclusive chip area, and prohibit overlapping
among these areas: suppose that bi,k,bi,k+1 and bj,l,bj,l+1

are the respective terminals of two different segments si,k
and sj,l, and the coordinate of a bending point (terminal) is
represented as (b·,·,x,b·,·,y). There are four types of possible
locations allowed for these terminals to avoid area overlap-



ping, which can be transformed into (3)(4)(5)(6):

bi,k,x≤bj,l,x+qleΦ−w, bi,k,x≤bj,l+1,x+qleΦ−w,

bi,k+1,x≤bj,l,x+qleΦ−w, bi,k+1,x≤bj,l+1,x+qleΦ−w, (3)

bi,k,x≥bj,l,x+qriΦ−w, bi,k,x≥bj,l+1,x+qriΦ−w,

bi,k+1,x≥bj,l,x+qriΦ−w, bi,k+1,x≥bj,l+1,x+qriΦ−w, (4)

bi,k,y≤bj,l,y+qboΦ−w, bi,k,y≤bj,l+1,y+qboΦ−w,

bi,k+1,y≤bj,l,y+qboΦ−w, bi,k+1,y≤bj,l+1,y+qboΦ−w, (5)

bi,k,y≥bj,l,y+qupΦ−w, bi,k,y≥bj,l+1,y+qupΦ−w,

bi,k+1,y≥bj,l,y+qupΦ−w, bi,k+1,y≥bj,l+1,y+qupΦ−w, (6)

qri+qle+qup+qbo=3+qp (7)

where w is the minimum spacing distance between two seg-
ments, which is larger than the value specified in the design
check rules (see Section 3.3) and Φ is an extremely large aux-
iliary integer variable. qle, qri, qbo, qup, and qp are auxiliary
binary variables, thereof qp is the Lagrange multiplier, the
minimization of which is included in the optimization tar-
gets. If qp=0, one of (3)(4)(5)(6) has to be non-trivial ac-
cording to (7), and a feasible solution of this inequality group
indicates locations of two segments without area overlap.

If the overlapping of two segments is inevitable with the
current bending points status, qp has to be set to 1. In
this situation, phase 1 will be rerun and new bending points
will be added to the channels with conflicts, thus enabling
a detour around the conflict area. As shown in Figure 5(c),
the initial states of channel c1 and c2 result in an inevitable
crossing. Therefore, new bending points b1,a and b2,b are
added to c1 and c2 respectively. The locations of the exist-
ing bending points can be adjusted within a limited floating
range according to their previous locations, and the coordin-
ates of b1,a and b2,b are constrained by the locations of these
existing binding points as shown in Figure 5(c). With b1,a
and b2,b, now the crossing can be avoided as shown in Fig-
ure 5(d).

3.1.4 Module Placement

The non-overlapping limitations of modules are realized in
a similar manner as Section 3.1.3:

mi′,x−
1

2
mi′,w≥mj′,x+

1

2
mj′,w−qriΦ, (8)

mi′,x+
1

2
mi′,w≤mj′,x−

1

2
mj′,w+qleΦ, (9)

mi′,y−
1

2
mi′,h≥mj′,y+

1

2
mj′,h−qupΦ, (10)

mi′,y+
1

2
mi′,h≤mj′,y−

1

2
mj′,h+qboΦ, (11)

qri+qle+qup+qbo=3+qp. (12)

If qri (qle,qup,qbo) is set to 0, mi′ will be placed to the right

(left, upper, bottom) side of mj′ .

In our module models, the flow channels are connected to
a mixer module or a reaction chamber module from opposite
directions. For the convenience of channel routing, we rule
that if mb and mc are two modules connected to module
ma, then mb and mc must be placed at opposite directions
relative to ma. For example, if mb is placed to the right side
of ma, then mc has to be placed to the left side of ma. We
specify this rule by modifying the auxiliary binary variables
in (8)-(12) (the detailed constraints are omitted here due to
space limitations of the paper).

(a)
m0

m2
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m1

(b)
m0

m2
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Figure 6: (a) An example of accurate layout. (b) An ex-
ample of port-size recovery.

3.1.5 Objective

We represent the side lengths of a chip as two continuous
variables sx and sy, and the set of all bending points as B.
Then we introduce the following constraints to all bi,k∈B:

bi,k,x≥d ∧ bi,k,x≤sx−d ∧ bi,k,y≥d ∧ bi,k,y≤sy−d (13)

thereof d is the minimum spacing distance from the chip
boundaries to a bending point. If bi,k is the center point of
a module mi′ , we increase d by 1

2
max{mi′,w,mi′,h}. Since

the chip area is a quadratic variable, we introduce a new con-
tinuous variable sd=max{sx,sy} to represent the dimension
of the chip.

Therefore, we formulate our minimization objective as:

αsd+α1sx+α2sy+β
∑

∀cbi∈C

cbi,l+γ
∑

∀cbi∈CP

ncbi+σ
∑

∀qp∈E

qp

(14)
thereof C is the set of all channel bundles, Cp is the set of all
channel bundles that are connected with port groups, E is
the set of Lagrange multipliers, cbi,l is the length of cbi, and
α (together with α1 and α2), β, γ, σ are thus the adjustable
weight coefficients of chip area, total channel bundle lengths,
the number of ports and Lagrange multipliers respectively,
thereof α1,α2≪α are used to prevent the abuse of chip area,
and α is increased progressively in the following phases.

3.2 Handling Pin Constraints

With the modelling results from phase 1 indicating the mod-
ule locations and channel connections, we can specify the
locations of valves and pins inside a module, which enables
us to split a channel bundle into real channels connected
with the pins for an accurate layout as shown in Figure 6(a),
instead of with the center point of a module.

For a given module mi′ , we represent the set of all incom-
ing channels connected to mi′ as Cin, the set of all outgoing
channels connected to mi′ as Cout, and the set of pins in mi′

as P , thereof all pins are indexed according to the module
models shown in Figure 2, and the location of a pin pj ∈P

is represented as (mi′,x+κj,x,mi′,y+κj,y), where κj,x and
κj,y are constants indicating the distance between pj and
the center point of mi′ .

Therefore, we can introduce the following constraints to
locate the terminals bi,k of control channels ci∈Cin∪Cout

connected to mi′ :

bi,k,x=mi′,x+
∑

0≤j<|P |

qi,jκj,x, (15)

bi,k,y=mi′,y+
∑

0≤j<|P |

qi,jκj,y, (16)

thereof qi,j is an auxiliary binary variable representing the
selection of pins: if qi,j is set to 1, channel ci will be con-
nected to pin pj .

Then we introduce the following constraints to ensure that
ci will be connected to exactly one pin of mi′ (17), and a



Table 1: Generated Design Features.

D(mm2) L(mm) #(m, r, s, fp, cp) T

kinase act.[19] 15.05 × 15.05 163.54 2, 2, 3, 7, 24 5m22s

acid proc.[3] 18.35 × 18.15 252.83 3, 3, 3, 11, 40 9m5s

ChIP (4IP)[20] 27.95 × 26.65 298.25 5, 4, 2, 17, 44 9m56s

mRNA iso.[21] 22.77 × 24.30 564.01 4, 4, 3, 18, 54 34m42s

ChIP (10IP) 38.15 × 38.11 556.42 11, 10, 2, 23, 100 46m10s

D: chip dimension. L: total length of channels. #m, #r, #s, #fp,
#cp: number of mixers, reaction chambers, switches, fluid ports, and
control ports. T : program runtime.

pin pj can be connected with at most one channel (18):

∀ci∈Cin∪Cout,
∑

0≤j<|P |

qi,j =1, (17)

0≤j≤|P |,
∑

0≤i<|Cin∪Cout|

qi,j ≤1. (18)

As mentioned in Figure 2 and Section 3.1.2, each valve in
our modules possesses two pins, which can be indexed as pj′
and pj′+1, j

′∈{2k|k∈N0}.
For a valve controlling fluid flow, one of its pins must be

connected with an incoming control channel, while the other
pin can be connected with an outgoing control channel or be
left unused. Therefore, the number of pins connected with
outgoing control channels must be no more than the number
of pins connected with incoming control channels. This is
described by the following constraints:

∑

i∈{i|ci∈Cin}

qi,j′ ≥
∑

ǐ∈{ǐ|c
ǐ
∈Cout}

qǐ,j′+1, (19)

∑

i∈{i|ci∈Cin}

qi,j′+1≥
∑

ǐ∈{ǐ|c
ǐ
∈Cout}

qǐ,j′ . (20)

Since we have two possible locations for a pump in our
mixer module, not all valves forming peristalsis pumps need
to be connected with control channels. As shown in Fig-
ure 2(a), if we regard pump1 and pump2 as valves possessing
two pins, only one of them will be connected with control
channels and the other will be left unused. Therefore, we
introduce the following constraints to describe channel con-
nections for mixer modules:

∑

i∈{i|ci∈Cin}

(qi,j′+qi,j′+1)≤1, (21)

∑

i∈{i|ci∈Cin},j∈{12,13,14,15}

qi,j =1. (22)

We also put the non-crossing constraints mentioned in Sec-
tion 3.1.3 on the new control channels generated in this
phase, and rerun the optimization until no channel cross-
ing exists.

3.3 Port Module Restoration

Since a port module contains only one pin, which can be
located anywhere on the module boundary, the connection
between ports and other modules is not so complicated as
the connection between two modules containing valves. There-
fore, for the sake of model reduction, the area costs of ports
are ignored in phase 1 and phase 2.
In this phase, we restore the ports as modules with given

side length. Since we have kept a relatively large minimum
spacing distance between channels and modules in previ-
ous phases as mentioned in Section 3.1.3 and Section 3.1.4,
it is not difficult to find suitable locations for these ports

7.5mm34.1mm 30mm

26.65mm

27.95mm

7.5mm

(a)

(b)

control channel

flow channel

control port

fluid port

mixer

reaction chamber

valve

Figure 7: ChIP [20] design: (a) Manual (b) Columba.

with little draw-and-push efforts as shown in Figure 6(b).
Then we put the non-crossing constraints on the channels
connected with ports and other modules, and rerun the op-
timization until no channel crossing exists.

3.4 Refinement

In the last phase of our modelling process, we replace the
above mentioned large minimum spacing distance with the
actual requirement according to [6], and re-run the optimiz-
ation for better utilization of the chip area.

4 Experimental Results

We implemented our method in C++ on a computer with
2.40GHz CPU. The proposed model is linear and thus the
optimization problem can be solved by the Mixed Integer
Linear Programming (MILP) solver Gurobi [22].

Table 1 shows the feature values of the automatically-
generated designs by Columba. The first four test cases
are from [3] [19] [20] [21] and are listed with the order as
their sizes, To show the scalability of Columba, we design
a 10 Immunoprecipitation (IP) chip (ChIP (10IP)) by du-
plicating 6 more parallel IP process as the fifth test case.
The number of the synthesized control ports #cp as well as
the program runtime T increase smoothly proportional to
the design complexity, which is denoted by #m (mixers),
#r (reaction chambers), #s (switches), #fp (fluid ports) as
the given inputs from scheduling results.

Figure 7 shows the comparison between the manual design
and the automatic design by Columba for ChIP (4IP). Blue
and green lines in the figure indicate the flow and control
channels, small blue and green circles represent the fluid
and control ports, big blue ellipses represent the mixers,
pink rectangles represent the reaction chambers, and orange
segments represent the valves. Since the dimension of each
mixer is clearly specified as 7.5mm × 3.8mm in [20], we can
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Figure 8: Temporary resultant graphs of test case
ChIP(10IP): (a) Phase 1. (b) Phase 2. (c) Phase 3.
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Figure 9: The final design of test case ChIP(10IP).

estimate the chip size of the manual design, which is larger
than the automatic design generated by Columba.
Figure 8 shows the temporary resultant graphs of test case

ChIP(10IP). The global layout is determined in phase 1 as
shown in Figure 8(a); in phase 2, channel bundles are split
into real channels and connected to pins of modules instead
of the central points of modules as shown in Figure 8(b);
and in phase 3, chip ports are restored as modules with area
cost as shown in Figure 8(c). Since the weight coefficient
α of area cost is increased progressively, the chip area is
gradually reduced. Figure 9 shows the snapshot of the final
design generated by Columba for ChIP(10IP), which, though
large and complicated, requires less than 1 hour for the entire
synthesis.

5 Conclusion

In this paper we propose the co-layout synthesis tool Columba
that performs simultaneous place-and-route for both control
and flow layers and supports the major types of modules
which are used in microfluidics. The library of the module
models could be extended in the future and could be sup-
ported directly by Columba. Experimental results showed
that Columba could deal with large designs within complex
interaction between different layers very well.
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