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Abstract—Data-driven nonparametric models gain importance as control systems are increasingly applied in domains where classical system identification is difficult, e.g., because of the system’s complexity, sparse training data or its probabilistic nature. Gaussian process state space models (GP-SSM) are a data-driven approach which requires only high-level prior knowledge like smoothness characteristics. Prior known properties like stability are also often available but rarely exploited during modeling. The enforcement of stability using control Lyapunov functions allows to incorporate this prior knowledge, but requires a data-driven Lyapunov function search. Therefore, we propose the use of Sum of Squares to enforce convergence of GP-SSMs and compare the performance to other approaches on a real-world handwriting motion dataset.

I. INTRODUCTION

Accurate identification of dynamical systems is fundamental for the application of control engineering. Classical control uses system identification methods and observations of the system’s behavior to identify parametric models. The identification strongly depends on the choice of the model structure as otherwise the corresponding set of parameters cannot be determined. The potential model candidates are unknown, especially for complex, possibly stochastic, systems, e.g., human behavior. Therefore, identification using data-driven models has recently emerged, because the application of control engineering reaches more towards areas where no analytic description of the system dynamic exists.

Practitioners, e.g., in robotics, successfully employ autonomous dynamical systems for encoding desired trajectories based on observed motions from humans. Given training data points of point-to-point motions, a stable dynamical system is learned, which guarantees convergence to the goal point during reproduction [1]. The application of nonparametric data-driven models is very promising in such domains as knowledge about the complexity of the motion is missing a priori. Nevertheless, some fundamental properties of the dynamical system must be given as otherwise generalization outside of the observed dataset is not possible [2]. Here, we consider sufficiently smooth behavior and the convergence of the dynamical system as prior knowledge, which both hold for many real-world systems.

From a system identification point of view, subspace methods as proposed in [3] allow to incorporate stability assumptions. But classical methods rely on a particular parametric model structure, e.g., ARMA models in the linear case or Hammerstein models for nonlinear inputs [4]. However, for a good performance, the model structure should be known. Another issue is the quantification of the possible ignorance of the model outside of the training dataset. Some identification methods use stochastic embedding [5] to model the bias error as realization of a stochastic process, but the benefits from a Bayesian modeling approach are not exploited. Therefore, the behavior in areas without observations is not properly defined and must be handled with care. Gaussian processes (GPs) allow to quantify the model fidelity as they also encode the uncertainty directly in the stochastic process (without separate model error estimation). The work in [6] considers kernel-based approaches like the GP for identification and reviews recent work at the intersection to machine learning.

Previous work in [7], [8] considers GPs for system identification due to their beneficial properties regarding the bias variance trade-off, the strong background of Bayesian nonparametrics models and the implied smoothness (when using an appropriate kernel). The stability of GP-SSMs is first investigated in [9], [10] but without elaborating how convergence can be enforced. Alternatively, [1] uses Gaussian Mixture Models for learning stable dynamics, while [11] develops a generic framework for stabilizing learned dynamical systems using control Lyapunov functions. However, both methods do not consider the uncertainty in the model.

The contribution of this paper is a novel approach to learning stochastically stable GP-SSMs. First, we propose the use of Sum of Squares (SOS) as a flexible control Lyapunov function and demonstrate its superiority over previous approaches in terms of computational efficiency and flexibility. Second, we present methods to enforce asymptotic stability for deterministic GP-SSM and global uniform boundedness for the stochastic GP-SSM under the SOS Lyapunov function. We demonstrate the results on an experimental handwriting motion dataset.

The remainder of this paper is structured as follows: After formulating the considered problem in Section II, Section III presents the main result. It is followed by numerical evaluation in Section IV and a conclusion.

II. PROBLEM FORMULATION

Consider a discrete-time system with a continuous-valued state\(^1\) \(x_k \in \mathcal{X} \subseteq \mathbb{R}^n\) driven by an unknown stochastic process

\[
x_{k+1} = f(x_k) + G(x_k)\omega_k, \quad \omega_k \sim \mathcal{N}(0, I_n), \tag{1}
\]

\(^1\)Notation: Lower/upper case bold symbols denote vectors/matrices, respectively. \(I_n\) denotes the \(n \times n\) identity matrix and \(A \succ 0\) the positive definiteness of matrix \(A\). \(E[\cdot]\) denotes the expected value, \(\text{var}[\cdot]\) the variance of a random variable. \(\mathbb{R}^n_+, \mathbb{R}_+\) denote all real nonnegative numbers with and without the zero, respectively. The norm \(\| \cdot \|\) denotes Euclidean norm.
where $\omega$ is a random variable from the probability space $(\Omega, F, \mathcal{P})$ with sample space $\Omega$, the corresponding $\sigma$-algebra $F$ and the probability measure $\mathcal{P}$. Assume that $f : \mathcal{X} \to \mathcal{X}$ is infinitely differentiable as well as $G : \mathcal{X} \to \mathbb{R}^n$ which maps to the diagonal elements of positive definite matrices. It is assumed, that true dynamical system $x_{k+1} = f(x_k)$ is globally uniformly asymptotically stable and the real stochastic process (1) is globally uniformly bounded, which is defined as follows:

**Definition 1 (Uniform Boundedness [12]):** The trivial solution of (1) is uniformly bounded if, for every $\alpha > 0$ there exists $\beta > 0$ such that

$$\|x_k\| < \beta, \text{ almost surely,}$$

when $\|x_0\| < \alpha$ for a $k \geq 0$. It is globally uniformly bounded if $\alpha$ is arbitrary large.

We assume that consecutive measurements of the state are taken, thus $N$ data pairs are given in the training set $D = \{(x_i, x_{i+1})\}_{i=1}^N$. The goal is to find a process model $f_\psi$ with parameters $\psi$, which estimates the real process (1) based on data $D$ using the above stated prior assumption on convergence and smoothness.

Based on this definition, finding the model $f_\psi$ is formalized as a constrained likelihood optimization

$$\psi^* = \arg\max_{\psi} \sum_{i=1}^N \log \mathcal{P}(x_{i+1}|x_i, f_\psi),$$

**s.t.** $x_{k+1} = f_\psi(x_k)$ is globally uniformly bounded,

where $f_\psi$ is an infinitely mean-square differentiable stochastic process. The optimization ensures, that the model $f_\psi$ best possibly corresponds to the real process (1), when using the likelihood (3a) as a measure for similarity. The constraint (3b) incorporates the prior assumption on boundedness of the underlying process. This paper aims to develop a method for synthesizing the model $f_\psi$ using a Bayesian data-driven approach which is computationally tractable.

### III. Stochastic Stability with SOS Control Lyapunov Functions

Our general idea is to learn a GP-SSM $f_{\psi_{GP}}(x_k)$ and a SOS control Lyapunov function $V(x_k)$ separately using the available training data. Then, the overall model is synthesized

$$f_\psi(x_k) = f_{\psi_{GP}}(x_k) + u(x_k),$$

where $u(x_k)$ is an internal stabilizing command computed from the control Lyapunov function.

**A. Learning Gaussian Process State Space Models**

A Gaussian process is a stochastic process which assigns to any finite subset $\{x_1, \ldots, x_M\} \subset \mathbb{R}^n$ in a continuous input domain a joint Gaussian distribution. It is often considered as a distribution over functions [13], denoted by $f(x) \sim \mathcal{GP}(m_{GP}(x), k_{GP}(x))$. It is fully specified by its mean function $m_{GP}(x) : \mathcal{X} \to \mathbb{R}$ and covariance function $k_{GP}(x, x') : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$. If no prior knowledge about the function is available the mean function is commonly set to zero, but our approach equivalently works with nonzero priors. A widely used covariance function is the squared exponential kernel with automatic relevance determination

$$k_{GP}(x, x') = \sigma_f^2 \exp \left( -\frac{1}{2} (x - x')^T L^{-2} (x - x') \right).$$

The variables $L = \text{diag}(l_1, \ldots, l_n)$ and $l_j \in \mathbb{R}_+$ are considered hyperparameters of the GP and concatenated in $\psi_{GP} = [l_1 \cdots l_n \sigma_f]^T$. The kernel (5) is infinitely differentiable and consequently results in a distribution over infinitely mean square differentiable functions [13]. Thus, by the choice of the kernel, the smoothness assumption regarding the true process (1) is matched.

We model the output variables as independent from each other, thus, $n$ independent GPs are employed for a $n$-dimensional state space, denoted as

$$f_{\psi_{GP}}(x) \sim \mathcal{GP}(0, k_{GP}(x, x')), \quad (6)$$

where $k_{GP}(\cdot, \cdot) = [k_{GP, 1}(\cdot, \cdot) \cdots k_{GP, n}(\cdot, \cdot)]^T$ is composed of covariance functions with corresponding hyperparameters $\psi_{GP,j}, j = 1, \ldots, n$.

$$f_{\psi_{GP}}(x) = \begin{cases} f_{\psi_{GP, 1}}(x) \sim \mathcal{GP}(0, k_{GP, 1}(x, x')) \\ \vdots \\ f_{\psi_{GP, n}}(x) \sim \mathcal{GP}(0, k_{GP, n}(x, x')) \end{cases} \quad (7)$$

The GP-SSM models the difference equation of a stochastic dynamical system mapping from the current state $x_k$ to the normal distribution over the next state $x_{k+1}$, thus

$$x_{k+1} \sim \mathcal{GP}(0, k_{GP}(x_k, x_k')). \quad (8)$$

Given input training data $\{\bar{x}_i\}_{i=1}^N$ and output training data $\{\bar{x}_{i+1}\}_{i=1}^N$ and the current state $x_k$, the mean and variance of the $j$-th component of the next state $x_{k+1,j}$ is given by

$$\mathbb{E}[x_{k+1,j}] = k_{\psi_{GP,j}}(x_k, x_k') \sigma_{\omega}^2 k_j^{-1} y_j =: \mu_j(x_k), \quad \text{var}[x_{k+1,j}] = k_{\psi_{GP,j}}(x_k, x_k') k_j^{-1} \sigma_{\omega}^2, \quad (9)$$

where $y_j = [\bar{x}_{2,j}, \cdots, \bar{x}_{N+1,j}]^T, j = 1, \ldots, n$ concatenates the $j$-th dimension of the output training data $\{\bar{x}_{i+1}\}_{i=1}^N$, $\sigma_{\omega} \in \mathbb{R}_+^n$ is observation noise and

$$K_j = \begin{bmatrix} \mathbb{E}[x_{k+1,1}] & \cdots & \mathbb{E}[x_{k+1,N}] \\ \vdots & \ddots & \vdots \\ \mathbb{E}[x_{k+1,1}] & \cdots & \mathbb{E}[x_{k+1,N}] \end{bmatrix},$$

$$k_j = \begin{bmatrix} k_{\psi_{GP,j}}(\bar{x}_1, x_k') \\ \vdots \\ k_{\psi_{GP,j}}(\bar{x}_N, x_k') \end{bmatrix}. \quad (10)$$

Following Bayesian inference principle, the optimal hyperparameters regarding the training data are obtained by maximizing the marginal likelihood for every component, i.e. for every $j = 1, \ldots, n$

$$\psi_{GP,j}^* = \arg\max_{\psi_{GP,j}} \log p(y_j | X, \psi_{GP,j}),$$

$$\log p(y_j | X, \psi_{GP,j}) = -\frac{1}{2} y_j^T K_j y_j - \frac{1}{2} \log \det K_j - \frac{N}{2} \log(2\pi), \quad (11)$$
where $X = [\bar{x}_1, \cdots, \bar{x}_N]$ concatenates the input data $\{\bar{x}_i\}_{i=1}^N$. This optimization is nonconvex and commonly solved using gradient-based solvers in the GP-SSM training [13].

B. Learning Sum of Squares Lyapunov function

Sum of Squares, a suitable technique for constructing Lyapunov functions, is defined as follows [14].

**Definition 2 (Sum of Squares):** For $x \in \mathbb{R}^n$, a multivariate polynomial $p(x)$ is a Sum of Squares if there exist some polynomials $r_m(x)$, $m = 1 \ldots M$ such that

$$p(x) = \sum_{m=1}^M r_m^2(x).$$

(12)

It is well-known that an equivalent characterization of SOS is given as follows [15].

**Lemma 1 (SOS in vector notation):** A polynomial $p(x)$ of degree 2M is a SOS if and only if there exists a positive semidefinite matrix $Q \succeq 0$ and a vector of monomials $\vec{m}(x)$ containing monomials of degree $\leq M$ and $> 0$ such that

$$p(x) = \vec{m}(x)^T \bar{Q} \vec{m}(x).$$

(13)

This lemma crucially simplifies the construction of a SOS to finding the elements of the $M_n \times M_n$ dimensional symmetric matrix $Q$. In order to make the SOS a valid Lyapunov candidate, we restrict the matrix to be positive definite $Q \in S_+$ with

$$S_+ = \{ Q \in \mathbb{R}^{M_n \times M_n} \mid Q \succ 0, Q = Q^T \}.$$

1) **Learning SOS from Data:** Since the deterministic part of the true process $x_{k+1} = f(x_k)$ is asymptotically stable, there exists a Lyapunov function $V(x_k)$ which reduces in each time step

$$V(x_{k+1}) - V(x_k) < 0.$$  

(14)

To keep the problem of finding this function tractable, we assume a SOS Lyapunov candidate $V$ of degree 2M

$$V(x_k) = \vec{m}(x_k)^T \bar{Q} \vec{m}(x_k).$$  

(15)

Since all which is known about (1), besides the stability, are its realizations in the dataset, those will be used for the Lyapunov function search

$$Q^* = \arg \min_{Q \in S_+} \sum_{i=1}^N g \left( V(x_{i+1}) - V(x_i) \right),$$  

(16)

which minimizes the violation of the condition (14) with

$$g(\xi) = \begin{cases} 0 & \text{for } \xi \leq 0 \\ \tilde{g}(\xi) & \text{for } \xi > 0 \end{cases}$$

(17)

and $\tilde{g}(\xi): \mathbb{R}_+ \to \mathbb{R}_+$ is chosen as a strictly monotone increasing convex function. With this choice, the optimization can be solved efficiently also for large degrees of the SOS since it is a convex problem.

**Proposition 1:** The optimization in (16) is a convex problem if $V$ is a Sum of Squares and the function $g$ is a non-decreasing convex function.

**Proof:** The Lyapunov function (15) is a linear function of the matrix $Q$. The difference $V(x_{i+1}) - V(x_i)$ is also linear, thus convex in $Q$. The composition of $g$ and this difference is convex because $g$ is non-decreasing and convex by assumption. As the sum of convex functions is also convex, the objective function is convex. The constraint set $S_+$ is convex, thus (16) is a convex problem. ■

**Remark 1:** Even though, we aim to identify a stochastic process, a deterministic Lyapunov criteria on (14) is employed. This is done only in the function search but not in the actual control computation (as shown in the following section) and therefore does not affect the convergence properties of the resulting system. This is also why the parameter choice of the Lyapunov function will only influence the identification precision but not the convergence itself. Considering the observations of the stochastic process as its realizations, as in (16), is a reasonable assumption, since the data is the only information available about the system. Because of the stochastic nature, not all data points might adhere to the Lyapunov function which belongs to the stable true dynamics $\bar{f}$. Therefore, the objective function (16) might not reach zero. However, this is not decisive for the convergence properties of the identified system as shown later on.

C. Stabilizing Control

After learning a SOS control Lyapunov function from data, it is employed to compute a stabilizing command $\|u\| < \infty$ for the GP-SSM. We start with a deterministic consideration of the GP-SSM before dealing with the stochastic case.

1) **Deterministic Results:** For this case, the proposed next state $\bar{x}_{k+1}$ is the mean prediction $\mu: \mathcal{X} \to \mathcal{X}$ of the GP in (9), thus $\bar{x}_{k+1} = \mu(x_k)$, which is possibly not stable. The stabilizing command is found through optimization

$$u^* = \arg \min_{u} \frac{1}{2} u^T u,$$

(18a)

s.t. $V(\mu(x_k) + u) - V(x_k) < 0$ if $x_k \neq 0$

$$V(\mu(x_k) + u) - V(x_k) = 0$$  

(18b)

where $V$ is the SOS function determined in (16). This is not a convex problem because of the nonconvex constraint set (18b). Therefore, finding a global minimum cannot be guaranteed. However, this is not critical concerning the stability, because any $u$ in the constraint set leads to a stable system. Reaching a local minimum will only result in behavior different from the training data, but convergence is guaranteed. In case that the stability condition is already satisfied for the uncorrected GP-SSM, the stabilizing command equals 0, so there is no need to solve this optimization.

For the deterministic case, the following conclusion is drawn.

**Proposition 2:** The system

$$x_{k+1} = f_{\psi}(x_k) := \mu(x_k) + u^*(x_k),$$

(19)

$^2$A monomial of degree $M$ in $x \in \mathbb{R}^n$ is a scalar function $\prod_{j=1}^n x_j^{\alpha_j}$ where $\alpha_j$ are nonnegative integers with $\sum_{j=1}^n \alpha_j = M$. The number of all possible monomials of degree $\leq M$ and $> 0$ is $M_n = \frac{(n+M)!}{m(M)!} - 1$.

$^3$The dependency of $u$ on $x_k$ was dropped for notational convenience.
where $\mu$ is the mean function of a GP from (9) and the stabilizing command $u^*(x_k)$ obtained from the constrained optimization (18) is uniformly globally asymptotically stable.

Proof: The function $V$ is a SOS and therefore positive definite (with the restriction $Q \in S_+$) and radially unbounded and therefore a valid Lyapunov candidate. The optimization is feasible, since the solution $u = -\mu(x_k)$ is always in the constraint set because $V(0) - V(x_k) = -V(x_k)$ is negative definite $\forall x_k \in \mathcal{X}$. Also boundedness of $\|u\|$ is full filled here, since deterministic GP-SSMs with squared exponential kernel are bounded [9].

b) Stochastic Results: For the stochastic case, the proposed state $\tilde{x}_{k+1} = f_{\psi_{GP}}(x_k)$ is a Gaussian distributed vector (from the GP) and the stabilizing command is obtained from the optimization

$$ u^* = \arg\min_u 1/2 u^\top u, \quad \text{s.t.} \quad \delta V(x_k) < 0 \quad \text{if} \quad x_k \neq 0, \quad \delta V(x_k) = 0 \quad \text{if} \quad x_k = 0, \quad \quad \quad (20a) $$

where $\delta V(x_k) = E[V(\tilde{x}_{k+1} + u)|x_k] - V(x_k)$. Since $V(\tilde{x}_{k+1} + u)$ is a polynomial in $\tilde{x}_{k+1}$ for the SOS Lyapunov function, the computation of the constraint (20b) reduces to a sum over expectations of multivariate polynomials

$$ E[V(\tilde{x}_{k+1} + u)|x] = \sum_{i,j=1}^{M_n} Q_{ij} E[m_i(\tilde{x}_{k+1} + u)m_j(\tilde{x}_{k+1} + u)|x], \quad \quad \quad (21) $$

where $m_i(\cdot), m_j(\cdot)$ are the $i,j$-th element of the monomial vector $\mathbf{m}\mathbf{t}$ and $Q_{ij}$ the elements of $Q$. These expectations are moments of the random vector $\tilde{x}_{k+1} + u$ and their computation for arbitrary degrees $M$ and dimensions $n$ for normally distributed random vectors are given in [16].

In contrast to the deterministic case, (20) is not feasible $\forall x_k \in \mathcal{X}$, because $E[V(\tilde{x}_{k+1} + u)|x] > 0 \forall x_k$, even for $u = -\mu(x_k)$. And since $V(x_k) \rightarrow 0$ for $\|x_k\| \rightarrow 0$, the allowed set $\delta V(x_k) \leq 0$ is empty for some $x_k$ near the origin. Before analyzing the impact of this feasibility problem on convergence properties, we review the Lyapunov based criteria [12] for showing boundedness from Definition 1.

Theorem 1 (Global Uniform Boundedness): The stochastic system of the form (1) is almost surely globally uniformly bounded, if there exists a positive definite, radially unbounded function $V(x_k)$, for which

$$ E[V(x_{k+1})|x_k] - V(x_k) < 0, \quad \forall \|x_k\| > \delta \quad (22) $$

holds for some $\delta \in \mathbb{R}_+$. To apply this theorem the boundedness of the expectation of the Lyapunov function must be shown for our setting.

Lemma 2: There exists a $c_1 \in \mathbb{R}_+$ which upper bounds the expectation of the Sum of Squares Lyapunov function

$$ E[V(\tilde{x}_{k+1} + u)|x] < c_1, \quad \quad \quad (23) $$

where $\tilde{x}_{k+1} = f_{\psi_{GP}}(x_k)$ is a GP-SSM with a squared exponential kernel and $u$ is obtained from (20).

Proof: The expectations $E[\tilde{x}_{k+1}]$ and variances $\text{var}[\tilde{x}_{k+1}]$, $j = 1, \ldots, n$, of a GP-SSM with squared exponential kernel are bounded by $\sqrt{N}\sigma^2_j/h_j$ and $\sigma^2_j$, respectively. This which was shown in [10] using the abbreviation $h_j = (K_j + \sigma^2_{\alpha I})^{-1}h_j$. Thus it follows

$$ E[\tilde{x}_{k+1} + u_j|x] < \sqrt{N}\sigma^2_j h_j + u_j \quad (24) \quad \text{for} \quad \|x_k\| > c_2. \quad \quad \quad (25) $$

The expectation of the SOS Lyapunov function $E[V(\tilde{x}_{k+1} + u)|x]$ is a polynomial in the expectations (24) and the variances (25) as given from equation (21). Hence, it is also bounded.

This leads to the main result on boundedness of the system.

Proposition 3: The system

$$ x_{k+1} = f_{\psi}(x_k) := f_{\psi_{GP}}(x_k) + u^*(x_k), \quad \quad \quad (26) $$

with Gaussian process $f_{\psi_{GP}}(x_k) \sim \mathcal{GP}(0, k_{GP}(x_k, x_k'))$ with squared exponential kernel as defined in (5) and the stabilizing command $u^*(x_k)$ obtained from the constrained optimization (20) is globally uniformly bounded for a bounded initial value $x_0$. Whenever $\delta V(x_k) > 0$, thus (20) not feasible, $u^* = -\mu(x_k)$ is set.

Proof: From Lemma 2, it can be obtained that

$$ \delta V(x_k) < c_1 - V(x_k). \quad (27) $$

Due to the fact that $\lim_{\|x_k\| \rightarrow \infty} V(x_k) = \infty$ is unbounded and (27), there must exist a $c_2 \in \mathbb{R}_+$ such that

$$ \delta V(x_k) < 0, \quad \forall \|x_k\| > c_2. \quad (28) $$

Therefore, the conditions of Theorem 1 are satisfied.

Thus, there exists a set $\mathcal{B}_{c_2}$ around the origin where (20) is not feasible. But outside of this set, $\mathcal{X} \setminus \mathcal{B}_{c_2}$, the problem is feasible and the stabilizing command ensures decreasing expectation of the Lyapunov function. Therefore, the system is guaranteed to convergence to $\mathcal{B}_{c_2}$ in probability.

IV. EXPERIMENTAL EVALUATION

For evaluation purposes, we compare the proposed SOS Lyapunov function, now denoted by $V_Q$, the previously proposed weighted sum of asymmetric quadratic functions (WSAQF) $V_{WSAQF}$ [11] and a quadratic Lyapunov function $V_P$ based on the LASA handwriting dataset\(^4\). Since no other approach for learning stochastic stable systems is known from literature, we first compare the proposed SOS-based technique in a deterministic setting before showing simulations for the stochastic case.

A. Setup Deterministic

The dataset contains 24 demonstrations of human writing motions in two dimensions. Three repetitions of 150 or 250 steps are taken for each movement, thus $D$ contains 450-750 elements. In the first step, the hyperparameters $\psi_{GP}$ for the 2D GP-SSM are trained according to Section III-A. For the deterministic model the mean of the GP-SSM is taken. We compare three different Lyapunov functions.

\(^4\)Available for download at https://bitbucket.org/khansari/seds
A quadratic Lyapunov function $V_P(x_k) = x_k^T P x_k$, where $P > 0$ with $n(n+1)/2 = 3$ free parameters (the elements of the Cholesky decomposition of $P$).

- The WSAQF Lyapunov function [11] defined as

$$V_{WSAQF}(x_k) = x_k^T P_0 x + \sum_{l=1}^{L} \beta_l(x_k)(x_k^T P_l(x_k - \xi_l))^2,$$

with

$$\beta_l(x_k) = \begin{cases} 1 & \text{if } x_k^T P_l(x_k - \xi_l) \geq 0 \\ 0 & \text{otherwise}, \end{cases}$$

which has continuous first order partial derivatives and is positive definite for $P_0, ..., P_L > 0$. We consider here $L = 3$ resulting in $(L + 1)n(n + 1)/2 + nL = 18$ free parameters for the Cholesky decompositions of $P_0, ..., P_L$ and $\xi_1, ..., \xi_L$. WSAQF have been originally proposed in continuous-time domain, therefore results might vary.

- The proposed SOS Lyapunov function defined in (21) with degree $2M = 4$, resulting in $M_n = 5$ monomials and therefore $M_n(M_n + 1)/2 = 15$ free parameters (Cholesky decomposition of $Q$).

The optimization (16) is solved for each Lyapunov function to determine the optimal parameters. For efficient implementation, we perform a Cholesky decomposition $LL^T$ for all positive definite matrices and optimize over the nonzero entries of the lower triangular matrix, which allows to avoid the positive definiteness constraint. To enforce strict positive definiteness of the matrices $Q, P_0, ..., P_L$ their eigenvalues are enforced to be larger than 0.01 by adding this as a constraint to the numerical optimization. For the optimization (16), we chose $g(\xi) = \xi$ in accordance to Proposition 1.

The optimization (16) has, depending on the employed Lyapunov function, a nonconvex or convex objective function (Table I), nevertheless we employed for all the same solver.

For the evaluation of $f_{\psi}$, the correction term $u$ is obtained from solving (18). The constraint can be either convex or nonconvex, making the entire problem convex nor not, as summarized in Table I. For numerical robustness, we enforce the strict negativity in (18b) by

$$V(\mu(x_k) + u) - V(x_k) = -\rho \log(1 + V(x_k))$$
in our implementation, where $\rho = 0.1$ was chosen.

The simulations start from the initial points of the training trajectories until reaching a neighborhood of the origin $\|x_k\| < 10$ or the 500 steps limit. The performance is compared regarding three quality measures:

- The computation time for finding the optimal Lyapunov function (solving (16)) in Matlab on a laptop with Intel Core i7 q740 processor at 1.73 GHz and 4 GB RAM.
- The total area between the training data curve and the curve from the simulated trajectories.
- The average correction effort $E_{cor}$ defined as

$$E_{cor} = \frac{K_f}{\sum_{k=1}^{K_f} \|u_k\| / \sum_{k=1}^{K_f} \|x_k\|}$$

where $K_f$ is the total number of steps summed over all trajectories and $u_k$ are the corresponding stabilizing commands.

The results are shown graphically for the S-shape motion in Fig. 1 and quantitatively for the entire dataset in Table I. The computation time for the quadratic Lyapunov function is the lowest as it has the least parameters to optimize, but also the lowest precision due to little flexibility. The SOS Lyapunov function outperforms the WSAQF with respect to all measures. The correction effort and the area is the lowest and therefore the stabilized model follows the training data more accurately then all others, while applying fewer corrections.

### B. Setup Stochastic

To evaluate the stochastic setting, we simulate as follows.

- GP-SSM without stabilization: Realizations of the trajectories are generated by drawing in each step from

$$x_{k+1} \sim \mathcal{N}(\mu(x_k), \Sigma(x_k)),$$

(29)
where mean $\mathbb{E}[x_{k+1}] = \mu(x_k)$ and variance var$[x_{k+1}] = \Sigma(x_k) = \text{diag}(\sigma_1^2(x_k), \ldots, \sigma_n^2(x_k))$ are inferred from the GPs according to (9), (10).

- **GP-SSM** with stabilization through SOS Lyapunov function: At each step $u(x_k)$ is computed according to (20) and the next step is drawn from

$$x_{k+1} \sim \mathcal{N}(\mu(x_k) + u(x_k), \Sigma(x_k)). \quad (30)$$

The stabilizing command is independent of the realization of $x_{k+1}$ which is unknown when $u$ is computed. It only depends on $\mu(x_k)$, $\Sigma(x_k)$.

For both cases, three trajectories beginning at each starting point of the training data and two trajectories starting outside the training data are generated as shown in Fig. 2. For the original GP-SSM only 1 of 5 path approaches the origin, while all realizations of the stabilized GP-SSM converge to a small set around the origin.

### C. Discussion

Regarding flexibility, SOS outperforms the quadratic and WSAQF Lyapunov function on the employed dataset as shown in Table I which leads to higher precision in adherence to the training data and two trajectories starting outside the origin.

### Stabilized GP-SSM with SOS Lyapunov function

![Stabilized GP-SSM with SOS Lyapunov function](image)

**Fig. 2.** Stochastic sample paths (black lines) along with the training data (red arrows) for the W-shape for the original and stabilized GP-SSM.
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### V. Conclusion

In this paper, we propose a novel approach for learning stable Gaussian process state space models using control Lyapunov functions. In the first step, we propose a Sum of Squares function in the data-driven search for Lyapunov candidates and demonstrate its advantages over existing approaches in terms of computational complexity (convexity of the optimization problem) and its flexibility based on a real world dataset for the deterministic GP-SSM. In the second step, we derive criteria to guarantee global uniform boundedness for the stochastic system and provide simulations.
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