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Abstract

Ultrasound imaging is commonplace in clinical routine and has become the standard of care for a plethora of diagnostic scenarios. Due to issues such as limited image quality or obstructed visibility of anatomy, the exclusive use of this modality for interventional guidance purposes has, however, not yet reached a comparable level of maturity. This thesis addresses several challenges associated with ultrasound imaging by proposing advanced techniques for interventional use. Although applied to a broad spectrum of clinical fields and anatomies, their underlying methodology is generic and can be transferred to other medical scenarios.

First, a framework for multi-modal prostate biopsy guidance is introduced, allowing urologists to accurately target suspicious lesions by combining trans-rectal ultrasound information with complementary functional tomographic data. The crucial part of this fusion consisting of deformable image registration is solved by two novel algorithms based on automatically segmented prostate surfaces or a preconditioned intensity similarity metric and a statistical deformation model.

To overcome the challenges of manual acquisitions, in particular navigation to and maintenance of appropriate location and suitable acoustic window, robotic solutions are studied. Based on multi-modal image registration, a visual servoing control scheme for neurosurgical navigation is introduced. While compensating for target anatomy movements in real-time, it allows for automatic needle guide alignment for accurate manual insertions. The suitability of such systems for reliable robotic acquisitions even in absence of planning data is demonstrated by applying the developed methods, including image quality optimizations using confidence maps, for automated abdominal aortic aneurysm screenings.

Through Doppler modes, ultrasound physics uniquely allows fast analysis of blood flow dynamics, albeit limited to 2D projections. This thesis introduces a novel technique to recover 3D velocity information in combination with a temporal flow profile using measurements from multiple directions. Due to the importance of accurate and linearly independent sampling, the advantages of robotic acquisition schemes can be hereby fully exploited.

Results of phantom experiments, volunteer studies and clinical patient evaluations, all in close collaboration with medical partners, demonstrate the great potential benefit of advanced ultrasound imaging techniques in interventional settings in terms of both efficacy and efficiency.
Zusammenfassung


Zunächst wird ein System für die multi-modale Führung von Prostatafusionsbiopsien vorgestellt, das es Urologen erlaubt, verdächtige Läsionen zielgerichtet unter Berücksichtigung von transrektalem Ultraschall und komplementären, funktionellen Schnittbildern zu biopsieren. Der hierfür wesentliche Rechenschritt, die elastische Bildregistrierung, wird durch zwei neuartige Algorithmen realisiert, die entweder auf automatisch segmentierten Prostataoberflächen oder auf einer vorkonditionierten Ähnlichkeitsmetrik in Kombination mit einem statistischen Deformationsmodell beruhen.


Im Rahmen von Doppler-Aufnahmen erlaubt Ultraschallbildgebung auch einzigartige Analysen der Blutflussdynamik, wenn auch nur in der Form von zweidimensionalen Projektionen. Diese Dissertation stellt ein neues Verfahren zur gleichzeitigen, dreidimensionalen Rekonstruktion eines Blutflussgeschwindigkeitsfeldes und eines temporalen Flussprofiles aus Messungen verschiedener Richtungen vor. Wegen der hohen Anforderungen in Bezug auf präzise, linear unabhängige Abtastung können auch hier die Vorteile robotischer Aufnahmeschemata ausgenutzt werden.
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Part I

Introduction
Introduction

1.1 Motivation

Since the 1940s, when ultrasound (US) waves were first used to examine interior parts of the human body [215], sonography has seen a tremendous technological development. In contrast to X-ray diagnostics, which was only capable of producing integral projection images, B-mode ultrasound allowed to visualize cross-sections of the body, almost two decades before the advent of Computed Tomography (CT) in 1971 and Magnetic Resonance Imaging (MRI) in 1973. Due to its lack of ionizing radiation, independence of potentially nephrotoxic contrast agents and the relatively high mobility of US scanners, ultrasound quickly gained popularity in many medical disciplines. Further breakthroughs such as real-time performance and the Doppler-based color and power imaging modes laid the foundation of modern practice and helped to establish ultrasound as the modality of choice for a broad variety of clinical scenarios. Today, sonographers can choose between a multitude of inexpensive systems and hand-held transducers with high spatial and temporal resolution, not only enabling fast diagnostic on-site scans but also image-based guidance for a limited set of interventions.

Nevertheless, the nature of currently available ultrasound systems still poses significant challenges for their application in clinical routine. On the one hand, US images inherently incorporate a high amount of noise, suffer from limited anatomical visibility and may contain a variety of artifacts due to the underlying physical principles of image formation. On the other hand, both image quality itself and the subsequent interpretation of the manually acquired data is highly dependent on well-experienced clinical staff. Because tissue reflectance varies with the direction of the incoming ultrasonic beam and limited anatomical context has to be regularly compensated with high cognitive load, the manual navigation of the transducer to an appropriate location and the maintenance of a suitable acoustic window are cumbersome and require extensive training.

While these challenges are commonly considered manageable for diagnostic scenarios, they often prohibit the replacement of other, more harmful or more expensive modalities by sonographic techniques in interventional settings. Previous approaches to reconstruct 3D US volumes from multiple individual frames, possibly acquired autonomously by a robot, paved the way for more advanced guidance methods, often coupled with state-of-the-art segmentation and registration techniques. Individually, the required components for sophisticated interventional US guidance have seen great leaps of technological evolution in recent years, especially in terms of hardware improvements and algorithmic advancement. Yet, their integration and translation from laboratory conditions into mature solutions for everyday clinical usage regularly fails due to the high complexity involved.
Technologically well-grounded in this environment, this thesis aims at bridging the final gap toward regular usage on humans by addressing current challenges with innovative methodologies. In particular, novel interventional multi-modal registration algorithms, original control laws for robotic navigation using visual servoing, and a practical method to reconstruct 3D velocity fields over time from Doppler information are proposed.

1.2 Outline

This thesis is structured in three parts. In **Part I, chapter 1**, basic concepts of ultrasound imaging, including 3D compounding, as well as image registration are introduced, serving as a basis for the subsequent chapters.

**Part II** contains the scientific contributions of this thesis:

- **Chapter 2** introduces a framework for multi-modal prostate biopsy guidance, allowing urologists to accurately target suspicious lesions by combining trans-rectal ultrasound information with complementary functional tomographic data. Key elements are two novel elastic registration algorithms based on automatically segmented prostate surfaces or a preconditioned intensity similarity metric and a statistical deformation model.

- **Chapter 3** deals with image-based visual servoing concepts for robotic ultrasound. Based on multi-modal image registration, a control scheme for neurosurgical needle navigation is introduced that compensates for target anatomy movements in real-time. The developed method, reliably working even without patient-specific planning data, also allows for autonomous abdominal aortic aneurysm screenings.

- **Chapter 4** presents a novel technique to recover 3D velocity information in combination with a temporal flow profile using arbitrarily sampled Doppler measurements from multiple directions. Due to the importance of accurate and linearly independent sampling, the advantages of robotic acquisition schemes can be hereby fully exploited.

In each of these chapters, the presented methodology is not only evaluated using phantoms but also validated in-vivo on human patients (chapter 2) or healthy human volunteers (chapter 3, 4). Substantial parts of this thesis have already been published, and the respective publications are clearly indicated at the beginning of each chapter. Although the presented work can be considered my own if not explicitly declared otherwise, the usage of the first-person plural form indicates that many efforts where only possible as a team.

Finally, **Part III, chapter 5**, concludes the thesis and outlines potential directions of future work. The appendix (**Part IV**) contains lists of publications, figures, tables, and the bibliography.
1.3 Essentials of Ultrasound Imaging

Sound waves, from Latin sonus, are mechanical, predominantly longitudinal compression and displacement waves. The ultrasound spectrum (from Latin ultra, i.e. beyond) covers frequencies above the human audible limit of around 20 kHz. This is not to be confused with the term supersonic (from Latin super, i.e. above), which refers to velocities beyond the speed of sound. In contrast, the word echo, originally from Greek ἔχος (echos, i.e. sound), has a slightly different meaning and refers to the reflection of sound waves reaching a listener after some delay. The reason behind this seemingly different meaning can be found in ancient Greek mythology, where Echo was the name of a cursed mountain nymph who could not speak freely but only repeat the last words spoken to her. In the domain of ultrasound imaging, both Latin and Greek terms are used interchangeably today. While the term (ultra-)sonography, a Latin-Greek hybrid from γράφειν (graphein, i.e. write), refers to ultrasound imaging in general, the purely Greek name of the modality has often prevailed in particular fields, leading to a rich nomenclature of methods and techniques. Ultrasonic examinations of the heart, for instance, are commonly referred to as echocardiography.

Unlike other imaging modalities with more linear evolution, ultrasound methodology has seen a long, serpentine development toward modern clinical applications, and a vast amount of ingenious mathematicians, physicists and physicians have contributed over time. This section aims at summarizing ultrasound history and explaining the essential principles of sonographic acquisition, image formation and 3D processing.

1.3.1 Brief History

The fundamental properties of sound waves had already been studied and described by ancient Greek philosophers, but the English scientist Robert Hooke (1635–1703) was likely the first one to foresee their potential for diagnostic purposes, when he wrote [225]:

"It may be possible to discover the motion of the internal parts of bodies, whether animal, vegetable, or mineral, by the sound they make; that one may discover the works performed in the several offices and shops of a man's body, and thereby discover what instrument or engine is out of order, what works are going on at several times, and lie still at others, and the like. I could proceed further, but methinks I can hardly forbear to blush when I consider how the most part of men will look upon this: but, yet again, I have this encouragement, not to think all these things utterly impossible."

Throughout the 18th and 19th centuries, deep theoretical understanding of non-linear (acoustic) wave propagation in various materials was gained by mathematicians and physicists such as Leonhard Euler, Pierre-Simon Laplace, Jean-Baptiste d’Alembert, Hermann von Helmholtz, Gustav R. Kirchhoff, Siméon D. Poisson, Bernhard Riemann, Christian Doppler, and Lord John Rayleigh. The latter published a two-volume milestone compendium in 1877 titled The Theory of Sound, which is still referred to today [174].
Nonetheless, the emergence of medical ultrasound imaging is strongly linked to naval requirements in early 20th century. Shortly after the Titanic catastrophe, several scientists, including Lewis F. Richardson, a British meteorologist, suggested to utilize underwater sound wave reflections to detect icebergs. Roughly at the same time, Reginald Fessenden, a Canadian inventor, already practically demonstrated echo ranging capabilities for icebergs, albeit direction-blind due to the high wave length. During World War I, military efforts led to submarine detection devices pioneered by Paul Langevin, Robert Boyle, and Constantin Chilowsky, whose success is based on the integration of recent discoveries such as (reverse) piezo-electricity and triode amplifier tubes. Together, they coined the term hydrophone for underwater ultrasound sensing [215]. The technology quickly proved useful for depth sounding, too. Hereby, the naval term to sound, from Old English sund (the power, capacity, or act of swimming), ironically only refers to techniques measuring the depth of water at sea (traditionally with weights at the end of a long rope), and is etymologically unrelated to Latin sonus.

In the immediate years preceding World War II, multiple nations secretly and independently developed pulse-echo ranging systems using electromagnetic waves, which were later termed radar (radio detection and ranging). The important contribution of directional sweeps around 360°, combined with plan position indicators, was in return translated back to the supersonic domain and inspired the development of sonar (sound navigation and ranging). As a result, underwater ranging devices capable of observing more than one particular direction soon superseded previous setups [215].

The domain of medical imaging was only opened when pulse-echo methods were applied to probe parts of the human body. The reflectoscope, originally invented by Floyd Firestone in 1940 for the localization of metal defects, was applied to several anatomies roughly at the same time by teams in the United States, Sweden and Japan. The device visualized the amplitude of reflected sound waves over time on an oscilloscope, a 1D acquisition technique later called A-mode (for amplitude). The earliest efforts toward brightness, i.e. B-mode scans date back to 1942, when Karl Dussik used light bulbs glowing proportionally to the strength of the received signal. Despite his difficulties in transmitting ultrasound through the skull, his work greatly inspired others. Douglass Howry was one of the first ones to study tomographic, cross-sectional images obtained by rotating a single element transducer around a patient in a water bath. Similarly, John J. Wild and John M. Reid developed one of the first hand-held scanners, again relying on a single transducer with controlled motion [240]. In either case, a display would accumulate time traces of individual scan rays, eventually forming a brightness image of strong reflectors in the tissue, especially bones. It was soon understood, that because of the remarkably constant speed of sound in biological tissues of approximately \( c = 1,540 \text{ m/s} \), these images could faithfully represent tissue geometry [215]. In addition, such tomographic cross-sections were capable of providing soft-tissue information that are not obtainable with X-ray projections.

Major breakthroughs in subsequent years were due to two seemingly unrelated developments. First, the invention of transistors and the fast pace of integrated circuit progress greatly facilitated electronic gray-scale acquisition and scan conversion to cathode ray tube formats, thus allowing a higher dynamic range than previously used storage oscilloscopes or conventional film by means of logarithmic compression and amplification [119]. Second, translational ef-
forts regarding electronic scanning and focused phase-array technology from electromagnetic applications marked a clear milestone. Image acquisition with a single element transducer necessitated its time-consuming, mechanical translation to cover the desired area of interest. Until the introduction of real-time cinematographers, ultrasound scans were therefore static and required the patient to remain motionless during the acquisition. While the first commercial real-time system, Siemens Vidoson (1965), still relied on a single, rotating element in combination with a parabolic mirror for parallel beam alignment, faster acquisitions can be achieved using arrays of transducer elements fired in turn. Combined, these two paradigm shifts led to modern, cart-integrated, phased-array systems such as the Hewlett Packard 70020A presented in 1981 [215]. With its 64 elements operating at 2.5, 3.0 or 5.0 MHz, it was capable of acquiring 121 scanlines at a frame rate of 30 Hz.

Ultrasound imaging quickly proved useful for blood velocity measurements using the Doppler effect, i.e. the change in frequency due to relative motion between source and observer, which was already well understood at the time. Originally based on phase shift measurements, the group of Henry P. Kalmus [110] used continuous wave (CW) ultrasound to measure flow velocities in fluids using pairs of transducers in 1954. A few years later, Shigeo Satomura and his colleagues confirmed the applicability of ultrasound to investigate blood flow in-vivo, suggesting that the method could be useful to diagnose vascular diseases. It took, however, several more years until the underlying physiological principles had been understood, and that the measurements were successful because of the scattering of red blood cells. Because the frequency shift generated by blood flow falls in the audio range, Doppler signals can not only be visualized on displays but also directly heard.

In the late 1960s, the advantages of pulsed wave (PW) methods for flow measurements became evident, because in contrast to CW-based signals, the depth of detected velocities could be recovered as well. In addition, only a single transducer was required for the estimation. As later exhaustively investigated, not the frequency shift caused by small scatterers itself but rather their movement between consecutive pulses contributed to the measured signal here [41]. Donald Baker, Vern Simmons, and Peter N. T. Wells pioneered range-gated Doppler to isolate different targets and laid the foundation for combined anatomical (B-mode) and functional imaging of cardiovascular structures. Color coding of flow measurements, later termed color-coded duplex (CCD), allowed for a direct mapping between anatomy and measured blood velocity, deepening the understanding of vascular diagnosis. Following early attempts toward fused visualizations, Marco A. Brandestini and Fred K. Forster [26] were the first ones to superimpose color-coded flow data onto B-mode images in 1978, which drastically increased the intuitiveness of ultrasound displays and remains a commonly used imaging mode on modern scanners.

Since the 1980s, when the fundamental technology had reached a sufficient maturity and had become widely established in clinical practice, ultrasound research has greatly diversified. Continuous incremental improvements in transducer design and technology have increased the overall image quality and opened new medical domains. 2D matrix arrays were introduced by Olaf T. von Ramm and Stephen Smith in 1987, allowing real-time scanning of an entire volume without physically moving the transducer, albeit with drastically reduced frame rates [200]. Based on the discovery of the advantageous effects of microbubbles injected into the blood stream, also novel contrast agents designed to enhance the ultrasound sensitivity gained more
importance [215]. A similar impact on sonographic diagnosis had the advent of elastography, a term used for methods measuring the elastic or viscoelastic properties of tissue. Conventional approaches in fact measured strain and relied on externally induced compression, regularly produced in a mechanical way by vibration. Tissue stiffness was then inferred by comparing images before and after. In contrast, shear wave elasticity imaging as proposed by Armen P. Sarvazyan [186] utilizes focused ultrasound (acoustic radiation force) to induce transverse shear waves through the tissue. The recently introduced technique of plain wave imaging has not only skyrocketed the achievable ultrasound frame rates by two orders of magnitude to the kHz range (ultrafast imaging), but also facilitated quantification in Doppler and shear wave elastography imaging [13]. Finally, with high-intensity focused ultrasound (HIFU) at hand, sonographic techniques have left the diagnostic realm and are now also used for ablation of a variety of cancer types as well as several neurological disorders, with modern systems by far exceeding the capabilities of lithotripsy devices traditionally used to break kidney stones [215].

Today, almost three centuries after Hooke's groundbreaking visions, medical ultrasound imaging has emerged to one of the most widely used diagnostic modalities, second to X-ray only, and the most widely used modality in certain fields such as gynecology, obstetrics and urology [155, 197]. As such, ultrasound is commonly considered a disruptive technology in the medical imaging field [115].

1.3.2 Ultrasound Wave Physics

Wave Properties

Two elementary types of acoustic waves propagating through some medium, schematically depicted in Fig. 1.1, can be distinguished based on the direction of particle motion:

i) **Longitudinal** waves, also denoted compression waves, are characterized by sinusoidal back-and-forth motions of particles, inducing propagating areas of local pressure disturbances, which are called compression and rarefaction. Both the local displacement of particles and the local density change over time as the wave travels through the medium. The transmission speed of these wave disturbances, commonly denoted $c$, is called the speed of sound and depends on the material stiffness. Since such material properties are regularly unknown a priori, assumptions regarding the speed of sound are common, and a constant value of $c = 1,540 \text{ m/s}$ is chosen as soft tissue compromise in most modern systems.

ii) **Transversal** waves, also called shear waves, are characterized by particle movements orthogonal to the wave propagation direction. Instead of areas of compression and rarefaction, motion in shear direction is present. Also in this case, a material properties define the amplitude of maximum displacement, especially the density and the shear modulus.

Although the latter type is gaining increasing importance because of advanced modalities such as shear wave elastography [186], a common simplification in understanding ultrasound physics is to assume that waves in the body propagate like waves within fluids due to the
Fig. 1.1. Overview of the two elementary wave types for an isotropic medium. Longitudinal waves exhibit areas of compression and rarefaction which propagate through the medium. In transversal waves, particles oscillate orthogonal to the direction of wave transmission.

As already mentioned above, the ultrasonic spectrum starts at the human audible limit of around 20 kHz and reaches beyond 1 GHz. Depending on the application, however, frequencies typically range from 1 to 60 MHz for medical imaging purposes, with most common ultrasounds scans being acquired with 20 MHz or less. The relationship between frequency $f$ and wavelength $\lambda$, i.e. the distance between consecutive areas of compression or rarefaction, is given by:

$$\lambda = \frac{c}{f}. \quad (1.1)$$

For instance for the frequencies used in this thesis, this results to wavelengths of 0.47 mm for abdominal US (3.3 MHz, see chapter 3) or 0.19 mm for vascular US (8 MHz, see chapter 4).

The wavelength is tightly coupled to the spatial resolution of an US system, i.e. the minimum distance between two reflectors that can still be distinguished. Because US excitation is performed using multiple ($n = 2, 3$) pulses, axial resolution, i.e. along a scanline, is limited by the length of the entire pulse $L_p$:

$$R_a = \frac{L_p}{2} = \frac{n \lambda}{2}. \quad (1.2)$$

In lateral direction, i.e. perpendicular to the scanlines, the resolution is heavily dependent on the shape of the US beam and influenced by the focal length $F$ and the active aperture of the transducer $D$ [95]:

$$R_l = \sqrt{2} \frac{\lambda F}{D}. \quad (1.3)$$
Wave Equations for Fluids

In the general case, the fundamental principle of mass conservation states that the mass of fluid flowing into a partial volume is equal to the mass leaving it. This is stated by the continuity equation

$$\frac{\partial \rho}{\partial t} + \text{div}(\rho \mathbf{v}) = 0,$$  \hspace{1cm} (1.4)

where \( \mathbf{v}(x,t) = \partial \mathbf{u}(x) / \partial t \) is the velocity of a particle at location \( x \) at time \( t \), expressed in terms of its displacement \( \mathbf{u} \). \( \rho \) denotes the density and \( \text{div} \) the divergence operator defined as \( \text{div} \mathbf{a} = \nabla \cdot \mathbf{a} \) for some differentiable vector field \( \mathbf{a} \). These velocities can be related to the induced changes of pressure \( p(x,t) \) with Euler’s equation of motion [95]:

$$\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p.$$  \hspace{1cm} (1.5)

Since this relation does not account for viscosity, additional terms need to be added. In fact, Euler’s equation is a special case of the well-known Navier-Stokes equation

$$\rho \left( \frac{\partial \mathbf{v}}{\partial t} + (\mathbf{v} \cdot \nabla) \mathbf{v} \right) = -\nabla p + \mu \Delta \mathbf{v} + \left( \xi + \frac{4}{3} \mu \right) \nabla (\mathbf{v} \cdot \nabla).$$  \hspace{1cm} (1.6)

Hereby, \( \Delta = \nabla^2 \), \( \mu \) is the dynamic shear viscosity and \( \xi = \lambda + \frac{2}{3} \mu \) the bulk viscosity with \( \lambda \) referring to the first Lamé parameter [41]. Equation 1.6 thus accounts for shear stress, which has a significant impact on wave propagation in viscous liquids. In combination with Eq. 1.4, it allows to fully describe longitudinal waves in homogeneous media. For convenience, it is possible, cf. [215], to derive \( \mathbf{v} \) from a velocity potential \( \phi \) such that \( \mathbf{v} = -\nabla \phi \). This leads to the wave equation

$$\Delta \phi + \kappa \left( \xi + \frac{4}{3} \mu \right) \frac{\partial}{\partial t} \Delta \phi = \kappa \rho_0 \frac{\partial^2 \phi}{\partial t^2},$$  \hspace{1cm} (1.7)

where \( \kappa \) refers to the adiabatic compressibility, i.e. the relative change in volume or density due to a pressure change (\( \rho_0 \) is the equilibrium density):

$$\kappa = \frac{1}{\rho_0} \frac{\partial \rho}{\partial p} = \frac{1}{\rho_0 c^2}. \hspace{1cm} (1.8)$$

For the assumption of idealized inviscid fluids, Eq. 1.7 simplifies to:

$$\Delta \phi = \kappa \rho_0 \frac{\partial^2 \phi}{\partial t^2} = \frac{1}{c^2} \frac{\partial^2 \phi}{\partial t^2},$$  \hspace{1cm} (1.9)

which is known as the Helmholtz equation in the frequency domain:

$$\Delta \Phi = -k^2 \Phi.$$  \hspace{1cm} (1.10)

Hereby, \( k \) refers to the wave number \( k = \omega / c \) with the angular frequency \( \omega = 2\pi f \), and \( \Phi \) is the Fourier transform of \( \phi \) [215]. In this scenario, an intuitive relationship between particle velocity \( \mathbf{v} \), and pressure \( p \) as well as its gradient can be found:

$$p = \rho_0 \frac{\partial \phi}{\partial t},$$  \hspace{1cm} (1.11)

$$\nabla p = -\rho_0 \frac{\partial \mathbf{v}}{\partial t}. \hspace{1cm} (1.12)$$
Transducer
Z₁ Z₂ Z₃ Z₄
x
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(b) Snell’s law

Fig. 1.2. The impedance difference between several boundaries as well as the incident angle with respect to an impedance boundary define the amplitude and direction of reflection and transmission.

The general solution in 3D to Eq. 1.9 can be formulated as:

\[ \phi(x, t) = g \left( t - \frac{x \cdot r}{c} \right) + h \left( t + \frac{x \cdot r}{c} \right). \]  

(1.13)

Vector \( r \) is the direction of the US wave, and \( g \) and \( h \) represent forward and backward traveling waves. The terms \( t \pm (x \cdot r)/c \) can be interpreted as phase, with the ratio computing the travel time of the wave due to the speed of sound. An important specific solution is given by the time harmonic,

\[ \phi = \phi_0 \left( e^{i(\omega t - k \cdot r)} + e^{i(\omega t + k \cdot r)} \right), \]  

(1.14)

where vector \( k \) contains the three projections \([k_1, k_2, k_3]\) with \( k^2 = \sum_i k_i^2 \) [215]. In practice, the real components of these complex exponentials would be considered. The pressure of the forward-traveling wave, for instance, can be computed as follows:

\[ p(t) = p_0 \left( \Re \left\{ e^{i(\omega t - k \cdot r)} \right\} + \cos(\omega t + k \cdot r) \right). \]  

(1.15)

As pointed out by Szabo [215], the presented wave equations can also be formulated for \( p \) and \( v \) instead of \( \phi \).

**Impedance, Reflection and Transmission**

An essential quantity for US imaging is the specific acoustic or characteristic impedance defined as the product of characteristic material properties i) density \( \rho_m \) and ii) medium-specific speed of sound \( c_m \):

\[ Z = \frac{p}{v} = \rho_m c_m, \]  

(1.16)

where \( p \) and \( v \) correspond to the pressure of a forward-traveling particle wave only and the magnitude of the particle velocity therein, respectively. The unit of \( Z \) is Rayls, where 1 Rayl = 1 kg/m²s. For instance, the characteristic impedance of water at 20° C is \( Z = 1.48 \times 10^6 \) Rayls [50] (\( c = 1,481 \) m/s, \( \rho_0 = 998 \) kg/m³, see Tab. 1.1). The magnitude of the sound wave intensity, i.e. the energy carried by the wave per unit area, is then defined as follows:

\[ I = p v = p^2 \frac{1}{Z}. \]  

(1.17)
Fig. 1.2a illustrates the transmission of an ultrasound wave across several interfaces of different impedances. At the first interface, i.e. the boundary between $Z_1$ and $Z_2$, the wave bounces off and gets partially reflected. The solution to the wave equation in 1D (see Eq. 1.14) will have the following form:

$$p(x,t) = p_0 \left( e^{i(\omega t-kx)} + R e^{i(\omega t-kx)} \right).$$  \hspace{1cm} (1.18)

In this scenario, $R$ is a reflection factor scaling the amplitude of the backward-traveling wave. Note that the sign of $kx$ is inverted compared to Eq. 1.14 because by convention, $R$ will be negative for inversions of the incident wave. Whereas different conventions to represent the reflection factor have been reported in literature [41, 168], the one used in [215] is presented here.

The pressure decrease at the boundary defined by Eq. 1.18 then follows:

$$p_2 = p_0(1 + R),$$  \hspace{1cm} (1.19)

and the particle velocity is given by:

$$v_2 = \frac{p_0(1 - R)}{Z_1}. $$  \hspace{1cm} (1.20)

Using Eq. 1.16 and a few algebraic transformation, an intuitive relation for the reflection factor can be found:

$$R = \frac{Z_2 - Z_1}{Z_2 + Z_1}. $$  \hspace{1cm} (1.21)

Because not the entire wave will be reflected, the remaining energy is passed along to the second medium with the transmission factor $T = 1 + R$, which can be determined as follows:

$$T = \frac{2Z_2}{Z_2 + Z_1}. $$  \hspace{1cm} (1.22)

In analyzing the implications of these two factors, it is evident that reflections will only occur when there is a difference in impedance, i.e. $Z_1 \neq Z_2$. Open boundaries, i.e. $Z_2 = 0$, will cause a full inversion of the incident wave ($R = -1$). Incident and reflected waves will then cancel out so that $T = 0$. This scenario can be experienced in boundaries with air, for instance when transmitting US through the lung ($T \approx 0.5 \cdot 10^{-3}$). For the rather theoretical case of $Z_2 = \infty$, the incident wave will be reflected back directly ($R = +1$), both incident and reflected waves will add in phase ($T = 2$), but no energy is transmitted because $v_2 = p_2/Z_2 = 0$. Note that because the wave intensity is proportional to the squared amplitude (see Eq. 1.17), the squared coefficients $R^2$ and $T^2$ are used to determine the amount of reflection and transmission for the wave intensity.

It is, however, rarely the case that the acoustic wave hits impedance boundaries perpendicular to their surface. In any case, pressures and particle velocities remain continuous at any boundary. According to Snell’s law, depicted in Fig. 1.2b, the reflection angle $\theta_r = \theta_i$ is identical to the incidence angle, the for the transmission angle $\theta_t$, the ratio between the different speeds of sound in the two media needs to be considered:

$$\frac{\sin \theta_1}{\sin \theta_t} = \frac{c_1}{c_2}.$$  \hspace{1cm} (1.23)
This relation can be used to determine the reflection and transmission factors in the general case:

\[
R = \frac{Z_2 \cos \theta_i - Z_1 \cos \theta_t}{Z_2 \cos \theta_i + Z_1 \cos \theta_t}, \quad (1.24)
\]

\[
T = \frac{2Z_2 \cos \theta_i}{Z_2 \cos \theta_i + Z_1 \cos \theta_t}. \quad (1.25)
\]

Note that the direction of the US wave changes at tissue interfaces for \( \theta_i \neq \theta_t \neq 0 \), which is commonly referred to as refraction.

### Attenuation as Absorption and Scattering

The considerations above did not involve any energy losses and assumed that the acoustic wave does not additionally interact with its medium. In reality, however, energy is lost due to several phenomena including weak local heating (absorption), scattering, diffraction, and refraction [215], of which the first two are most important for practical considerations. Absorption, on the one hand, occurs as a result of the compressional displacement of particles, causing a dissipation of energy in the form of heat. Hence, the amount of absorption exhibited by a medium is dependent on its material properties. Scattering, on the other hand, is produced by diffuse reflections at objects smaller than the wavelength. The resulting interference waves, extending in different directions, continue to give rise to further reflections themselves. In the end, a recursive speckle pattern that appears to be noise can be observed in the US image. Although recent findings in the field of radar interference suggest that such patterns may in fact be deterministic, further investigations will be necessary to confirm this hypothesis in the field of acoustic waves [202]. Nevertheless, the presence of speckle is commonly used in a variety of applications, including tissue classification and image registration [196, 231]. Together, both mechanisms are commonly summarized as frequency-dependent ultrasound attenuation and are modeled using a multiplicative loss term:

\[
p(x,t) = p_0 e^{i(\omega t - kx)} e^{-\alpha x}, \quad (1.26)
\]

where \( \alpha \) denotes an attenuation factor according to the Beer-Lambert-Law and is often measured in decibels (dB) per centimeter [215]. Note that the ratio \( r \) in dB can be computed with both amplitudes and intensities:

\[
r = 20 \log_{10} \frac{p}{p_0} = 10 \log_{10} \frac{I}{I_0}. \quad (1.27)
\]

The frequency dependence of \( \alpha \) is often modeled using an approximation of the form:

\[
\alpha(f) = \alpha_0 + \alpha_1 |f|^y, \quad (1.28)
\]

where usually \( \alpha_0 = 0, \alpha_1 \) a tissue-dependent scaling factor and the power exponent \( y \in [0.9, 2] \). In Tab. 1.1, commonly used tissue properties constants are listed. Except for bone, which is hard to penetrate due to the enormous impedance difference, all listed tissue types include an exponential increase in attenuation with respect to the wave frequency. This explains the common trade-off between spatial resolution and penetration depth in choosing an appropriate frequency: Higher frequencies will offer superior resolution close to the surface but fail to reach farther into the tissue, and vice versa.
### 1.3.3 Image Formation and Modes

#### Transducer Geometry

Contrary to historical US systems, modern transducers contain an arrangement of numerous piezo-electric elements, usually between 128 and 256. By aligning them in an array, it becomes possible to utilize multiple elements at the same time to acquire a single scanline. This facilitates focusing the US beam, effectively increasing the spatial resolution in lateral direction.

A variety of probe geometries, shapes and sizes has been developed to account for different demands related to the anatomy and the route of access. Nonetheless, there is a limited set of fundamental design types that dominate the spectrum. Commonly used transducers can be categorized with the following criteria [41]:

i) The **geometric alignment** of piezo-electric elements either follows a linear or a curvilinear design. Linear arrays incorporate a rectangular array of elements, which allows for sonification with parallel US beams. Because of their high resolution, they are frequently used in vascular, orthopedic and rheumatological applications. Curvilinear or convex arrays feature elements aligned on a circular arc of a given radius and operate with US beams virtually originating from an origin point within the probe. Such a configuration increases the field of view as especially appreciated in abdominal imaging.

ii) The **number of scanlines** acquired in each frame either corresponds with the number of transducer elements (sequential imaging), or a sophisticated sequence of pulses allows to steer US beams to multiple directions using the same elements (phased array). The footprint of sequentially used arrays is larger than in phased arrays, which allow for imaging through narrow acoustic windows. In addition, elements aligned in a rectangle allow for a dynamic selection of the imaging plane or even 3D volumetric imaging. Common applications of phased arrays include cardiac and transcranial imaging.

iii) In terms of **anatomical access**, extracorporeal US probes are most commonly found in practice and allow for imaging the human body from outside. In miniaturized form,
Gaussian pulses, usually 2-3 half cycles long, are transmitted with a particular delay for each transducer element to focus the beam in the desired focal region. Inspired by [95].

and equipped with sterile wraps, similar designs are also used intra-operatively. In contrast, trans-rectal or trans-vaginal US systems utilize natural orifices to achieve a higher proximity to the region of interest. A special case is intra-vascular ultrasound (IVUS), where a small array is attached to the distal end of a catheter and remotely inserted into a blood vessel.

**Beamforming**

Regardless of the used mode of acquisition, US image formation always follows the same principle. To generate a pulse for insonification, a carrier signal with the desired frequency $f$ is electronically convolved with a chosen selection function. Regularly, Gaussian functions according to the desired spatial pulse width are used for this purpose, controlling the axial resolution as required for a particular application. For the acquisition of one scanline, a set of active transducer elements is then selected, each transmitting the pulse into the tissue. As schematically shown in Fig. 1.3, small delays $\tau_i$ between different elements $i$ allow for a focusing of the ultrasound energy:

$$
\tau_i = \frac{L - \sqrt{\Delta s_i^2 + D^2}}{c} + \tau_0,
$$

(1.29)

where $L$ is the focal distance, $\Delta s_i$ denotes the distance between element $i$ and the central element, and $\tau_0$ is a constant delay required by the electronic circuits to ensure that $\tau_i > 0$. This technique is called *time-delay focus* and optimizes the resolution in lateral direction. In fact, Eq. 1.29 simulates the effect of an acoustic lens compensating for quadratic diffraction properties [215]. Note that focusing is dependent on a chosen focal depth and that the optimal resolution is only achieved in a narrow region around it. In the case of phased arrays, additional time delays proportional to the distance to the central active element are used for beam steering, essentially implementing a lateral offset of the focal point. Modern US systems also apply a technique called *apodization* for an improved control of the beam properties and scale the pressure amplitude such that the central element transmits with the highest, and the outer-most ones with the least intensity. The interested reader is referred to [215] for a detailed mathematical discussion on advanced beamforming techniques.
B-Mode and M-Mode Image Formation

After transmission of the pulses, the transducer elements are used as receivers, listening to the reflected waves as a result of the tissue interactions described above. As stated in the previous section, the core concept of B-mode imaging is to encode an US sample’s intensity as brightness.

Let \( g(t) \) be the acquired raw signal. Note that as multiple elements are used to transmit the US beam, also \( g(t) \) depends on readings from multiple elements, which are aligned (inverse principle for beamforming) and summed for further processing. Two different kinds of amplification form the first part of the signal processing pipeline:

\[
    h(t) = B_0 B_1(t) g(t).
\]

(1.30)

Hereby, \( B_0 \) is a global gain, and \( B_1(t) \) incorporates local amplification factors depending on the depth the signal originated from, i.e. the time of arrival at the transducer. The latter scaling is known as time-gain-compensation (TGC) and can be commonly found on the user interfaces of US scanners for step-wise adjustment of image gain, allowing to compensate for diminished contrast with increasing depth due to attenuation.

For demodulation and separation from the carrier signal with \( \omega = 2\pi f \), it is helpful to represent \( h(t) \) again in complex notation:

\[
    z(t) = h(t) + i \mathcal{H}\{h\}(t) = a(t) e^{i(\omega t + \varphi(t))},
\]

(1.31)

with amplitude \( a(t) \) and phase \( \varphi(t) \). \( \mathcal{H} \) denotes the Hilbert transform

\[
    \mathcal{H}\{h\}(t) = \int_{-\infty}^{\infty} \frac{h(x)}{t-x} dx.
\]

(1.32)

The absolute value of this signal is finally used for envelope detection and B-mode display, mathematically corresponding to the demodulation of the acquired signal:

\[
    A(t) = |z(t)|.
\]

(1.33)

In the simplest scenario, this envelope signal \( A(t) \) is then directly used for image generation, logarithmically compressing the signal to the available gray values of an image with \( N \) bit color depth:

\[
    I(t) = \frac{\ln A(t) - \ln \min_t A(t)}{\ln \max_t A(t) - \ln \min_t A(t)} (2^N - 1).
\]

(1.34)

Note that the ratio in Eq. 1.34 essentially performs a windowing to the interval \([0, 1]\), and its denominator defines the dynamic range of the acquisition:

\[
    D = \ln \frac{\max_t A(t)}{\min_t A(t)}.
\]

(1.35)

The resulting intensities \( I \) represent one individual scanline. In the case of a linear array, they can directly be used to populate the corresponding column’s pixels in the final image.
Fig. 1.4. Exemplary brightness images of a healthy human abdomen (female, 28), acquired with a curvilinear probe and clearly visualizing the aorta. While B-mode frames assemble numerous scanlines in 2D, thus generating a spatial view, M-mode presents parts of a single scanline as selected by the sonographer (blue bars) over time and thus facilitates a temporal view.

In practice, image formation may be slightly more complex. First, the complex signals $z(t)$ might be useful to retain, for instance for speckle reduction [215]. Second, the envelope signal $A(t)$ is rarely fed to the logarithmic compression stage without further filtering, for instance to reduce the level of noise. Detailed algorithms and filter designs for these two additional steps are commonly considered critical knowledge by US system vendors and often remain confidential. Third, non-linear transducer geometries eventually require a so-called scan conversion, i.e. an interpolation from scanlines to pixels in order to generate rectangular 2D images. An exemplary B-mode image is depicted in Fig. 1.4a.

M-mode imaging is a related concept that follows the same brightness paradigm as in B-mode visualization. However, instead of assembling multiple scanlines corresponding to different spatial locations to a 2D image, one single scanline is followed over time. This facilitates the assessment of periodically moving structures, especially due to respiratory or pulsatile motion. For spatial reference, B-mode images are usually visualized as well, allowing the sonographer to interactively select the desired scanline for the temporal view. An exemplary M-mode visualization is shown in Fig. 1.4b.

Doppler Flow Image Formation

As already outlined in Sec. 1.3.1, different techniques to exploit the Doppler effect have been developed in the past decades. One distinguishes continuous wave (CW) and pulsed wave (PW) Doppler modes, whose principle of acquisition is quite different. In CW operation, on the one hand, the US system emits a continuous wave and directly measures the frequency shift $\Delta f$ in spectrum of the reflections as a result of a moving scatterer, for instance blood particles, according to the well-known Doppler effect:

$$\Delta f = -\frac{2v}{c} f \cos \theta. \quad (1.36)$$

Hereby, $\theta$ is the Doppler angle, i.e. the angle between the US beam and the scatterer’s direction of movement. Note that in contrast to Sec. 1.3.2, $v$ is now defined as the velocity of the scatterer. Although there is no upper limit to the detectable frequency shifts, the biggest
disadvantage of CW signals is their lack of spatial reference. Because reflected frequency changes caused by moving scatterers in different depths are indistinguishable, CW modes only allow for cumulative observation along an entire scanline selected by the user. Similar to an M-mode visualization, modern scanners present the cumulative frequency or velocity spectrum over time.

On the other hand, PW operation neglects the frequency change and estimates the speed of a scatterer from its observed movement between short consecutive pulses. Usually, ensembles of eight to twelve such pulses are emitted for a single scanline with pulse repetition frequency $f_{PRF}$, which is regularly in the range of 5-20 kHz. This amounts to pulse repetition intervals $T_{PRF} = 1/f_{PRF}$ between 50 and 200 $\mu$s. If a scatterer has moved between two pulses, its traveled distance is consequently given by

$$\Delta x = v \cos \theta \ T_{PRF}, \quad (1.37)$$

which relates to the induced time delay $\Delta t$ of the reflected pulse as follows:

$$\Delta t = \frac{2\Delta x}{c}. \quad (1.38)$$

Instead of directly estimating $\Delta t$, the phase shift between pulses is determined. We recall Eq. 1.31 on the complex notation of the received signal and assume that a reflected pulse is a scaled and phase-shifted version of an emitted one [58]:

$$z(t) = a(\xi(t - t_r - \Delta t)) \ e^{i\omega \xi(t-t_r)} \ e^{i\varphi}, \quad (1.39)$$

where $t_r = 2r/c$ is a pulse’s round trip time to depth $r$ and back, and $\xi = 1 + 2v \cos \theta / c$ a time compression factor according to Eq. 1.36. Note that while the signal amplitude is corrected for the combined effect of round trip duration and scatterer motion, the induced change in phase change can be decoupled. The frequency of the Doppler phase function $\varphi$ can finally be estimated as discrete derivative [58], for instance:

$$\Delta f = \frac{1}{2\pi} \frac{\varphi_k - \varphi_{k-1}}{T_{PRF}}, \quad (1.40)$$

where index $k$ relates to the k-th pulse of an ensemble. To determine the sign of the detected velocity according to Eq. 1.36, in-phase and quadrature components of the complex signal $z(t)$ need to be inspected.

The pulse repetition frequency is of crucial importance, because it directly influences the interval between minimum and maximum possibly distinguished velocities:

$$[v_{min}, v_{max}] = \frac{c \ f_{PRF}}{\cos \theta} \left[ \frac{1}{2n} \frac{1}{4} \right]. \quad (1.41)$$

Both of these limits are related to the Nyquist-Shannon sampling theorem. The limit on $v_{min}$ can be intuitively understood since at least a scatterer movement by one period needs to be observed within a sequence of $n$ pulses. The upper limit on $v_{max}$ states that the scatterer must not move by more than a half period. If either of these criteria is violated, aliasing effects will misestimate the observed particle velocities by at least one full period, which might also invert the obtained reading. In practice, it is not always straightforward to find an appropriate
Exemplary color-coded duplex images of a healthy human carotid artery (male, 28), acquired with a linear probe in duplex mode during systole. The cyan rectangle indicates the Doppler window, where flow measurements are acquired and superimposed (red indicates flow toward the transducer, blue would signify flow away from it). Note that for the longitudinal scan (b), beamsteering was used to reduced the angle between the vessel and the US beam.

balance between measurable absolute velocities (low $f_{PRF}$) and the resolution in terms of velocity (high $f_{PRF}$).

All considerations above concerning PW Doppler acquisition refer to one particular sample location. In modern US scanners, a similar visualization as in CW operation is offered to the sonographer, only that an additional gate position along the scanline can be defined. The presented frequency or velocity spectrum over time then refers to the flow through this gate, which can also be rotated and hence aligned with the direction of a vessel to compensate for the $\cos \theta$ terms.

However, the concept can easily be extended to sample an entire area, i.e. using several scanlines with multiple samples each similar to B-mode formation. The acquired velocity estimates can then be rendered using false colors, with a common convention of red referring to flow toward and blue away from the transducer (remember "BART": blue away, red toward). Several names for this imaging mode can be found in literature, including color-flow mapping (CFM) and color-Doppler imaging (CDI). For anatomical reference, CFM frames are almost always jointly visualized with B-mode information, which is commonly referred to as color-coded duplex (CCD) mode. To maintain an acceptable frame rate, Doppler sampling is regularly reduced to a small user-selected window. Exemplary duplex images are presented in Fig. 1.5.

1.3.4 3D Processing and Compounding

Not surprisingly, the benefit of 3D ultrasound data has been understood early, and 3D reconstructions, i.e. spatial compounding, were sporadically performed already in the 1980s [172]. One of the simplest forms of tracking a transducer in space is a mechanical arm with position sensors at all joints. Geiser et al. [75] used such a device to estimate left ventricular wall mo-
tion in 1982. Later, electromagnetic and optical tracking systems shaped the most commonly used techniques for so-called freehand 3D ultrasound [74, 203].

Even without compounding, tracked 2D US frames within a registered 3D environment can greatly support a variety of interventions. Luo et al. [257] demonstrated that both delivery and deployment of aortic stent-grafts is feasible using tracked ultrasound. In particular for cardiovascular applications, gating (synchronization) techniques facilitate acquisitions independent of pulse phase and enable 3D compounding for a specific stage in the cardiac cycle. Both ECG gating [27] and the usage of pulse-oximetry sensors [98] has been shown to be effective in this regard, for instance removing artifacts due to vessel pulsation. In the following, the necessary components to embed 2D US frames in a 3D environment are briefly discussed.

Types of 3D Localization

Three-dimensional ultrasound processing is a prerequisite for all contributions in this thesis and in general necessitates a form of 3D localization. This can be achieved in the following three ways:

i) By rigidly attaching a marker (target) of a tracking system to the US probe, the tracking stream can be used to relate multiple frames to each other. As mentioned above, optical and electromagnetic tracking systems are most widespread in US-based navigational and interventional applications, and mechanical arms continue to fill niches in certain applications [206]. The prostate biopsy system presented in chapter 2 relies on optical tracking of a trans-rectal convex probe, while the freehand acquisitions for 3D blood flow reconstructions (chapter 4) were performed using a linear probe and an electromagnetic tracking system.

ii) Similarly, active robotic manipulators can be utilized for the same purpose. Not only are robots regularly more accurate than conventional tracking systems, they also facilitate 3D acquisitions and guidance applications by means of automation. Robotic concepts are intensively studied in chapter 3, and the precision the robotic tracking also proved beneficial in chapter 4. A thorough overview of robotized US systems can be found in Sec. 3.2.3.

iii) Some transducers incorporate a motorized linear or curvilinear array, which allows for 3D acquisitions without moving the probe [61]. Because the motors are equipped with encoders, the geometric relation between subsequent frames, or even scanlines, can be inferred. In fact, the robot-attached transducer used in chapter 3 is a motorized curvilinear probe, allowing for 3D US acquisitions while keeping a needle aligned to a planned target position.

Ultrasound Calibration

Regardless of the type of 3D localization, a calibration is required to learn the transformation $T_f^t$ between the US image coordinate system $F_f$ and the frame $F_t$ obtained from the tracking system, robot controller, or motor encoder, as shown in Fig. 1.6. Since a rigid attachment of
Ultrasound calibration consists of estimating the transformation \( f^T_t \) between image frame \( F_f \) and tracking target (or alternatively robot end-effector) frame \( F_t \). Only then, US frames can be embedded in some world coordinate frame \( F_w \), which is often defined as tracking system origin or robot base. \( f^T_t \) can be estimated by collecting samples of corresponding coordinates of some points \( p \), for instance by moving the tip of a tracked stylus \( (w^T_t) \) to various positions in the US image.

the tracking target onto the probe is assumed, \( f^T_t \) can be written in homogeneous notation as:

\[
f^T_t = \begin{bmatrix} R & t \\ 0 & 1 \end{bmatrix} \begin{bmatrix} s_u & 0 & 0 \\ 0 & s_v & 0 \\ 0 & 0 & 0 \end{bmatrix},
\]

where the rigid transformation with the \( 3 \times 3 \) rotation matrix \( R \) and the translation vector \( t \) constitutes six degrees of freedom, and factors \( s_u \) and \( s_v \) scale from the US image space in pixels to real distances, e.g. millimeters. Together, this amounts to eight unknown parameters in the general case. In practice, however, \( s_u \) and \( s_v \) can often be either directly obtained from the US scanner interface in open access systems or inferred based on the configured imaging depth and the pixel resolution of the acquired B-mode images. Hence, only rotations and translations are considered for the calibration procedure in many algorithms [102].

To solve for the unknowns, a set of \( N \) constraints are usually collected in an error function of the form

\[
f = \sum_{i=1}^{N} \| p^w_i - w^T_t \cdot f^T_t \cdot q^f_i \|,
\]

where \( p^w_i \) and \( q^f_i \) both refer to the same, \( i \)-th point represented in world \( (F_w) \) and US image space \( (F_f) \), respectively. Note that the tracking information \( w^T_t \) usually differs for each correspondence \( i \) as well. In their extensive review, Hsu et al. [102] summarize different manual and semi-automatic methods to compile a list of such constraints in freehand scenarios.
In the simplest case, a pointing stylus is also equipped with a tracking target as illustrated in Fig. 1.6. Its own calibration, denoted $^0T_s$, i.e. the Euclidean offset from the tip to its own tracking target frame $F_s$, can easily be found with a so-called pivot calibration [102]. Thereafter, as proposed by Muratore et al. [146], the stylus is positioned in such a way that the tip is visible in the B-mode image, which will require some back-and-forth motion to ensure that the point visible in the image is not an arbitrary point on the shaft. The location of the tip can then be manually selected or automatically segmented in the US frame ($q^f$), and its location in world space is given by:

$$p^w = w^T_s \cdot [0, 0, 0, 1]^T. \quad (1.44)$$

The error function of Eq. 1.43 is finally minimized in an iterative fashion, for instance using a Levenberg-Marquardt solver. A similar technique is used in chapter 2 for spatial calibration of a trans-rectal US probe.

A detailed overview of related calibration techniques, including solid and (N-)wire phantoms, is provided in [102]. In recent years, novel approaches have been proposed to facilitate spatial calibration. Incorporating prior knowledge of a wire phantom, Boctor et al. [20] presented a closed form solution for the transformation $^fT_t$. Further considerations yielded an automated segmentation in the US image [181], rendered expensively 3D-printed phantoms obsolete [201], and exploited robotic manipulators for improved automated sampling [121].

Finally, Wein et al. [237] have suggested a technique entirely based on image registration, which is also employed in this thesis. Instead of mapping between US frames and the world coordinate system, various US frames are directly related with each other. If points $q^f$ in image space correspond between frames $i$ and $j$, the following relation holds:

$$q^f_j = f^T_t \cdot w^T_t(j) \cdot w^T_t^{-1}(i) \cdot f^T_t \cdot q^f_i. \quad (1.45)$$

To estimate the components of $^fT_t$, two roughly orthogonal sweeps $A$ and $B$ of the same region are acquired, yielding a plethora of potential correspondences. Using 3D compounding as summarized below and image registration as described in Sec. 1.4, the goodness of fit can then be directly measured and optimized using an image similarity metric $S$:

$$^fT_t = \arg \max S(A, B). \quad (1.46)$$

Compounding Strategies

Unless a matrix probe is available, compounding techniques are necessary to reconstruct 3D US volumes from multiple 2D frame. Only in very specific cases, where all acquired frames are parallel and equidistant, straightforward stacking of pixels is possible similar to the slices in tomographic modalities. Otherwise, an interpolation strategy has to be chosen to handle the mapping between differently oriented and scaled image grids.

Following the classification of Solberg et al. [203], direct compounding methods can be categorized in forward and backward warping techniques, as illustrated in Fig. 1.7. Forward warping methods are pixel-based, as the individual samples of input US frames are traversed and projected onto the grid of the output volume and their intensity is inserted at the obtained
Fig. 1.7. a) Forward warping methods traverse all samples and project them into the target grid. b) Backward warping approaches traverse the target grid instead, and search for appropriate samples to populate it with. Reprint from [203], with kind permission of Elsevier.

locations. As shown in Fig. 1.7a, multiple pixels might reach the same voxel. Various strategies, including minimum distance selection, have been proposed to solve this ambiguity. While forward warping is computationally cheap, holes due to a lack of samples at every single voxel are quite common [203].

In contrast, **backward warping** techniques, also called voxel-based methods, traverse the grid of the output volume and search for respective pixels of US frames to populate it with. As this might also include pixels farther away than the voxel spacing, as shown in Fig. 1.7b, the occurrence of holes is reduced. Since again multiple pixels might be in the vicinity, a weighted sum based on Euclidean distance is commonly employed.

Although it has been shown that superior reconstruction qualities can be achieved with backward warping [239], the advantage of pixel-based methods is that processing and visualization of the 3D volume being acquired can start immediately with the first US frame. Depending on the application, fast hybrid approaches as presented by Karamalis et al. [113] might constitute an acceptable trade-off between interactivity and image quality. Another frequent limitation of compounding schemes is the strong dependence of US intensities on the insonification direction. In sweeps with overlapping frames acquired from different angles, naive implementations are prone to yield significant inhomogeneity artifacts. To address these issues, techniques have been developed to either compound directional clusters independently first and then fuse their potentially contradictory information [193], or to model the direction dependence from the very beginning in the form of a tensor field [96].

1.4 Ultrasound Image Registration

Image registration generally refers to the process of aligning two or more images, establishing a common coordinate system and thus achieving correspondence between the information contained within the images. For many modern applications of computer-assisted diagnosis
and therapy, it has evolved into a key technology and continues to be actively investigated in research [183].

The objective of image registration can be achieved in two distinct ways, either by extracting and aligning a set of features from the input images (feature-based registration), or by employing the image intensities directly (intensity-based registration). Both of these approaches are briefly summarized in the following sections to introduce the fundamental concepts which the contributions of this thesis are based upon. In doing so, they focus on the case that at least one of the input datasets is an ultrasound image.

1.4.1 Overview of Feature-based Registration

In the simplest scenario, sets of corresponding points are known, one for each image. For instance, both the manually annotated landmarks points and mesh vertices of automatically generated segmentations are considered such features in chapter 2. Let \( P = [p_1, p_2, \ldots, p_n] \) and \( Q = [q_1, q_2, \ldots, q_n] \) again be sets of corresponding 3D points. An optimal rigid transformation with \( 3 \times 3 \) rotation matrix \( R^* \) and translation \( t^* \) minimizes the quadratic projection error:

\[
(R^*, t^*) = \arg \min_{R, t} \sum_{i=1}^{n} (R p_i + t - q_i)^2. \tag{1.47}
\]

Umeyama [226] proposed an elegant and widely used method to uniquely solve for \( R \) and \( t \). First the point sets are demeaned, i.e. points \( p'_i = p_i - \bar{p} \), with \( \bar{p} \) denoting the mean of point set \( P \), are collected in \( P' \), and likewise for \( Q' \). Next, a singular value decomposition (SVD) of the covariance matrix is computed:

\[
UDV^\top = \Sigma_{PQ} = \frac{1}{n} Q' P'^\top. \tag{1.48}
\]

Assuming that \( \det \Sigma_{PQ} > 0 \), the final transformation is then given as:

\[
R^* = UV^\top, \quad t^* = \bar{q} - R^* \bar{p}. \tag{1.49}
\]

However, correspondence is not known a-priori in many applications, for instance because the features are automatically detected based on edges visible in the image. Also point clouds, e.g. as acquired with RGB-D cameras, are unstructured. The Iterative Closest Point (ICP) algorithm was presented by Besl and McKay [16] to tackle this problem. Essentially, the method alternates between an estimation of correspondence in a nearest-neighbor fashion given the sets’ current positions, and an update of these positions according to Eq. 1.49. With a sufficiently accurate initialization, the algorithm iteratively converges to an optimal transformation.

A plethora of varieties have been proposed to improve ICP with respect to accuracy and performance, including better suited error metrics such as point-to-plane, stable point sampling, efficient correspondence search using binary trees, anisotropic noise models, and multi-resolution schemes [167]. Unlike ICP, where correspondence is defined in a binary way, Robust Point Matching (RPM) [82] uses a normalized exponential function to define “soft” correspondence.
In many applications, the estimated transformation is not necessarily rigid but rather affine or deformable. Despite the development of non-rigid ICP variants [167], probabilistic approaches have been successfully adopted to the area of registration and are most commonly used today. Myronenko and Song [148] presented the **Coherent Point Drift** algorithm, which is based on Gaussian mixture models and enforces a smooth (coherent) movement between points. The method is agnostic with respect to the used transformation model, but is originally intended to cover the non-rigid case, with rigid or affine transformation simply incorporating additional constraints. Because the contribution of fast surface-based prostate registration is based on the CPD algorithm, a detailed description can be found in Sec. 2.3.3.

### 1.4.2 General Intensity-based Registration Framework

The advantage of intensity-based registration algorithms is that no feature extraction is necessary and the image intensities are directly used in the iterative optimization scheme. A general intensity-based registration framework as depicted in Fig. 1.8 aims at finding an optimal transformation $T^*$ to align the fixed reference image $A$ with the moving image $B$:

$$T^* = \arg \max_T S[A, T(B)]$$

At least four essential components are required for an iterative optimization:

1) The similarity metric $S$ quantifies how well the fixed image $A$ and a transformed version of the moving image $T(B)$ are aligned with each other. An overview of commonly used similarity metrics is provided in Sec. 1.4.3 below, including metrics dedicated for the registration of US images with CT or MRI datasets.

2) The optimizer considers the output of $S$ to iteratively find a set of transformation parameters that maximizes the similarity. If derivatives $\partial S / \partial T$ can be easily obtained or at least numerically approximated, gradient-based methods such as conjugate gradient,
Gauss-Newton, or Levenberg-Marquardt as a combination of these two can be employed. The most common gradient-free methods are heuristic, for instance Nelder-Mead and NEWOA [180]. If the similarity metric can be assumed to locally resemble a multi-variate quadratic function, BOBYQA [169] may constitute an acceptable trade-off between speed and accuracy [70].

3) The transformation model determines the number of degrees of freedom to optimize. As previously stated, there are six degrees of freedom in the rigid case, i.e.

\[
x' = \begin{bmatrix} R & t \\ 0^T & 1 \end{bmatrix} x,
\]

where the rotation \( R \) is regularly parametrized with Euler angles to allow for optimization. Affine transformations additionally include three scaling parameters. A broad variety of methods can be found in the literature to capture non-linear deformation. Apart from physically expressed models, which are defined by partial differential equations, interpolation schemes based on basis functions are frequently used to limit the amount of parameters to a manageable range. While approaches like free-form deformations (FFD) employ a set of control points being translated throughout optimization, more advanced, statistical techniques incorporate prior knowledge [207]. As an example, the eigenvalues of a statistical deformation model are optimized in Sec. 2.3.5 to register prostate MRI and US images.

4) Finally, an interpolation method is required so that \( S(A, T(B)) \) can be numerically evaluated because the voxel positions of \( T(B) \) generally do not coincide with those of image \( A \). Computationally the least expensive approach, denoted nearest-neighbor interpolation, is achieved by simply rounding the coordinates to the next integer values followed by a mere look-up. Better results are achieved using linear or higher order polynomial interpolation, which eliminates most aliasing artifacts [113]. Note that since most similarity metrics can be easily efficiently evaluated on Graphical Processing Units (GPUs), shader implementations often directly exploit built-in interpolation capabilities without the need to explicitly generate \( B' = T(B) \) in memory.

A detailed, general review on intensity-based medical image registration can be found in [183]. For the application to the challenging prostate anatomy, a thorough overview of the contemporary literature is provided in Sec. 2.2.2.

1.4.3 Similarity Metrics for Intensity-based Registration

The purpose of a similarity metric \( S(A, B') \) is to quantify how well a fixed image \( A \) and a transformed moving image \( B' = T(B) \) correspond in the overlapping area. This is commonly achieved by comparing individual corresponding pixels or voxels of the two images using a suitable metric \( f \), and summarizing the result by integration over the entire overlapping image domain \( \Omega \):

\[
S(A, B') = \frac{1}{|\Omega|} \int_{\Omega} f(x) \, dx.
\]
In the simplest case, \( f \) is defined as the squared intensity difference, i.e.

\[
f_{\text{SSD}}(x) = (A(x) - B'(x))^2, \tag{1.53}
\]

resulting in the **Sum of Squared Differences** (SSD) similarity metric. Because it is sensitive to large intensity differences, for instance for image pairs with and without contrast agent, the **Sum of Absolute Differences** (SAD) is also commonly used:

\[
f_{\text{SAD}}(x) = |A(x) - B'(x)|, \tag{1.54}
\]

The metrics defined above assume that corresponding structures in both images share identical intensity values, which is regularly not the case. Even if both images are derived from the same modality, device settings can result in different illumination. The commonly used **Normalized Cross-Correlation** (NCC) similarity metric compensates for different illumination levels using the mean \( \mu \) and standard deviation \( \sigma \) of both images’ intensities:

\[
f_{\text{NCC}}(x) = \frac{(A(x) - \mu_A)(B'(x) - \mu_B)}{\sigma_A \sigma_B}. \tag{1.55}
\]

Yet, NCC assumes a positive linear correlation between intensities in both images, i.e. that bright structures in one image will corresponding to (relatively) bright ones in the other image, and that the relative scale between both is constant throughout the entire intensity space. In the case of multi-modal registration problems, for instance in CT/MRI or MRI/ultrasound combinations, these assumptions generally do not hold. Therefore, a great variety of similarity metrics have been specifically proposed to cope with such non-linear intensity correlations, ranging from hybrid intensity/gradient metrics to information theoretic approaches relying on joint intensity histograms. Because a thorough analysis of the available metrics would by far exceed the scope of this thesis, the most commonly employed ones shall be briefly introduced.

Among the pixel-wise multi-modal similarity metrics is **Linear Correlation of Linear Combination** (LC\(^2\)) [70, 238], which was specifically developed for MRI/ultrasound registration and is regularly used in this thesis (see Sec. 2.3.5, Sec. 3.3.5). In short, LC\(^2\) correlates ultrasound intensities of a fixed image \( A_{\text{US}} \) with a linear combination of moving MR image intensities \( B_{\text{MR}} \), their gradients, and a constant:

\[
z(x) = \alpha B_{\text{MR}}'(x) + \beta \| \nabla B_{\text{MR}}'(x) \| + \gamma. \tag{1.56}
\]

This combination is motivated by the physical principles of ultrasound image generation. Intensities may correlate well with other modalities in rather homogeneous areas, for instance within the liver, but at sharp edges in CT or MRI, i.e. areas with a high gradient, strong ultrasound reflections will produce high contrast. As a result, US intensities may locally either correlate to MR intensities or their gradients, suggesting a patch-based consideration. Note that the subscripts \( \text{MR} \) and \( \text{US} \) in Eq. 1.56ff indicate that the images are not interchangeable.
For a small neighborhood $\Phi(x)$ centered around a voxel $x$, coefficients $c = (\alpha, \beta, \gamma)$ are determined by minimizing the difference between $A_{US}$ and the linear combination $z$ in a least squares sense:

$$\hat{c} = (M^TM)^{-1}M^TU,$$

with

$$M = \begin{pmatrix} B_{MR}(x_1) & \|\nabla B_{MR}(x_1)\| & 1 \\ \vdots & \vdots & \vdots \\ B_{MR}(x_m) & \|\nabla B_{MR}(x_m)\| & 1 \end{pmatrix},$$

$$U = \begin{pmatrix} A_{US}(x_1) \\ \vdots \\ A_{US}(x_m) \end{pmatrix},$$

where $m = |\Phi(x)|$ is the number of voxels in the neighborhood. The local similarity function is then defined as

$$f_{LC^2}(x) = 1 - \frac{\sum_{i \in \Phi(x)} [A_{US}(x_i) - z(x_i)]^2}{|\Phi(x)| \operatorname{var}(A_{US}(\Phi(x)))}.$$

A common alternative to $LC^2$ is the Modality Independent Neighborhood Descriptor (MIND) as proposed by Heinrich et al. [94]. The approach reduces multi-modal registration to the mono-modal case by defining an intermediate representation computed from the input images, followed by registration using SSD. For each image $I$, neighborhood descriptors $L_{MIND}$ can be computed as follows:

$$L_{MIND}(I, x, r) = \frac{1}{n} \exp \left( - \frac{D_p(I, x + r)}{\operatorname{var}(I(x))} \right),$$

where vectors $r$ are within some search region $R$ (dense sampling, sampling every 45°, or six-neighborhood), so that every voxel $x$ is represented by a $|R|$-dimensional vector $L$. Distances $D_p$ evaluate a patch-based self-similarity

$$D_p(I, x_1, x_2) = \sum_{p \in \Phi} (I(x_1 + p) - I(x_2 + p))^2,$$

with patches $\Phi$ of size $(2p + 1)^2$ in each dimension and centered at $x_1$ and $x_2$. Eventually, the similarity metric is then defined as

$$f_{MIND}(x) = \frac{1}{|R|} \sum_{r \in R} |L_{MIND}(A, x, r) - L_{MIND}(B, x, r)|.$$

Finally, there are similarity measures not directly relying on pixel/voxel information but establishing a statistic relation between sets of images instead. Mutual information (MI) was
introduced to image registration by Viola and Wells [229] and is based on the information theory formulation of Shannon entropy $H$:

$$H(I) = - \sum_i p_I(i) \log p_I(i),$$

(1.64)

where $p_I(i)$, estimated from a histogram, denotes the probability distribution function measuring the probability of a voxel of image $I$ having the intensity $i$. The concept can be extended to sets of images using the joint probability distribution function $p_{AB}(i, j)$. After minimizing the joint entropy between two images, i.e

$$H(A, B) = - \sum_i \sum_j p_{AB}(i, j) \log p_{AB}(i, j),$$

(1.65)

an image can be assumed to be optimally aligned. To make the method more robust, mutual information defined as follows is maximized instead:

$$S_{MI}(A, B') = H(A) + H(B') - H(A, B') = \sum_i \sum_j p_{AB'}(i, j) \log \frac{p_{AB'}(i, j)}{p_A(i) p_{B'}(j)}.$$

(1.66)

Various extensions and modifications have since been proposed, including normalized MI to cope with varying overlap, and conditional MI, which encodes more spatial information than the otherwise globally acting MI method [94]. Due to the very different nature of image generation in US compared to tomographic modalities, and the accompanied mutually exclusive visibility of certain structures, MI-based approaches have been shown to perform poorly in multi-modal scenarios with ultrasound [70] and are therefore not used in this thesis.
Part II

Contributions
Multi-Modal Prostate Biopsy Guidance

2.1 Overview and Publications

This chapter presents my contributions toward multi-modal prostate biopsy guidance based on trans-rectal ultrasound (TRUS) imaging. Ultimately, the goal of the methods presented in this chapter is to support urologists in performing targeted TRUS-based biopsies by accurately augmenting the live TRUS image with additional modalities such as MRI and PET. While the main challenge of this task is to perform a fast, precise, and deformable image registration between TRUS and MRI, auxiliary work is necessary for ultrasound acquisition, 3D compounding, segmentation, and deformation model generation.

After outlining the clinical background on prostate cancer, its diagnosis and prior art on image-guided biopsies (Sec. 2.2), this chapter describes in Sec. 2.3 the developed methodology for multi-modal fusion biopsy guidance. It starts by presenting how 3D TRUS volumes are acquired once the patient is positioned (Sec. 2.3.1). Two distinct, fully automatic methods have been developed to perform deformable image registration between TRUS and MRI prostate images:

1. The surface-based registration method as explained in Sec. 2.3.3 utilizes a modified version of the Coherent Point Drift algorithm [148] to elastically align surface meshes of prostate segmentations in both modalities. While MRI segmentations can be performed in advance, the method relies on a fast, automatic TRUS segmentation algorithm, which is based on Hough forests (Sec. 2.3.2).

2. The intensity-based registration method as explained in Sec. 2.3.5 is based on a Statistical Deformation Model derived using the automatic segmentations from (A), see Sec. 2.3.4. A novel, lesion-specific, anisotropic preconditioning of the LC² similarity metric [70] is a key feature, as it emphasizes correct registration outcomes at crucial locations along expected directions.

Finally, once a registration is established, multi-modal biopsy guidance as described in Sec. 2.3.6 supports the urologist in targeting the identified lesions. Materials and experiments are described in Sec. 2.4. Each component of the presented guidance system is individually validated in Sec. 2.5, and thoroughly discussed in Sec. 2.6.

Substantial parts of this chapter have already been published and are quoted verbatim. Using method (1) as registration algorithm, methodology and results of the entire pipeline from
TRUS acquisition to biopsy guidance have been published in the following article (especially sections 2.2.2, 2.3.1-3, 2.3.6, 2.4.1-2, 2.5.1-3, 2.5.6, and 2.6):


**Copyright Statement.** ©2015 CARS. With kind permission of Springer.

All relevant additions in terms of method (2) are to be published in the following article (especially sections 2.2.2, 2.3.4-5, 2.5.4-5, and 2.6):


**Copyright Statement.** ©2017 IEEE. With kind permission of IEEE.

### 2.2 Introduction

#### 2.2.1 Clinical Background

Prostate cancer, i.e. carcinoma of the prostate (PCa), is the leading cause of cancer in male adults, with an estimated 21% of newly detected cancer cases contributing to this diagnosis [199]. However, only around a third of these carcinomas are responsible for death, so that prostate cancer currently contributes to approximately 8% of cancer-related deaths in the USA. Numbers in Western Europe have shown to be similar [143]. The probability of developing invasive PCa is marginal in men under 50 years of age (0.3%) and increases steadily with age to a total of 14% over the entire lifetime.

Early detection, grading and staging of PCa is vital for risk stratification and therapy selection. The European Association of Urology (EAU) first suggests in its guidelines (Update March 2015, [143]) early PSA tests for men over 50 years of age, men over 45 years of age with PCa family history, and African-Americans. Hereby, PSA refers to the prostate-specific antigen, a protein produced by prostate cells, which blood serum levels are measured in ng/ml. Although PSA is organ-, but not cancer-specific and can also be elevated in benign prostatic hypertrophy or prostatitis, it is a better PCa predictor than digital rectal examinations.

The current gold standard for the diagnosis of prostate cancer is a systematic 10 to 12 core random biopsy under trans-rectal ultrasound (TRUS) guidance [18]. Hereby, the term *random*
Fig. 2.1. Example of a TRUS image of the prostate. As usual, the image allows anatomical guidance but shows poor contrast within the gland.

refers to the invisibility of the majority of cancer lesions in the TRUS images. An exemplary TRUS image of a patient with confirmed prostate cancer is shown in Fig. 2.1, illustrating that while ultrasound can be used for anatomical guidance, targeted selection of biopsy sampling locations is not possible. To tackle this blindness to lesions, schemes have been developed to systematically sample a standardized set of locations throughout the gland, regularly focusing on the peripheral zone where the prevalence is increased [63]. Nevertheless, TRUS continues to exhibit a poor detection rate of suspicious areas, leading to a high rate of false negative results [224]. It is not uncommon for patients with elevated PSA blood levels to undergo several all-negative biopsy sessions until eventually a positive sample is found that can be used for staging and therapy selection.

Among other systems, the Gleason system has been widely adapted for histopathological grading of biopsy samples [55]. Figure 2.2 shows the patterns that are used to classify the biopsy specimen. A primary grade is assigned to the dominant pattern of the tumor. Secondary and – if applicable – tertiary grades describe the next-most frequent patterns. The final Gleason score is reported as a sum of primary and secondary (or tertiary, if higher) grades, e.g. $2+1=3$. This elaborate way of reporting is essential, because $3+4=7$ cancers exhibit a better prognosis than the $4+3=7$ ones.

Depending on the clinical findings, including tumor staging using the well-established TNM system (tumor, lymph nodes, metastasis), one of the following treatment options is selected [143]: Watchful waiting / active surveillance, radical prostatectomy, radiotherapy, cryotherapy, high-focused ultrasound ablation, or androgen suppression.

2.2.2 Image Registration for Prostate Cancer Diagnosis

To tackle the above identified challenges associated with purely TRUS-guided biopsies, multi-modal approaches with additional, pre-interventional imaging data have been adopted in clinical practice. Recent studies report that combining TRUS-guided biopsy workflows with multi-parametric magnet resonance imaging (MRI) is more accurate in detecting cancerous lesions with a significant Gleason score than the exclusive usage of ultrasound [71, 132,
154]. Because the excellent anatomical soft-tissue contrast MRI is regularly not sufficient to identify suspicious lesions, fusion with functional imaging data, in particular positron emission tomography (PET), has been investigated. PET/TRUS fusion for prostate biopsy guidance has initially generated only moderate interest due to the low specificity of available radiotracers like $^{11}$C-acetate, $^{11}$C-choline and $^{18}$F-FDG [224]. With the introduction of $^{68}$Ga labeled ligands of Prostate-Specific Membrane Antigen (PSMA), exhibiting almost exclusive expression in the prostate and increased expression in prostate cancer [53], PET/TRUS and PET/MRI/TRUS fusion however gains increasing attention [134, 135]. Its higher cost is leveraged by the possibility to avoid serial biopsies with unclear outcome. Prior to our work [256], the usage of PSMA-PET/MRI has not yet been implemented into a TRUS-based biopsy guidance system.

Recent studies have shown that temporally enhanced ultrasound can improve the detection of tissue-specific prostate cancer patterns [151]. Applying machine learning techniques to time-series of ultrasound data allows differentiation between benign and malignant tissues [10]. While such approaches may greatly benefit tissue classification directly in TRUS, they may not be able to render additional modalities such as MRI and PET obsolete in the near future due to the underlying shortcomings of ultrasound itself.

Main challenges for the development of a multi-modal fusion image-guided prostate biopsy framework are time and space constraints during the procedure. In particular, cognitive fusion of these imaging modalities, i.e. the exclusively mental alignment of images presented side-by-side, is error prone, highly depends on the ability of the urologist to interpret MRI or PET images, and thus remains marginally useful [49]. Therefore, computer-aided approaches are of great interest. Recent studies suggest that overall, accurate MRI/TRUS registration outperforms cognitive fusion [198]. Even if such cognitive alignment performed by experts with great experience might lead to comparable results, the introduction of device-based fusion systems by general urologists is beneficial in terms of learning curve, "making the results quoted by experts more achievable", as Sonn et al. pointed out [206]. This trend
drives the ongoing development of image fusion-guided biopsy systems. Algorithms for image segmentation and registration need, however, to be fast and sufficiently accurate to be applicable in daily clinical routine.

Currently, a variety of commercial solutions on the market offer fusion biopsy functionality to some degree, employing different tracking systems to determine the position of their US transducer in space and registration algorithms to perform manual or semi-automatic rigid or elastic registration between 3D TRUS and MRI. They are usually rather bulky, require several lengthy interactions by the urologist – in particular for the segmentation of the prostate – and are mostly limited in their overall accuracy. The currently available commercial systems offering MRI/TRUS fusion, are summarized by Sperling et al. [209] in an excellent review.

The actual registration itself has been the topic of many prior studies. Recalling from Sec. 1.4, existing approaches to perform registration between 3D TRUS and MRI can be mainly distinguished along the following two dimensions:

i) **Domain**: Point-based (fiducial-based) or surface-based (mesh-based) algorithms rely on geometrical features either annotated manually (e.g. fiducials, boundary delineation) or using a feature extraction or segmentation algorithm. Even though they inherently neglect inhomogeneous deformations within the prostate gland and yield linear or spline-interpolated image alignment, they are predominantly used in approved clinical systems. In contrast, **intensity-based** approaches employ a similarity metric, which measures the pixel/voxel-wise quality of an alignment over the entire image domain, to find an optimal transformation. Because of the challenging anatomy and the multi-modal nature of the problem, they highly depend on good initialization and a proper transformation model.

ii) **Transformation model**: While a linear rigid or affine registration constitutes only few degrees of freedom (easier to solve), it cannot capture the deformations evident in the change of pose between MRI and TRUS acquisition and the deflections induced by the ultrasound transducer. Elastic registration can be modeled in various ways, including free-form deformations (FFD) and statistical/prior-based approaches [207].

In terms of geometrical features as basis of the registration, extensive prior art is available. Xu et al. [244] and Kaplan et al. [111] register MRI and TRUS by respectively finding rigid and affine transformations based on fiducials. Reynier et al. [178] register the point clouds from TRUS and MRI surfaces using first rigid and then elastic transformations, however without modeling the real organ deformations. Prostate surface-based registration models using thin plate spline basis functions are reported by Cool et al. [42] and Mitra et al. [140], both requiring manual interaction. In the work by Narayanan et al. [153] on MRI to TRUS deformable surface registration, an adaptive focus deformable model of a prostate phantom is used. Sparks et al. [208] as well as Hu et al. [103] have presented probabilistic and statistical shape and motion models of the prostate in patient datasets. The authors of these methods achieved low registration errors but also face time constraints for an integration into the clinical routine due to the manual prostate segmentation.
For surface-based techniques, a segmentation of the prostate in at least one modality is required. In many commercial systems, manual or semi-automatic contouring is the method of choice to obtain such segmentations, often leading to a large inter-observer variation [198]. A fully automatic segmentation method with clinically acceptable accuracy within permissible time limits is thus highly desired when relying on non-intensity-based registration approaches. In this context, Ghose et al. [77] review the extensive research on semi-automatic and automatic segmentation of the prostate from TRUS and MRI images. The main approaches in delineating prostate boundaries are contour-, shape- or region-based, and can be distinguished in supervised or unsupervised classification, as well as combinations of these. A recent study by Qui et al. [243] has reported promising segmentation results by using convex optimization with axial symmetry enforcement for 3D TRUS and MRI prostate images. However, the use of axial symmetry is a disputable assumption, especially in diseased prostate conditions. With the advent of deep learning techniques in field of prostate segmentation, Dice score accuracies beyond 90% come into reach [246].

The limitation of geometrical constraints capturing the true organ deformation can only partially be overcome by performing a deformable intensity-based registration between both images [207]. Focusing on geometric constraints of the transformation model, proposed methods are either based on control points and an interpolation scheme [80] or on a dense, voxel-wise formulation of the deformation field [242]. In either case, non-linear deformation models regularly include a high number of parameters, with known challenges in overcoming local minima, on physically reasonable regularization. Sun et al. [213] proposed a purely intensity-based approach to derive a deformation field, requiring structures to be visible in both images for optimal results. The approach uses the MIND similarity descriptor and performs convex optimization to achieve image alignment.

The availability of sufficiently large annotated datasets of various anatomies has often been exploited to generate statistical models of shape, texture and deformation as priors for deformable registration, effectively reducing the dimensionality of the optimization problem while at the same time enforcing physically meaningful deformations [207]. This also includes methods using image registration to create an atlas [182], or to map ground truth segmentation onto unseen images [78]. A learning technique is used for dimensionality reduction, for instance in the case of principal component analysis (PCA) allowing to optimize an unseen dataset’s representation in PCA space. While the work of Onofrey et al. [160] allows for a MRI/TRUS registration using a population-based statistical deformation model, the algorithm is point-based and does not consider image intensities.

A popular choice to generate patient-specific statistical models of prostate motion is biomechanical simulation [60, 103, 234] based on prior segmentations in MRI. Such approaches regularly require a large quantity of finite element simulations for a wide range of TRUS probe positions etc., which might be prohibitive in clinical environments. Recently, Hu et al. [104] have shown that predictions of prostate deformation can be performed using population FEM data, i.e. without patient-specific modeling, with similar accuracy. Yet, MRI segmentations are again required for personalization of unseen datasets.

One of the contributions of this chapter is a novel, fully automatic MRI/TRUS registration scheme combining a statistical deformation model (SDM) generated from a population of
clinically observed prostate deformations with an intensity-based image registration algorithm that does not require a segmentation of unseen datasets. This is different from the work by Tahmasebi et al. [216], where an SDM is employed to estimate eigenmodes using a set of known landmark-based deformations, which are then used to extrapolate a likely whole-gland deformation without considering image intensities. Instead of merely incorporating the SDM as regularizer to penalize unlikely, i.e. physically unrealistic deformations as in [120], we directly optimize for eigenmode coefficients, greatly reducing the dimensionality of the registration problem.

2.2.3 Contributions

Based upon our early prototype [194], which solely relies on rigid MRI/TRUS registration using four manually selected fiducial landmarks, a comprehensive TRUS-based multi-modal prostate biopsy guidance framework was developed in the course of this thesis. Building on top of the experience gained with the prototype, feedback from urologists could be rapidly translated into the development process, leading to a guidance system currently in regular, weekly clinical use in the urology department of Klinikum Rechts der Isar. As of February 2017, more than 300 patients have undergone prostate biopsy procedures using the presented framework, with early clinical results already published [212] and further clinical trials in progress.

The methodological development can be described in three stages, which are illustrated in Fig. 2.3 depicting the clinical protocol:

0) The mentioned prototype [194] established the foundations of 2D B-mode TRUS acquisition and 3D compounding, as well as the possibility to visualize MRI and PET slices (MPR, multi-planar reconstructions) corresponding to the current US frame once a linear transformation between TRUS and MRI is known. In this prototype, a rigid registration using fiducial landmarks is employed. An optical tracking system is utilized for both 3D acquisition and live targeted biopsy guidance.

1) The framework currently in regular clinical use was presented in [256] and introduces surface-based deformable segmentation. In particular, a Hough forest approach is employed to automatically detect the prostate boundary in TRUS, which in return is used for an automatic registration based on the Coherent Point Drift algorithm [148]. Its integration into the regular clinical workflow is possible as the system requires minimal user interaction and performs US acquisition, segmentation and registration in less than five minutes – the time allocated for the local anaesthetic to take effect.

2) Finally, an intensity-based approach has been developed specifically for the challenging prostate anatomy and presented in [255], aiming at ultimately substituting the surface-based technique. First, we present a statistical deformation model (SDM) for the prostate between MR and TRUS images acquired and automatically segmented using the system described above. Second, a novel, multi-modal deformable registration scheme based on the derived SDM is introduced. Combining the $LC^2$ similarity metric [70] with a Mahalanobis distance-inspired preconditioning, our method achieves optimal alignment
at crucial locations within the organ, intended for accurate biopsy targeting in clinical routine.

Fig. 2.3. Overview of the clinical protocol for multi-modal prostate biopsy guidance. Three different algorithms were implemented for MRI/TRUS registration: 0) Rigid based on fiducial landmarks, 1) Deformable surface-based using segmentations, and 2) Deformable intensity-based using a statistical deformation model (SDM) and similarity preconditioning using PET information. Apart from the MRI segmentation and SDM model generation, which are obtained in advance, all steps can be performed within a time frame of around five minutes to fit into the time requirements of conventional, only US-guided biopsy procedures.

For both novel registration approaches, results of a quantitative evaluation of our automatic system on phantom and patient datasets are reported and compared against expert annotations serving as ground truth data. While the underlying algorithms used for segmentation and surface-based registration have already been presented in the literature, our work is the first to employ these algorithms with necessary modifications on the challenging prostate anatomy and present results of their performance, not only on image data but in their real application on phantoms and patients. To the best of our knowledge, our framework remains to be the first TRUS-based multimodal prostate biopsy guidance system using elastically registered PSMA-PET/MRI datasets implemented in the routine clinical workflow.

2.3 Methods

The proposed multimodal prostate fusion biopsy system is embedded into the clinical routine as illustrated in Fig. 2.3. After the patient has assumed lithotomy position on the examination chair (a supine position with the legs separated, flexed, and supported in raised stirrups), 2D TRUS images of the prostate are acquired and compounded into a 3D volume. Section 2.3.1 describes the components of the system as well as the image acquisition and compounding process. Immediately after TRUS acquisition, the urologist initiates local anesthesia, which takes a few minutes to take full effect. In this period, one of the registration methods is used to align the patient’s (PET/)MRI to the just acquired TRUS volume. The proposed algorithms to achieve surface-based (Sec. 2.3.3) or intensity-based registration (Sec. 2.3.5) rely on
prerequisites, which are presented in Sec. 2.3.2 (automatic segmentation) and Sec. 2.3.4 (statistical deformation model). Finally, Sec. 2.3.6 describes how the registered images are used for live prostate biopsy guidance.

2.3.1 Image Acquisition and Compounding

Ultrasound acquisition is based on standard components used in urological practice, including a conventional 2D front fire trans-rectal probe. Such systems are routinely used for US-guided prostate biopsies by attaching calibrated needle holders to the probe and following a needle guide on the US images [194]. In this work, the US-based guidance is not altered but augmented with MRI and PET information.

Compounding of 3D volumes is achieved using an optical tracking system as schematically illustrated in Fig. 2.4. One tracking target \( \text{probe} \) is rigidly attached to the transducer opposite of the needle guide. A second tracking target \( \text{reference} \) is attached to the patient chair in a known, reproducible way \( \text{reference} \cdot \text{chair} \). This allows the compounded 3D volumes to be embedded in the chair coordinate system, which is mapped to the 2D TRUS slices as follows:

\[
\text{frame} \cdot \text{chair} = \text{reference} \cdot \text{chair} \cdot (\text{reference} \cdot \text{world})^{-1} \cdot \text{probe} \cdot \text{world} \cdot \text{frame} \cdot \text{probe}
\]  

(2.1)

This serves two purposes: First, the 3D volumes will be independent from the tracking camera position, allowing to move it freely during the intervention. Because needle access to various lesions throughout the prostate requires transducer rotations of more than 180°, changes of the camera position are in fact rather likely during biopsy sessions to avoid the common line-of-sight problem. Second, the resulting volumes will be homogeneous across patients and facilitate the initialization of the subsequent registration step by means of a simple translation. Note that the patient is strictly told to remain static during the entire intervention.

For US compounding, i.e. 3D volume reconstruction, linear interpolation and hole filling with the Gaussian accumulation technique is employed, based on the approaches in [24] and [81]. Best performance of our system was achieved with an isotropic voxel spacing of 0.5 mm. Larger spacings incorporate more averaging artifacts, while smaller spacings only increase the segmentation time without any further improvement in its quality.
### 2.3.2 Automatic Hough Forest-based Segmentation

A fully automatic prostate segmentation in compounded 3D TRUS volumes is obtained using Hough forests, a method coupling the classification performance of random forests with object localization capabilities. In our method, we further extend these with a strategy to extract a segmentation contour once the position of the prostate in the image is obtained through a voting strategy. The algorithm is similar to the one presented by Rematas et al. in [176], and is based on the technique presented in [139] already applied to the segmentation of 3D echocardiographic data.

Our Hough forest is an ensemble of Hough trees, trained on a set of TRUS volumes of various size and common spacing using segmentation contours, which were manually annotated by experts. During training, a grid of sampling points over each annotated volume is defined. As illustrated in Fig. 2.5, around each sampling point \( r \), a 1,000-dimensional feature vector corresponding to the entire pattern of intensities in a pixel patch of the volume and to the mean intensities of random box filters is extracted. We chose high dimensional feature vectors since we rely on the capabilities of the Hough forest to select the features that are most discriminative for the problem at hand [175].

The sampling points belonging to a narrow region around the prostate boundary, denoted as foreground \((fg)\), are also associated with a vote \( v \), in the form of a displacement vector from the sampling point itself to the center of mass of the prostate. Additionally, the original position \( r \) in the training volume of each point of the foreground is stored and supplied to the training algorithm.

**Training** a Hough tree amounts to recursively splitting the training set \( T \) in the splitting nodes until one of the termination criteria is met, in which case the recursion is stopped and a leaf is instantiated. In our framework, the termination criteria are defined as a depth of 18 levels, or alternatively, a population smaller than 30 data points reaching a particular node. The splits are chosen such that either the information gain is maximized (Eq. 2.2) or the vote

---

**Fig. 2.5.** Around each sampling point \( r \), a high dimensional feature vector is extracted using the entire pattern of intensities in a local neighborhood (*blue box*) as well as mean intensities from box filters (*green boxes*). Vectors \( v \) from boundary sampling points to the prostate center of mass are essential for the Hough voting scheme. Intensity and segmentation patches are furthermore stored for reprojection weighting.
scattering (Eq. 2.3) is minimized. In the first equation, the splitting threshold \( \theta \) is chosen such that the difference between the Shannon entropy of the splitting node \( H(T) \) and the weighted Shannon entropies \( H(T_l) \) and \( H(T_r) \) of each of the child nodes is maximized. While this ensures good classification capabilities, Eq. 2.3 provides a criterion to choose the splitting threshold using only the votes \( v \) associated with data points \( d \) belonging to the foreground. The votes reaching each child node are compared in terms of squared distance to the mean vote \( \bar{v} \) for that child node. This measure is minimized to ensure minimal vote scattering after the split.

\[
I(T, \theta) = H(T) - \sum_{k=\{l,r\}} \frac{|x \in T_k|}{|x \in T|} H(T_k) \quad (2.2)
\]

\[
V(T, \theta) = \sum_{k=\{l,r\}} \sum_{d \in \text{fg}} (v^k_{i} - \bar{v}_k)^2 \quad (2.3)
\]

Apart from the class posterior distribution, when a leaf is instantiated, we store one vote \( v_i \) and the original position of the data point \( r_i \) for each data point \( d_i \) belonging to the foreground and reaching that leaf.

During **testing**, an image that was not employed for training is sampled using a regular grid. The features of each data point are used to traverse each tree until reaching a leaf node. If a data point is classified as foreground by a sufficient number of trees in the forest, all the votes contained in the leaf nodes reached by this data point are weighted by the classification confidence and accumulated in a volume having the same dimensionality as the image. Additionally, as the votes are being cast, a pixel-wise reprojection list of votes is filled with information about the provenance of each vote and the position of the corresponding training data point in the ground truth images. The position where the maximum number of votes was attained represents the position of the prostate’s center of mass in the test image.

Using the information stored in the reprojection list in the immediate neighborhood of the maximum vote, we are then able to propagate portions of ground truth contours from the training images onto the newly acquired test image. Additionally, we weight each contribution by the truncated normalized cross correlation (NCC) between the intensities of the currently considered patch around \( r_i \) in the test image and the patch around \( r_t \) of the training image (see Eq. 1.55 in Sec. 1.4.3).

After the reprojection is complete, a normalization step is performed in order to obtain a probabilistic segmentation, which can thereafter be thresholded at 0.5. We perform an automatic connected component analysis as post-processing, resulting in a precise delineation of the boundary of the prostate. The binary segmentation image is finally approximated to a triangular surface mesh \( \Gamma_{US} \) following the algorithm outlined in [23].

### 2.3.3 Deformable Surface-based Registration

The previously generated surface meshes from the TRUS and MRI segmentations are now used to deformably register both images. Such a registration can be understood as a two-step process: Firstly, only the surface meshes are deformably registered, for instance by computing displacements for each vertex of one mesh such that a distance \( d \) between both meshes is
minimized. Secondly, these sparse displacements are used to interpolate a dense deformation field over the entire image domain in order to warp the MRI image onto the TRUS image.

In this work, we achieve the first step, i.e. the mesh registration, by employing a modified version of the Coherent Point Drift (CPD) algorithm [148], which is a fully deformable point registration method without any geometrical constraints regarding the shapes to be registered. Additionally, it also shows robustness in terms of outliers as it forces the points to move coherently. The algorithm registers two sets of points, which are both modeled as centroids of Gaussian mixture models (GMMs). The first set of points $X \in \mathbb{R}^{n \times 3}$ comprises the vertices of the TRUS mesh $\Gamma_{US}$ and is considered static. The vertices of the MRI mesh $\Gamma_{MR}$ are collected in the second, moving set of points $Y \in \mathbb{R}^{m \times 3}$, which is fitted to $X$ during the registration procedure using expectation maximization (EM). $m$ and $n$ denote the number of points in the two sets, respectively. For numerical robustness, both point sets are demeaned and normalized with respect to translation and scale. The goal of the algorithm is now to find a non-rigid transformation $T$ such that the deformed point set $Y' = T(Y, v) = Y + v(Y)$ is given as the initial positions plus an optimal displacement vector field $v$. Assuming that for a proper mesh registration the two Gaussian mixtures will be statistically similar, mesh vertex correspondences will be derived, expressed as the maximum of the GMM posterior probability for any given data point. Therefore, the $L_2$ distance is well suited as a cost function for the parameter optimization:

$$d_{L_2} = \int [\text{gmm}(T(Y, v)) - \text{gmm}(X)]^2 dx.$$

(2.4)

In this notation, $\text{gmm}(P) = \sum \alpha \mathcal{N}(\mu, \Sigma)$ denotes the Gaussian mixture density of point set $P$ with weights $\alpha$. As parametrization for $T$, thin-plate splines (TPS) transformations are used, which can be decomposed into an affine as well as a non-linear part parametrized by a set of warping coefficients $w$. As such, the relation between the moving and the original MRI mesh vertices can be expressed as:

$$Y' - Y = \begin{bmatrix} Y & 1 \end{bmatrix} A^T + Uw.$$

(2.5)

Hereby, $1$ is a column vector of size $m$. The matrix $A \in \mathbb{R}^{3 \times 4} = [B|t]$ models the affine part of the motion with translation $t$ as well as rotation and scaling $B$. The basis matrix $U \in \mathbb{R}^{m \times m}$ for the local, non-linear transformations is expressed using radial basis functions in 3D, i.e. $U = \{u_{i,j}\}$, $u_{i,j} = ||Y'_i - Y_j||$. To ensure that the non-linear deformation becomes zero at infinity, new parameters $v \in \mathbb{R}^{(m-4) \times 3}$ are introduced such that $w = Nv$, where $N$ denotes the left null space of $[Y|1]$. It has been shown that efficient, gradient-based numerical optimization techniques are suited to solve for $A$ and $w$ [17], using the following discretized cost function $D_{L_2}(Y')$ and its derivatives:

$$D_{L_2} = \sum_{i=1}^{m} \sum_{j=1}^{n} p_{i,j} + \frac{\lambda}{2} \text{tr}(w^T Kw),$$

$$\frac{\partial D_{L_2}}{\partial A} = \begin{bmatrix} Y & 1 \end{bmatrix}^T G,$n

$$\frac{\partial D_{L_2}}{\partial w} = U^T G + \lambda Kw.$$

(2.6)
The matrix \( P \in \mathbb{R}^{m \times n} = \{p_{i,j}\} \) contains the GMM posterior probabilities:

\[
p_{i,j} = \exp \left[ -\frac{\|Y_i - X_j\|^2}{2\sigma^2} \right]. \tag{2.7}
\]

For the optimization, the derivative matrix \( G \in \mathbb{R}^{m \times 3} = \partial D_{L_2}/\partial Y' \) can be obtained using \( P \). The regularization term with kernel matrix \( K \in \mathbb{R}^{m \times m} = \{k_{i,j}\}, k_{i,j} = \|Y_i - Y_j\| \) and weighting parameter \( \lambda \) impose penalties on the bending of the TPS deformation field.

As the parameters \( v \) are initialized with 0, the algorithm will intuitively first establish an affine transformation, which could cause significant rotation or shearing of the prostate meshes, and only then fine-tune the local non-rigid TPS components. However, minimal rotation is to be expected because the chair coordinate system (see Fig. 2.4) is defined to match the orientation of the coordinate system of the MRI, and the translation should also be small because both point sets were demeaned before the registration. Therefore, we constrain the affine part to the identity transformation in the first \( k \) iterations of the optimization (identity rotation \( I \in \mathbb{R}^{3 \times 3} \) and 0 translation):

\[
A^{\leq k} = \begin{bmatrix} I & 0 \end{bmatrix}.
\tag{2.8}
\]

After the point set registration is performed, the second step of the mesh registration consists of interpolating a dense displacement field for the entire MRI image using the transformed MRI mesh points \( Y' \). One advantage of our interpolation scheme is that the TPS parameters \( w \) already obtained by the deformable registration can be employed to warp an arbitrary point from the original MRI space into the TRUS image. Incorporating \( Y \) and \( w \) as RGB textures, the warping can easily be performed directly on the graphics processing unit (GPU) in the fragment shader. Note that such a mapping can be performed in both directions, i.e. from \( Y \) to \( Y' \) and vice versa, but the mapping is not bijective in the general case [56]. Because MRI and PET images are acquired simultaneously and reconstructed in the same coordinate system, all three modalities are now registered.

### 2.3.4 Statistical Deformation Model Generation

The generation of the SDM is based on a dataset of \( N \) corresponding pre-interventional MR images \( I_{MR} \) and interventional TRUS images \( I_{US} \) acquired respectively in the supine and lithotomy positions. Triangular surface meshes of the prostate are created from available binary segmentations in both images (manually segmented \( \Gamma_{MR} \), automatically segmented \( \Gamma_{US} \) using Hough forest, see Sec. 2.3.2), and demeaned so that their center of gravity is at the origin. As shown in Fig. 2.6, their vertices are elastically registered with the Coherent Point Drift (CPD) algorithm [148] to obtain a warped MR mesh \( \Gamma_{MR}' \) as in Sec. 2.3.3. Due to the arbitrary vertex numbering in the \( N \) meshes, point correspondence across patients is established by intersecting \( M \) angularly equidistant rays starting at the origin with meshes \( \Gamma_{MR} \) for all patients. Thus, new vertex positions in MR space \( p_{i,j} \in \Gamma_{MR} \), and – using barycentric interpolation – in US (i.e. warped MR) space \( p'_{i,j} \in \Gamma_{MR}' \), are obtained for patients
\[ \hat{P} = \left\{ \hat{p}_j = \frac{1}{N} \sum_{i=1}^{N} p_{i,j} \right\}, \quad (2.9) \]

\[ \hat{D} = \left\{ \hat{\delta}_j = \frac{1}{N} \sum_{i=1}^{N} \delta_{i,j} \right\}, \quad (2.10) \]

with \( \delta_{i,j} = p'_{i,j} - p_{i,j} \) (see Fig. 2.6). As in [182], the SDM is created using PCA. In brief, the deformations are demeaned (\( \delta'_{i,j} = \delta_{i,j} - \hat{\delta}_j \)) and vectorized into matrix \( \Delta \in \mathbb{R}^{N \times 3M} \). An Eigen analysis of \( \text{cov} (\Delta) \) yields the sorted and devectorized eigenvectors \( \phi_k \) and corresponding eigenvalues \( \lambda_k \).

### 2.3.5 Preconditioned Intensity-based Registration using Statistical Deformation Model

Recalling from Sec. 1.4, image registration aims at finding an optimal transformation \( T^* \) between reference and moving images, in our case TRUS and MRI, using a similarity metric \( S \) and an iterative solver, in this work BOBYQA [169]:

\[ T^* = \arg \max_T S[I_{US}, T(I_{MR})] \quad (2.11) \]

Hereby, the similarity metric \( S(I_{US}, I'_{MR}) \) measures how well fixed image \( I_{US} \) and transformed moving image \( I'_{MR} = T(I_{MR}) \) correspond. A common way to define \( S \) is the integration of a metric \( f \) over the entire overlapping image domain \( \Omega \) (see Sec. 1.4.3):

\[ S(I_{US}, I'_{MR}) = \int_{\Omega} f(x) \, dx. \quad (2.12) \]

In this work, the multi-modal LC² similarity metric presented in [70] is employed due to its excellent behavior for MRI/ultrasound registration.
Similarity Metric Preconditioning

The aim of the proposed preconditioning is to emphasize the optimization of image alignment at crucial locations \( t \) for a given clinical application. For prostate biopsy guidance, suffering from a high false negative rate, such locations could be suspicious lesions present in MRI and/or PET. In this work, locations \( t \) are automatically identified by the position of maximum PSMA expression in PET images, which are already registered to the corresponding MR images by acquisition (combined PET/MR scanner). Note that for other clinical applications, or in absence of nuclear imaging, crucial locations could also be defined in a different manner, for instance by manual annotation by an expert.

We propose to modify the metric of the otherwise Euclidean space for similarity integration as follows:

\[
S(I_{US}, I_{MR}) = \int_{\Omega} f(x) \zeta(x) \, d\mathbf{x}.
\]

In contrast to Eq. 2.12, the function \( \zeta(x) \in [0;1] \) modifies the "density" of the image space, effectively emphasizing the registration on areas where \( \zeta \) is close to 1, and removing influence of areas where \( \zeta \) is close to 0. A simple, isotropic (i.e. direction-independent) preconditioning around \( t \) can now be achieved using the logistic function and the regular Euclidean norm:

\[
\zeta_{iso}(x) = 1 - \left( 1 + e^{-k \cdot (\|x-t\|-d_0)} \right)^{-1},
\]

where parameters \( k \) and \( d_0 \) control logistic slope and the curve's inflection point, respectively.

Zikic et al. [258] used location-independent gradient normalization to improve mutual information-based registration. The idea of our approach is to not only focus the registration on the region around \( t \) but also predominantly along the expected directions of deformation at \( t \). To this end, we estimate the deformations \( d_k \) at this point using the first three SDM eigenmodes \( \sqrt{\lambda_k} \cdot \phi_k \), for \( k = 1, 2, 3 \), and thin-plate splines (TPS) for interpolation between control points. Note that because the TPS interpolation does not guarantee a linear mapping, the deformations' covariance matrix \( \Sigma = \text{cov}([d_1 \ d_2 \ d_3]) \) is not necessarily diagonal. Denoting

\[
\|x-t\|_\Sigma = \sqrt{(x-t)^T \Sigma^{-1} (x-t)}
\]

the Mahalanobis distance with respect to location \( t \), we propose the anisotropic preconditioning function:

\[
\zeta_{aniso}(x) = 1 - \left( 1 + e^{-k \cdot (\|x-t\|_\Sigma-d_0)} \right)^{-1}.
\]

An example of this function is shown in Fig. 2.15f.

Automatic Deformable Registration Workflow

The workflow to perform automatic deformable registration first requires both MR and ultrasound images to be rigidly aligned. A reasonably good rotatory initialization is achieved using an optical reference target placed consistently for all patients during US acquisition (see Sec. 2.4.1 for details on setup and protocol). In terms of translation, both images are first aligned to the center of the image, followed by a rigid registration using LC^2.
For the essential part of the proposed registration scheme, we formulate a deformation field using a linear combination of the SDM eigenmodes. For each control point $\hat{p}_j$, i.e. vertex of the mean prostate shape, the corresponding deformation is defined as follows:

$$d_j = (1 + \theta_0) \cdot \hat{d}_j + \sum_{k=1}^L \theta_k \cdot \sqrt{\lambda_k} \cdot \phi_k,$$

where $L$ is the number of used eigenmodes, and $\theta = (\theta_0, ..., \theta_k)$ the vector of optimization parameters. For registration, we now directly optimize for an optimal parametrization

$$\theta^* = \arg \max_{\theta} S [I_{US}, T_d(I_{MR}, \theta)].$$

Hereby, $T_d(x, \theta) = x + D(x, \theta)$ denotes the elastic transformation with the dense deformation field $D$ created using thin-plate splines (TPS) as in [256] for efficient image warping on graphics processors. Note that $\theta_0$ allows to scale the mean deformation, allowing to cope with various probe pressures during US acquisition.

### 2.3.6 Interventional Visualization and Biopsy Guidance

Finally, the mapping parameters obtained in the previous step are utilized to guide the urologist during the biopsy procedure. Assuming the patient has not moved in the meantime, the transformation $T_{\text{frame}}(x, \theta)$ containing the real-time tracking information of the US probe is used to interactively identify which part of the 3D TRUS volume is currently visible on the US machine. Then, corresponding MPRs (multi-planar reconstructions) of the MRI and PET images according to the deformable registration are rendered and presented to the urologist. A virtual biopsy needle guide, previously calibrated, indicates an approximate needle insertion path, as illustrated in Fig. 2.8. Two separate views are employed for successful navigation: While the sole MRI image provides anatomical context, a fused representation of gray-scale MRI and colored PET allows for precise targeting of suspicious lesions. Target biopsies are taken by manoeuvring the US probe such that the virtual biopsy guide aligns with the target site.

### 2.4 Materials and Experiments

In this section, all necessary details to re-create the presented system setup are explained in Sec. 2.4.1. Next, the phantom generation procedure is outlined in Sec. 2.4.2, before an overview of patient datasets and the experimental protocols is provided in Sec. 2.4.3.

#### 2.4.1 System Setup and Implementation Details

The final system setup as established in the university hospital’s urology department is depicted in Fig. 2.7. It comprises the following components:

- A conventional Hitachi AVIUS® (Hitachi Ltd., Tokyo, Japan) US system with a 2D front fire trans-rectal probe, Model EUP-V53W, is employed for image acquisition. Due to
Fig. 2.7. System setup as used in the urology clinic, where a large screen is employed for multi-modal biopsy guidance. Reprint from [256] with permission of Springer.

lack of access to RF data from the US machine, a StarTech frame grabber (StarTech.com Ltd., London, ON, Canada) is used to acquire high resolution ($1280 \times 1024$ pixel) digital images.

- The US probe is tracked by an NDI Polaris® (Northern Digital Inc., Waterloo, ON, Canada) optical tracking system. Two tracking targets are attached to the back of the US transducer, opposite of the needle guide, and the patient chair, respectively.

- For the image processing of all volumes used for this work, a workstation with 2 Intel Xeon® processors running at 2.13 GHz with 32 GB RAM and an NVIDIA GeForce® GTX TITAN Black graphics card was used. The system was recently replaced by an Asus ROG notebook with an Intel Core i7 running at 2.5 GHz, 16 GB RAM and an NVIDIA GeForce® GTX 980M for increased mobility and less overhead in the intervention room.

In terms of software libraries and frameworks, we relied on readily existing solutions. The open source software SlicerIGT1 proved useful to perform spatial calibration of the US image to the optical tracking ($T_{\text{frame}} - T_{\text{probe}}$). Furthermore, we use the freely available PLUS framework2 [124] for temporal calibration, tracked freehand US acquisition and for the compounding of 3D TRUS images [194].

With the exception of the intensity-based registration method, which has not been introduced to clinical usage yet, the workflow illustrated in Fig. 2.3 was implemented in CAMPVis, an open source game-engine inspired research framework3 [192]. The relevant workflow plugins and pipelines are also publicly available. Our implementation of the Hough forest algorithm is based on the Sherwood C++ library [44]. For subsequent registration, we finally employ the CGAL library4 to triangulate the binary volumetric segmentation image and create a

1Available online: http://www.slicerigt.org
2Available online: https://app.assembla.com/spaces/plus/wiki
3Available online: http://campar.in.tum.de/Main/CAMPVis
4Computational Geometry Algorithms Library, available online: http://www.cgal.org
surface mesh. Our CPD implementation for surface-based registration is heavily inspired by the version of Jian and Vemuri\(^5\) [17].

The statistical deformation model (SDM) was computed using MATLAB, R2013b (MathWorks, Inc., Natick, MA, USA). The intensity-based registration methodology as described in Sec. 2.3.5 was implemented within custom plugins for ImFusion Suite 1.2.20 (ImFusion GmbH, Munich, Germany), an extensible GPU-based framework for medical images.

Fig. 2.8 shows a screenshot of the image-based guidance system during a biopsy procedure, including the two MRI and PET/MRI views and the virtual needle guide lines.

**Fig. 2.8.** The presented prostate biopsy guidance system provides the urologist with MRI and PET/MRI views corresponding to the current position of the TRUS transducer. The PET/MRI view shows a hotspot in a suspicious region in left apical prostate zone where the target biopsies were taken. Note that because the urologist turns the transducer by 180° to take biopsies from the patient's left side (thus flipping the TRUS image), also the MRI and PET/MRI slices become flipped in our visualization. *Reprint from [256] with permission of Springer.*

### 2.4.2 Prostate Phantom Construction

Based on the previous work of Dang et al. [45] for multi-modality phantoms, we used agar and gelatin to generate several prostate phantoms with suitable tissue contrast in both MRI and ultrasound. First, egg-shaped (roughly 50×30×30 mm) prostate glands consisting of 6 weight percent (wt%) gelatin, 3 wt% agar, and blue food coloring were cast. Into each gland, three lesions with a diameter of around 5 mm were positioned at varying locations during cooling. To ensure appropriate contrast between normal prostate tissue and lesions in MRI, the latter were made with 12 wt% gelatin, 8 wt% agar and red food coloring. The different colors of gland and lesions allow to visually distinguish the tissue types in biopsy samples. The urethra was mimicked by an air-filled plastic tube. For each prostate, an artificial rectum (modeled during casting by a glass cylinder of around 35 mm in diameter) was surrounded with a very elastic compound of 8 wt% gelatin and 1 wt% agar. Finally, the remaining phantom, now surrounding the prostate gland and maintaining a distance between rectal wall and gland of around 20 mm, was filled with a softer compound with only 1.8 wt% gelatin and 0.5 wt% agar. For efficiency, three prostate glands were positioned next to each other in one big plastic container and jointly MR-scanned, as illustrated in Fig. 2.9.

\(^5\)Available online: [https://code.google.com/p/gmmreg/](https://code.google.com/p/gmmreg/)
2.4.3 Patient Dataset and Protocol

In total, a collection of 50 patient datasets of prostate (PET/)MRI from various scanners and 3D TRUS were available for experiments. For parts of this collection, additional features such as manual TRUS segmentations were obtained from medical experts. An overview of the datasets and the additionally available information is provided in Tab. 2.1. All patients underwent prostate biopsies without pathological finding in the past and were referred for a follow-up biopsy to our clinic.

For all patients, the biopsy guidance framework presented in this thesis was employed, albeit with different registration algorithms (cf. workflow in Fig. 2.3). Regardless of the employed method, our system was used to acquire 3D TRUS volumes and guide targeted biopsies to suspicious areas identified in PET or MRI. In addition to the 12 regular biopsy cores spread throughout the prostate following the standard protocol, two targeted biopsy samples were taken from these areas.

The first part of the dataset collection (Part 1) was acquired in the beginning of the project, using rigid registration with a varying set of manually placed landmarks [194]. Careful manual TRUS segmentations were conducted by a medical expert, so that the Hough Forest, see Sec. 2.3.2, could be trained for subsequent clinical usage.

For the datasets accumulated in Part 2, the automatic segmentation algorithm (Sec. 2.3.2) and the deformable surface-based registration approach (Sec. 2.3.3) were already used in clinical practice. As a prerequisite, the prostate was carefully manually segmented in MRI in advance, to allow for automatic, deformable MRI-TRUS registration without user interaction during the intervention. After the acquisition of a 3D TRUS volume, the prostate gland was then automatically segmented and registered. For retrospective evaluation of the segmentation and registration performance, additional manual TRUS segmentations and sets of four corresponding anatomical landmarks in both modalities were collected. A preliminary clinical evaluation is possible in cases with available histology data (Part 2a), confirming that successful guidance toward previously identified suspicious lesions is possible with the developed system.
Tab. 2.1. Patient dataset collection for prostate biopsy guidance evaluation. For various parts, additional features were obtained from medical experts for method validation. \( R \) denotes rigid landmark-based registration, and \( S \) the deformable surface-based method. Asterisks (*) indicate partial availability.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>50</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td></td>
<td>SDM generation</td>
</tr>
<tr>
<td>Part 1</td>
<td>23</td>
<td>R ✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td></td>
<td>Hough Forest training</td>
</tr>
<tr>
<td>Part 2</td>
<td>13</td>
<td>S ✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td></td>
<td>Segmentation, surface-based registration</td>
</tr>
<tr>
<td>Part 2a</td>
<td>5</td>
<td>S ✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td></td>
<td>Histology evaluation</td>
</tr>
<tr>
<td>Part 3</td>
<td>10</td>
<td>S ✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td>✓ ✓ ✓</td>
<td></td>
<td></td>
<td>Intensity-based registration</td>
</tr>
</tbody>
</table>

Once in total 50 patients had undergone fusion biopsies, manual MR segmentations as well as automatic Hough Forest-based segmentations were performed retrospectively for the cases where such data was still missing, in particular for the ones from Part 1. The complete collection of datasets was used for the generation of the statistical deformation model as outlined in Sec. 2.3.4.

Finally, the most recently acquired datasets of Part 3 were used to retrospectively validate the intensity-based registration approach. To this end, manual TRUS segmentations and six structured point correspondences in both modalities (four at the prostate boundary, two at structures within the organ), were manually annotated by an expert. For all cases, PSMA-PET images acquired with the in-house PET/MR scanner were available. This enabled the automatic identification of locations \( t \) for preconditioning as determined by the position of maximum PSMA expression in PET images. For each patient, we asked for one landmark point to be placed in the vicinity of \( t \), ideally not farther away than 5 mm. Note that all landmarks were chosen based on the visibility of certain structures, including but not limited to urethra and calcifications. Although similar, the landmarks might thus not necessarily correspond across patients.

The reason why some of the datasets were not reused for other experiments, e.g., datasets of Part 2 for the validation of the intensity-based approach, is related to the protocol of manual landmark selection. In general, the provision of landmarks occurred during actual biopsy sessions while the urologist was waiting for the local anesthesia to take effect. This did not only reduce the necessity to have time-consuming follow-up sessions devoted to data annotation but also increased the confidence of the urologist in the selected landmarks as both MR and TRUS images were still fresh in memory. As a result, it was more efficient to prepare a new dataset collection with updated landmark placement instructions than revising the landmark set of previously biopsied patients.
2.5 Results

In order to evaluate the performance of the presented methods, we first examine the applicability of the biopsy guidance system on agar-gelatin phantoms mimicking the conditions in prostate biopsy interventions as closely as possible (Sec. 2.5.1). Next, we analyze the performance of the individual components of our system, i.e. segmentation (Sec. 2.5.2), surface-based (Sec. 2.5.3) and intensity-based registration (Sec. 2.5.4-5). Finally, the image-based guidance capabilities in real patients is validated in Sec. 2.5.6 using histology data.

2.5.1 Phantom Experiments

TRUS images were acquired following the procedure described in Sec. 2.3.1 for all three phantoms two days after their creation (see Sec. 2.4.2). This time frame allowed diffusion between normal prostate tissue and lesions, making them almost invisible in ultrasound and thus mimicking real biopsy conditions well (cf. Fig. 2.10a). Due to the different intensity distributions compared to TRUS images of real patients, a semi-automatic segmentation approach [85] was employed for both TRUS and MRI, before the images were elastically registered as outlined in Sec. 2.3.3. Finally, an experienced urologist and a non-medical domain expert used the presented image-based guidance system to perform target biopsies. We considered a biopsy intervention on a particular phantom successful if all three lesions were hit at least once (visually identified using the red food color, cf. Fig. 2.10b), which was the case for all phantoms. Table 2.2 reports the biopsy samples in detail. Only in 2 out of 14 samples, the lesion was missed.

2.5.2 Retrospective Evaluation of Prostate Segmentation

Datasets of Part 1 (see Sec. 2.4.3) were employed to train a Hough Forest, which was then used to automatically segment the prostate glands of the patients of Part 2 during the biopsy session. For ground truth segmentations of both training and – retrospectively – testing images, manual expert annotations were used. As previously reported, e.g. by Reynier et al. [178], the

![Fig. 2.10.](image)  
(a) Live TRUS image with invisible lesion and image-based MR guidance view during biopsy session.  
(b) Positive core biopsy sample, lesion material visible due to red food color. Reprint from [256] with permission of Springer.
<table>
<thead>
<tr>
<th>Patient</th>
<th>Phantom User</th>
<th>Lesion 1</th>
<th>Lesion 2</th>
<th>Lesion 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Urologist</td>
<td>1/1</td>
<td>1/1</td>
<td>1/1</td>
<td>3/3   (100%)</td>
</tr>
<tr>
<td>2</td>
<td>Non-med. expert</td>
<td>2/2</td>
<td>2/2</td>
<td>1/2</td>
<td>5/6   (83%)</td>
</tr>
<tr>
<td>3</td>
<td>Urologist</td>
<td>2/2</td>
<td>1/1</td>
<td>1/2</td>
<td>4/5   (80%)</td>
</tr>
</tbody>
</table>

**Tab. 2.2.** Results of prostate phantom biopsy samples (number of positive cores / total number of cores). All lesions were positively sampled at least once. *Reprint from [256] with permission of Springer.*

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Median</td>
<td>Mean</td>
<td>Std.Dev.</td>
</tr>
<tr>
<td>1</td>
<td>0.56</td>
<td>0.98</td>
<td>1.09</td>
</tr>
<tr>
<td>2</td>
<td>0.77</td>
<td>1.03</td>
<td>1.00</td>
</tr>
<tr>
<td>3</td>
<td>0.41</td>
<td>0.62</td>
<td>0.67</td>
</tr>
<tr>
<td>4</td>
<td>0.67</td>
<td>0.79</td>
<td>0.70</td>
</tr>
<tr>
<td>5</td>
<td>2.16</td>
<td>2.69</td>
<td>2.37</td>
</tr>
<tr>
<td>6</td>
<td>0.49</td>
<td>0.75</td>
<td>0.83</td>
</tr>
<tr>
<td>7</td>
<td>0.86</td>
<td>1.14</td>
<td>1.13</td>
</tr>
<tr>
<td>8</td>
<td>0.56</td>
<td>1.08</td>
<td>1.29</td>
</tr>
<tr>
<td>9</td>
<td>0.41</td>
<td>0.66</td>
<td>0.76</td>
</tr>
<tr>
<td>10</td>
<td>0.56</td>
<td>0.90</td>
<td>1.02</td>
</tr>
<tr>
<td>11</td>
<td>0.62</td>
<td>0.81</td>
<td>0.77</td>
</tr>
<tr>
<td>12</td>
<td>0.67</td>
<td>0.96</td>
<td>0.95</td>
</tr>
<tr>
<td>13</td>
<td>0.77</td>
<td>1.13</td>
<td>1.18</td>
</tr>
<tr>
<td>Average</td>
<td>0.73</td>
<td>1.04</td>
<td>1.06</td>
</tr>
</tbody>
</table>

**Tab. 2.3.** Segmentation and registration results for all patients. Segmentation results are reported as surface distances between ground truth and Hough forest-based segmentation [mm]. Registration results compare target registration errors (TRE) [mm] for rigid and automatic deformable registration, computed with four landmarks each. *Reprint from [256] with permission of Springer.*

Segmentation of the basal and the apical parts of the prostate in US images is very challenging. Even to the human eye, delineating the boundaries in these regions is often ambivalent and will result in high intra- and inter-observer variability. In order to maintain comparability to ground truth segmentations, the prostate is subdivided into the three subregions base, mid-gland and apex following the convention described in [243], i.e. according to 30%, 40% and 30% of the base-apex axis, respectively, and focus our evaluation on the mid-gland region only.

As similarity metric, the surface distance between ground truth and the automatically obtained segmentations is used (cf. Tab. 2.3). The method achieved an average surface distance of $1.04 \pm 1.06$ mm (mean ± standard deviation). Across all records, the maximum distance between both surfaces was on average 5.28 mm. Segmentation results for six representative patient datasets are illustrated in Fig. 2.11, showing the triangulated segmentation surfaces as well as their color-coded distance to the ground truth annotation. We also computed a Dice similarity score, which was on average $87.81 \pm 2.92$ for the mid-gland region. On our workstation, the training of the Hough forest using 23 datasets took approximately 105
Fig. 2.11. Automatic segmentation results for six representative patient datasets. The color of the segmented surface indicates the distances to the ground truth segmentation according to the color bar on the right hand side. While segmentation artifacts extended far beyond the prostate in some datasets (dashed circles), the majority of the gland is segmented reasonably well. The patient numbers coincide with the ones in Tab. 2.3. Reprint from [256] with permission of Springer.

minutes, and segmentation of the unseen dataset – without any optimization – around 3 minutes depending on the size of the image.

2.5.3 Retrospective Evaluation of Surface-based Registration

We evaluated the quality of the automatic registration, obtained using the automatic segmentation result from the previous step, by comparing it with rigid landmark-based registration. As described in Sec. 2.4.3, four corresponding pairs of anatomical landmarks were carefully selected in MRI and TRUS for each patient, and rigid transformation matrices were obtained using the Umeyama method [226]. The experts performing these annotations were instructed to select landmarks from all parts of the gland such that the overall match would be optimal. In Fig. 2.12, rigid and deformable axial slice registration results are presented. In addition, we computed the target registration errors (TRE) for both methods and reported mean and maximum for each patient in Tab. 2.3. Overall, the presented method was able to improve the TRE in all but two cases, from an average of 2.60 to 2.00 mm. In all cases, including these two, the TRE did not exceed 3.55 mm.

2.5.4 Statistical Deformation Model

On the basis of all 50 patient datasets, an SDM was generated as described in Sec. 2.3.4, using $M = 81$ rays and the automatic TRUS segmentations only. Fig. 2.13 shows the mean deformation, and the first three eigenmodes are depicted in Fig. 2.14. While all three induce a volume change, compression is most prominent in the second mode (95% variation between
Fig. 2.12. Axial slice comparison between landmark-based rigid registration (left column) and deformable surface-based registration (right column) for four representative patients. In general, the deformable registration shows a good alignment between both images and captures the non-linear deformation better than the rigid deformation model. The patient numbers coincide with the ones in Tab. 2.3. Reprint from [256] with permission of Springer.

Fig. 2.13. Mean prostate shape before (red vertices) and after (mesh) SDM mean deformation (red lines), showing the compression induced by ultrasound transducer (yellow sphere). Reprint from [255], ©2017 IEEE.
Deformation caused by the first three SDM eigenmodes (red lines). For reference, the red vertices show the mean prostate after average deformation. Red arrows indicate the main direction of deformation (rotation around the left-right axis, compression in the direction of transducer insertion, and rotation around the cranio-caudal axis, respectively). Reprint from [255], ©2017 IEEE.

±2√λ). Already the first 9 eigenmodes were found to explain 92% of the variation in the dataset.

### 2.5.5 Retrospective Evaluation of Intensity-based Registration

The intensity-based approach was validated on the 10 fully annotated datasets (Part 3, see Sec. 2.4.3) using the target registration error (TRE) of the landmark points. For each of these experiments, the patient dataset under investigation was excluded from the generation of the SDM (leave-one-out cross validation). On these fully annotated datasets, the Dice score between automatic and manual ultrasound segmentation in the mid-gland region was found to be 86.2±3.5, which is similar to the ones reported in Sec. 2.5.2 and in [60].

Table 2.4 lists TREs for rigid registration, surface-based registration as well as the intensity-based method in three different variants. For each method, not only the average TRE for all landmarks is provided, but also the error for the single landmark close to the lesion t identified in PET (see Sec. 2.4.3). The rigid registration (Tab. 2.4a) was computed purely based on the four boundary landmarks using the Umeyama method. The average TRE evaluated on all six landmarks was 3.20±1.33 mm, but yielded errors of up to 16.2 mm for individual landmarks, in particular for the two not included in the computation of the transformation. In Tab. 2.4b, we report TREs for the surface-based registration method (Sec. 2.3.3). The average TRE for all landmarks amounted to 4.40±1.95 mm.

Finally, the proposed intensity-based registration method is evaluated. We optimized for the first \( L = 9 \) eigenmodes, together with \( \theta_0 \) leading to a total of 10 parameters. Empirically identified parameters \( d_0 = 40 \) and \( k = 0.001 \) were used for preconditioning, providing an
appropriate balance between the weighting around the lesion and the capture range of the similarity metric. Representative examples of results are illustrated in Fig. 2.15a-d. The effect of the preconditioning is shown in Fig. 2.15e-h. In Tab. 2.4c, TREs are reported for SDM-based registration without preconditioning, isotropic preconditioning ($\zeta_{iso}$), and anisotropic preconditioning ($\zeta_{aniso}$). TREs of the lesion-specific landmarks were lowest with 1.41 mm for anisotropic preconditioning. The median TREs were 1.79, 1.64, and 1.21 mm, respectively.

Using the ground truth annotations, prostate surface meshes were created for MRI and TRUS. After our registration pipeline, the average Hausdorff distance between the two meshes was $1.84 \pm 0.59$ mm.

The TREs of the lesion-specific landmarks are also reported in Fig. 2.16 for all evaluated methods. Paired Kolmogorov-Smirnov tests indicate that all SDM-based methods performed significantly better than rigid registration ($p < 0.05$), and that the proposed SDM registration with anisotropic preconditioning performs significantly better than surface-based registration. Our optimized GPU implementation yielded an average runtime for the entire registration pipeline of 17.5 seconds, roughly 6× faster than the method described in [213].

### 2.5.6 Clinical Histology Evaluation

Since a detailed medical discussion of the findings for all patients would exceed the scope of this thesis, results for five patients are presented where available histological evaluations indicated pathological findings (Part 2a, see Sec. 2.4.3). A full evaluation discussing the identification of suspicious lesions on PET/MRI and the detection rates of the biopsy guidance system will be the subject of a medical publication currently in preparation.

First, we report the PSA (Prostate-Specific Antigen) blood level prior to the biopsy and the location of the suspicious lesion identified in PET/MRI in Tab. 2.5. In addition, the number of positive and total biopsy cores for random and targeted biopsies, respectively, and the

<table>
<thead>
<tr>
<th>Experiment</th>
<th>TRE for</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>$\mu \pm \sigma$</th>
</tr>
</thead>
<tbody>
<tr>
<td>a) Rigid</td>
<td>All LMs</td>
<td>3.63</td>
<td>6.17</td>
<td>1.63</td>
<td>3.18</td>
<td>4.74</td>
<td>2.59</td>
<td>2.41</td>
<td>1.99</td>
<td>3.56</td>
<td>2.14</td>
<td>3.20±1.33</td>
</tr>
<tr>
<td></td>
<td>Lesion</td>
<td>7.13</td>
<td>16.2</td>
<td>1.99</td>
<td>3.91</td>
<td>4.42</td>
<td>1.47</td>
<td>3.16</td>
<td>1.16</td>
<td>4.91</td>
<td>3.44</td>
<td>4.78±1.16</td>
</tr>
<tr>
<td>b) Surface-based</td>
<td>All LMs</td>
<td>3.09</td>
<td>2.34</td>
<td>1.35</td>
<td>8.40</td>
<td>3.01</td>
<td>4.65</td>
<td>4.50</td>
<td>6.26</td>
<td>5.46</td>
<td>4.91</td>
<td>4.40±1.95</td>
</tr>
<tr>
<td></td>
<td>Lesion</td>
<td>0.32</td>
<td>2.03</td>
<td>2.48</td>
<td>7.96</td>
<td>1.60</td>
<td>1.65</td>
<td>4.33</td>
<td>2.64</td>
<td>2.36</td>
<td>5.99</td>
<td>3.14±2.19</td>
</tr>
<tr>
<td>c) Without</td>
<td>All LMs</td>
<td>2.85</td>
<td>2.65</td>
<td>4.26</td>
<td>2.31</td>
<td>4.75</td>
<td>3.40</td>
<td>2.83</td>
<td>1.97</td>
<td>2.60</td>
<td>3.35</td>
<td>3.10±0.82</td>
</tr>
<tr>
<td>Precond.</td>
<td>Lesion</td>
<td>2.16</td>
<td>3.25</td>
<td>1.20</td>
<td>1.48</td>
<td>1.84</td>
<td>2.37</td>
<td>1.61</td>
<td>0.79</td>
<td>2.13</td>
<td>1.73</td>
<td>1.86±0.64</td>
</tr>
<tr>
<td>Isotropic</td>
<td>All LMs</td>
<td>1.88</td>
<td>3.64</td>
<td>2.87</td>
<td>2.39</td>
<td>4.71</td>
<td>3.07</td>
<td>3.03</td>
<td>2.08</td>
<td>6.26</td>
<td>3.48</td>
<td>3.34±1.25</td>
</tr>
<tr>
<td>Precond.</td>
<td>Lesion</td>
<td>2.28</td>
<td>2.37</td>
<td>1.27</td>
<td>1.31</td>
<td>1.54</td>
<td>2.15</td>
<td>1.20</td>
<td>1.14</td>
<td>1.74</td>
<td>1.87</td>
<td>1.69±0.44</td>
</tr>
<tr>
<td>Anisotropic</td>
<td>All LMs</td>
<td>2.71</td>
<td>3.90</td>
<td>2.96</td>
<td>2.36</td>
<td>5.03</td>
<td>3.91</td>
<td>2.85</td>
<td>2.68</td>
<td>5.42</td>
<td>2.79</td>
<td>3.46±1.01</td>
</tr>
<tr>
<td>Precond.</td>
<td>Lesions</td>
<td>0.84</td>
<td>2.47</td>
<td>1.31</td>
<td>1.24</td>
<td>1.08</td>
<td>2.39</td>
<td>1.18</td>
<td>0.48</td>
<td>2.06</td>
<td>1.09</td>
<td>1.41±0.63</td>
</tr>
</tbody>
</table>

Tab. 2.4. Average target registration errors (TRE) in mm for a) rigid registration purely based on four boundary landmarks (LM), and b) surface-based registration. c) Effect of isotropic and anisotropic preconditioning onto TRE for landmark placed close to \(t\) (lesion). The patient numbers coincide with the ones in Fig. 2.15. Reprint from [255], ©2017 IEEE.
Fig. 2.15. a-d) Registration result for four example datasets shown as axial slice overlays of the TRUS image (red) onto warped MR (greyscale). For Pat. 2, the registration converged to a local minimum (blue arrows). e) MRI with PET overlay for one patient in the apical region, with selection lesion t. f) Preconditioning weight map \( \zeta_{aniso} \), with estimated main directions of deformation (ellipse), allowing to improve registration without preconditioning (g) compared to the proposed anisotropic preconditioning (h, blue arrows). The patient numbers coincide with the ones in Tab. 2.4. Reprint from [255], ©2017 IEEE.

Fig. 2.16. Target registration errors (TRE) in mm for the landmarks placed close to t (lesion). The intensity-based method outperforms rigid and surface-based registration, and the anisotropic preconditioning can improve the image alignment around critical structures. Reprint from [255], ©2017 IEEE.

final Gleason score are reported. In all cases, at least one of the targeted biopsy samples was positive, except for patient 4, where the only positive randomized biopsy core showed pathological findings in a different area than the targeted one.

2.6 Discussion

In this chapter, a multi-modal image-guided biopsy framework was presented, which combines PET/MR images with interventional TRUS. Novel algorithms to solve for the challenging registration between MRI and TRUS using either surface-based or intensity-based techniques were proposed.

Prostate experiments early validated the suitability of the developed methodology because all lesions were successfully sampled at least once. The few individual samples that missed the lesion were possibly due to a different pressure of the transducer on the prostate compared
Table 2.5. Histology results for five cases are reported as number of positive cores / total number of cores for random and targeted biopsies, respectively. For all but one patient, at least one targeted sample was positive, indicating that the system is able to map suspicious lesions. Reprint from [256] with permission of Springer.

to the initial TRUS image acquisition, leading to a distorted TRUS-MRI registration. This influenced the guidelines for the TRUS acquisition protocol for subsequent experiments.

The accuracy of the surface-based registration method is limited by the accuracy of the automatic, Hough forest-based segmentation algorithm. Here, achieved average surface distances of around 1 mm are within the clinically acceptable accuracy [18]. The algorithm produced in some cases artifacts stretching beyond the ground truth segmentation, having a clear impact on the surface distance (see Fig. 2.11, patients 1, 7, and 12). However, it has been previously shown that the registration algorithm is robust in terms of outliers and able to cope with such artifacts as long as the majority of the surface is appropriately well captured [148]. The presented Dice scores for all datasets indicate potential for further improvements, also by using an extended and more diverse training dataset in the future. Hopefully, this will allow a better capture range outside of the mid-gland region, which is commonly considered today [243].

Surface-based registration results overall support the suitability of the method for the intended usage in clinical routine. In some of the investigated cases, little deformation was evident, resulting in low registration errors for both methods and good agreement of the fused images, for instance in patient 1 (Fig. 2.12, yellow arrows). The benefit of the proposed method is clearly visible in cases with severe deformations, for instance in patient 12. Here, rigid landmark registration errors of up to eight millimeters were obtained, causing significant misalignment of both images (red arrows). With the deformable registration approach, a much better agreement between the surfaces was achieved (blue arrows), decreasing the mean TRE to less than half. Because the registration result was slightly worse in two cases, urologists retain the option to choose between the rigid and elastic surface-based registration methods in the workflow implemented in clinical routine today. This way, they can override the automatic default algorithm and adjust the registration in case of obvious misalignment. In the future, more reliable segmentation techniques might reduce such occurrences, as discussed above.

Closely related to these issues are the presented developments on intensity-based elastic registration, aiming to reduce the dependence on segmentation algorithms in the first place. The generated statistical deformation model confirmed our hypothesis that despite the variation in prostate size, the expected deformations during a biopsy session compared to the patient’s pose in the MRI scanner are quite homogeneous. We can therefore assume that an SDM is
able to capture the patient-specific deformations reasonably well, as is thus a suitable tool to parametrize a transformation model for registration schemes.

Using landmark points within the prostate and in the vicinity of lesions, we were able to confirm that rigid registration may lead to errors of more than 1.5 cm, which is inappropriate for this clinical application. Surface-based registration errors were better than the rigid fusion in many cases, but the method produced severe misalignments in the few cases where it failed, mostly due to inaccurate automatic segmentation. In either case, results on interior landmarks indicate that purely feature-based approaches are not able to capture the deformations within the gland accurately. In contrast, better results were obtained using intensity-based registration, even without preconditioning.

The obtained results do not only show that an SDM can be used to elastically register unseen patient MR and TRUS images, but also that inaccuracies in the segmentation process, as required for SDM generation using a large dataset, can be overcome by the optimizer. Errors obtained using the proposed method were in the range of the experiments conducted in [60, 213]. As expected, anisotropic preconditioning performs better than isotropic preconditioning or no preconditioning at all, and significantly improves registration accuracy compared to the other methods investigated. The average landmarks error also indicates that improvements toward the critical lesion for interventional guidance might affect the registration accuracy at other locations. For targeted prostate biopsies, where urologists predominantly focus on the suspicious lesions in the scope of multi-modal image guidance, this might be an acceptable trade-off. In terms of computational aspects, the proposed algorithm is well suited for the tight time requirements of clinical routine.

The clinical histology evaluation finally validates the effectiveness of the proposed multi-modal biopsy guidance framework under real conditions. The presented system was able to successfully map suspicious regions from PET/MRI to the interventional TRUS image, and facilitated the diagnosis of prostate cancer.

Altogether, the presented guidance system was eagerly accepted in the urology department of Klinikum Rechts der Isar. Rapid introduction into weekly clinical use was facilitated by the fact that additional steps of the system did not interrupt the established clinical procedure as the urologist could prepare the local anesthesia in the meantime. As mentioned in Sec. 2.2.3, the system has already been used in biopsy sessions of more than 300 patients, and it will continue to support urologists in performing the intervention in the course of ongoing studies.
3.1 Overview and Publications

This chapter presents the contributions toward robotically assisted interventional ultrasound. Intelligent guidance applications based on ultrasound for interventional scenarios do not only require appropriate robot control laws for scans with sufficient quality but also necessitate certain levels of automation to facilitate navigation and execution of pre-interventional plans by the surgeon. After describing novel aspects of automated 3D ultrasound acquisitions, this chapter therefore focuses on innovative concepts of ultrasound-based visual servoing, i.e. control laws where features extracted from sonographic images directly serve as input variables. Hereby, this thesis emphasizes the suitability of continuous re-registration using image intensities for automatic motion compensation and tool alignment.

While the presented methods are generic and can be potentially applied to a wide range of clinical tasks, two important procedures were chosen to demonstrate the capabilities of the proposed methods. First, needle guidance for facet joint injections is investigated, potentially improving the accuracy of manual targeting while at the same time reducing X-ray exposure for patient and staff to a minimum. Second, the achievement of a fully automatic screening system for abdominal aortic aneurysms confirms that robotic ultrasound is useful for vascular monitoring. This opens the field of minimally invasive procedures with crucial blood vessel involvement in the future. Together, both applications exemplify how the described concepts can be adapted to and implemented for intervention-specific scenarios, and allow to medically validate the achievable performance of the proposed framework within realistic environments.

This chapter is organized as follows: In Sec. 3.2, the clinical and methodological background on the two chosen fields motivates the application of robotic ultrasound and summarizes prior art as well as this work’s contributions. Thereafter, Sec. 3.3 establishes the necessary foundation for automated, constant-force ultrasound acquisitions and describes the developed visual servoing techniques in detail. Depending on the targeted clinical application, the respective components are then validated within the scope of phantom or human volunteer experiments, which are explained in detail in Sec. 3.4. Results are reported in Sec. 3.5 and thoroughly discussed in Sec. 3.6.

Substantial parts of this chapter have already been published and are quoted verbatim. Relevant parts regarding the neurosurgical application of facet joint needle insertions are incorporated in the following article (especially sections 3.2.3, 3.3.1-3, 3.3.5-6, 3.4.1-4, 3.5.1-2, 3.6):
3.2 Introduction

3.2.1 Clinical Background

For multiple medical indications in the scope of neurosurgery, for instance needle injections into various joints [65, 205], or general vascular conditions such as suspected stenoses or peripheral artery disease, ultrasound is already an established first-line imaging modality [156, 241]. This section outlines the clinical background for the two chosen applications and describes how ultrasound imaging relates to the gold standard procedure today.
Neurosurgery: Lumbar Spine Facet Joint Injections

The first application focuses on facet joint injections in the lumbar spine, which is illustrated in Fig. 3.1. Chronic low back pain originating from this part of the spine affects a large part of the adult population, with a reported overall one-year prevalence of 38% [130]. In general, adults over the age of 45 are more likely to experience back pain than younger ones, with a slight drop in oldest cohorts. In terms of genders, women seem to be affected more often than men. Following the classification of Cassidy et al. [32], chronic Grade I-IV low back pain is distinguished based on severeness of pain and caused disability: Grade I describes low-intensity/low-disability low back pain (49%), Grade II high-intensity/low-disability low back pain (12%), and Grades III and IV describes high-intensity/high-disability low back pain (together 11%). The rest (28%) did not encounter chronic pain [130]. In the last 15 years, prevalence has been reported to steadily increase. In the vast majority of affected individuals (80% to 90%), attacks resolve in up to six weeks, but frequent relapses lead to the experience of multiple episodes in roughly a third of patients. Around 5% to 10% of patients develop persistent low back pain. A variety of comorbid, psychological, occupational, lifestyle and social demographic factors have been associated to the disease [130].

Low back pain may be caused by a large number of underlying complications, including but not limited to muscular or skeletal issues such as sprains or strains, osteoarthritis, degeneration of the discs between the vertebrae, spinal disc herniation, vertebra fractures, or, rarely, an infection or tumor of the spine [31]. Using double diagnostic nerve blocks, in up to 45% of chronic low back pain patients, the facet joint as shown in Fig. 3.1 can be identified as the source of pain [129]. Hereby, a nerve block refers to the infiltration of the facet joint nerve with local anesthetic drugs such as lidocaine or bupivacaine. Administered by means of needle injections, they are either performed diagnostically to determine if the joint is a source of pain,
or therapeutically for chronic spinal pain management [33]. In both cases, X-ray fluoroscopy guidance is recommended and considered gold standard [248].

Several studies have reported that US-guided injections show no significant difference in diagnostic accuracy and therapeutic efficacy compared to guidance using fluoroscopy or CT, yet substantially reducing the radiation exposure of both patient and clinicians [9, 65, 205]. Nevertheless, the limited field of view and difficulties in interpreting US images are common obstacles to guarantee accurate needle placement [248].

The manual navigation of the US transducer to the appropriate location and maintenance of a suitable acoustic window are linked to additional challenges. While the cumbersome procedure induces a slow learning curve [46, 144], work-related musculoskeletal disorders have been associated with medical sonographers [59], causing chronic pain to the examiners and impeding the quality of US-based interventions over time. Both of these issues related to the freehand nature of previous US-guided facet joint injections suggest more automated solutions [127].

Vascular Surgery: Abdominal Aortic Aneurysms

Another target area with a high potential benefit from more automated ultrasound scanning procedures is the abdominal aortic aneurysm (AAA), a localized dilation (ballooning) of one of the major vessels in the human body, as illustrated in Fig. 3.2. More specifically, AAA is a "segmental, full-thickness dilatation of the abdominal aorta exceeding the normal vessel diameter by 50%, although an aneurysm diameter of 3.0 cm is commonly regarded as the threshold" [204]. A marked variability in epidemiological reporting has been seen in recent literature, with prevalence varying between 1.7% and 12.7%, only partly depending on the investigated age group and the country of study origin [211]. The major risk of an AAA is
the rupture of the aneurysm, which is regularly lethal with mortality rates up to 95% [211]. Of those patients who reach a hospital in time, survival rates remain high between 50% and 70% [204]. The probability for rupture depends on the size, shape and stress of the aneurysm, with a substantially increased risk for diameters above 6 cm [28]. Risk factors include the ones commonly associated with cardiovascular diseases, including smoking, hypertension, and hypercholesterolemia.

Since the benefit of medical treatment with a variety of drugs could not be confirmed, treatment necessitates a surgical intervention with the goal to prevent rupture. Hereby, two techniques for aneurysm repair can be distinguished. Historically, the vessels above and below the aneurysm were controlled in open surgery, and a synthetic graft was inserted into the opened aneurysm sac. Today, more than 75% of patients undergo percutaneous endovascular aortic repair (EVAR) procedures, where one or multiple grafts are inserted through the femoral and iliac arteries (see Fig. 3.3). While both procedures lead to similar long-term mortality rates, the less invasive endovascular technique offers the advantages of significantly reduced hospitalization times and the duration until full recovery [204]. However, the EVAR currently requires a high level of fluoroscopic X-ray guidance.

Ultrasound is already employed as a standard diagnostic tool for the imaging of the aorta, and US-based staging is widely accepted in clinical practice [187]. However, challenges with respect to inter-operator variability and standardized measurement approaches still impair the implementation of national or international sonography-based screening programs [11, 47, 187]. In contrast to conventional clinical 2D ultrasound, 3D US showed an improved localization of aneurysm-shape and endoleak after EVAR compared to 2D US, using contrast-enhanced imaging [165].
Based on the extraction of quantitative values from these data, a 3D ultrasound scanning system with reproducible and constant acquisition quality could facilitate the establishment of screening frameworks. While the patient benefit of an early detection and regular checks for aortic aneurysms is obvious in such a program, discussions about the overall cost-effectiveness of potential screening activities remain [188]. The full automation of the acquisition using robotic technology would reduce personnel costs, a major factor for the data acquisition, while achieving full comparability of acquired data.

### 3.2.2 Visual Servoing as Robot Control Law

Proceeding the subsequent sections, the fundamental concepts of visual servoing shall be outlined. This introduction follows the excellent two-part tutorial by Chaumette and Hutchinson [39, 40], where more detailed descriptions can be found.

#### Single Task Visual Servoing

Visual servoing generally refers to a closed control loop that involves a robotic manipulator and a visual sensor such as a camera or a US probe. It aims at minimizing a visual error \( e \) defined as follows:

\[
e(t) = s(t) - s^*.
\]  

(3.1)

Hereby, \( s(t) \in \mathbb{R}^k \) denotes a \( k \)-dimensional visual feature vector which depends on a set of measurements obtained from the visual sensor, potentially including any prior knowledge, e.g. calibration information. The desired visual features are expressed as \( s^* \). The choice of \( s \), and thus \( s^* \), is highly dependent on the intended task.

To define a simple velocity controller, the relationship between time variation of \( s(t) \) and the velocity of the robot is required. For now, it is helpful to define the velocity as screw, i.e. \( v = (v, \omega) \in \mathbb{R}^6 \) with \( v \) referring to the linear and \( \omega \) to the angular velocity components. In addition, let \( x(q) \) be the Cartesian position of the robot end-effector given a vector of joint positions \( q \) (angles for revolute joint) at a given point in time. We can then define:

\[
\dot{s} = \frac{\partial s}{\partial x} v = L_s v,
\]  

(3.2)

where \( L_s \in \mathbb{R}^{k \times 6} \) is called the interaction matrix or feature Jacobian matrix. From Eq. 3.1, it is possible to obtain the time variation of the visual error as:

\[
\dot{e} = L_s v,
\]  

(3.3)

Considering \( v \) as output, \( L_s \) needs to be inverted. In practice, it is commonly neither possible to directly invert \( L_s \) nor to compute the Moore-Penrose pseudo-inverse \( L^+_s = (L_s^T L_s)^{-1} L_s^T \) [39]. In these cases, approximations of \( L^+_s \) are used for the final control law:

\[
v = -\lambda L^+_s e,
\]  

(3.4)
where $\lambda > 0$ is a control gain causing an exponential decoupled decrease of the error, i.e. $\dot{e} = -\lambda e$. Conveniently, local asymptotic stability is ensured as long as

$$L_s L_s^+ > 0$$

is satisfied. This allows strong assumptions in the estimation of $L_s$ or $L_s^+$.

### In-plane Position Control using a Single Point

A straightforward control law can be defined for geometric visual servoing using a single point $p = (u, v)^T$ in the 2D ultrasound frame, for instance a wire in a water bath. We assume that for its identification within the image, a fast, suitable algorithm is available. The visual error can then be defined as the displacement from its desired location in the US frame $p^* = (u^*, v^*)^T$:

$$e = \begin{bmatrix} u - u^* \\ v - v^* \end{bmatrix}.$$  

(3.6)

It is furthermore assumed that the coordinate frame used to control the robot is the end-effector frame and that its $y$- and $z$-axes are aligned with the US frame so that $p$ can be expressed in 3D coordinates as:

$$\begin{bmatrix} 0 \\ u \\ v \end{bmatrix} = a \cdot \begin{bmatrix} 0 \\ p_y \\ p_z \end{bmatrix},$$

(3.7)

where $a$ is an image scaling factor. As originally presented in [184], the following interaction matrix can then be derived:

$$L_s = \begin{bmatrix} 0 & -a & 0 & v & 0 & 0 \\ 0 & 0 & -a & -u & 0 & 0 \end{bmatrix}.$$  

(3.8)

By applying the control law of Eq. 3.4, the point $p$ can be brought to its desired location. Extensions to 3D can be implemented analogously. Special care is necessary when multiple tasks are defined. In this case, the *redundancy formalism* as described by Samson et al. [185] is commonly employed. By defining a secondary task in the null-space of a primary one, the system will only aim at minimizing the secondary visual error as long as the primary task is not disturbed.

In this chapter, only position control is considered, i.e. the algorithms presented in Sec. 3.3 will estimate desired poses, i.e. desired positions and orientations, of the robot end-effector in some external (world) coordinate system. The necessary velocities to reach these poses are then indirectly estimated as described above.
3.2.3 From Ultrasound-Assisted Guidance to Robotic Visual Servoing

In the past decades, numerous methods for more operator-independent ultrasound acquisitions and guidance techniques based thereupon have been presented. This section attempts to summarize the most important milestones in this direction by categorizing with respect to the employed degree of automation.

Non-Robotized Approaches

As pointed out in Sec. 1.3.4, 3D freehand techniques have been widely adopted to enhance the possibilities of planar 2D sonography. Some of these developments were dedicated to certain interventional neurosurgical applications. The simplest form of ultrasound-guided needle insertion is to superimpose the needle path, which is calibrated to a guide rigidly attached to the transducer, on the live 2D image. With such a setup, Tran et al. [222] first achieved a real time 2D guidance framework not in need of a second operator. Brudfors et al. [29] later successfully extended the system to allow for 3D guidance as required for navigational tasks, especially on the challenging spine anatomy.

Since such approaches do not alleviate limited target visibility and poor contrast issues, tracking systems were utilized to perform freehand 3D acquisitions, as mentioned above, that can be registered to pre-operative imaging data such as CT [245]. Assuming that the patient has not moved, features such as vertebrae contours can be then highlighted on the live US image along with the insertion path of a tool, which is also coupled with a tracking target. Moore et al. [142] were the first ones to present both the live US frame and the tracked needle accurately within a 3D augmented reality view along with a high-resolution geometric model of the spine to the physician. In a preliminary study, the proposed system was found to not only reduce vertebra level confusion (needle inserted correctly but into the wrong joint) but also increase needle placement accuracy significantly. In a similar approach, Ungi et al. [227] recorded tracked US snapshots, which are visualized in a virtual 3D environment and directly serve as basis for guidance of a needle that, again, also was equipped with a tracking target.

When pre-interventional images are not available, registration can also be established with statistical spine atlases, learned from pre-operative MR or CT images over a range of the population. Rasoulian et al. [173] have shown that such atlases allow for a sufficiently accurate model-based registration to provide enough context for successful needle insertions. A further extension superseded the need for a tracking system by falling back to an attached needle guide and employing a motorized transducer, directly enabling 3D US acquisitions [29]. In return for a greatly reduced frame rate on the insertion plane, this system provides updated anatomy highlighting also if either transducer or patient move.

However, none of the aforementioned works eliminate the need for manually navigating to the site of interest, finding a suitable acoustic window, and maintaining sufficient image quality with the handheld US probe. In not purely diagnostic scenarios, the observation of the tool, e.g. a needle, in the US frame has furthermore been described as cumbersome [248].
Robotic Ultrasound Systems

To overcome at least some of the mentioned limitations, robotic assistance for US acquisitions has been studied in a broad variety of previous works. Taylor and Stoianovici [219] introduced the terms CAD/CAM systems and surgical assistants to distinguish two general classes of medical robotic systems:

i) **CAD/CAM systems**, named in analogy with computer-integrated design and manufacturing, emphasizes a paradigm of an integrated surgical workflow incorporating planning, execution and follow-up. In this context, where a set of pre- and intraoperative imaging and detailed planning information are regularly available, key steps in the procedure are executed with the help of a robot, reaching levels of precision otherwise unachievable with conventional techniques. A notable example is the ROBODOC system for use in total hip arthroplasty [218].

ii) **Intraoperative surgical assistants**, on the other hand, aim at providing surgeons with a new set of tools that extend their capabilities in treating patients. Many of such systems are designed for minimally invasive environments, greatly increasing both accessibility of anatomy and dexterity of surgical tools. The most prominent example of this category is the da Vinci® Surgical System (Intuitive Surgical, Inc., Sunnyvale, CA, USA), featuring cable-driven laparoscopic manipulators and a master console for tele-operation [89]. Ultrasound guidance in combination with surgical assistants has been implemented in numerous works, most notably for TRUS-based surgeries on the prostate [170], and for pick-up transducers that can be gripped and manipulated by da Vinci graspers [30].

In both cases, US imaging can contribute greatly toward improved clinical outcomes. While in the former class of systems, the registration between patient and planning data might be facilitated, raising in turn targeting accuracy, real-time imaging and the visualization of hidden structures may cause tremendous benefit in the latter case [170]. Yet, a key factor distinguishing these two categories is the degree of automation. By design, CAD/CAM system are intended to perform at least parts of a desired diagnostic or interventional procedure autonomously, requiring a certain level of awareness of the task and the system's surrounding environment [97]. In contrast, surgical assistant frameworks generally emphasize their purely supportive nature for human surgeons, which might be limited to situation-independent aid such as hand tremor suppression [219].

Therefore, the remainder of this section focuses on CAD/CAM systems. We previously proposed to further classify into **Automatic Robotic Support Systems** (ARSS), which concerns the lumbar spine needle guidance application, and **Automatic Data Acquisition Systems** (ADAS), which covers the aneurysm screening application [97].

**Automatic Robotic Support Systems** provide automatic support for a particular, well-defined task. As outlined in the excellent review by Priester et al. [170], a significant portion of such systems tackle accurate needle placement as required in many clinical interventions, most notably biopsies, central venous access, local anesthesia, brachytherapy and thermal ablation. In the case of biopsy assistance, almost all identified studies rely on the same general procedure. In the first step, 2D or 3D US images of the target region of interest are acquired. Then, a target point (and an insertion point, if applicable) is identified in the patient coordinate system.
either by manual annotation or using a registration to a pre-interventional plan. Finally, the needl

In an early work, Megali et al. [136] marked a target in a custom-made phantom using 3D US and automatically aligned a robotic needle holder, achieving positioning errors of around 2 mm. Kettenbach et al. [114] registered their robot with seven degrees of freedom to a hand-held US probe and showed, that accuracies in the millimeter-scale are also possible with only 2D images. By combining optical tracking, 3D compounded US, and a robotized needle holder, Freschi et al. [66] were able to implement a cooperative control mode, where the physician could trigger trajectory corrections by manipulating a 3D virtual scene. In their originally presented setup, Boctor et al. [21] used two robots for US-guided liver ablation, one holding a US transducer, the other one the thermal needle. Although reaching promising errors, the first arm was later replaced in favor of a freehand 3D US setup for improved usability [22].

A subset of reported efforts specialized on particular anatomies such as breast and prostate. Intending to avoid tumor misplacements between imaging and needle insertion for breast biopsies, Mallapragada et al. [128] applied controlled external forces using a robotic system based on imaging data. Results of phantom experiments indicated that repositioning instead of needle steering is a suitable way to guarantee accurate needle placement. Other works on breast focus more on resolving the anatomy-specific difficulties, for instance by designing dedicated automated scanning equipment for the pendant breast in a water tank, facilitating lesion visibility for robotic biopsies [157].

Prostate biopsies, regularly performed under TRUS guidance (see Sec. 2.2.1), also were the topic of robotic support system developments [170]. Schneider et al. [189] proposed a partially motorized (three degrees of freedom) robotic needle insertion probe that used novel parametric curves as needle path. Instead of transrectal needle entry, Ho et al. [101] chose transperineal access with multiple entry points to avoid obstruction and internal damage. The transperineal route also opens the application to robotic brachytherapy, i.e. the automated implantation of radioactive sources into the prostate as means of cancer treatment [62, 158]. Because efforts in this area are rather specific to the urological realm, the reader is referred to [170] for an extensive review.

In the field of spine interventions, several robotic systems have been presented [15]. However, the majority of these do not rely on ultrasonic guidance but either use X-ray fluoroscopy or utilize optical tracking systems to maintain relative alignment with the target. A prominent example of these systems is the SpineAssist/ Renaissance® system (Mazor Robotics Ltd., Caesarea, Israel), a small hexapod with six degrees of freedom allowing alignment according to planned trajectories in pre-operative CT images. While the accuracy of such systems per se is undisputed, complications in robot attachment, tool cannula stability and fluoroscopy-based (re-)registration, e.g. due to imaging artifacts after partial implantation, have prevented general acceptance and recommendation in clinical guidelines [179].

In contrast, Weber et al. [235] presented an intra-operative navigation framework that depends on 2D ultrasound images. The setup consisted of a parallel robot equipped with a linear stage for tool or needle insertion, and a static holder for the US transducer. By means of feature-
based 2D-3D registration after edge detection, alignment between US and pre-operative CT or MR images (and planned trajectories defined therein) was established. Calibration between the robot and the other coordinate systems was achieved using an optical or electromagnetic tracking system. While preliminary screw insertion results revealed an overall insufficient accuracy in many cases, the study confirmed that robotic ultrasound-based guidance is possible for spine applications.

**Automatic Data Acquisition Systems** originated from tele-operated systems for US-based diagnosis [97, 170]. In particular, a lack of experienced sonographers in rural areas motivated master-slave systems for remote scans. An early system presented by Salcudean et al. [184] featured a robot with a parallel linkage structure resulting in six degrees of freedom, which had counterbalances and backdrivable joints to satisfy safety concerns. In later extensions, visual servoing approaches for acquisition started to emerge in the community. Abolmaesumi et al. [4] tracked the location of an artery in the US image and adjusted the transducer’s position accordingly to keep it centered. Robot control was thus shared between the human operator and the visual adjustment algorithm, each being responsible for different degrees of freedom.

Robotic systems have also been used to facilitate ultrasound tomography [52]. Aalamifar et al. [1] used a setup with two opposing US transducers, of which the first one was hand-held and optically tracked, and the other one automatically aligned by a robotic manipulator. The concept was later extended to work with a hand-held TRUS probe coupled with an abdominal transducer held by the robot. This way, the authors were able to generate quantitative speed-of-sound maps of the prostate [2]. Because of the difficulty in alignment and anatomical limits in possible depths of US transmission, similar setups are however limited to imaging of smaller structures such as the prostate or the breast.

The approaches described above operate either directly under guidance of a human operator or semi-automatically. In any case, manual setup, alignment, safe approach of the patient, and definition of an appropriate working environment has relied on human interaction. As a first step, Onogi et al. [161] were able to autonomously acquire B-mode scans of a constrained volume of interest with their pneumatically steered probe holder. A more autonomous system was proposed by Merouche et al. [137]. Their robotic system provides a compounded 3D volume of parts of the lower limb arterial tree. To follow a manually selected vessel, tracking algorithms were implemented to follow the artery under investigation.

Recently, first systems for fully autonomous data acquisitions reached wider interest. In a study focusing on liver screening, Mustafa et al. [147] utilized an RGB camera to detect the region of interest on the patient and followed a predefined protocol of various scanning directions to automatically acquire a set of meaningful 2D images. Nevertheless, their system does not implement 3D reconstructions and is dependent on classified body features which might lead to misaligned 2D imaging planes, limiting the applicability for diagnostic use. Focusing on a different aspect, Graumann et al. [87] proposed a trajectory planning algorithm for automatic 3D acquisitions to cover predefined volumes of interest. The authors employed an RGB-D camera to register the subject with previously acquired tomographic imaging data, which might not necessarily be available in screening applications.
To achieve their objectives, several of the aforementioned robotic systems implemented some kind of visual servoing technique, i.e. they extracted features from live US images and defined control laws thereupon. Looking on prior art where visual servoing forms an essential component of the presented methodology, one can distinguish between eye-to-hand and eye-in-hand approaches [39].

**Eye-to-hand** techniques are characterized by a fixed sensor which observes an externally actuated robot end-effector or a tool attached to it. Most prominently, this setup refers to an ultrasound probe observing the insertion of a robotized needle into tissue. In the case of straight needles, such as in a system proposed by Boctor et al. [22], visual servoing is mostly used for initial alignment of the needle. The more challenging case includes steerable needles inserted deep into biological tissue. Adebar et al. [7] used high-frequency vibration to detect the needle using Doppler modes in 3D US. Krupa et al. [122] reached sub-millimeter targeting accuracy using two orthogonal views. The work was later extended to support duty-cycling using full 3D volumes [36]. Abayazid et al. [3] showed that also moving targets can be aimed at using US guidance. Visual servoing is not limited to only detecting the needle but can also incorporate tissue tracking. Nadeau et al. [150] proposed a method for simultaneous tracking of both anatomy and surgical instruments. While not directly the focus of this chapter, these works are relevant because the developed control schemes can commonly be translated to eye-in-hand scenarios. The interested reader can find an extensive review on US-based visual servoing for needle steering in [35].

**Eye-in-hand** approaches use a sensor that is directly attached to robot. In this case, visual servoing regularly consists of optimizing the robot pose toward a desired view of an object of interest. Abolmaesumi et al. [5] were among the first ones to incorporate vessel detection algorithms directly into robot control laws. Nakadate et al. [152] were able to extend carotid artery vessel tracking to also cope with out-of-plane motion. By exploiting characteristic speckle patterns in US images, Krupa et al. [123] explored motion compensation both in-plane and out-of-plane. Organ motion compensation was also studied by Nadeau et al. [149]. For the first time directly working with image intensities rather than extracted features, the authors proved the applicability to compensate for periodic motions. However, intensity-based 3D-to-3D volume registration for the purpose of US transducer visual servoing has not yet been achieved.

Apart from B-mode images, visual servoing based on Doppler information has also been investigated. Fröhlich et al. [69] proposed a robotic system to aid the resection of the internal mammary artery as required for certain coronary artery bypass procedures. Exploiting color Doppler information, the system identified, tracked and marked the artery automatically for subsequent removal. More advanced image processing recently involved uncertainty information in the form of confidence maps as introduced in [112]. As a tool, confidence maps did not only allow for automated maintenance of US quality [38] but also adjustment of the insonification angle for optimal acoustic coupling [37]. While these methods achieve overall higher repeatability in acquisition and guidance, they are also characterized by a lack of automation beyond a narrowly confined task.
3.2.4 Contributions

In this chapter, a comprehensive, autonomous robotic ultrasound framework based on visual servoing schemata is introduced. Combining a robotic manipulator equipped with internal torque sensors with a motorized 3D ultrasound probe, the employed hardware setup enabled the development of application-specific control laws, which were validated on both phantoms and real human anatomy.

Our previous, preliminary work [97] serves as starting point in terms of robot control and autonomous US image acquisition. In this work, a generic control architecture is built on this foundation, fusing potentially conflicting force and position control laws, both of which are necessary to acquire high quality US images. Several methodological improvements, including the performance of 3D ultrasound compounding and registration, enable real-time behavior of the system and greatly improve needle placement accuracy. In addition, a complete re-design of the transducer mount and needle holder now comply with clinical safety protocols.

Two clinical applications with a high potential benefit of robotic assistance with ultrasound were identified, one each in the scope of ARSS and ADAS. The main contribution for guidance of lumbar spine needle insertions is a novel visual servoing control law. A continuous re-registration of live 3D ultrasound images with an interventional plan, which is based on pre-interventional CT or MR images, allows for accurate guidance of manual needle insertions. Since the transformation obtained by the registration algorithm is directly fed to the robotic servo-controller, target anatomy movements are quickly compensated by re-adjusting the US transducer position. As a result, the presented system does not only relieve the physician from manually maneuvering the US probe while injecting the facet joint, but also provides continuous guidance regardless of target motion.

For this application, results of an extensive gel phantom analysis of the visual servoing system behavior are reported for target anatomy tracking under various conditions. By including smooth movements with different velocities and along different degrees of freedom, the limitations of the presented method are estimated. A set of human volunteer experiments demonstrates the capabilities of the proposed visual servoing methodology under realistic conditions. Finally, the proposed framework was validated within a realistic neurosurgical operating environment to demonstrate clinical feasibility in terms of needle placement accuracy. First results of manual needle insertions performed by an expert surgeon into an ultrasound-realistic lumbar spine gel phantom are reported and compared against the gold standard.

The other investigated clinical application concerns the fully autonomous acquisition of abdominal 3D US images to facilitate AAA screening in clinical routine. Designed to cope with a high anatomical variety in the general population, the proposed system aims to adapt the performed US trajectory to the individual patient. Similar to the approach in our earlier work [97], an RGB-D camera is used to register the patient with respect to the system setup. However, a deformable registration in combination with a generic patient atlas is employed to account for various body sizes and shapes. In this way, patients for whom no tomographic imaging data is available can undergo the proposed screening protocol. Similarly, due to the great variety of possible patient conditions, there is a need for an adaptive parametrization of the employed contact force of the US transducer onto the skin. The proposed system utilizes
confidence maps \[112\] to automatically determine the optimal force for the US scan. An additional innovative control law, again based on confidence maps, furthermore allows to initially estimate and continuously adjust the out-of-plane rotation of the US transducer during the acquisition. This enables the optimization of the image quality at specified penetration depths, for this application at the location of the aorta, compensating for shadowing artifacts due to the presence of bowel gas.

Presented results in this chapter demonstrate the effectiveness of the proposed algorithms to optimize for contact force and transducer alignment, improving the quality of the resulting US scans compared to naive acquisitions. In its current form, the presented system aims at providing US scans for manual diameter measurements. Therefore, the system is validated on healthy volunteers by comparing measurements from both automatic and manual US acquisitions, which demonstrated the feasibility of the presented system for AAA screening.

3.3 Methods

In this section, the modular components to perform autonomous robotic ultrasound acquisitions and to allow more sophisticated robotically assisted clinical applications are presented. It is organized as follows: First, the general control architecture is presented in Sec. 3.3.1, followed by a description of the force-based control law employed in both presented applications (Sec. 3.3.2). Both scenarios also share the techniques to acquire ultrasound images, which are described in Sec. 3.3.3. The calculation of confidence maps is detailed in Sec. 3.3.4. Thereafter, the application-specific parts are explained, focusing on the respective visual servoing control laws. For neurosurgical needle insertions, the implemented clinical workflow (Sec. 3.3.5) is introduced and the necessary registration-based visual servoing law presented (Sec. 3.3.6). Finally, the implemented workflow, the patient registration method and the necessary control laws for fully autonomous abdominal aneurysm screening are described in Sec. 3.3.7-9.

3.3.1 System Design and Generic Control Architecture

The presented robotic ultrasound system consists of a manipulator equipped with internal torque sensors at all joints, allowing to estimate the force at its end-effector. A convex, motorized US transducer, suited for abdominal and spine scans, is rigidly attached to the end-effector. An exemplary system setup is depicted in Fig. 3.4a. Please note that the presented methodology is independent from the used hardware, as long as a means to measure end-effector forces is available. The full specifications of the employed hardware is listed in Sec. 3.4.1.

Two distinct control laws are jointly responsible for robot movements, as illustrated in the control fusion architecture in Fig. 3.5. On the one hand, a compliant direct force controller maintains a constant contact force onto the patient, ensuring sufficient image quality yet allowing the patient or the operator to manually move the robot away, if it were needed. On the other hand, an application-specific visual servoing controller is responsible for modifying the robot trajectory to maintain sonographic visibility, imaging quality, or needle alignment.
3.3.2 Force Control Scheme

For optimal ultrasonic acquisitions, a constant contact force onto the surface is desirable. As already demonstrated in prior art [37, 69], a compliance control scheme is adopted to regulate the robotic manipulator, which allows to relate the displacement of the end-effector to the forces acting on it. Considering the tool center point (TCP) frame of the end-effector, it is possible to control the force applied along a constrained task direction, while the position of the end-effector is controlled along the unconstrained task directions. In our setup, the constrained direction is the z-axis of frame $F_t$, which is the orthogonal vector to the contact surface. For a manipulator with compliant joints and rigid links, the generalized end-effector stiffness matrix $K_{TCP} \in \mathbb{R}^{m \times m}$ can be expressed in task space as in [48, 210]:

$$F_{TCP} = K_{TCP} (x - x_0) = K_{TCP} \Delta x,$$

(3.9)
where $F_{TCP} \in \mathbb{R}^m$ is the external force at the robot end-effector, $x_0$ and $x \in \mathbb{R}^m$ are the initial and the current Cartesian position of the robot, respectively, and $\Delta x \in \mathbb{R}^m$ is the position displacement. For real-time behavior, torque sensors in all robotic joints are utilized to compute the external forces using both the Jacobian and the known inverse dynamics system of the manipulator. A constant force along the constrained direction is obtained for planar contact surfaces with the selection of the desired force $F^*$ and a low stiffness $K^*$ as values of the respective components along the constrained axis in $F_{TCP}$ and $K_{TCP}$. A high stiffness along the remaining components allows for a classic position control scheme in the other directions. That is, while the given desired force $F^*$ and stiffness $K^*$ determine the end-effector position along its $z$-axis, the remaining degrees of freedom can be controlled by the proposed visual control scheme, as shown in Fig. 3.5. Due to the compliance of the system, the robot can be manually moved away from the contact surface at any time, either by the patient or the physician. During needle insertion, this is useful to make slight adjustments, if necessary.

### 3.3.3 2D and 3D Ultrasound Image Acquisition

Depending on the enabled visual servoing control law, which in turn depends on the application and the current clinical stage of the procedure, either 2D or 3D ultrasound images are used. Note that while in chapter 4, Doppler acquisitions are utilized to reconstruct 3D blood velocity fields, this chapter is limited to series of B-mode frames $I_i \in \mathbb{R}^2$.

For every single frame, the full chain of transformations into the world coordinate frame $F_w$ is considered (see Fig. 3.4a):

$$u^*T_w = (u^*T_r)^{-1} \cdot T_r \cdot T_\theta \cdot Z,$$

(3.10)

where $Z$ is the intrinsic calibration (see Sec. 1.3.4) determined using the known pixel spacing and the pixel coordinates of the first central US ray sample as provided by the US system, and $T_\theta$ a rotation matrix determined by the current motor position of the US transducer. The extrinsic calibration $T_r$ is initialized based on the CAD design of the mount and fine-tuned using orthogonal robotic sweeps similar to [237]. Finally, $u^*T_r$ is the current end-effector pose of the robot.

In the case that 3D volumes are required by the visual servoing controller, individual 2D B-mode frames are compounded using a GPU-based backward warping strategy as in [113]. As illustrated in Fig. 3.6, various scenarios including movements of both the robotic arm and the US transducer motor need to be considered. In previous works [250], we assumed the static case as in Fig. 3.6b and only used the transformations $T_\theta \cdot K_c$ for 3D compounding. 3D sweeps created in this way were thus originated in the end-effector frame $F$, and were ultimately, as a whole, moved to the world frame $F_w$ according to one single robot pose. To allow for undistorted 3D volumes even if the robot is moving during acquisition, the full transformation as in Eq. 3.10 is now considered for compounding.

Special care is required to avoid holes in the 3D volume when robot and motor are moving in the same direction (see Fig. 3.6c), effectively limiting the robot’s velocity $v_{max}$ for a desired 3D resolution. If the sweeping motion is directed against the manipulator’s trajectory, as sche-
Fig. 3.6. Geometry of US frames due to fused motion of motorized US transducer and robotic arm. a) Transducer motor off, only linear motion by robotic arm. b) Robotic arm fixed, sweep using the transducer motor ("wobbeling"). c,d) Challenging geometries for 3D compounding, if both transducer motor and robot are moving simultaneously.

Fig. 3.7. Schematic illustration of the graph used for confidence map computation. Top and bottom rows represent source (1) and sink nodes (0), respectively. Nodes in between are connected to their 8-neighborhood, and the edge weights are defined as a function of direction and image intensity gradients.

matically depicted in Fig. 3.6d, imaging artifacts in the overlapping parts of several US frames are to be expected because ultrasound signals are dependent on the direction of insonification, causing B-mode intensity variation of the same physical location between frames. This effect can be mitigated by selecting the most appropriate frames during compounding in the case of overlap, solving the compounding in an energy-optimal [99] or tensor-based way [96], or by assuming that the predominant (orthogonal) frames outweigh the ones acquired from less steep angles and applying a median filter [113].

For practical reasons, no correction of distorted US frames due to motor and robot movement is applied in this work, i.e. US frames are assumed to be of planar geometry, even if there was out-of-plane motion between the acquisition of the first and the last US ray.

3.3.4 Confidence Map Computation

For an estimation of the ultrasound quality, we employ confidence maps as introduced by Karamalis et al. [112]. While this technique only models ultrasound reflection physics in biological tissue to a very limited extend, per-pixel attenuation information has successfully been used to approximate uncertainty in B-mode images [191].
As illustrated in Fig. 3.7, an 8-connected graph is constructed between the pixels of the B-mode image, with source (confidence: 1) and sink (confidence: 0) nodes at the transducer elements and the bottom of the image, respectively. The edge weights are directly assigned based on their directions and the US intensity gradients between pixels. The core idea of confidence maps is now to compute the probability of a random walker starting from a particular pixel to rather first reach the (virtual) transducer elements at the top than the sink vertices at the bottom. In essence, the problem can be therefore formulated as an equilibrium diffusion solution using US-specific constraints. Because the edges of the graph are of undirected nature, it is possible to express the problem effectively in the form of a linear system

$$Ly = b,$$

where $L$ is a symmetric, sparse graph Laplacian matrix encoding the weights between graph vertices, for which a confidence value should be computed. $b$ contains the Dirichlet boundary conditions, including source and sink vertices. By solving the system, $y$ yields the confidence values in vectorized form. After rearrangement and mapping to the dimensions of the input B-mode image $I_i$, a confidence map $C_i \in \mathbb{R}^2 \rightarrow [0,1]$ is obtained.

For any given US frame, we then denote with the feature

$$\zeta_R = \frac{1}{|R|} \sum_{(x,y) \in R} C(x,y),$$

the average confidence for some rectangular region $R$ in the corresponding B-mode frame $I_i$. The averaging hereby copes with the inherent level of noise in confidence maps [99]. In Fig. 3.8, exemplary corresponding B-mode and confidence map images are shown.

### 3.3.5 Needle Guidance Workflow

After presenting the generic components of the robotic ultrasound system in the previous sections, the application-specific parts of this chapter are described. In Fig. 3.9, an exemplary clinical workflow for lumbar facet joint needle insertions is depicted.
Fig. 3.9. Workflow for facet joint needle insertion using the proposed ultrasound-based visual servoing guidance framework. In the preparation stage (green), a multi-modal set of images is acquired and registered to establish an interventional plan in the current patient coordinate system. Thereafter, the automatic navigation system takes over during the navigation stage (blue), maintaining registration over time and enabling precise manual needle insertion. Reprint from [249] with permission of Springer.

For needle insertions using the proposed system, adequate imaging of the patient is required for manual path planning ($I_p$). Ideally, pre-interventional CT (as in the figure) or MR images are available, which is commonly (but not necessarily) the case in today’s practice to confirm the treatment indication. Yet, 3D ultrasound volumes as acquired during the robotic sweep would be sufficient as long as the joints can be clearly visualized. Along with the needle path, additional annotations such as vertebrae labels might be helpful for subsequent orientation.

**Preparation Stage**

Once the patient is positioned in the intervention room and sufficient ultrasound gel is applied, the robot can be manually steered towards the patient’s sacrum in gravity compensation mode. It will then automatically approach the skin until a predefined scanning force is reached, and automatically perform an initial US sweep $I_0$ in caudocranial direction. During the acquisition of this sweep, the motor of the transducer is turned off ($\theta = 0$) so that parallel frames are acquired. The sweep is compounded to a 3D image $I_0$ and registered to the pre-interventional image $I_p$ by estimating a non-linear transformation $\hat{T}_p$:

$$\hat{T}_p = \arg \max_T S_{LC^2}(I_0, T(I_p)), \quad (3.13)$$

where $S_{LC^2}$ is the multi-modal LC^2 similarity metric [70], efficiently evaluated on the GPU (see Sec. 1.4.3 for further details). Initialization of $T$, which is modeled using free-form deformations [141], is facilitated by the assumption that the robotic scan starts at the sacrum and continues in cranial direction. This allows reliable mapping of vertebrae in $I_0$ and $I_p$, and helps to avoid level misalignments. All manual annotations can be embedded in the world coordinate frame $F_w$ using the final transformation $\hat{T}_p$, including the planned needle path. The optimization of the parameters is performed using BOBYQA [169].
Navigation Stage

At this point, the system is prepared to start the navigation stage and approach the target position by aligning the needle guide attached to the US transducer (see Fig. 3.4b) with the planned needle path. The updated control architecture is shown in Fig. 3.10. The objective of the visual control law is now to update the desired pose of the US transducer by means of 3D image registration. This allows to follow and compensate for target anatomy movements, and to keep the needle guide aligned with a pre-interventional plan.

For continuous re-registration, sweeps to acquire images $I_i$ are obtained using the transducer motor. As described below, the proposed visual servoing scheme performs a continuous re-registration of the target region in 3D and compensates for patient motion (note that the patient is awake throughout the entire intervention). Eventually, the surgeon manually inserts the needle under ultrasonic guidance. In this final stage, the motor is turned off again to enable high frame rate visual feedback to the surgeon. The lack of 3D imaging information then also prohibits further automatic robot pose updates, avoiding harm to the patient once the needle has been inserted. If desired, a multi-planar reconstruction of the registered pre-interventional image can be visualized as well for better contrast. Ultimately, since the needle guide can be opened and the robot manually removed at any time, traditional X-ray verification of the final needle position is easily possible before drug injection. Note that this optional step is intended for clinical verification studies but not the final, radiation-free interventional procedure.

3.3.6 Registration-based Visual Control Schemes

Motion Compensation Constraints

Instead of defining and optimizing a visual error functional as outlined in Sec. 3.2.2, a transformation $\hat{T}_i$ to align two 3D ultrasound images is estimated using registration and then used to update the desired robot pose $x_i^*$ via standard position control:

$$\hat{T}_i = \begin{pmatrix} R(\alpha, \beta, \gamma) & (t_x, t_y, t_z)^T \\ 0 & 1 \end{pmatrix} = \arg \max_T S_{\text{NCC}}(I_i, T(I_0)). \quad (3.14)$$
Fig. 3.11. To allow for robotic needle guidance, the visual control law needs to bring the current needle guide line (red, $l_i$) and the planned insertion path (blue, $r_i$), two skew lines, into alignment. Reprint from [250], ©2016 IEEE.

Note that throughout the remainder of this chapter, linear transformations and vectors are expressed in computer vision notation, i.e. using $4 \times 4$ homogeneous matrices and $4 \times 1$ vectors. In this work, we assume locally rigid movements [236], constituting six degrees of freedom. $R$ denotes a $3 \times 3$ rotation matrix parametrized with Euler angles $\alpha, \beta, \gamma$. The fixed image is now the most recent 3D compounding $I_i$, and the moving one the initial US sweep $I_0$ with all annotations. Normalized cross correlation (see Sec. 1.4.3) is employed for the similarity $S_{NCC}$ as both volumes are derived from the same modality [236]. The transformation is initialized with the previous registration result $\hat{T}_{i-1}$ for fast convergence. In addition, the degrees of freedom of the optimization procedure are restrained, since pose updates in the direction of the $z$-axis of frame $F_t$ will be ignored anyway by the force controller. The exclusion of further degrees of freedom is also possible, e.g. if only translations are expected.

If there has been no change of the target anatomy, both images will be almost identical, and the similarity function $S_{NCC}$ at a local maximum with all transformation parameters set to 0. Small movements, however, can be recovered efficiently within a few iterations of the optimizer, directly allowing for their compensation with the obtained transformation $\hat{T}_i$.

In scenarios without a needle guide, where the system is purely used to track a moving target, the visual control law determining a new, desired Cartesian pose $x^*_i$ of the US transducer is formulated as follows:

$$x^*_i = \begin{bmatrix} R(\alpha^*, \beta^*, \gamma^*) & t^* \end{bmatrix} = (t^T r)^{-1} \cdot (\hat{T}_i)^{-1} \cdot P_0,$$

(3.15)

where $P_0$ is a manually annotated US transducer target pose defined either directly in the initial sweep $I_0$ or transformed from the pre-interventional image: $P_0 = \hat{T}_p(P_p)$.

**Needle Alignment Constraints**

If a needle guide needs to be aligned with a predefined insertion path, additional constraints based on two further manual annotations have to be considered. Let $t_0$ be a needle target point and $r_0$ a suitable insertion path, both defined in $I_0$ similarly to $P_0$. Furthermore, consider
a set of two points in the transducer frame $F_t$, $m_0$ and $n_0$, to indicate two points the needle would hit if inserted into the guide. The two lines defined in this way are schematically illustrated in Fig 3.11. Obtained once by calibration in water using manual annotation of two arbitrary needle points, they can be expressed in the world frame using the known chain of transformations. All are carried along in each iteration as the target might have moved:

$$
\begin{bmatrix}
  t_i \\
  m_i
\end{bmatrix} = (\hat{T}_i)^{-1} \cdot
\begin{bmatrix}
  t_0 \\
  m_0
\end{bmatrix},
$$

(3.16)

$$
\begin{bmatrix}
  t_i \\
  m_i
\end{bmatrix} = (\hat{T}_i)^{-1} \cdot (T_w)^{-1} \cdot \hat{T}_r \cdot
\begin{bmatrix}
  t_0 \\
  m_0
\end{bmatrix}.
$$

(3.17)

The normalized needle guide direction can then be defined as

$$
l_i = \frac{(m_i - n_i)}{\|m_i - n_i\|}.
$$

The required correction to orient skew $r_i$ and $l_i$ in a parallel fashion is a rotation

$$
C_i = R(r_i \times l_i, \cos(r_i, l_i)),
$$

(3.18)

where $R$ converts the axis-angle representation to a $3 \times 3$ matrix. An additional offset is finally necessary to let both lines coincide:

$$
u_i = (m_i - t_i) - r_i \cdot (r_i, m_i - t_i)
$$

(3.19)

Together, these two adjustments are embedded into the matrix

$$
H_i = \begin{pmatrix}
  C_i & u_i \\
  0 & 1
\end{pmatrix},
$$

(3.20)

which forms the basis for the modified visual control law

$$
x_i^* = (T_w)^{-1} \cdot H_i \cdot (\hat{T}_i)^{-1} \cdot P_0.
$$

(3.21)

The behavior induced by this combined control law serves two purposes: (1) The target anatomy (and thus also the defined injection target), are tracked and will be followed as they move. (2) The calibrated needle guide will be aligned with the defined needle insertion path.

### 3.3.7 Aneurysm Screening Workflow

In the remaining methodological sections of this chapter, the application-specific parts for abdominal aortic aneurysm screening are presented. For this application, the goal is to automatically acquire an abdominal US scan of the aorta with optimal quality, so that clinically meaningful measurements of aortic diameters can be obtained afterwards. To achieve full automation, an RGB-D camera is used to automatically detect the patient position, and to register a suitable, application-specific trajectory onto the patient, which can then be executed by the robot.

By means of the intended system setup as shown in Fig. 3.12, the proposed workflow can be outlined: First, a point cloud of the patient is acquired using an RGB-D camera and registered...
Fig. 3.12. System setup showing the robot, the US transducer mounted to its end-effector, the RGB-D camera on the ceiling, the patient, a coronal slice of the MRI atlas, and all required transformations. Reprint from [230], ©2016 IEEE.

Fig. 3.13. The dual control architecture combines force control with confidence-based visual servoing in a parallel fashion. Compared to the generic architecture in Fig.3.5, preprocessing includes a 2D confidence map computation and feature (ζ) extraction for every B-mode frame. These features do not only influence the visual servoing component by triggering adjustment of the out-of-plane rotation but also the desired contact force \( F_d \). Reprint from [249], modified, with permission of Springer.

to a suitable atlas. This allows for automatic planning of a robotic acquisition trajectory of the abdominal aortic region. The robot will then approach the patient’s surface until the transducer touches the skin, and use an ultrasound-based adaptive force algorithm to estimate an appropriate contact force used throughout the acquisition. An automatic, rotatory sweep completes the necessary preparations before the actual acquisition is performed, identifying the optimal angle of the transducer. Eventually, a visual servoing technique is employed to continually optimize the out-of-plane rotation online during the acquisition.

The updated control architecture is shown in Fig. 3.13. The two newly introduced control schemes for adaptive force estimation and the optimization of the out-of-plane rotation are explained in Sec. 3.3.9.

3.3.8 Patient Registration and Trajectory Transfer

The aim of a global patient-to-world registration is to gather knowledge about the current patient position with respect to the system setup, so that accurate and safe motions of the robotic arm can be achieved. We exploit the sensing information of a RBG-D camera to
transfer a generic trajectory aimed at the aorta of an atlas onto the current patient. For camera-to-robot calibration, we employ a technique based on augmented reality markers similar to the approach in [97] to determine the transformation $W^T_C$ (cf. Fig. 3.12).

Given the wide target population of a screening program, it is not feasible to assume the availability of individual tomographic images for each patient. Hence, we propose to leverage a statistical MRI atlas based on physical and anatomical characteristics, such that the anatomy of each patient can be taken into account for the trajectory planning [177]. A surface point cloud $P_{MRI}$ extracted from a selected MRI atlas image can be elastically registered to the live point cloud $P_{RGBD}$ obtained from the RGB-D camera. We make use of an implementation of the Coherent Point Drift (CPD) algorithm [148], a probabilistic non-rigid registration method that fits a Gaussian Mixture Model (GMM) to the moving point set. The algorithm is also used in Sec. 2.3.3 to register the surfaces of MRI and TRUS prostate segmentations. The reader is referred there for a detailed mathematical description. In short, the GMM is initialized using the target points $P_{RGBD}$ and a coherent velocity is enforced to its motion so that a smooth non-linear transformation $\Phi_{GMM}: \mathbb{R}^4 \rightarrow \mathbb{R}^4$ can be computed using spline interpolation. Both point sets are subsampled by a factor $f$ for this process, allowing for an acceptable trade-off between the fitting accuracy and the computational performance.

By a projection of the start- and endpoint $(p_s, p_e \in \mathbb{R}^4)$ of the aortic region of interest from the atlas to its surface, the robotic trajectory on the patient surface $(p'_s, p'_e)$ is obtained by transferring these points to the world coordinate system

$$p'_i = (W^T_C)^{-1} \cdot \Phi_{GMM} \left[ f_{NN}(p_s, e_z) \right],$$

where $e_z = (0, 0, 1, 0)$ is the vertical unit vector, and $f_{NN}(p, n)$ computes the nearest element of the point cloud $P_{MRI}$ to the ray $p + \lambda n, \lambda \in \mathbb{R}_0$ (analogous for $p'_e$).

### 3.3.9 Visual Control Schemes for Aneurysm Screening

#### Adaptive Force Estimation

Although the area of general robotic force control has been extensively discussed throughout the last decades, the choice of an appropriate force $F_d$ for a particular medical scenario depended on a manual parametrization up to now. While too little pressure will compromise good acoustic coupling and sufficient image quality during US acquisitions, excessive force might overly deform the anatomy or even harm the patient. In the view of a fully autonomous robotic system for US screening, an optimal force value cannot be known a priori but has to be estimated online to cope with a variety of patients constitution and tissue density. Therefore, we propose an online adaptive force estimation based on confidence values presented in Sec. 3.3.4. During initialization, we vertically approach the start pose $p'_i$ until skin contact ($F^* = 0$). Next, the desired force exerted onto the tissue is increased iteratively by $F_{step}$ until a mean confidence threshold $\Theta$ is reached ($H$ is the Heaviside step function):

$$F^*_{i+1} = F^*_i + F_{step} \cdot H(\Theta - \zeta_i).$$

$$F^*_i = F^*_{i+1} = F^*_i + F_{step} \cdot H(\Theta - \zeta_i).$$
Optimization of Out-of-Plane Rotation

The Euler angles \((\alpha^*, \beta^*, \gamma^*)\) of the pose \(x^*\) can be interpreted as out-of-plane rotation, in-plane rotation, and rotation around the transducer axis, respectively. Contrary to the target anatomies investigated in [37] and lumbar spine regions, axial aortic scans benefit only marginally from in-plane or transducer axis rotation: On the one hand, turning the US probe around its axis does not avoid acoustic obstacles between the transducer and the aorta. On the other hand, an in-plane rotation during axial scans constitutes lateral tilting, quickly translates the aorta away from the image center, and is not considered helpful in clinical routine [165]. Thus, we define \(\beta^* = \gamma^* = 0\) for all experiments and concentrate on the more challenging out-of-plane rotation \(\alpha\) for image quality optimization.

Initially, a sweep is acquired with angles between \([\alpha_{\text{min}}; \alpha_{\text{max}}]\), where the confidence feature \(\zeta_{\alpha}\) is recorded for each rotatory pose. The optimal out-of-plane rotation \(\alpha_0\) for the start point of the sweep is then defined as the angle that maximizes confidence at the aorta:

\[
\alpha_0^* = \arg \max_{\alpha} \zeta_{\alpha}.
\]

Throughout the acquisition, we aim to maintain an optimal echoing pose. As the direction to tilt the probe out of its plane cannot be directly inferred from 2D frames, we propose to compute the following parameters for each frame. First, the binary parameter \(\kappa\) indicates a drop in confidence below the average of the preceding \(M\) frames

\[
\kappa = H \left( \zeta_i - \frac{1}{M} \sum_{j=i-M}^{i-1} \zeta_j \right).
\]

It is used to determine whether the current probe orientation provides sufficient image quality. Second, the parameter \(\sigma \in \{-1, 1\}, \sigma_0 = 1\), states the direction the probe should tilt to:

\[
\sigma_i = \begin{cases} 
  -\sigma_{i-1} & \text{if } \zeta_i < \zeta_{i-M} \land \left| \sum_{j=i-M}^{i-1} \sigma_j \right| = M \\
  \sigma_{i-1} & \text{else}
\end{cases}
\]

As a result, \(\sigma\) will change sign only if there has not been a change in the previous \(M\) iterations, and the current confidence dropped below the one \(M\) iterations ago. Altogether, the desired out-of-plane rotation can be computed by combining these factors

\[
\alpha_i^* = \alpha_{i-1}^* + \kappa \cdot \sigma \cdot \alpha_{\text{step}}.
\]

Updates of \(\alpha\) are thus not continuous but are handled by the position controller in a smooth fashion as in [97].
3.4 Materials and Experiments

3.4.1 System Setup

As shown in Fig. 3.4a and Fig. 3.12, a KUKA® LBR iiwa 7 R800 robot (KUKA Roboter GmbH, Augsburg, Germany) was employed for all experiments. The manipulator is equipped with torque sensors in all joints, allowing for impedance control applications. A KUKA Sunrise Connectivity SmartServo application\(^1\) was utilized to connect to ROS (Robot Operating System\(^2\)) on a client workstation for reporting the current robot status with 400 Hz, including the current end-effector pose \(\mathbf{T}_r\), and executing incoming commands [230]. On the hand-held control pad, custom functionality was added to allow quick changes to gravity compensation mode for manual manipulator guidance. The robot is CE-certified and designed for human interaction for safe usage in collaborative scenarios compliant with ISO 10218-1. Desired force and stiffness in tool direction were set to \(F^* = 5\) N and \(K^* = 0\) N/m, respectively. The stiffness in all other directions was fixed to \(1,000\) N/m.

An Ultrasonix® Sonix RP system with a motorized curvilinear transducer (model 4DC7-3/40 Convex 4D) was used for B-mode acquisition (BK Ultrasound, Analogic Corp., Peabody, MA, USA). The 2D acquisition rate of the curvilinear array was set to 30 Hz. The motor speed was defined so that sweeps of \(\pm 15^\circ\) are covered at 4 Hz. The frequency, depth and gain were set to 3.3 MHz, 70 mm, and 50%, respectively. A modified component in the publicly available PLUS library 2.2.0 [124], based on the Ultrasonix Porta SDK 5.75, maintained a bi-directional OpenIGTLink [220] Ethernet connection to the client workstation for a) streaming incoming B-mode frames and b) receiving user commands to start and stop the motor as desired.

A custom 3D-printed mount consisting of four parts was used to attach the US probe with the manipulator and allowed for needle guidance, as shown in Fig. 3.4b. It was designed to meet the safety and hygienic requirements of clinical environments. Two symmetric shell parts surround the transducer and enable the fixation to the end-effector using four screws, forming a permanent fixation of the two devices to avoid frequent calibration procedures. In contrast, a semicircular needle guide with desired inclination could be individually attached for an intervention (see Fig. 3.4c-d). Its open design allows an operator to guide the needle by hand but remove the compliant robot at any time, even after the needle is already partially inserted. Finally, an optional second semicircular shell makes it possible to completely surround the needle for highest precision guidance. All parts in contact with the needle are quickly removable and can be manufactured either for single-use or for re-use after sterilization.

The essential part of the proposed visual servoing control schemes is the image processing component, for which a set of custom plugins for ImFusion Suite 1.2.43 (ImFusion GmbH, Munich, Germany), an extensible GPU-based framework for medical images, was used. Running on the mentioned client workstation (Intel® Core i7-4770K processor at 3.5 GHz, 32 GB RAM, NVIDIA® GeForce GTX 970 graphics card), they incorporated OpenIGTLink and ROS interfaces and implemented the visual control laws described in the methods section.

\(^1\) https://github.com/SalvoVirga/iiwa_stack
\(^2\) http://www.ros.org/
For both applications, US frames were compounded on the GPU to 3D volumes with an isometric resolution of 0.3 mm. In the case that 3D US sweeps were acquired by means of the transducer motor, e.g. for needle guidance applications, compounding added a latency of around 30 ms, before subsequent processing could start. However, compounding tasks ran in parallel to any continuous registration tasks, which also utilized the graphics processor for the evaluation of the NCC similarity metric. For continuous re-registration, the registration task was allotted a fixed time budget of 230 ms, and the result was discarded if the optimizer had not converged until then. This helped to avoid a pile-up of 3D volumes (acquired at 4 Hz) to be processed.

Finally, for the autonomous screening application, spatial and depth information were acquired using a Kinect camera (Microsoft Corporation, Redmond, WA, USA) placed above the patient.

### 3.4.2 Experimental Phantoms and Human Volunteers

Phantoms were specifically created for all conducted experiments, offering realistic contrast in both ultrasound and CT. As tissue mimicking material, Ceraflex N530 transparent gel (Th. C. Tromm GmbH, Cologne, Germany) was used. Lab experiments to validate the visual servoing control schemes were performed on a geometric phantom consisting of 4 rubber spheres (diameters $2 \times 27$ mm, $2 \times 35$ mm) embedded in a $180 \times 160 \times 90$ mm box filled with gel (see Fig. 3.14).

For needle insertions experiments, a realistic and radiopaque spine phantom was made. A lumbar spine model (vertebra L1 to sacrum; Sawbones, Pacific Research Laboratories Inc., Vashon Island, WA, USA) was embedded in a gelatinous box, approximately the size of an adult human abdomen ($380 \times 240 \times 150$ mm). To avoid an unrealistically homogeneous gel filling, the gel was poured quickly and cooled to 5 °C immediately after. This allowed for the retention of air bubbles, generating challenging speckle noise in the US images.

For both applications, experiments on human volunteers were conducted. In the case of motion compensation for neurosurgery usage, one healthy volunteer (male, age 28) could be registered. Robotic US scans of his lumbar spine (L2-sacrum) were used for the experiments. The presented aneurysm screening method was evaluated on five different healthy volunteers (2 female, 3 male, age 24–27), scanning the aorta from slightly inferior of the rib cage in downward direction roughly until the navel (scanning time approx. 2 minutes per subject). The atlas for this application consisted of a T2-weighted MR image (resolution $1.2 \times 1.2 \times 6$ mm) of one healthy individual (age 26, male), which was deemed sufficient for this volunteer study due to the similar anatomical condition.

### 3.4.3 Motion Compensation Performance

In order to evaluate the tracking and motion compensation capabilities of our system, the geometric phantom was attached to a second robot, KUKA LWR 4+ (KUKA Roboter GmbH, Augsburg, Germany), as shown in Fig. 3.14a. After manual positioning of the ultrasound
Fig. 3.14. a) Experimental setup for servoing validation experiments. A second robot held a geometrical gel phantom and moved horizontally. b) Center US frame and c) coronal slice of the compounded 3D US volume. In the latter, the blue volume is the current volume, and the red one the initial sweep the algorithm continuously registers against. Reprint from [249] with permission of Springer.

equipped robot such that the central US frame roughly contained both smaller spheres’ centers, a horizontal sweep of ±60 mm was acquired for subsequent registration (Fig. 3.14c, red volume).

Three sets of experiments were conducted to measure the influence of various parameters on the tracking performance. At each point in time $t$, the spatial lag

$$
\Delta s(t) = ||\Delta p_{iiwa} - \Delta p_{4+}||
$$

is measured as the difference between the relative movements of both robots. Depending on the experiment, $\Delta p = p(t) - p(t_0)$ either extracts the translation on the horizontal plane ($p_t = [t_x \ t_y]^T$) or the rotation around the $z$-axis ($p_\gamma = [\gamma]$) of the end-effector poses, which were recorded at 50 Hz. In addition to the initial temporal lag $\Delta t_0$, i.e. the time between the onset of both robots’ movements, we defined the time until convergence $\Delta t_c$ as the time from the end of the 4+ movement until $t_c : \Delta s(t) < 0.05 \text{ mm} \ \forall t > t_c$. The final positioning error after convergence was then defined as $e_p = \Delta s(t_c)$. Because only such relative movements were considered and the robots were aligned by design, we abstained from performing an additional robot-to-robot calibration.

In the first set of experiments (A), the lower robot was smoothly moved orthogonally to the central US image plane, i.e. along the $x$-axis of $F_t$, with different velocities $v$ between 12 and 32 mm/s by 280 mm. The degrees of freedom for the registration were restricted to $t_x$ and $t_y$ to avoid that the registration exceeded its time budget. In the second set of experiments (B), the phantom was rotated by 45° with different angular velocities $\omega$ between 3.6 and 14.3°/s. In a last set of experiments (C), the phantom was translated with constant, intermediate velocity of $v = 15 \text{ mm/s}$ in different directions $\phi$ by 150 mm to estimate whether motions orthogonal to the central US frame yield higher errors than the ones parallel to it. Finally, we performed a drift experiment over a time span of 4 minutes with several translations within a $200 \times 100 \text{ mm}$ box with $v = 12.1 \text{ mm/s}$.

In a similar manner, the tracking performance was validated on the real anatomy of the mentioned human volunteer. As shown in Fig. 3.18a, the subject was positioned in prone
position on a wheeled bed, steerable in all directions, and instructed to perform regular, shallow breathing. Instead of a second robot performing translations, the bed was manually moved with 5-10 mm/s perpendicular and orthogonal to the central US frame. An NDI® Polaris Vicra (Northern Digital Inc., Waterloo, ON, Canada) was used to measure ground truth positions. The tracking target was fixed to the subject, as close as possible to the lumbar spine. A hand-eye calibration as in [223] was performed to facilitate reporting of positioning errors $e_p$ on the horizontal plane as defined above.

3.4.4 Needle Insertion Accuracy

To validate the navigation capabilities of the proposed framework, needle insertion experiments were conducted in a realistic neurosurgical operating environment by two expert spine surgeons with standard 22G needles of 88 mm length. The phantom was positioned on an operating table in prone position as shown in Fig. 3.15a. The workflow as described in the methods section was fully carried out four times, each starting with a manual path annotation by one surgeon in a preoperatively acquired navigation CT image, as illustrated in Fig. 3.15b (bottom). After robotic target approach and registration-based refinement, four needles were inserted under live US guidance by the same surgeon who annotated the plan. For the first two, the closed needle guide (Fig. 3.4b) was used, for the last two, the open one in combination with a finger as depicted in Fig. 3.4d.

To compare with the gold standard, four additional needles were inserted by a surgeon without robotic assistance but under X-ray fluoroscopy guidance, for which a Siemens Arcadis® Orbic 3D iso-C-Arm system (Siemens Healthineers GmbH, Erlangen, Germany) was used. The C-arm was also used to acquire 3D fluoroscopy scans (CBCT), as shown in Fig. 3.19, to allow quantification of the achieved placement accuracies in both cases.

Two error measures were used. First, the total Euclidean error $e_d = \| t_0 - t_v \|$ reports the distance between the planned needle target $t_0$ and the manually annotated tip of the needle in the CBCT image, denoted $t_v$, and reported in frame $I_0$ after registration to the already deformed ($\tilde{T}_p$) pre-interventional image. Second, since the presented navigation system has no influence

Fig. 3.15. a) Experimental setup in neurosurgery OR. b) Planned needle path shown in sagittal (top) and axial (bottom) slices of pre-interventional CT (grayscale) registered to initial US sweep (red). c) The needle can be clearly visualized in US during and after insertion (yellow box). Reprint from [249] with permission of Springer.
on the manual insertion depth, the orthogonal error $e_\perp = \|t_0 - t_v - (s_0, t_0 - t_v)\|$ reports the perpendicular component of $e_d$, i.e. the distance of the needle tip to the planned insertion line.

### 3.4.5 Aortic Aneurysm Screening Performance

For all five subjects, patient registration as described in Sec. 3.3.8 and several US acquisitions were performed. In a first sweep, a minimum force for US screening of 5 N was applied statically. To evaluate the adaptive force estimation, the algorithm outlined in Sec. 3.3.9 can then be executed for a second sweep with optimal contact force, but without optimization of the out-of-plane rotation, i.e. $\alpha^* = 0$. Finally, a third sweep allowed for validation of the proposed transducer angle control law. In a single sweep (only one volunteer), we tested the capabilities of the robot controller to compensate for motion in real-time to maintain a constant force. Therefore, we asked the volunteer to perform one deep chest inhalation and then breath abdominally throughout the acquisition.

The dependence between exerted force on the tissue and confidence was modeled using two regression models: A linear and a logarithmic model were examined to describe the relationship:

$$\zeta_{lin}(F) \approx a \cdot F + b \quad \zeta_{log}(F) \approx a \cdot \log F + b$$  \hspace{1cm} (3.28)

In all five volunteers, the aortic diameter was measured by a medical expert in the compounded US volumes (last sweep) in sagittal and axial slices according to the guidelines in [187]. For comparison, a medical expert blind to formerly mentioned measurements performed a standard US scan on each volunteer according to the clinical protocol as in [165]. In particular, inner diameters $d_{in}$ (without walls), outer diameters $d_{out}$ (with walls) and leading-edge diameters $d_{le}$ (with closer wall only) were measured.

For all experiments, the following set of parameters was used: $f_s = 0.01$, $F_{step} = 2$ N, $F_{max} = 25$ N, $\alpha_{step} = 2^\circ$, $M = 4$ and the region $R$ comprised an area of $10 \times 10$ px. The robot moved with $v = 5$ mm/s during sweeps, and $\Theta$ was empirically set to 0.2.

### 3.5 Results

#### 3.5.1 Motion Compensation Performance

Table 3.1 lists mean and standard deviation for the mentioned metrics for all experiments. For easy comparison, positions of both robots during all experiments of set A are collectively visualized in Fig. 3.16a. Only for the fastest motion with $v = 32$ mm/s, tracking was lost. In all other cases, the continuous movements were reliably detected and compensated by the visual servoing controller. As shown in Fig. 3.16c (red curve), we found a strong linear correlation between $v$ and the average lag $\Delta s$ ($R^2 = 0.98$), which is shown in Fig. 3.16b. Below the limit of the US resolution in transducer sweep direction (ca. 1 mm at the depth of the spheres), the final error $e_p$ increased approximately in a linear fashion with higher velocities (overall
Fig. 3.16. Experiments A. a-b) Tracking was successful in all experiments except the one with fastest motion (32 mm/s), with spatial lags of less than 20 mm, almost no overshoot and fast convergence. c) Strong linear relation between the velocity and the spatial lag (red, left ordinate) as well as final position error (blue, right ordinate). Reprint from [249] with permission of Springer.

Fig. 3.17. a) Experiments C. Trajectories of both robots show successful tracking in all experiments even though the continuous registration occasionally exceeded its time budget (circles); b) both the spatial lag (red, left ordinate) and the final position error (blue, right ordinate) were independent of the translation angle $\phi$. c) Spatial lag during several consecutive translations between corner points (labeled in green) of the box shown in the inlet suggests the absence of a drift over time. Reprint from [249] with permission of Springer.

$R^2 = 0.82$, see Fig. 3.16b, blue curve). Similar results were obtained for the experiment set B, with no clear relation between $\omega$ and error $e_p$. For experiments C, the positions of both robots during all experiments, projected into the respective vertical plane, are collectively visualized in Fig. 3.17a. The registration exceeded its time budget 11 times ($\approx 3.3\%$), not updating the desired robot pose, (see green circles) but recovered quickly in all cases. No clear relation between $\phi$ and $\Delta s$ (see Fig. 3.17b, red curve) was found. The positioning error $e_p$ was also independent of $\phi$ (see Fig. 3.17b, blue curve), as long as the movement was not exclusively orthogonal to the central US plane (highest error $e_p = 0.73$ mm for $\phi = 0$). In all 17 experiments (A-C), we found $\Delta t_0$ and $\Delta t_c$ to be independent of the examined parameters. In both cases, the random time until the completion of the next US sweep due to the significantly lower update rate compared to the robot was the determining factor. Finally, as depicted in Fig. 3.17c, the robot returned in the drift experiment to its initial position after 11 translations with an error of $e_p = 0.05$ mm, suggesting the absence of any drift over time. The average spatial lag after convergence of each section was $0.26 \pm 0.15$ mm.

The tracking performance for the human subject experiment is visualized in Fig. 3.18b, first showing translations perpendicular to the central US plane (top), followed by ones parallel to it (bottom). The spatial lag $\Delta s$ during movements was on average slightly lower for the
Set Parameter N $\Delta \tau$ $\Delta t_0$ [s] $\Delta t_c$ [s] $e_p$
\begin{tabular}{llcccc}
A: Translation $v$ & 6 & 9.27 ± 2.65 mm & 0.46 ± 0.18 & 0.96 ± 0.18 & 0.59 ± 0.33 mm \\
B: Rotation $\omega$ & 4 & 5.85° ± 4.2° & 1.05 ± 0.14 & 1.36 ± 0.43 & 0.61° ± 0.45° \\
C: Translation $\phi$ & 7 & 12.00 ± 0.51 mm & 0.70 ± 0.11 & 1.16 ± 0.25 & 0.35 ± 0.19 mm \\
\end{tabular}

Tab. 3.1. Results of the three sets of visual servoing experiments, reporting the number of experiments per set $N$, average spatial lag $\Delta \tau$, time until initial movement $\Delta t_0$, time until convergence $\Delta t_c$ and the final positioning error $e_p$. Reprint from [249] with permission of Springer.

Fig. 3.18. a) Experimental setup for human volunteer experiments with optical tracking target. b) Trajectories of robot and body tracking target over 500 seconds, showing excellent visual servoing behavior. Translations along the x- and y-axes of $F_t$ were performed consecutively. c) Exemplary initial US sweep (blue) with overlay of one motorized sweep after registration (red). Anatomical landmarks annotated for reference. Reprint from [249] with permission of Springer.

former (8.26 vs. 9.32 mm). In total, 11 translations were performed. The positioning error $e_p$ after convergence of each segment, indicated as blue lines in Fig. 3.18b, was on average 1.45 ± 0.78 mm. The maximum error was 2.72 mm. Exemplary US images are shown in Fig. 3.18c, including both an initial sweep (blue) and one motorized sweep (red). Several anatomical structures as inherently used for alignment during continuous re-registration are highlighted for better understanding. As long as the subject maintained low tidal volumes, no detrimental respiratory disturbances in the horizontal plane were encountered. Similar to [126], maximum displacements in vertical direction were around 2 mm.

3.5.2 Needle Insertion Accuracy

All eight insertions into the facet joint were deemed technically successful by the expert spine surgeon (needle tip in the gap between the articular processes [144]), with average orthogonal positioning errors for robotic and conventional way of guidance of $1.36 ± 0.33$ mm
Fig. 3.19. Sagittal (top) and axial (bottom) slices of the verification cone-beam CT images after needle insertion, showing successful targeting of the facet joint in all cases (yellow boxes). Reprint from [249] with permission of Springer.

<table>
<thead>
<tr>
<th>Needle</th>
<th>Robotic Assistance (Ultrasound)</th>
<th>Conventional (X-ray)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Site</td>
<td>Guide</td>
</tr>
<tr>
<td></td>
<td>L4-5 R</td>
<td>closed</td>
</tr>
<tr>
<td>1</td>
<td>L4-5 R</td>
<td>closed</td>
</tr>
<tr>
<td>2</td>
<td>L4-5 L</td>
<td>open</td>
</tr>
<tr>
<td>3</td>
<td>L3-4 L</td>
<td>open</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 3.2. Results of the needle insertion experiments, comparing accuracies achieved with and without robotic assistance. Reprint from [249] with permission of Springer.

and 2.18 ± 1.02 mm, respectively. All results are reported in Tab. 3.2, and CT slices of the phantom after robot assisted insertions in Fig. 3.19. An exemplary registration result between pre-interventional CT and the initial US sweep $I_0$ is visible in Fig. 3.15b. Figure 3.15c shows an exemplary live US guidance view, which was used by the expert neurosurgeon to insert the needle. The average time from manual path planning to manual needle tip annotation in the CBCT image was 25 minutes for the robotic case, with routine established quickly so that the last iteration only took 11 minutes. As the conventional needle insertions were performed by an expert, the total applied X-ray dosage for navigation only amounted to 5.93 cGycm$^2$. For each of the CBCT acquisitions, 15.11 cGycm$^2$ were measured (rotation by 190° while acquiring 100 images in 60 seconds).

3.5.3 Aortic Aneurysm Screening Performance

Similar to [97], the Hausdorff distance between $P_{RGBD}$ and the warped atlas surface mesh was on average 3.7 mm (maximum 9.8 mm), robustly allowing the visualization of the
Fig. 3.20. Results of force adaptation experiments for one subject, including axial (top) and sagittal (bottom) slices of the compounded US volumes. Without proper force onto the tissue (a), the US quality at the aorta, in particular its posterior wall, is poor (orange box). Quality improves with the adaptive force estimation (b). Results also show that the force controller can successfully account for breathing motion and allows for steady aortic acquisitions, even if the US image of tissue directly underneath the skin becomes unusable (c). Yellow arrows indicate the scan direction. Reprint from [230], modified, ©2016 IEEE.

<table>
<thead>
<tr>
<th>Model</th>
<th>$a$</th>
<th>$b$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear ($\zeta_{lin}$)</td>
<td>0.0081</td>
<td>0.0245</td>
<td>6.8499 $\cdot 10^{-4}$</td>
</tr>
<tr>
<td>Logarithmic ($\zeta_{log}$)</td>
<td>0.0727</td>
<td>-0.0452</td>
<td>7.2828 $\cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 3.3. Regression model parameters after fitting to describe relationship between exerted force on the tissue and confidence, including mean squared error (MSE). See text for details.

aorta (expected diameter $<$ 4 cm) in the US frame (width ca. 10 cm) without further compensation.

In Fig. 3.20, a comparison between minimal force sweeps (left), sweeps with optimized contact force (center) and in addition during normal respiration (right) is shown. The vertical positions of the transducer and the exerted forces onto the tissue corresponding to these three sweeps are visualized in Fig. 3.21. In total, the estimated force $F^*$ was $14.8\pm6.4$ N for all volunteers. Results show that the force controller maintained the desired force with an average error of $0.17\pm0.24$ N.

The dependence between exerted force on the tissue and confidence is visualized in Fig. 3.22. Table 3.3 presents the results of the regression model fit, assuming that forces were measured in N and confidence values as positive scalars in the interval $[0; 1]$. The fitted models are also shown in Fig. 3.22.
a) Vertical position of transducer and b) corresponding exerted force during force adaptation experiments for one subject (see Fig. 3.20), showing the accuracy of the force controller and the elasticity of the tissue. *Reprint from [230], modified, ©2016 IEEE.*

![Fig. 3.21](image)

**Fig. 3.21.** a) Vertical position of transducer and b) corresponding exerted force during force adaptation experiments for one subject (see Fig. 3.20), showing the accuracy of the force controller and the elasticity of the tissue. *Reprint from [230], modified, ©2016 IEEE.*

The difference between static rotation ($\alpha^* = 0$) and the proposed out-of-plane rotation estimation is depicted in Fig. 3.23 for a representative case. In particular in the beginning of the sweep, shadowing artifacts made the aorta not detectable. In contrast, the initial rotation estimation for a second sweep determined an optimal angle of $\alpha^* = 92^\circ$, which led to a significantly increased confidence within the first 30 mm of the sweep. For the remaining trajectory, our controller gradually lowered the out-of-plane rotation and maintained high confidence. For all subjects, the optimal initial rotation was found to be $\alpha_0^* = 3.2 \pm 8.0^\circ$.

Table 3.4 reports the results obtained in both scenarios. In Fig. 3.24, the selection of appropriate B-mode frames is shown, and Fig. 3.25 illustrates how manual measurements of aortic diameters were then obtained therein. On average, the error between manual US scan measurement and the ones performed in the robotically acquired volumes was $0.5 \pm 0.3$ mm.

**3.6 Discussion**

The phantom motion compensation experiments indicated that visual servoing-based tracking of moving anatomies is possible with velocities of up to 25 mm/s. This should exceed the expected velocities in neurosurgical scenarios, which are dominated by respiratory mo-
Fig. 3.23. Comparison between static out-of-plane rotation and optimization based on confidence for one representative subject. The proposed method avoids the shadowing in the beginning of the trajectory (orange box). Throughout the acquisition, optimization of the rotation (c, top) maintains high confidence (c, bottom). Yellow arrows indicate the scan direction. Reprint from [230], ©2016 IEEE.

<table>
<thead>
<tr>
<th></th>
<th>Robotic Sweep</th>
<th>Manual Scan</th>
<th>Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>S [mm]</td>
<td>ED [mm]</td>
<td>S [mm]</td>
</tr>
<tr>
<td>$d_{in}$</td>
<td>13.50</td>
<td>11.68</td>
<td>0.32±0.13</td>
</tr>
<tr>
<td>$d_{out}$</td>
<td>16.68</td>
<td>15.00</td>
<td>0.48±0.28</td>
</tr>
<tr>
<td>$d_{le}$</td>
<td>15.08</td>
<td>13.34</td>
<td>0.52±0.38</td>
</tr>
</tbody>
</table>

Tab. 3.4. Average aortic diameter measurement results [mm] for systole (S) and end-diastole (ED) over all five subjects, comparing measurements obtained from sweeps acquired with the robot with conventional (manual) ones. Reprint from [230], ©2016 IEEE.

In combination with the spatial lag achievable by the system, higher velocities would lead to the target leaving the capture range of the similarity metric [70] or the field of view of the US transducer completely. The obtained results thus do not only show that tracking with submillimeter accuracy is possible as long as sufficient 3D image contrast is available to guide the image registration, but also that there is no drift over time. Both characteristics of the presented system are evenly important for interventions necessitating image guidance over longer time spans. Despite the small field of view and the limited 3D US frame rate, in turn reducing the spatial resolution in sweep direction, overall smooth movements with an oscillation-free convergence behavior (no overshoots) have been achieved. The average time until convergence reached a clinically acceptable level.

As expected, the system was able to successfully track human vertebrae under realistic conditions in volunteer experiments. Movements orthogonal to the central US frame were slightly lower than when the subject moved parallel to it. This is counterintuitive due to
the lower resolution in this direction, and can possibly be explained by the better coverage with the initial sweep. Although the final positioning errors were higher than in phantom experiments, the achieved accuracy is well below the size of the target anatomy for facet joint injections [72].

Although the registration optimizer occasionally exceeded its fixed time budget, any temporarily increased spatial lag could be reliably compensated, yielding successful tracking outcomes in all experiments. Nevertheless, the issue could potentially be resolved by using the optimal transformation parameters at the end of the allotted time slot as initialization for the subsequent registration task. A Kalman filter [109] could furthermore improve the lag of the system and help avoiding the propagation of wrong local minima captures. In addition, the application of motion prediction algorithms as in [108] might be a starting point to better
cope with repetitive motions such as breathing with higher amplitude than in the conducted experiments, which was not investigated in this work.

One major limiting factor of the presented system is the update rate of the motorized US transducer. While the usage of 4D matrix probes or very high frame rate technology [171] will be suited to improve the rate at which 3D volumes can be acquired, the bottleneck of 3D image registration will remain, in particular if many degrees of freedom are considered for optimization. Adaptive strategies to for example reduce the image size (downsampling) during rapid movements until target approach might mitigate this limitation in future studies.

Promising needle placement results were obtained in the spine phantom experiments using the proposed needle guidance system. For the first time, a robotic ultrasound-based navigation system has been employed to allow manual needle insertions into the narrow facet joint with clinically sufficient accuracy [72]. No differences in needle placement accuracy could be identified concerning the type of needle guide (open vs. closed). In comparison to the proposed system, our X-ray guidance experiments demonstrated the placement variability of the conventional approach. Yet, the obtained errors should be interpreted with care, as the planned target positions were chosen to be further within the facet joint for better US-guided aiming, while the conventionally inserted needles approached the joints in a slightly steeper angle. The experimental setup in a realistic neurosurgical environment proved the clinical applicability of the system. In particular, the sharp decrease in procedure time throughout the conducted experiments underlined its minimal overhead and usability without extensive training. The compatibility with existing C-arm systems in terms of space and workflow requirements directly open the possibility of a subsequent clinical study, comparing the accuracy, efficacy and safety of automated US-based needle guidance with the gold standard of fluoroscopic facet joint injection, where X-ray confirmation of accurate placement will be required.

Regarding the aortic aneurysm screening, results demonstrated that confidence maps are a suitable method to derive meaningful visual servoing features and that the proposed control laws could improve the quality of 3D US acquisitions compared to naive sweeps. The employed adaptive force controller could successfully adapt to the physique of the scanned volunteers. To our surprise, a steady acquisition of the almost incompressible aorta is possible even while breathing. This might be useful in screening programs with elderly patients who may not be able to comply with breath-hold instructions for the entire scan duration. The initial estimation of the out-of-plane rotation proved very useful in avoiding shadowing artifacts due to bowel gas. However, the continuous improvement throughout the remainder of the acquisition was marginal in the majority of scanned individuals. Nevertheless, there was no confidence drop in any of the subjects compared to the static rotation scan, which suggests to continue considering such control laws in the future.

The obtained errors between aortic diameter measurements with the presented system and measurements following the clinical standard protocol were clearly below one millimeter and thus negligible for diagnostic purposes [72]. The preliminary study has proven that safe, fully autonomous robotic US acquisitions are feasible within clinical environments and that the quality of the obtained images are sufficient for embedding such a system in screening programs.
Toward 3D Doppler Vascular Imaging

4.1 Overview and Publications

This chapter presents the contributions of this thesis concerning the 3D reconstruction of blood velocities measured using Doppler ultrasound. Sonographic quantification of blood flow is not trivial because of two reasons: First, Doppler US only measures the projection of the true velocity in the beam direction and is thus blind to velocity components orthogonal to it. Second, due to pulsation of the vessel blood flow, acquisitions over time, for instance from multiple directions, cannot directly be related to each other and require some form of temporal modeling. In this chapter, novel techniques to reconstruct both a 3D velocity field and a temporal flow profile are presented. As a first step toward application of the proposed methods in clinical routine, their suitability for vascular screening is demonstrated, paving the way for more interventional scenarios with blood vessel involvement in the future.

This chapter is organized as follows: Sec. 4.2 outlines the clinical fields where Doppler sonography is frequently used, presents prior art on 3D blood flow reconstruction and summarizes this chapter’s contributions. Thereafter, Sec. 4.3 establishes the mathematical foundation to reconstruct 3D velocity fields over time, before the experiments conducted on in-silico phantoms and human volunteers are explained in Sec. 4.4. Results are reported in Sec. 3.5 and thoroughly discussed in Sec. 3.6.

Substantial parts of this chapter have already been published in the following article and are quoted verbatim (especially the non-robotic sections 4.2.2, 4.3.1, 4.4, 4.5.1-2, and 4.6):

* These authors contributed equally to this work.

Copyright Statement. ©2014 Springer International Publishing Switzerland.

A more extensive journal article concerning the entire content of this chapter is currently in preparation. Apart from the team that contributed to the publication listed above, also Thiemo Taube shall be mentioned here. Under my supervision, he concentrated on 3D reconstructions of robotic Doppler measurements in the course of his Master’s thesis [217].
4.2 Introduction

4.2.1 Clinical Background

Since the advent of Doppler sonography, in particular since the breakthrough of color-flow mapping, this imaging modality has gained significant popularity and is used in a broad variety of clinical examinations today [57]. As a generic tool for blood flow assessment, Doppler US is suitable for diagnosis and observation in numerous parts of the human body. Without claiming to be exhaustive, the following list summarizes the fields where Doppler US is most commonly used in today’s practice:

i) **Echocardiography** is often concentrating on the function of the heart as opposed to purely anatomical information. As a result, Doppler modes play an essential role in the assessment of valvular regurgitation, abnormal communication conditions between the two sides, (septal) wall motion, and the calculation of cardiac output [162]. Apart from classical transthoracic imaging protocols, transesophageal echocardiography (TEE) has gained popularity due to the better anatomical access, especially in combination with 3D matrix probes. In recent years, advanced understanding in intra-ventricular blood dynamics have triggered a more in-depth assessment of vortex structures, which redirect the blood in form of jets toward the outflow tracks [164].

ii) Following examinations of the heart, **vascular diseases** form the second-largest area of Doppler sonography [57]. In particular, the imaging modality is widely utilized to measure stenosis of blood vessels, for instance as a result of atherosclerosis, or thrombosis, often occurring in the deep veins [86]. In particular due to the systemic nature of atherosclerosis [100], non-invasive screening using US of easily accessible vessels allows appropriate risk classification and patient stratification. In the case of the carotid artery, this immediately concerns conditions such as transient ischemic attacks and strokes, but indirectly also indicates an increased risk for coronary problems and heart attacks. Surveillance is especially important in patients with known cardiovascular diseases and in temporal proximity to surgeries. Even though there is an ongoing discussion whether carotid Doppler examinations can reduce the risk of perioperative stroke after major cardiac procedures, selective measures are recommended for patient management [6, 133].

iii) In the **kidney**, sonographers often determine the **renal resistive index** using Doppler techniques [228]. The assessment is useful in the detection and management of renal artery stenosis, chronic kidney disease, and chronic renal allograft rejection. Apart from intrarenal perfusion, evidence has furthermore linked the index also to systemic hemodynamics including subclinical atherosclerosis and primary hypertension. In a pilot study, also novice sonographers reached good reliability in their assessment, making Doppler US an easy-to-learn method for routine usage [190].

iv) Ultrasound is also used in the **liver** to diagnose abnormal hepatic blood flow conditions such as reversed portal venous blood flow as a result of portal hypertension [107]. While
Fig. 4.1. Schematic overview of the common, external and internal carotid artery, indicating their regions of blood supply. On the right, a healthy artery is compared to a stenosis as usually caused by atherosclerosis. From [19], CC-BY-3.0, modified.

no additional value of Doppler US could be confirmed for liver fibrosis [14], the method has also been proven useful in diagnosis and management of cirrhosis [25].

v) In a variety of other use cases, Doppler imaging has been found useful. The vascularization of breast tumors as identified with power Doppler, for instance, has been confirmed to be a predictor of tumor grades, which is likely to be applicable to other forms of malignancies as well [34]. Other areas include the measurement of hypervascularization in rheumatology to detect inflammations, certain gynecology and urology applications, for instance to measure endometrial vascularity or assess testicular torsion. Also dynamic analysis of non-blood fluids such as semen in cases of ejaculatory dysfunction has been reported [90].

As a first application, this chapter focuses on the quantification of blood flow in the carotid artery as shown in Fig. 4.1. As a result of atherosclerosis, a thickening of the inner vessel wall by build-up of fibrofatty plaque, the lumen of the vessel is reduced. The most dangerous complications of such a stenosis is the sudden rupture of soft plaque, causing the formation of a thrombus that is able to block the blood flow completely, with devastating consequences to the cells fed by it. Depending on the affected vessel, these events present as myocardial infarction (coronary artery) or as ischemic stroke (carotid artery).

Stroke alone is one of the leading causes of death, with an approximately 1.1 million inhabitants of Europe suffering a stroke each year, and a one-month case-fatality rate between 13 and 35% [12]. Of these cases, roughly 80% account for ischemic strokes. In the USA, every 40 seconds, on average, someone experiences a stroke, and someone dies of one approximately every 4 minutes [145]. Up to 50% of surviving patients also suffer from poor outcomes, including cognitive disorders and depression.
In clinical routine, Doppler imaging is clearly not the only modality capable to assess blood flow. Because conventional Doppler sonography suffers from limited anatomical accessibility as well as high inter-observer variability, alternatives are in frequent use today, including MRI, digital subtraction angiography (DSA) and its tomographic counterpart (CTA) [163]. Conventional MR angiography (MRA) as well as the X-ray based techniques are hereby limited to morphological data. More advanced studies of blood dynamics can be obtained by more recently presented 4D MRI protocols. In a study on the flow characteristics in the carotid artery bifurcation, authors confirmed that flow-sensitive 4D MRI yields similar pulsatility index and resistance index measurements as Doppler examination [91]. Yet, these modalities, in particular the tomographic ones, are by far not as widely available as US imaging and regularly require longer acquisition times and yield inferior frame rates. In addition, all of these methods expose the patient to nephrotoxic contrast agents (Gadolinium for MRI, iodine for X-ray contrast). Finally, DSA and CTA also involve exposure to ionizing radiation.

4.2.2 2D and 3D Doppler Reconstruction

Doppler US suffers from one particular physical limitation. Because it can only measure the projection of the true velocity vector along the echo beam direction, it is thus blind to the flow orthogonal to it. As a consequence, examiners need experience in order to make qualitative assertions regarding the three-dimensional blood flow, which also explains the recent endeavors to reconstruct three-dimensional flow fields from multiple Doppler acquisitions to overcome this limitation.

Fox [64] was the first one to utilize simultaneous measurements from multiple directions to recover 3D flow information already in 1978. His experimental setup included two US transmitters, in cross-beam arrangement, and a single US receiver element. After the derivation of a close-form solution to compute calibrated 3D velocity vectors, the method was successfully validated using a revolving turntable. This design inspired a variety of related methods with intersecting US rays, also utilizing beam steering techniques on linear transducers instead of relying on various single US elements [51]. Hussain et al. [105] later extended this concept, termed Vector Doppler, to 3D by surrounding a single transmission element with multiple receivers in a hexagonal architecture, or by rotating a linear array around central transmission elements [106]. Pihl et al. [166] directly used a matrix probe and switched between different beam configurations. In contrast, Giarre et al. [79] investigated the use of subsequent measurements at different locations and introduced laser Doppler anemometry (LDA, [125]) as ground truth method for validation. Such techniques have successfully been applied under laboratory conditions, for instance to optimize spiral flow patterns in vascular prostheses [118], they have not yet translated to clinical routine.

A fundamentally different approach to obtain velocity information of more than one dimension, speckle tracking, emerged at the end of the 1980s. Trahey et al. [221] proposed to rely on B-mode imaging data and to optimize for patch-wise correlation in order to approximate 2D velocities. Essentially implementing a variant of optical flow estimation, many other groups presented approaches to track the movement of speckle generated by interference of the backscattered ultrasonic waves [93]. Swillens el al. [214] compared speckle tracking and vector Doppler techniques in a simulation study and found both methods may be suitable...
for clinical use. However, they concluded that while the former might be a more practical approach, the latter can provide superior axial velocity measurements.

Plane-wave imaging promises to alleviate some of the shortcomings in terms of robustness of the vector Doppler systems outlined above. Ekroll et al. [54] introduced an in-vivo US system using tilted plane waves and parallel receive beamforming, reaching more than 50 frames per second in a duplex configuration. In a broad extension using very high frame rate technology [171], Correia et al. [43] recently presented 4D ultra-fast flow imaging with matrix probes, tilted plane wave transmission in 3D and multiple sub-apertures for receiving. The authors indicate, however, the difficult choice and the number of the transmitted tilted angles for specific clinical applications and the small field-of-view as current limitations. In addition, ultra-fast US technology is still not widely available, even for research purposes.

A number of works approach the problem of measuring 3D blood flow from a different direction. Garcia et al. [73] proposed to compute a time-resolved 2D velocity field from conventional color Doppler data by incorporating ventricular wall motion. Under planar flow assumption, the wall position constraints thus replace the otherwise required second Doppler direction. Although the approach allowed for successfully reconstruction of cardiac vortex patterns to some extend, it is limited by its 2D nature and the additional constraints. Arigovindan et al. [8] introduced B-spline grids to regularize the reconstruction problem for spatially non-uniformly sampled Doppler data from multiple directions. Based on their work, Gómez et al. [83] presented a method to quantify 3D blood flow from multiple registered B-Mode and Doppler volumes acquired by a 2D matrix array probe. However, the method requires pulse phase consistency, i.e. samples acquired at (or interpolated for) the same instant in time, and fails if temporally arbitrary Doppler samples are used. Usage in adults is furthermore impaired due to the limited field of view of the employed matrix probes. An impressive extension of their method added time as forth dimension for the reconstruction problem, and also incorporated ventricular wall motion constraints again [84]. Just as the algorithm presented in this chapter, their work also assumes velocity consistence across consecutive cardiac cycles, but in addition, also a constant heart rate is intrinsically modeled. Since the wall motion estimated was based on segmentations, which were carried out manually by medical experts, and separate 3D sequences had to be manually registered using landmarks, direct clinical implementation is not straightforward.

### 4.2.3 Contributions

This chapter introduces a novel technique to reconstruct, at the same time, a continuous three-dimensional velocity field of blood flow and a continuous flow profile over time. Employing B-spline basis functions, the method can cope with arbitrarily sampled Doppler data in space and time.

The flow profile is inspired by the work of Waechter et al. [232], who employ a waveform model to regularize the estimation of blood flow parameters from rotational angiography. The presented model assumes that the flow direction at any point in the reconstructed volume is constant over time, and only its magnitude is changing due to pulsation. Such a model has been shown to be applicable with negligible errors unless bifurcations, high-grade stenoses, or
Fig. 4.2. a) Three ultrasound sweeps from different directions are necessary to reconstruct the velocity field in a blood vessel. Reprint from [251], with permission of Springer. b) 4-tuples \((p, d, m, t)\) indicating position, beam direction, scalar Doppler measurement and normalized time, serve as input.

Aneurysms are investigated [232]. The posed assumptions do not, however, enforce that the blood flow is organizing in parallel sheets, so that also more complex pattern can be potentially reconstructed.

Due to the temporal regularization provided by the waveform model, the proposed method is gating-free in the sense that no data selection according to a gating signal is required and that the reconstruction is performed over the entire dataset at once. Therefore, it supports temporally arbitrary Doppler samples from any pulse phase as input. Moreover, the proposed approach is also compounding-free as it is based on the individual Doppler samples in the form of raw in-phase and quadrature or color-mapping data. Thus, the method also allows spatially arbitrary, non-uniform data points, without prior compounding of US volumes and associated interpolation artifacts.

The proposed method is validated using in-silico phantoms and pre-clinically on healthy volunteer datasets, which were either acquired manually using a tracking system or using a robotic manipulator. The presented results successfully demonstrate the feasibility to reconstruct 3D blood flow information over time using sets of measurements from multiple directions.

### 4.3 Methods

After introducing the concept of B-spline grids to model arbitrary signals, Sec. 4.3.1 first derives a formulation to represent a 3D velocity field and then extends the model by a temporal flow profile. Based on a description how to numerically represent the model’s components, Sec. 4.3.2 outlines how the B-spline coefficients are eventually determined in a least-squares sense.
4.3.1 Combined Spatial and Temporal B-spline Model

As shown in Fig. 4.2a, the reconstruction method relies on Doppler samples acquired from multiple directions as input. In particular, 4-tuples of \((p, d, m, t)\) are collected for every sample, where \(p = [p_x, p_y, p_z]^{T}\) denotes the sample position in Cartesian space, \(d\) the corresponding normalized echo beam direction, \(m\) the measured Doppler signal, and \(t \in [0, 1]\) the normalized pulse phase time (see Fig. 4.2b for reference).

Three-Dimensional B-spline Grid for each Velocity Component

For the static case as in [83], a smooth 3D velocity field \(v(p)\) can be described using B-spline basis functions, as illustrated in Fig. 4.3, by modeling each of the three Cartesian components individually:

\[
v(p) = [v_x(p), v_y(p), v_z(p)]^{T}, \tag{4.1}
\]

The components of \(v(p)\) are then defined as:

\[
v_x(p) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} c_{i,j,k}^x S_{i,j,k}(p), \tag{4.2}
\]

\[
v_y(p) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} c_{i,j,k}^y S_{i,j,k}(p), \tag{4.3}
\]

\[
v_z(p) = \sum_{i=-\infty}^{\infty} \sum_{j=-\infty}^{\infty} \sum_{k=-\infty}^{\infty} c_{i,j,k}^z S_{i,j,k}(p), \tag{4.4}
\]

where

\[
S_{i,j,k}(p) = \beta_{s,i}^{n_x}(p_x)\beta_{s,j}^{n_y}(p_y)\beta_{s,k}^{n_z}(p_z). \tag{4.5}
\]

The indices \(i, j,\) and \(k\) indicate a location in the regular, three-dimensional B-spline grid with spacing \(s\), which defines the resolution of the recovered vector field. The used patch size is defined as \(2w + 1\). \(\beta_{s,i}^{n}(p_x) = \beta^{n}(i/s - p_x)\) denotes the scaled and translated B-spline basis.
function of degree \( n \) at grid position \( i \), likewise for \( \beta_{n,j}^{s}(p_y) \) and \( \beta_{n,k}^{s}(p_z) \). Finally, \( r_{i,j,k}^{p}, r_{i,j,k}^{p}, \) and \( c_{i,j,k}^{p} \) are the corresponding B-spline coefficients to be found.

The original approach in [83] relies on an input dataset with \( N \) samples sharing the same pulse phase, from which the reconstruction is performed by minimizing the error between the measured Doppler value denoted by \( m_r \) and the projection of the recovered velocity at sample position \( p_r \) onto the beam direction \( d_r \)

\[
J_{proj}(v) = \sum_{r=1}^{N} \|d_r \cdot v(p_r) - m_r\|^2. \tag{4.6}
\]

However, this formulation has to be adjusted for different pulse phases because the blood flow at every point within an artery varies over time. Thus, uncorrected Doppler measurements lead to inconsistent samples, prohibiting the reconstruction of the velocity field at a given instant. In this work, we introduce a flow profile function \( \varphi(t): [0, 1] \rightarrow [0, 1] \) \( \tag{4.7} \)

mapping from normalized pulse phase times to scaling factors compensating the varying flow patterns. An exemplary flow profile function, which is also used as ground truth for phantom experiments in Sec. 4.4.1 is visualized in Fig. 4.4. The actual velocity vector at any point in time is then given by

\[
v(p,t) = \varphi(t) v_{max}(p), \tag{4.8}
\]

assuming a pulsatile laminar flow. While allowing varying velocity magnitudes over time, our formulation keeps the flow direction constant at any position in the reconstructed volume. Unless bifurcations, high-grade stenoses, or aneurysms are investigated, this model has been shown to introduce only negligible errors [232]. It should be noted, however, that this formulation does not enforce the velocity directions to be organized in parallel sheets. In order to compute \( \varphi \), we employ a B-spline parametrization as well:

\[
\varphi(t) = \sum_{\xi=1}^{T} c_{\xi}^{r} \beta_{r,\xi}^{n}(t), \tag{4.9}
\]

where \( \beta_{r,\xi}^{n}(t) \) is a periodic B-spline basis function of degree \( n \) and spacing \( \tau \) evaluated at grid point \( \xi \), and \( c_{\xi}^{r} \) denote the corresponding temporal B-spline coefficients. As a result, we propose the cost function

\[
J_{proj}(v, \varphi) = \sum_{r=1}^{N} \|\varphi(t_r) d_r \cdot v_{max}(p_r) - m_r\|^2 \quad \text{s.t.} \quad \max_{t} |\varphi(t)| = 1 \tag{4.10}
\]

The constraint in Eq. 4.10 is added to the system to ensure that \( v_{max} \) is correctly scaled.

**Numerical Representation**

In order to solve for B-spline coefficients modeling a given dataset, a numerical representation of involved quantities is necessary. For assembling a linear system of equations, the indices \( i, j, \) and \( k \) of the 3D B-spline grid first need to be vectorized:

\[
\text{vec}(i, j, k) \in [1, M] = [(i + w)(2w + 1) + j + w](2w + 1) + k + w + 1, \quad \tag{4.11}
\]
Ground truth flow profile function $\varphi$ defined using periodic B-spline coefficients.

where $i, j,$ and $k$ are in the interval $[-w, w]$, again yielding a patch size of $2w + 1$. Thus, $M = (2w + 1)^3$ coefficients are considered in total. The spatial B-spline coefficients are gathered in column vector $C_s \in \mathbb{R}^{3M} = [C_s^x C_s^y C_s^z]^T$ with elements:

$$
\{C_s^x\}_{1,\text{vec}(i,j,k)} = c_{x,i,j,k}^x,
$$

and analogously for $C_s^y$ and $C_s^z$. Similarly, the temporal B-spline coefficients are collected in column vector $C_t \in \mathbb{R}^T$ so that

$$
\{C_t\}_{\xi,1} = \epsilon^\tau_\xi.
$$

Using the vectorization scheme of Eq. 4.11, the evaluation of the B-spline functions is encoded by sampling matrices $S_s \in \mathbb{R}^{3N \times 3M}$

$$
S_s = \begin{bmatrix}
S_p & 0 & 0 \\
0 & S_p & 0 \\
0 & 0 & S_p
\end{bmatrix}
$$

with elements

$$
\{S_p\}_{r,\text{vec}(i,j,k)} = \beta_{s,i}^p (p_{r,x}) \beta_{s,j}^p (p_{r,y}) \beta_{s,k}^p (p_{r,z})
$$

and $S_t \in \mathbb{R}^{N \times T}$ with elements

$$
\{S_t\}_{\xi,1} = \beta_{\tau,1}^\tau (t_\tau).
$$

This allows to represent $\varphi = S_t C_t$, and $v_{\text{max}} = [v_{\text{max}}^x v_{\text{max}}^y v_{\text{max}}^z]^T = S_s C_s$. The dot product is realized using the direction matrix $D = [D^x D^y D^z]$ containing diagonal matrices with the three Cartesian components of the beam directions, respectively: $\{D^x\}_{r,r} = d_{x,r}$, likewise for $D^y$ and $D^z$. With $m = \{m_r\}$ referring to the vector of Doppler measurements and $\otimes$ to the component-wise multiplication, the cost function reads

$$
J_{\text{proj}}(C_s, C_t) = \left\| \left( \frac{S_s}{(N \times T)} \right) \otimes \left( \frac{D}{(N \times 3N)} \frac{S_s}{(3N \times 3M)} \frac{C_s}{(3M \times 1)} \right) - \frac{m}{(N \times 1)} \right\|^2.
$$
For smoothness, a spatial regularization term is added to the final cost function:

\[
J(C_s, C_t) = (1 - \lambda) J_{proj}(C_s, C_t) + \lambda J_{div}(C_s).
\]  

(4.18)

As shown in [83], the locally acting divergence term \( J_{div} = \| \nabla \cdot \mathbf{v}_{max} \|_2^2 \), derived using the B-spline formulation, enforces the incompressibility of the blood flow. It is computed, in matrix form, as follows:

\[
J_{div}(C_s) = \hat{S}_v C_s,
\]

(4.19)

whereby the matrix \( \hat{S}_v \) is assembled as \( \hat{S}_v = [\hat{S}_x \hat{S}_y \hat{S}_z] \) with elements

\[
(\hat{S}_x^r)_{r,vec(i,j,k)} = \beta_n^r(p_r,x) \beta_n^s(p_r,y) \beta_n^k(p_r,z),
\]

(4.20)

and analogous formulations for \( \hat{S}_y \) and \( \hat{S}_z \) with the respective B-spline function replaced by its derivative \( \hat{\beta} \). It should be noted that the flow profile function \( \varphi \) inherently acts as temporal regularization itself, rendering further regularization terms unnecessary.

### 4.3.2 3D Velocity Reconstruction over Time

Unfortunately, solving for both \( \mathbf{v}_{max} \) and \( \varphi \) simultaneously is not possible. Instead, spatial and temporal coefficients are obtained in an alternating fashion as reported in Fig. 4.5a. For the first iteration, the flow profile is initialized to be constant, i.e. \( \varphi = 1 \).

**Spatial Reconstruction**

The spatial solution directly follows the method in [83] and assumes a given global flow profile function \( \varphi \) to be constant. Exploiting the local support of B-splines, the velocity field \( \mathbf{v}_{max} \) can then be reconstructed directly in a patch-wise fashion. As illustrated in Fig. 4.5b, patches mutually overlap for increased stability, and only the core, non-overlapping coefficients in vector \( C_s \) (dark gray in the figure) are stored for assembling the final output.
For better readability, we introduce:

\[
Z = \left( S_t C_t \right) \left[ \begin{array}{c} 1, 1, \ldots, 1 \end{array} \right] \otimes \left( D S_s \right) \left[ \begin{array}{c} 1, 1, \ldots, 1 \end{array} \right]. \tag{4.21}
\]

Note that this expression essentially performs a component-wise multiplication of vector \( S_t C_t \) with all columns of matrix \( D S_s \). Minimization is performed by derivation of the cost function and equating to zero:

\[
\frac{\partial}{\partial C_s} J = 0 \quad \rightarrow \quad C_s^\top \left( (1 - \lambda) Z^\top Z + \lambda \dot{S}_s^\top \dot{S}_s \right) = (1 - \lambda) Z^\top m. \tag{4.22}
\]

The resulting linear system of equations can be solved with an LU decomposition scheme with partial pivoting, directly yielding the spatial coefficients \( C_s \) for each patch.

**Temporal Reconstruction**

While we used a Levenberg-Marquardt solver for our early efforts in [251] to solve for coefficients \( C_t \), it can be shown that also the temporal system holds a closed-form solution [217].

Because of its global nature, all samples in every patch \( q \in Q \) (\( Q \) denotes the set of all patches) need to be considered in solving for \( \varphi \). Again, we introduce for better readability:

\[
Y_q = S_{tq} \left[ \begin{array}{c} 1, 1, \ldots, 1 \end{array} \right] \otimes \left( D_q S_q C_{sq} \right) \left[ \begin{array}{c} 1, 1, \ldots, 1 \end{array} \right] \left( D_q S_q C_{sq} \right)^{\top}. \tag{4.23}
\]

Note that this expression essentially performs a component-wise multiplication of the patch-specific vector \( D_q S_q C_{sq} \) with all columns of the patch-specific matrix \( S_{tq} \). For the minimization, the spatial regularization can be ignored because it does not depend on \( C_t \). It is thus sufficient to optimize for \( J_{proj} \):

\[
\frac{\partial}{\partial C_t} J_{proj} = 0 \quad \rightarrow \quad \gamma C_t^\top \sum_{q \in Q} Y_q^\top Y_q = \sum_{q \in Q} Y_q^\top m_q. \tag{4.24}
\]

In this cost function, an unknown normalization factor \( \gamma \) is supposed to ensure the constraint of \( \varphi \) not exceeding 1. Since \( \gamma \) only reciprocally scales the final coefficients \( C_t \), it is possible to ignore it for solving the resulting linear system of equations, similar to the spatial reconstruction described above. Afterwards, the obtained coefficients are normalized by the maximum velocity scaling factor of all patches:

\[
\gamma = \max_q \max_t | S_{tq} C_t |. \tag{4.25}
\]

As shown in Fig. 4.5a, the spatial and temporal steps are repeated in an alternating fashion until convergence. Eventually, the algorithm yields two continuously defined results: the reconstructed maximum velocity field \( v_{max} \) and the blood flow profile \( \varphi \).
4.4 Materials and Experiments

4.4.1 In-silico Phantom Evaluation

For evaluating our method, three virtual in-silico phantom datasets were created, each spanning $34 \times 34 \times 34$ mm. The first two phantoms, denoted Linear and Curved, contained a cylinder and a torus with a vessel radius of $R = 6$ mm, respectively. A quadratic Poiseuille flow as in [92] with a maximum velocity of 1 m/s in the centerline was applied, see Fig. 4.6. Assuming that the linear vessel passes the origin, and the unit vector $b$ defines the direction of the vessel, we can compute the distance of an arbitrary point to the centerline as:

$$r(p) = \|p - b (p \cdot b)\|_2.$$  

(4.26)

A similar expression is possible for the torus-shaped vessel. Knowing the distance from the centerline allows for a concise velocity definition for the first two phantoms (see Fig. 4.6):

$$v_{max,ph}(p) = \begin{cases} a \left[1 - \left(\frac{r(p)}{R}\right)^2\right] b & \text{if } r(p) \leq R, \\ 0 & \text{otherwise.} \end{cases}$$  

(4.27)

The velocity for the third phantom, denoted Barrel Roll, was defined as

$$v_{max,ph}(p) = a[p - b (b \cdot p)] \times b,$$  

(4.28)

where $b$ now defines the direction of the roll. In both cases, $a$ represents a scaling factor to ensure $\|v_{max,ph}\| \leq 1$. In all cases, a phantom flow profile function $\phi_{ph}$ as shown in Fig. 4.4

![Fig. 4.6. Velocity distribution for cross-sections through Linear and Curved phantoms, exhibiting quadratic Poiseuille flow.](image)
was used to construct a time-varying flow profile. Finally, synthetic Doppler sweeps from three
directions \( \mathbf{d} \) were generated with in total \( N \) measurements \( m \) computed as follows:

\[
m = \varphi_{\text{ph}}(t \sim [0, 1]) \mathbf{d} \cdot \mathbf{v}_{\text{max,ph}}(\mathbf{p}) + \eta_s + \eta_v. \tag{4.29}
\]

The pairwise angle between the sweeps, denoted opening angle \( \alpha \) as illustrated in Fig. 4.2a,
was varied between 10\(^{\circ}\) and 90\(^{\circ}\). For the linear phantom, the mean direction \( \bar{\mathbf{d}} \) was set to be
45\(^{\circ}\) tilted against the vessel direction. The sample positions \( \mathbf{p} \) were chosen from a regular
grid with 1 mm spacing. Hereby, different grid origin positions were used for each direction \( \mathbf{d} \)
to avoid sample overlap. Pulse phase times \( t \) to evaluate \( \varphi_{\text{ph}} \) were randomly drawn from a
uniform distribution.

Two different Gaussian noise models were considered: On the one hand, noise with standard
deviation \( \sigma \) was added to the samples such that \( \eta_s = \mathcal{N}(0, \sigma) \) simulated inaccuracies of the
Doppler measurement itself. On the other hand, noise was added to the velocity vector under
investigation such that

\[
\eta_v = \mathcal{N}(0, \sigma) \frac{\mathbf{v}}{||\mathbf{v}||} \cdot \mathbf{d}. \tag{4.30}
\]

This modeled inaccuracies of the tracking stream or badly synchronized temporal data.

The reconstruction was performed using 6\( \times \)6\( \times \)6 mm patches, with 2 mm overlap, for which
only \( \rho N \) samples were used to mimic sparse sampling (data density \( \rho \in [0.6, 1] \)). The spatial
spacing of the cubic \((n = 3)\) B-splines was fixed at \( s = 1.5 \) mm (see Sec. 4.3.1) Due to the
high runtime complexity of the alternating algorithm (Fig. 4.5a), a coarse temporal spacing of
\( \tau = 0.25 \) was used. For all experiments, moderate regularization \((\lambda = 0.1)\) was employed.

Three measures were used to analyze reconstruction errors of computed velocities \( \mathbf{v}_{\text{max,c}} \) and
the estimated flow profile \( \varphi_c \). While the mean cosine similarity

\[
s_{\cos} = \frac{1}{N} \sum_{r=1}^{N} \frac{\mathbf{v}_{\text{max,c}}(\mathbf{p}_r) \cdot \mathbf{v}_{\text{max,ph}}(\mathbf{p}_r)}{||\mathbf{v}_{\text{max,c}}(\mathbf{p}_r)||_2 \cdot ||\mathbf{v}_{\text{max,ph}}(\mathbf{p}_r)||_2} \tag{4.31}
\]

and the mean Euclidean norm

\[
e_d = \frac{1}{N} \sum_{r=1}^{N} ||\mathbf{v}_{\text{max,c}}(\mathbf{p}_r) - \mathbf{v}_{\text{max,ph}}(\mathbf{p}_r)||_2 \tag{4.32}
\]

quantify errors of the velocity field, the root mean squared (RMS) error

\[
e_{\text{rms}} = \sqrt{\frac{1}{N} \sum_{r=1}^{N} [\varphi_c(t_r) - \varphi_{\text{ph}}(t_r)]^2} \tag{4.33}
\]

measures how well the flow profile was recovered. A reconstruction of the velocity field was
considered successful if \( s_{\cos} \geq 0.85 \) and \( e_d \leq 0.15 \) mm.

4.4 Materials and Experiments
The method was evaluated on the carotid artery of ten human subjects aged 25 to 31. For the first five of these, a manual screening protocol was implemented. Once the capabilities of the proposed method to successfully reconstruct blood velocity fields and flow profiles in real human data, the remaining five volunteers underwent sets of robotic US acquisitions for improved imaging quality. After preprocessing, the full reconstruction pipeline as described in Sec. 4.3 was executed for all subjects. This section details the respective experimental system setups, including the necessary preprocessing steps to establish an input dataset for the reconstruction algorithm in the form of 4-tuples \((p, d, m, t)\).

**Freehand Screening Protocol**

An open access ultrasound system Aurotech® MANUS (Aurotech Ultrasound AS, Tydal, Norway) was used with a linear array probe (128 elements, single element width 0.27 mm, focal depth 30 mm) operating at 8 MHz. This system facilitates the duplex acquisition of B-mode images and raw Doppler in-phase and quadrature samples. For 3D positioning, a Ascension® TrakStar electromagnetic (EM) tracking system (Ascension Technology Corp., Shelburne, VT, USA) was used. Timing data with respect to the pulse phase was recorded with a Medlab® P-OX100 dedicated pulse-oximetry sensor (Medlab GmbH, Stutensee, Germany). We performed the calibration of all devices and the Doppler signal processing as described in [98]. The same reconstruction parameters as in Sec. 4.4.1 were used.

Preprocessing of the pulse signal was straightforward by mapping the peak-to-peak distances [247] to a linear signal in the interval \([0, 1]\). In contrast, significant preprocessing was necessary to align the obtained US imaging data spatially. To correct for the limited precision of the EM tracking system, the Doppler magnitudes of each sweep were manually thresholded to obtain a point cloud of the blood vessel. The three point clouds were then registered using the Iterative Closest Point (ICP) algorithm (see Sec. 1.4.1) in a pairwise manner, resulting in small translational corrections.

Each subject was positioned on the edge of an examination bed in supine position, with the head turned toward the center of the bed as much as conveniently possible. Three US sweeps of the carotid artery, mutually around \(\alpha = 60^\circ\) apart, were acquired. The volunteers were instructed to breathe normally but to refrain from swallowing or performing any other movements in the neck area.

**Robotic Screening Protocol**

For robotic acquisitions, the same manipulator and robot control infrastructure as in Sec. 3.4.1 was used. Likewise, the methods to acquire US in 3D follow the principles in Sec. 3.3.3, including the calibration using orthogonal robotic sweeps similar to the approach presented in [237]. However, a different open access US system was used. We acquired both Doppler data (flow estimates after auto-correlation of in-phase and quadrature samples) and B-mode images in duplex mode with a Cephasonics® cQuest Cicada system (Cephasonics, Santa Clara, CA, USA) with a linear CPLA12875 probe (128 elements, focal depth 20 mm) at 7.6 MHz. Using the cQuest Ultrasound SDK, acquired US data were directly imported into ImFusion...
For robotic acquisitions, no pulse-oximetry sensor was available. Instead, a surrogate signal $u(t)$ was defined as the maximum absolute Doppler signal of each frame $F(t)$ in a particular sweep:

$$u(t) = \max \{|m_i|\} \quad \text{for } m_i \in F(t)$$  \hspace{1cm} (4.34)

As above, mapping the peak-to-peak distances of $u(t)$ to the interval $[0, 1]$ yielded normalized time points for each sample as required for the reconstruction algorithm.

While the tracking accuracy of the robotic system was by far superior to the EM tracking used for manual acquisitions, the carotid artery was still slightly pushed by the force exerted onto the tissue. To compensate for the resulting translations in different directions, conventional pair-wise 3D image registrations of the compounded B-mode volumes were performed (see Sec. 1.4 for more details). In this way, small translational corrections similar to the ones in the freehand experiments were obtained.

As illustrated in Fig. 4.7, each subject was positioned on an examination bed as outlined above, including the same instructions in terms of breathing and movements. Depending on the subject, a small pillow was used to stabilize the head. In each case, the robot was manually steered to the proximity of the carotid artery using gravity-compensation mode, before a force controller with a desired force $F^* = 2$ N was enabled, similar to the workflow in Sec. 3.3.5. Following manual exploration of the anatomic area of interest, three US sweeps were automatically acquired, mutually around $\alpha = 45^\circ$ apart. The scanning time was approximately 15 minutes per subject.

Fig. 4.7. Experimental setup for robotic Doppler acquisitions of the carotid artery. Note that for some subjects, a small pillow was additionally used to stabilize the head.
4.4.3 Implementation Details

For reconstructions of blood velocities and flow profiles, implementations in MATLAB, R2013b (MathWorks, Inc., Natick, MA, USA) and in C++ were used. For the latter, the Eigen library\(^1\) facilitated numerical computations. Depending on the size of the input dataset and the amount of spatial and temporal B-spline basis functions, reconstructions on our workstation (Intel® Core i7-4770K processor at 3.5 GHz, 32 GB RAM) lasted up to 15 minutes. Incorporating various computational optimizations, reconstruction times could be reduced to 2–5 minutes for confined imaging volumes.

4.5 Results

4.5.1 Model Robustness Evaluation

Figure 4.8 illustrates the reconstruction results for all phantoms with the ideal parameter configuration \(\alpha = 90^\circ\), \(\eta_s = \eta_v = 0\), and \(\rho = 1\).

For the estimation of the flow profile with respect to the measurement angle separation, the correlation \(r\) between \(e_{\text{rms}}\) and the acquisition parameters was investigated. As illustrated

\(^1\)Available online: http://eigen.tuxfamily.org
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**Fig. 4.8.** Results of phantom experiment reconstructions closely reflect expected results. Vector fields for vessel phantoms (a, b), as visible in longitudinal (top) and cross-sectional slices (bottom), follow vessel direction indicated in white in the background and exhibit quadratic velocity distributions. Expected rotatory symmetry in the Barrel Roll phantom (c) can be easily observed using direction-based color-mapping. Partial reprint from [251], with permission of Springer.
Fig. 4.9. a) The counter-intuitive relation between $\alpha$ and the root mean squared error is only present if noise is directly applied to the Doppler samples, regardless of the direction of acquisition. b) Gaussian noise of up to $\sigma \leq 0.35$ m/s (Linear and Curved phantoms) can be added to the Doppler samples before the cosine similarity $s_{\text{cos}}$ drops below the success threshold. c) The alternating solver converges quickly within few iterations. Partial reprint from [251], with permission of Springer.

Fig. 4.10. Maximum tolerable Gaussian noise level $\sigma$ such that reconstructions fulfill $s_{\text{cos}} > 0.85$ and $e_{\text{d}} < 0.15$. More noise (up to $\sigma = 0.25$ m/s) can be added to samples with higher data density and higher angles between sweeps to still obtain successful reconstructions. Reprint from [251], with permission of Springer.

in Fig. 4.9a, increasing opening angles $\alpha$ led to higher errors ($r_{\text{rms,}\alpha} = +0.18$) when only noise on the Doppler measurements $\eta_d$ was applied. An application of noise only onto the underlying velocity vector $\eta_v$ did not show any significant relationship between angle and error ($r_{\text{rms,}\alpha} = -0.03$). Because the former noise model ($\eta_d$) facilitates evaluating the limitations of the method, we set $\eta_v = 0$ for all subsequent experiments.

Next, the influence of noise on the velocity field reconstruction was investigated, following the success criteria defined in Sec. 4.4.1. As shown in Fig. 4.9b, Gaussian noise of up to $\sigma \leq 0.35$ m/s could be added to the Doppler samples under ideal measurement conditions of $\alpha = 90^\circ$ and $\rho = 1$, before the cosine similarity $s_{\text{cos}}$ dropped below the success threshold. Similar results were obtained for the Euclidean norm $e_{\text{d}}$. The effect of data density and angle between the measurements for the same noise range was also jointly analyzed. Figure 4.10 illustrates the maximum tolerable noise level $\sigma$ for various acquisition parameters. Finally, Fig. 4.9c shows the convergence behavior of the alternating solver.
4.5.2 Freehand and Robotic Volunteer Evaluation

For a representative subject, the peak-to-peak linear mapping for obtaining normalized pulse phase times is visualized in Fig. 4.11 (bottom). Since no pulse-oximetry sensor was available during the scan of the presented patient, peak detection was performed on the surrogate Doppler signal $u(t)$ as described in Sec. 4.4.2 (top), yielding an average heart rate of 68 beats per minute (bpm).

The obtained 3D velocity field and flow profile reconstruction results are presented for all ten subjects. Results for volunteers scanned according to the freehand protocol ($F1-5$) are shown in Fig. 4.14. In these cases, a pulse-oximetry sensor was available. Results for subjects scanned according to the robotic protocol ($R1-5$) are shown in Fig. 4.15. Note that in all cases, compounding of B-mode frames and rendering of a suitable cross-section was only performed for reference and did not influence the blood flow reconstruction.

For two representative freehand volunteers (subjects $F1$ and $F2$), the velocity field is visualized in Fig. 4.12 with longitudinal B-mode image slices for reference. Similarly, one representative case ($R5$) of the robotically scanned subjects is shown in Fig. 4.13. Despite the overall qualitatively good reconstructions, errors at the vessel boundaries were regularly evident, regardless of the acquisition technique.

For a preliminary evaluation, all ten subject cases were discussed with an expert vascular surgeon. The obtained velocity magnitudes were considered reasonable for all scanned volunteers, and visualizations of the 3D blood velocity field were deemed overall meaningful.
Fig. 4.12. Carotid artery reconstruction results for two representative freehand subjects, illustrating that the blood flow pattern was qualitatively well captured but errors at the vessel borders are evident in some datasets (yellow ellipse). Overlay of velocity field on longitudinal B-mode image slice only for reference. Reprint from [251], modified, with permission of Springer.

Fig. 4.13. Carotid artery reconstruction results for one representative robotic subject, illustrating that also longer artery sections can be qualitatively well captured. Overlay of velocity field on longitudinal B-mode image slice only for reference.
Fig. 4.14. Carotid artery 3D velocity field and flow profile reconstruction results for all five subjects of freehand experiments. Overlay of velocity fields on cross-sectional B-mode image slices only for reference. The estimated flow profiles of all five subjects, reconstructed using 4 B-spline basis functions, reveal the pulsatility of the artery. Partial reprint from [251], with permission of Springer.
**Fig. 4.15.** Carotid artery 3D velocity field and flow profile reconstruction results for all five subjects of robotic experiments. Overlay of velocity fields on cross-sectional B-mode image slices only for reference. Similar to the freehand experiments, the estimated flow profiles reveal the pulsatility of the artery. Note that more (10) B-spline basis functions were used to model the flow profile compared to the freehand experiments shown in Fig. 4.14.
4.6 Discussion

In this chapter, a novel approach to quantify varying blood velocities over time from spatially and temporally arbitrarily sampled Doppler ultrasound measurements was presented. For the first time, to the best of our knowledge, we were able to simultaneously reconstruct a continuous three-dimensional blood velocity field and a periodic temporal flow profile function by coupling a patch-wise B-spline formulation of blood velocity with a waveform model.

The proposed algorithm was first validated using extensive in-silico phantom experiments with two distinct Gaussian noise models. In general, the obtained reconstructions with data sampled from both ideal and noisy environments closely reflected the expected results. Counter-intuitively, noise on the Doppler measurements increased the errors as the three acquisition directions were spread farther apart. This can be explained by the fact that such noise is more likely to cancel out if all samples are roughly obtained from one direction ($\alpha \approx 0^\circ$).

In contrast, tracking inaccuracies and pressure-induced translations of the artery will cause the other investigated noise model (noise on the underlying velocity vectors) to be dominant in a clinical scenario. This is because of the relatively high accuracy of raw Doppler measurements [233], i.e. before correction according to the cosine law, in modern ultrasound systems when optimal acquisition parameters are used. However, experimental results indicated that different acquisition geometries did not influence the reconstruction error when only noise on the velocity vectors was applied. Since the accuracy of clinical measurements has been broadly shown to be very dependent on the insonification angle relative to the vessel [233], this is a unique advantage of reconstruction techniques such as the one presented in this chapter.

The obtained results furthermore suggest a high robustness in terms of the permissible level of noise, lack of acquisition angle separation and data sparsity. The method was most sensitive to noise for the vortex patterns of the Barrel Roll phantom and provided best results for tubular vessel structures expected in real scenarios.

Despite the coarse temporal grid spacing, realistic and qualitatively accurate velocity fields and flow profiles could be successfully reconstructed for all five volunteer subjects of the freehand study. Overall, promising agreement between vector fields and vessel anatomies as seen in the B-mode images has been achieved. Similarly, the estimated flow profiles captured the pulsatility of the arteries well. However, in some datasets, reconstruction errors at the vessel borders were evident. Phantom experiments suggested an unsatisfactory registration of the three sweeps and thus missing vector information at the borders to be the cause of this phenomenon.

The original intent of using a robotic manipulator to acquire three sweeps for 3D reconstruction was to mitigate these registration issues and have less distortion due to the pressure induced by the US transducer. Yet, a sufficiently precise tracking system as offered by the robot, and minimal contact force did not make the preprocessing in this regard obsolete. For the five additional volunteer subjects, who were studied using the robot, pair-wise image registration turned out to be essential for acceptable reconstruction results. Similar to the freehand
evaluation, overall promising 3D blood velocity fields and flow profiles could then be obtained. However, apparent reconstruction errors at the vessel boundaries still remained because the non-linear distortions caused by the US probe could not fully be compensated. Nevertheless, early qualitative clinical feedback on the reconstructed velocity magnitude levels and 3D flow visualizations was overall positive.

The increased temporal grid resolution used in the robotic experiments yielded more pronounced flow profile characteristics that were otherwise smoothed out. While the profile inherently becomes more noisy due to the decreased regularization, this could potentially be useful in diagnostic scenarios. A thorough analysis of the temporal regularization as a result of the number of temporal B-spline basis functions might lead to an optimal trade-off between smoothness and expressiveness of the flow profile.

Because all scanned volunteers were healthy, young subjects, no obstructions or otherwise pathological conditions of the carotid artery were detected at all. Further evaluation, potentially with laser Doppler anemometry measurements as ground truth, is necessary to assess the effect of the spatially relaxed laminarity assumption in this regard. Alternatively, a clinical study including a pertinent patient cohort might also shed light on the suitability of the proposed reconstruction methodology in severe stenoses and related conditions.

Apart from a potentially expedient diagnostic value in clinical routine, the presented approach may have further important applications, for instance as initialization of computational fluid dynamics models by the recovered flow profile. Robotic Doppler measurements might also prove useful in more interventional scenarios with blood vessel involvement in the future, in particular for accurate quantification of blood velocities in central parts of the vessel, i.e. when marginal flow direction and magnitudes at the boundaries can be neglected.
Part III

Conclusion
Conclusion

In this thesis, several advanced ultrasound imaging techniques for computer assisted interventions were presented, each addressing current challenges encountered in clinical routine. This chapter will summarize the contributions of this work, all of which have been successfully validated in vivo, and provide an outlook to potential future work.

5.1 Multi-Modal Prostate Biopsy Guidance

In chapter 2, a multi-modal image-guided biopsy framework was presented, combining preinterventional PET and MR images with interventional trans-rectal ultrasound (TRUS). Hereby, the main challenge consists of performing a fast, precise, deformable image registration between MRI and TRUS, allowing a mapping of suspicious lesions identified in advance to the interventional scenario. A successful registration ultimately supports the urologist in performing targeted TRUS-based biopsies by accurately augmenting the live TRUS image with information from additional modalities.

To this end, two novel, fully automatic deformable registration methods were presented. The proposed surface-based registration algorithm requires a segmentation of the prostate in both modalities, which are then elastically aligned using a modified version of the Coherent Point Drift algorithm. Since the accuracy of the method as well as its applicability in the clinical environment is highly dependent on the TRUS segmentations, a fast, automatic segmentation algorithm based on Hough forests was developed. In contrast, the proposed intensity-based registration algorithm does not require segmentations and utilizes a statistical deformation model to reduce the parameter space of the deformable, purely intensity-based image registration. To facilitate correct registration outcomes at crucial locations along expected deformation directions, a novel, lesion-specific, anisotropic preconditioning of the $LC^2$ similarity metric is presented.

Both methods were extensively validated on phantom and patient data. The latter was only possible because the developed guidance system was eagerly accepted in the urology department of Klinikum Rechts der Isar and rapidly integrated into all prostate biopsy interventions where pre-interventional PET/MR imaging data was available. The obtained results on the performance of both methods overall support their suitability for the intended usage in clinical routine, facilitating guidance with respect to targeted biopsy sampling. While the obtained registration errors were overall within the clinically acceptable accuracy range, measures to manually adjust the automatic registration in case of misalignment ensure the generally safe applicability of the system. As clinical histology evaluations have validated the effectiveness of the presented framework under real conditions, the system has already been used in biopsy sessions of more than 300 patients. After the publication of preliminary clinical results, the
system will continue to support urologists in performing the intervention in the course of ongoing studies.

From a technological point of view, various improvements of both methods could potentially reduce the registration errors in the future. More sophisticated segmentation algorithms based on advanced machine learning techniques [88, 138, 159], which were not the focus of this work, could increase the robustness of the surface-based registration, in turn improving the statistical deformation model. A combination of both surface- and intensity-based approaches, for instance by using the former as initialization for an intensity-based refinement step, still awaits implementation. Clearly, a broader clinical validation of the presented algorithms on a larger collection of patient datasets will be helpful in assessing to which extent successful mapping of suspicious regions from functional imaging data to the interventional TRUS image is possible, providing a lower bound on the size of the suspicious lesion for reliable targeting. Beyond that, biopsy guidance systems as the one presented in this thesis play an important role in the assessment of and guideline development for novel PET tracers such as $^{68}\text{Ga}$-PSMA, whose positive influence on cancer detection, localization or exclusion still remains to be confirmed [135].

5.2 Visual Servoing-based Robotic Ultrasound

Chapter 3 concerns novel techniques toward robotically assisted interventional ultrasound. Image-based guidance applications utilizing robotic manipulators can help to overcome some of the challenges of manual acquisitions, in particular navigation to and maintenance of an appropriate location and a suitable acoustic window. Not only adequate robot control laws for US scans with sufficient quality but also certain levels of automation are necessary within intraoperative guidance applications to facilitate navigation and execution of pre-interventional plans by the surgeon.

Based on innovative visual servoing schemata, i.e. control architectures where features derived from image information directly serve as input variables, a comprehensive, autonomous robotic US framework was proposed. It facilitated the development of application-specific control laws for two clinical scenarios with a high potential benefit of robotic assistance with ultrasound. First, a continuous re-registration of live 3D ultrasound images with an interventional plan allowed for an accurate guidance of manual lumbar spine needle insertions. Hereby, target anatomy movements were quickly compensated by re-adjusting the US transducer position. Second, a fully autonomous acquisition of high-quality, abdominal 3D US images was achieved to facilitate aortic aneurysm screening in clinical routine. Using US confidence maps, automatic optimizations of the image quality with respect to the predefined target anatomy ensured the suitability of acquired 3D US volumes for diagnosis.

In both cases, the presented methods were not only validated on artificial phantoms but also in vivo on human volunteers, confirming their robustness in real anatomy. The robotic system was able to successfully track human vertebrae under realistic conditions, converging within clinically acceptable time spans in a smooth, oscillation-free manner. The conducted experiments have also indicated that the proposed adaptive controllers are also able to
successfully adapt to the physique of the scanned volunteers and increasingly avoid bowel gas in the acquisition of abdominal sweeps.

The presented visual servoing methodology is generic and can possibly be translated to other clinical applications. Potential future improvements include the increased exploitation of US systems natively acquiring 3D volumes with high frame rates [171]. When coupled with more sophisticated strategies to mitigate the bottleneck of 3D image registration and confidence map computation, anatomy tracking and image quality optimization may reach near real-time performance. In turn, this might allow for robotic guidance applications in currently inaccessible clinical scenarios due to the required capabilities of motion compensation.

In the long term, ultrasound-based approaches could lead to an increased effectiveness of surgical navigation with reduced exposure to radiation compared to today’s practice. Due to the reliable, clinically sufficient [72] needle insertion accuracy achieved on phantoms in a real neurosurgical operating theater, an initial clinical trial to demonstrate the efficacy of facet joint injections using robotic US guidance for chronic spinal pain management is already in preparation, with currently pending approval of the institutional review board.

### 5.3 Toward 3D Doppler Vascular Imaging

In chapter 4, an innovative method for the reconstruction of 3D blood velocity fields and flow profile functions from Doppler ultrasound samples was presented. The approach addresses two common challenges associated with sonographic quantification of blood flow, namely the projective nature of Doppler velocity measurements, and the inconsistency of 3D acquisitions over time due to the pulsation of the blood flow within a vessel. As a first step toward application of the proposed method in clinical routine, its suitability for vascular screening is demonstrated, paving the way for more interventional scenarios with blood vessel involvement in the future.

The presented method uses B-spline basis functions to model both a spatial, 3D velocity field describing the peak (systolic) flow patterns within a vessel, and a temporal flow profile function incorporating the patient-specific pulsatility over the heart cycle. By assuming that the flow direction at any point in the reconstructed volume is constant over time, and only its magnitude is changing due to pulsation, an efficient iterative reconstruction scheme is able to cope with arbitrarily sampled Doppler data in space and time.

In numerous in-silico phantom experiments, the method was validated and its robustness with respect to different noise models investigated. Especially for tubular vessel structures as commonly expected in clinical scenarios, a high robustness in terms of the permissible level of noise, lack of acquisition angle separation and data sparsity was determined. Using both freehand and robotic scanning protocols, in vivo validation on human volunteers was conducted. Overall, promising agreement between blood velocity vector fields and vessel anatomies as seen in the also acquired and independently compounded B-mode images has been achieved. However, reconstruction errors at the vessel borders were evident in some cases as a result of an insufficient distribution of input samples due to an imperfect registration between acquisition directions.
Possible future extensions of the presented approach include a detailed parameter evaluation, a thorough quantitative validation, a more local definition of the flow profile for handling bifurcations, and an improvement of ultrasound sweep registration toward higher velocity field resolution. In addition, further evaluation is necessary to assess the effect of the spatially relaxed laminarity assumption. A more elaborate journal publication, including repeated experiments with ground truth flow measurements from experienced physicians, is currently in preparation.
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Data-driven Estimation of Cardiac Electrical Diffusivity from 12-lead ECG Signals


Diagnosis and treatment of dilated cardiomyopathy (DCM) is challenging due to a large variety of causes and disease stages. Computational models of cardiac electrophysiology (EP) can be used to improve the assessment and prognosis of DCM, plan therapies and predict their outcome, but require personalization. In this work, we present a data-driven approach to estimate the electrical diffusivity parameter of an EP model from standard 12-lead electrocardiograms (ECG). An efficient forward model based on a mono-domain, phenomenological Lattice-Boltzmann model of cardiac EP, and a boundary element-based mapping of potentials to the body surface is employed. The electrical diffusivity of myocardium, left ventricle and right ventricle endocardium is then estimated using polynomial regression which takes as input the QRS duration and electrical axis. After validating the forward model, we computed 9,500 EP simulations on 19 different DCM patients in just under three seconds each to learn the regression model. Using this database, we quantify the intrinsic uncertainty of electrical diffusion for given ECG features and show in a leave-one-patient-out cross-validation that the regression method is able to predict myocardium diffusion within the uncertainty range. Finally, our approach is tested on the 19 cases using their clinical ECG. 84% of them could be personalized using our method, yielding mean prediction errors of 18.7 ms for the QRS duration and 6.5° for the electrical axis, both values being within clinical acceptability. By providing an estimate of diffusion parameters from readily available clinical data, our data-driven approach could therefore constitute a first calibration step toward a more complete personalization of cardiac EP.

Medical Image Analysis, vol. 18, iss. 8, pp. 1361-1376, 2014. [254]
A Framework for the Pre-clinical Validation of LBM-EP for the Planning and Guidance of Ventricular Tachycardia Ablation


This manuscript presents a framework for the pre-clinical validation of LBM-EP, a fast cardiac electrophysiology model based on the lattice-Boltzmann method (LBM). The overarching goal is to assess whether the model is able to predict ventricular tachycardia (VT) induction given lead location and stimulation protocol. First, the random-walk algorithm is used to interactively segment the heart ventricles from delayed-enhancement magnetic resonance images (DE-MRI). Scar and border zone are visually delineated using image thresholding. Then, a detailed anatomical model is generated, comprising fiber architecture and spatial distribution of action potential duration. That information is rasterized to a Cartesian grid, and the cardiac potentials are computed. The framework is illustrated on one swine data, for which two different pacing protocols at four different sites were tested. Each of the protocols were then virtually tested by computing seven seconds of heart beat. Model predictions in terms of VT induction were compared with what was observed in the animal. Our parallel implementation on graphics processing units required a total computation time of about two minutes at an isotropic grid resolution of 0.8 mm (21s at a resolution of 1.5 mm), thus enabling interactive VT testing.

From Medical Images to Fast Computational Models of Heart Electromechanics: an Integrated Framework towards Clinical Use


With the recent advancements in computational power, realistic modeling of heart function within a clinical environment has come into reach. Yet, current modeling frameworks either lack overall completeness or computational performance, and their integration with clinical imaging and data is still tedious. In this paper, we propose an integrated framework to model heart anatomy, electrophysiology, biomechanics and hemodynamics from clinical and imaging data, which is fast enough to be embedded in clinical setting. More precisely, we introduce an efficient GPU implementation of the orthotropic Holzapfel-Ogden model of myocardium tissue and couple it with a near real-time cardiac electrophysiology model, efficient lumped models of cardiac hemodynamics and data-driven techniques for cardiac anatomy estimation. Benchmark experiments conducted on patient data showed that the computation of a whole-heart cycle with a mesh resolution of 64k elements is possible in about one minute on a standard desktop machine (Intel Xeon 2.4GHz, NVIDIA GeForce GTX 580). Our experiments demonstrate that our approach is able to compute electrophysiology up to $21 \times$ faster and biomechanics up to $22 \times$ faster than prior CPU-based approaches. This speed-up breaks ground towards clinical therapy planning.

Fast Data-driven Calibration of a Cardiac Electrophysiology Model from Images and ECG


Recent advances in computational electrophysiology (EP) models make them attractive for clinical use. We propose a novel data-driven approach to calibrate an EP model from standard 12-lead electrocardiograms (ECG), which are in contrast to invasive or dense body surface measurements widely available in clinical routine. With focus on cardiac depolarization, we first propose an efficient forward model of ECG by coupling a mono-domain, Lattice-Boltzmann model of cardiac EP to a boundary element formulation of body surface potentials. We then estimate a polynomial regression to predict myocardium, left ventricle and right ventricle endocardium electrical diffusion from QRS duration and ECG electrical axis. Training was performed on 4,200 ECG simulations, calculated in \( \approx 3 \text{s} \) each, using different diffusion parameters on 13 patient geometries. This allowed quantifying diffusion uncertainty for given ECG parameters due to the ill-posed nature of the ECG problem. We show that our method is able to predict myocardium diffusion within the uncertainty range, yielding a prediction error of less than 5 ms for QRS duration and 2° for electrical axis. Prediction results compared favorably with those obtained with a standard optimization procedure, while being 60 times faster. Our data-driven model can thus constitute an efficient preliminary step prior to more refined EP personalization.

Towards Real-Time Cardiac Electrophysiology Computations Using GP-GPU Lattice-Boltzmann Method

B. Georgescu, S. Rapaka, T. Mansi, O. Zettinig, A. Kamen, and D. Comaniciu

With recent advances in numerical methods and experimental validation, cardiac electrophysiology models can become surrogate tools for improved diagnostics and therapy planning. However, day-to-day clinical applications require models that are accurate and detailed enough to capture the main pathological patterns, but at the same time fast, with near real-time computation time. In particular, the models should be computed in a reasonable amount of time to enable personalization and on-line therapy guidance. Towards this goal, we present in this manuscript a novel algorithm adapted to graphics processing units (GPU) that enables near real-time cardiac electrophysiology computation with state-of-the-art cellular models. Our method relies on LBM-EP, a Lattice-Boltzmann method, which is naturally scalable to massively parallel architectures. Tested on a synthetic case and on a patient geometry, our experiments demonstrate the high scalability of the algorithm, reaching $10\times$ speed up with respect to the CPU implementation of the algorithm.

MICCAI Workshop on High Performance Computing for Biomedical Image Analysis–HPC-MICCAI, 2013. [76]
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