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Brownian motions with one-sided collisions:
the stationary case
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Abstract

We consider an infinite system of Brownian motions which interact through a given
Brownian motion being reflected from its left neighbor. Earlier we studied this system
for deterministic periodic initial configurations. In this contribution we consider initial
configurations distributed according to a Poisson point process with constant intensity,
which makes the process space-time stationary. We prove convergence to the Airy
process for stationary the case. As a byproduct we obtain a novel representation of
the finite-dimensional distributions of this process. Our method differs from the one
used for the TASEP and the KPZ equation by removing the properly scaled initial step
only after the limit t → ∞. This leads to a new universal cross-over process.
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1 Introduction

We will study an infinite system of interacting Brownian motions with xn(t) ∈ R, n ∈ Z,
denoting the position of the n-th Brownian particle on the real line at time t. Initially
the positions are ordered as xn(0) ≤ xn+1(0), with the convention that x0(0) ≤ 0 < x1(0).
As indicated in the title, particle n + 1 interacts through a steep, narrowly supported
potential with its left neighbor, n, only. In the limit of zero support, the singular limit
studied in our contribution, this interaction amounts to Brownian motion n + 1 being
reflected from Brownian motion n. A mathematical definition will be given below. Under
this dynamics the order is preserved,

xn(t) ≤ xn+1(t) (1.1)

for all times t ≥ 0. In previous work we investigate the case of initial conditions with
equal spacing, xn(0) = n [16]. Another natural initial condition is such to have the
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Brownian motions with one-sided collisions: the stationary case

process space-time stationary, which is accomplished by assuming that {xn(0), n ∈ Z} is
a Poisson point process with uniform intensity which, without loss of generality, can be
taken as 1. Then {xn(t), n ∈ Z} is again an intensity 1 Poisson point process.

Our interest are the fluctuations of xn(t) for large t and n. To understand their
properties one first has to find out how an initially small perturbation close to the origin
propagates in time. This path is known as characteristic. In our model, because of the
one-sided collisions, the characteristic turns out to be a straight line with velocity 1. If
n = bϑtc, b·c denoting integer part, then for ϑ 6= 1 only the randomness of the initial
conditions plays a role and the fluctuations of xn(t) will be Gaussian asymptotically on
the t1/2 scale. However close to the characteristic, i.e., n = bt + rt2/3c with r = O(1),
one observes non-Gaussian fluctuations in the t1/3 scale, the properties of which will
be analysed in great detail in this contribution. With our methods we can handle the
stochastic process in r at fixed t. Two-time properties along the characteristic are known
to be difficult. For example, a long-standing problem is to obtain the joint distribution
of xbtc(t), xb2tc(2t) for large t. At the time of writing Johansson reports on asymptotic
results for the model studied in this paper [24].

Our results are closely linked to the one-dimensional Kardar-Parisi-Zhang (KPZ)
equation [25] with stationary initial data. KPZ is a stochastic PDE for a height function
h(x, t) ∈ R and reads

∂th = 1
2 (∂xh)2 + 1

2∂
2
xh+W (1.2)

with W space-time white noise. As written the equation is only formal, but a precise
mathematical meaning has been given [1, 19]. As random initial data h(x, 0) we choose
the statistics of two-sided Brownian motion with constant drift b. The dynamics is
stationary in the sense that x 7→ h(x, t)− h(0, t) is again two-sided Brownian motion with
drift b [17]. Very recently, Borodin et al. [8] succeeded in writing down reasonably concise
formulas for the distribution of h(x, t), confirming the prior replica computation [21].
Through an intricate asymptotic analysis they establish (Theorem 2.17 of [8]) that in
distribution, for fixed r,

lim
t→∞

t−1/3
(
h(−2bt+ 2rt2/3, 2t) + ( 1

12 + b2)t− 2brt2/3
)

= Astat(r) , (1.3)

where Astat denotes the Airy process corresponding to stationary initial data. In spirit
one should think of xn(t) as h(x, t) with x being a continuum version of the discrete
particle label n. More precisely, as one of our results we will establish in Theorem 2.2
that

lim
t→∞

t−1/3
(
xbt+2rt2/3c(t)− 2t− 2rt2/3

)
= Astat(r), (1.4)

which is the immediate analogue of (1.3). In fact, convergence is proved in the sense of
finite-dimensional distribution, not only for the one-point distribution.

Similar results have been obtained earlier for the stationary PNG model [29] and for
the stationary TASEP [15]. For the latter, the full stochastic process in r has been worked
out [4]. The expression we obtain for the joint distributions of Astat, see Definition 2.1,
is new and differs from the one in [4].

For several reasons we believe that it is of interest to add a third model to the list of
KPZ type models with stationary initial conditions. Obviously, the universality hypothesis
is further strengthened. More importantly our model provides a bridge to diffusion
processes with one-sided interaction as discussed in [32]. Besides we also have to
develop a method different from the previous ones. As in the case of PNG and TASEP,
one cannot study the stationary initial conditions directly. One has to start from a step,
in our case meaning that to the right of 0 the Poisson point process has density 1, while
to the left it has density ρ, ρ < 1. Surprisingly, as for PNG and TASEP, by a Burke type
theorem the left-half system can be replaced by a boundary condition for x0(t) and, in
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fact, only the right-half system with labels {n ≥ 0} has to be considered. For PNG and
TASEP the limit ρ → 1 has been accomplished for fixed t, while here we first take the
limit t → ∞ at step size 1 − ρ = t−1/3δ. This leads us to a novel transition process,
see Theorem 2.6. Through a careful analytic continuation the stationary case Astat is
reached in the limit δ → 0, while in the limit δ →∞ one obtains the crossover process
ABM→2 interpolating between Brownian motion and the Airy2 process.

2 Main results

To state our result we introduce the rescaled process

r 7→ Xt(r) = t−1/3
(
xbt+2rt2/3c(t)− 2t− 2rt2/3

)
(2.1)

and define the limit process r 7→ Astat(r).

Definition 2.1 (Airystat process). Let Ps be the projection operator on [s,∞) and P̄s = 1− Ps
the one on (−∞, s). Set

Vr1,r2(s1, s2) =
e
− (s2−s1)2

4(r2−r1)√
4π(r2 − r1)

, (2.2)

and define
P = 1− P̄s1Vr1,r2 P̄s2 · · ·Vrm−1,rm P̄smVrm,r1 , (2.3)

as well as an operator K with integral kernel

K(s1, s2) = er1(s2−s1)

∫ ∞
0

dxAi(r2
1 + s1 + x)Ai(r2

1 + s2 + x). (2.4)

Further, define the functions

R = s1 + e
2
3 r

3
1

∫ ∞
s1

dx

∫ ∞
x

dyAi(r2
1 + y)er1y,

f∗(s) = −e− 2
3 r

3
1

∫ ∞
s

dxAi(r2
1 + x)e−r1x,

g(s) = 1− e 2
3 r

3
1

∫ ∞
s

dxAi(r2
1 + x)er1x.

(2.5)

With these definitions, set

Gm(~r,~s) = R−
〈
(1− PK)−1 (Pf∗ + PKPs11 + (P − Ps1)1) , g

〉
, (2.6)

where 〈·, ·〉 denotes the inner product on L2(R). Then, the Airystat process, Astat, is the
process with m-point joint distributions at r1 < r2 < · · · < rm given by

P

( m⋂
k=1

{Astat(rk) ≤ sk}
)

=

m∑
i=1

d

dsi

(
Gm(~r,~s) det (1− PK)L2(R)

)
. (2.7)

We can now state our main result.

Theorem 2.2. In the sense of finite-dimensional distributions,

lim
t→∞

Xt(r)
d
= Astat(r). (2.8)

Remark 2.3. The joint distributions of the Airystat process were first obtained in [4],
see Definition 1.1 and Theorem 1.2 therein. In Definition 2.1 we state an alternative
formula for the joint distributions of the Airystat process. The main difference between
the two formulas is that in [4] the joint distributions are given in terms of a Fredholm
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determinant on L2({1, . . . ,m} × R), while here we have a Fredholm determinant on
L2(R). A similar twist was already visible in [28] and has been generalized in [9]. This
new representation is more adapted to answer to questions like the Brownian increments
of the Airystat process, see Section 8.

Since {xn(t), n ∈ Z} is a Poisson point process, the process Xt(r)−Xt(0) is a scaled
Poisson jump process up to a linear part and

lim
t→∞

(
Xt(r)−Xt(0)

) d
= B(2r) . (2.9)

Hence the limit process Astat(r) − Astat(0) must also have the statistics of two-sided
Brownian motion, a property which is not so easily inferred from our formulas in
Definition 2.1. But we will provide a direct proof of this fact in Section 8. Note that Xt(0)

and B(2r) are not independent.
As already familiar from other models in the KPZ universality class [4, 8, 15, 20], the

proof of Theorem 2.2 proceeds via a sequence of approximating initial conditions. Firstly
we consider the case where x0(0) = 0 and assume that the particles on R+ is a Poisson
process with intensity λ > 0 and on R− is a Poisson process with intensity ρ > 0. In other
words, xn(0) = ζn, n ∈ Z, with

ζ0 = 0,

ζn − ζn−1 ∼ exp(λ), for n > 0,

ζn − ζn−1 ∼ exp(ρ), for n ≤ 0.

(2.10)

As explained in Lemma 7.1, setting ζ0 = 0 will induce a difference of order one as
compared to the case considered in Theorem 2.2. In the scaling limits such differences
are irrelevant. Thus it is enough to prove Theorem 2.2 for the initial conditions (2.10)
with λ = 1 = ρ. In the sequel xn(t) always refers to the initial conditions (2.10), in
such a way that the choice of the parameters λ, ρ can be inferred from the context. We
obtain the fixed time multi-point distributions of the system {xn(t), n ∈ N0} in terms of a
Fredholm determinant in the case λ > ρ. The restriction to non-negative integers comes
from Burke’s theorem by which the particles with n < 0 can be replaced by choosing
x0(t) as a Brownian motion with drift ρ.

Proposition 2.4. Let λ > ρ > 0. For any finite subset S of N0, it holds

P

( ⋂
n∈S
{xn(t) ≤ an}

)
=

(
1 +

1

λ− ρ
∑
k∈S

d

dak

)
det(1− χaKχa)L2(S×R), (2.11)

where χa(n, ξ) = 1(ξ > an). The kernel K is given by

K(n1, ξ1;n2, ξ2) = −φn1,n2(ξ1, ξ2)1(n2>n1) + K̃(n1, ξ1;n2, ξ2)

+ (λ− ρ)f (n1, ξ1)g(n2, ξ2).
(2.12)

where
φ0,n2

(ξ1, ξ2) = ρ−n2eρξ2 , for n2 ≥ 0,

φn1,n2
(ξ1, ξ2) =

(ξ2 − ξ1)n2−n1−1

(n2 − n1 − 1)!
1ξ1≤ξ2 , for 1 ≤ n1 < n2,

(2.13)

and

K̃(n1, ξ1;n2, ξ2) =
1

(2πi)2

∫
iR−ε

dw

∮
Γ0

dz
etw

2/2+ξ1w

etz2/2+ξ2z

(−w)n1

(−z)n2

1

w − z ,

f (n1, ξ1) =
1

2πi

∫
iR−ε

dw
etw

2/2+ξ1w(−w)n1

w + λ
,

g(n2, ξ2) =
1

2πi

∮
Γ0,−ρ

dz
e−tz

2/2−ξ2z(−z)−n2

z + ρ
,

(2.14)
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for any fixed 0 < ε < λ.
Notice that this result holds for λ > ρ only and not for the most interesting case λ = ρ.

The latter can be accessed through a careful analytic continuation of the formulas. One
of the novelties of this paper is to perform the analytic continuation after the scaling limit.
This allows us to discover a new process, called finite-step Airystat process, describing
the large time limit close to stationarity (actually, one still needs to take care of the
random shift of x0(0), which is however irrelevant as it goes to zero after scaling in
the large time limit). As before, this process is defined through its finite-dimensional
distributions.

Definition 2.5 (Finite-step Airystat process). The finite-step Airystat process with param-
eter δ > 0, A(δ)

stat, is the process with m-point joint distributions at r1 < r2 < · · · < rm
given by

P

( m⋂
k=1

{A(δ)
stat(rk) ≤ sk}

)
=

(
1 +

1

δ

m∑
i=1

d

dsi

)
det
(
1− χsKδχs

)
L2({r1,...,rm}×R)

, (2.15)

where χs(rk, x) = 1(x > sk) and the kernel Kδ is defined by

Kδ(r1, s1; r2, s2) = −Vr1,r2(s1, s2)1(r1<r2) +Kr1,r2(s1, s2) + δfr1(s1)gr2(s2). (2.16)

Here, Vr1,r2 is defined as in (2.2), and

Kr1,r2(s1, s2) =
e

2
3 r

3
2+r2s2

e
2
3 r

3
1+r1s1

∫ ∞
0

dx e−x(r1−r2)Ai(r2
1 + s1 + x)Ai(r2

2 + s2 + x)

fr1(s1) = 1− e− 2
3 r

3
1−r1s1

∫ ∞
0

dxAi(r2
1 + s1 + x)e−r1x

gr2(s2) = eδ
3/3+r2δ

2−s2δ − e 2
3 r

3
2+r2s2

∫ ∞
0

dxAi(r2
2 + s2 + x)e(δ+r2)x.

(2.17)

As mentioned, we will take the limit to stationarity after the long time limit. However,
in general, the limits t → ∞ and λ − ρ ↓ 0 do not commute. Therefore we have to
consider λ − ρ > 0 (to be able to apply Proposition 2.4), but vanishing with a tuned
scaling exponent as t→∞, a critical scaling. We set λ− ρ = δt−1/3 for δ > 0. As will be
proven with this choice the limit t→∞ commutes with δ ↓ 0. Such considerations lead
naturally to defining the rescaled process as

r 7→ X
(δ)
t (r) = t−1/3

(
x

(1−t−1/3δ)

bt+2rt2/3c (t)− 2t− 2rt2/3
)
, (2.18)

where the superscript of x indicates λ = 1 and ρ = 1− t−1/3δ.
Our second main result identifies the joint distributions of the rescaled process in the

long time limit.

Theorem 2.6. For every δ > 0, the rescaled process (2.18) converges to the finite-step
Airystat process

lim
t→∞

X
(δ)
t (r)

d
= A(δ)

stat(r), (2.19)

in the sense of finite-dimensional distributions.
By varying δ from 0 to ∞, the finite-step Airystat process interpolates between the

Airystat and the process denoted by ABM→2. The latter is a process interpolating between
Brownian motion and the Airy2 process and it can be found in Definition 21 of [12] (setting
M = 1) or in Theorem 3.1 of [20]. More precisely (using the convention of [12]) we have

lim
δ→∞

A(δ)
stat(r) = ABM→2(−r)− r2. (2.20)
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This can be seen as follows. Using the representation of gr2(s2) in (5.5) we obtain that

lim
δ→∞

δ · gr2(s2) =
−1

2πi

∫ e−πi/3∞

eπi/3∞
dZeZ

3/3+r2Z
2−s2Z = e

2
3 r

3
2+r2s2Ai(r2

2 + s2). (2.21)

Further, using the identity 1
Z−W + 1

W = Z
W

1
Z−W one gets an integral representation of

the kernel of the form (5.27) of [12] with M = 1. More precisely,

lim
δ→∞

Kδ(r1, s1; r2, s2) = KABM→2
(−r2, s2 + r2

2, ;−r1, s1 + r2
1), (2.22)

Finally, taking δ → ∞ in (2.15) implies that all the terms with the derivatives vanish,
giving (2.20).

3 Semi-infinite initial conditions

3.1 Well-definiteness

Consider the initial conditions stated in (2.10). First we show that the system
with infinitely many particles is well-defined. For that purpose we use the Skorokhod
representation [31, 2] to define the reflected Brownian motions. This representation
is the following: the process x(t), driven by the Brownian motion B(t), starting from
x(0) ∈ R and being reflected at some continuous function f(t) with f(0) < x(0) is defined
as:

x(t) = x(0) +B(t)−min
{

0, inf
0≤s≤t

(x(0) +B(s)− f(s))
}

= max
{
x(0) +B(t), sup

0≤s≤t
(f(s) +B(t)−B(s))

}
.

(3.1)

Let Bn, n ∈ Z, be independent standard Brownian motions starting at 0 and define
the random variables

Yk,n(t) = sup
0≤sk+1≤...≤sm≤t

n∑
i=k

(Bi(si+1)−Bi(si)) (3.2)

with the convention sk = 0 and sn+1 = t. We will define the system {xn(t), n ∈ Z} as the

limit of half-infinite systems {x(M)
n (t), n ≥ −M} as M →∞, where

x(M)
n (t) = max

k∈[−M,n]
{Yk,n(t) + ζk}, n ≥ −M. (3.3)

Notice that these processes indeed satisfy the Skorokhod equation,

x(M)
n (t) = max

{
ζn +Bn(t), sup

0≤s≤t
(x

(M)
n−1(s) +Bn(t)−Bn(s))

}
, (3.4)

for n > −M , while the leftmost process is simply

x
(M)
−M (t) = ζ−M +B−M (t). (3.5)

Thus as desired x(M)
n (t) is a Brownian motion starting from ζn and reflected off by x(M)

n−1

for n > −M . The representation (3.3) can be sees as a zero-temperature case of the
O’Connell-Yor semi-discrete directed polymer [27] with appropriate boundary conditions
(see discussion at the end of this section).

Next we show strong converge of the system {x(M)
n (t), n ≥ −M} to the processes we

are studying.
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Proposition 3.1. Let us define

xn(t) = max
k≤n
{Yk,n(t) + ζk}. (3.6)

Then, for any T > 0,
lim
M→∞

sup
t∈[0,T ]

|x(M)
n (t)− xn(t)| = 0, a.s. (3.7)

as well as
sup
t∈[0,T ]

|xn(t)| <∞, a.s.. (3.8)

For the proof of this proposition we first need the following concentration inequality,
which is Proposition 2.1 of [26]:

Proposition 3.2. For each T > 0 there exists a constant C > 0 such that for all k < m,
δ > 0,

P

(
Yk,m(T )

2
√

(m− k + 1)T
≥ 1 + δ

)
≤ Ce−(m−k+1)δ3/2/C . (3.9)

Proof of Proposition 3.1. Let us define an auxiliary system of processes, which we will
use later in proving the Burke property, by

x̃
(M)
−M (t) = ζ−M +B−M (t) + ρt, (3.10)

and
x̃(M)
n (t) = max

{
ζn +Bn(t), sup

0≤s≤t
(x̃

(M)
n−1(s) +Bn(t)−Bn(s))

}
(3.11)

for n > −M . This system differs from x
(M)
n (t) just in the drift of the leftmost particle,

which of course influences all other particles as well (the choice of the extra drift is
because the system with infinite many particles in R− generates a drift ρ). This system
of particles satisfies

x̃(M)
n (t) = max

{
Ỹ−M,n(t) + ζ−M , max

k∈[−M+1,n]
{Yk,n(t) + ζk}

}
, (3.12)

with

Ỹk,n(t) = sup
0≤sk+1≤...≤sm≤t

(
ρsk+1 +

n∑
i=k

(Bi(si+1)−Bi(si))
)
. (3.13)

Also, we have the inequalities

Yk,n(t) ≤ Ỹk,n(t) ≤ Yk,n(t) + ρt. (3.14)

Consider the event

AM := {Y−M,n(T ) + ζ−M + ρT ≥ −M/2} ∪ {Yn,n(T ) + ζn ≤ −M/2}. (3.15)

We can deduce exponential decay of P(AM ) in M from combining the exponential tails of
Yn,n and ζn with Proposition 3.2, using δ = 1 and elementary inequalities. In particular∑∞
M=1P(AM ) < ∞, so by Borel-Cantelli, AM occurs only finitely many times almost

surely. This means, that a.s. there exists a MT , such that for all M ≥MT :

Y−M,n(T ) + ζ−M + ρT < −M/2 and Yn,n(T ) + ζn > −M/2. (3.16)

Consequently, Y−M,n(T ) + ζ−M < Yn,n(T ) + ζn for all M ≥MT and therefore

xn(T ) = x(MT )
n (T ). (3.17)
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Moreover, applying (3.14), gives

Y−M,n(t) + ζ−M ≤ Ỹ−M,n(t) + ζ−M < Yn,n(T ) + ζn, (3.18)

resulting in
x̃(MT )
n (T ) = x(MT )

m (T ). (3.19)

Repeating the same argument, we see that for every t ∈ [0, T ] there exists Mt such

that xn(t) = x
(Mt)
n (t) = x̃

(Mt)
n (t). Applying Lemma 3.3 then gives xn(t) = x

(MT )
n (t) = x̃

(MT )
n (t)

for every t ∈ [0, T ]. This settles the convergence.

To see (3.8), which is equivalent to supt∈[0,T ] |x(MT )
m (t)| <∞, we apply the bound

|Yk,n(t)| ≤
n∑
i=k

(
sup

0≤s≤t
Bi(s)− inf

0≤s≤t
Bi(s)

)
<∞. (3.20)

Lemma 3.3. Consider 0 ≤ t1 ≤ t2 and m, Mt1 , Mt2 such that

xm(ti) = x
(Mti

)
m (ti) = x̃

(Mti
)

m (ti), for i = 1, 2. (3.21)

Then
xm(t1) = x

(Mt2 )
m (t1) = x̃

(Mt2 )
m (t1). (3.22)

Proof. This is a straightforward generalization of Lemma 3.2 [16].

3.2 Burke’s property

We establish a useful property which will allow us to study our system of interacting
Brownian motions through a system with a left-most Brownian particle.

Proposition 3.4. For each n ≤ 0, the process

xn(t)− ζn − ρt (3.23)

is a standard Brownian motion.

Remark 3.5. Proposition 3.4 allows us to restrict our attention to the half-infinite
system. In fact, conditioned on the path of x0, the systems of particles {xn(t), n < 0}
and {xn(t), n > 0} are independent, as it is clear by the definition of the system. Then
(3.23) implies that the law of {xn(t), n > 0} is the same as the one obtained replacing
the infinitely many particles {xm(t),m ≤ 0} with a single Brownian motion x0(t) which
has a drift ρ. This property will be used to derive our starting result, Proposition 2.4.

Proof of Proposition 3.4. First notice that

x̃
(M)
−M (t)− ζ−M − ρt, (3.24)

is a Brownian motion. Now assume x̃(M)
n−1(t)−ζn−1−ρt is a Brownian motion. By definition,

x̃(M)
n (t)− ζn−1 = max

{
ζn− ζn−1 +Bn(t), sup

0≤s≤t
(x̃

(M)
n−1(s)− ζn−1 +Bn(t)−Bn(s))

}
, (3.25)

which allows us to apply Proposition 3.6, i.e., we have that

x̃(M)
n (t)− ζn−1 − (ζn − ζn−1)− ρt = x̃(M)

n (t)− ζn − ρt (3.26)

is a Brownian motion. Since x̃(MT )
n (t) = xn(t) the proof is completed.
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Brownian motions with one-sided collisions: the stationary case

It is clear, that in the case λ = ρ the process (3.23) is a Brownian motion for n > 0, too,
i.e., the system is stationary in n. We also have stationarity in t, in the sense that for each
t ≥ 0 the random variables {xn(t)− xn−1(t), n ∈ Z} are independent and distributed
exponentially with parameter ρ. The following result is a small modification of Theorem
2 in [27].

Proposition 3.6 (Burke’s theorem for Brownian motions). Fix ρ > 0 and let B(t), C(t) be
standard Brownian motions, as well as ζ ∼ exp(ρ), independent. Define the process

D(t) = max
{
ζ + C(t), sup

0≤s≤t
(B(s) + ρs+ C(t)− C(s))

}
. (3.27)

Then
D(t)− ζ − ρt (3.28)

is distributed as a standard Brownian motion.

Proof. Extend the processes B(t), C(t) to two-sided Brownian motions indexed by R.
Defining

q(t) = sup
−∞<s≤t

{B(t)−B(s) + C(t)− C(s)− ρ(t− s)} (3.29)

and
d(t) = B(t) + q(0)− q(t), (3.30)

we can apply Theorem 2 [27], i.e., d(t) is a Brownian motion. Now,

q(0) = sup
s≤0
{−B(s)− C(s) + ρs} d

= sup
s≥0
{
√

2B(s)− ρs} d
= sup

s≥0

{
B(s)− ρ

2
s
}
, (3.31)

so by Lemma 3.7 it has exponential distribution with parameter ρ. As it is independent
of the processes {B(t), C(t), t ≥ 0} we can write q(0) = ζ. Dividing the supremum into
s < 0 and s ≥ 0 we arrive at:

−d(t) = q(t)−B(t)− q(0)

= max
{
C(t)− ρt, sup

0≤s≤t
{−B(s) + C(t)− C(s)− ρ(t− s)} − ζ

}
,

(3.32)

which is (3.28) up to a sign flip of B(s).

Lemma 3.7. Fix ρ > 0 and let B(t) be a standard Brownian motion. Then

sup
s≥0

(B(s)− ρs) ∼ exp(2ρ). (3.33)

Proof. The random variable
sup

0≤s≤t
(B(s)− ρs) (3.34)

is distributed as a Brownian motion with drift −ρ started at zero and being reflected
(upwards) at zero, at time t. As t→∞, this converges to the stationary distribution of
this process, which is the exponential distribution with parameter 2ρ.

From a stochastic analysis point of view, the system {xn(t), n ≥ 0} satisfies

xn(t) = ζn +Bn(t) + Ln(t), for n ≥ 1,

x0(t) = B̃0(t) + ρt.
(3.35)

Here Ln, n ≥ 2, are continuous non-decreasing processes increasing only when xn(t) =

xn−1(t). In fact, Ln is twice the semimartingale local time at zero of xn − xn−1. Notice
that B̃0(t) is a standard Brownian motion independent of {ζn, Bn(t), n ≥ 1}, but not equal
to B0(t).
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Brownian motions with one-sided collisions: the stationary case

3.3 Last passage percolation interpretation

One can also view the system {xn(t), n ≥ 0} as a model for last passage percolation
(or zero-temperature semi-discrete directed polymer). We assign random background
weights on the set {R+ ×N0} in the following way:

• White noises dBn on the lines R+ × {n} for n ≥ 1,

• White noise dB̃0 plus a Lebesgue measure of density ρ on the line R+ × {0}, and

• Dirac measures of magnitude ζn − ζn−1 on (0, n) for n ≥ 1.

0

1

2

3

4

s0 s1 s2 s3 t

Figure 1: A path π ∈ Π(0, 0; t, 4) (thick black) and the random background noise (grey).

An up-right path in {R+×N0} is characterized by its jumping points si and it consists
of line segments [sn−1, sn] × {n}, see Figure 1. The set of up-right paths can then be
parameterized by

Π(t1, n1; t2, n2) =
{
~s ∈ Rn2−n1+2|t1 = sn1−1 ≤ sn1

≤ · · · ≤ sn2
= t2

}
. (3.36)

The percolation time or weight of a path ~π ∈ Π is the integral over the background
weights along the path. Explicitly, we have:

w(~π) = B̃0(s0) + ρs0 +

n2∑
i=1

(
(ζi − ζi−1)1si−1=0 +Bi(si)−Bi(si−1)

)
(3.37)

for n1 = 0, and for n1 > 0,

w(~π) =

n2∑
i=n1

(
(ζi − ζi−1)1si−1=0 +Bi(si)−Bi(si−1)

)
. (3.38)

The last passage percolation time is given by the supremum over all paths:

L(t1,n1)→(t2,n2) := sup
~π∈Π(t1,n1;t2,n2)

w(~π). (3.39)

The supremum is almost surely attained by a unique path ~π∗, called the maximizer. It
exists because the supremum can be rewritten as a composition of a finite maximum
and a supremum of a continuous function over a compact set. Uniqueness follows from
elementary properties of the Brownian measure. Most importantly, from the definition,
we have

xn(t) = L(0,0)→(t,n). (3.40)

We will use this interpretation in Section 7, however, it also gives some connections
to different works. Our model can be seen as the semi-continuous limit of a more widely
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studied discrete last passage percolation model (see for example [22, 23]). Moreover,
our last passage percolation model is the zero temperature limit of a directed polymer
model, which has been studied thoroughly in the recent past [30, 8].

For later use we also define a version without boundary weights:

Lstep
(0,1)→(t,n) := sup

~π∈Π(0,1;t,n)

n∑
i=1

(Bi(si)−Bi(si−1)) . (3.41)

4 Determinantal structure - Proof of Proposition 2.4

In order to prove Proposition 2.4 we first start by considering the transition probability
for a finite number of reflecting Brownian motions with drifts and arbitrary initial
positions (Proposition 4.1). Then we will set the drift of the first Brownian motion to ρ,
see Remark 3.5, and we will randomize the initial positions (Proposition 4.4).

4.1 Transition density for fixed initial positions

Proposition 4.1 generalizes Proposition 4.1 [16], which has been first shown in [34],
to the case of non-zero drifts.

Proposition 4.1. The transition probability density of N one-sided reflected Brownian
motions with drift ~µ from ~x(0) = ~ζ ∈ WN to ~x(t) = ~ξ ∈WN at time t has a continuous
version, which is given as follows.

P

(
~x(t) ∈ d~ξ|~x(0) = ~ζ

)
= rt(~ζ, ~ξ)d~ξ, (4.1)

where

rt(~ζ, ~ξ) =

( N∏
n=1

eµn(ξn−ζn)−tµ2
n/2

)
det

1≤k,l≤N
[Fk,l(ξN+1−l − ζN+1−k, t)], (4.2)

and

Fk,l(ξ, t) =
1

2πi

∫
iR+µ

dw etw
2/2+ξw

∏k−1
i=1 (w + µN+1−i)∏l−1
i=1(w + µN+1−i)

, (4.3)

with µ > −min{µ1, . . . , µN}.

Proof. We follow the proof of Proposition 8 in [34]. The strategy is to show that the
transition density satisfies three equations, the backwards equation, boundary condition
and initial condition, the latter one being contained in Lemma 4.2. These equations are
then used for Itô’s formula to prove that it indeed is the transition density.

We start with the backwards equation and boundary condition:

∂rt
∂t

=

N∑
n=1

(
1

2

∂2

∂ζ2
n

+ µn
∂

∂ζn

)
rt. (4.4)

∂rt
∂ζi

= 0, whenever ζi = ζi−1, 2 ≤ i ≤ N (4.5)

To see (4.5), move the prefactor e−µiζi inside the integral in the (N + 1− i)-th row of
the determinant and notice that the differential operator transforms Fk,l into −Fk+1,l.
Consequently, ζi = ζi−1 implies the (N + 1− i)-th being the negative of the (N + 2− i)-th
row. (4.4) can be obtained by the computation

∂rt
∂t

=
1

2

N∑
n=1

(
−µ2

n + e−µnζn
∂2

∂ζ2
n

eµnζn
)
rt. (4.6)
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Let f : WN → R be a C∞ function, whose support is compact and has a distance of
at least some ε > 0 to the boundary of WN . Define a function F : (0,∞)×WN → R as

F (t, ~ζ ) =

∫
WN

rt(~ζ, ~ξ)f(~ξ) d~ξ. (4.7)

The previous identities (4.5) and (4.4) carry over to the function F in the form of:

∂F

∂ζi
= 0, for ζi = ζi−1, 2 ≤ i ≤ N (4.8)

∂F

∂t
=

N∑
n=1

(
1

2

∂2

∂ζ2
n

+ µn
∂

∂ζn

)
F. (4.9)

Our processes satisfy xn(t) = ζn + µnt + Bn(t) + Ln(t), where Bn are independent
Brownian motions, L1 ≡ 0 and Ln, n ≥ 2, are continuous non-decreasing processes
increasing only when xn(t) = xn−1(t). In fact, Ln is twice the semimartingale local time
at zero of xn − xn−1. Now fix some ε > 0, T > 0, define a process F (T + ε− t, ~x(t)) for
t ∈ [0, T ] and apply Itô’s formula:

F (T + ε− t, ~x(t)) = F (T + ε, ~x(0)) +

∫ t

0

− ∂

∂s
F (T + ε− s, ~x(s)) ds

+

N∑
n=1

∫ t

0

∂

∂ζn
F (T + ε− s, ~x(s)) dxn(s)

+
1

2

N∑
m,n=1

∫ t

0

∂2

∂ζm∂ζn
F (T + ε− s, ~x(s)) d 〈xm(s), xn(s)〉 .

(4.10)

From the definition it follows that dxn(t) = µndt+ dBn(t) + dLn(t) and

d 〈xm(t), xn(t)〉 = d 〈Bm(t), Bn(t)〉 = δm,ndt, (4.11)

because continuous functions of finite variation do not contribute to the quadratic
variation. Inserting the differentials, by (4.9) the integrals with respect to ds integrals
cancel, which results in:

(4.10) = F (T + ε, ~x(0)) +

N∑
n=1

∫ t

0

∂

∂ζn
F (T + ε− s, ~x(s)) dBn(s)

+

N∑
n=1

∫ t

0

∂

∂ζn
F (T + ε− s, ~x(s)) dLn(s).

(4.12)

Since the measure dLn(t) is supported on {xn(t) = xn−1(t)}, where the spatial derivative
of F is zero (see (4.8)), the last term vanishes, too. So F (T + ε− t, ~x(t)) is a local
martingale and, being bounded, even a true martingale. In particular its expectation is
constant, i.e.:

F (T + ε, ~ζ ) = E [F (T + ε, ~x(0))] = E [F (ε, ~x(T ))] . (4.13)

Applying Lemma 4.2 we can take the limit ε→ 0, leading to

F (T, ~ζ ) = E [f (~x(T ))] . (4.14)

Because of the assumptions we made on f it is still possible that the distribution of ~x(T )

has positive measure on the boundary. We thus have to show that rt(~ζ, ~ξ) is normalized
over the interiour of the Weyl chamber:
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Brownian motions with one-sided collisions: the stationary case

Start by integrating (4.2) over ξN ∈ [ξN−1,∞). Pull the prefactor indexed by n = N

as well as the integration inside the l = 1 column of the determinant. The (k, 1) entry is
then given by:

e−µNζN−tµ
2
N/2

∫ ∞
ξN−1

dξNe
µNξNFk,1(ξN − ζN+1−k, t)

= e−µNζN−tµ
2
N/2eµNxFk,2(x− ζN+1−k, t)

∣∣∣x=∞

x=ξN−1

.

(4.15)

The contribution from x = ξN−1 is a constant multiple of the second column and thus
cancels out. The remaining terms are zero for k ≥ 2, since all these functions Fk,2 have
Gaussian decay. The only non-vanishing term comes from k = 1 and returns exactly 1 by
an elementary residue calculation.

The determinant can thus be reduced to the index set 2 ≤ k, l ≤ N . Successively
carrying out the integrations of the remaining variables in the same way, we arrive at
the claimed normalization. This concludes the proof.

Lemma 4.2. For fixed ~ζ ∈WN , the transition density rt(~ζ, ~ξ) as given by (4.2), satisfies

lim
t→0

∫
WN

rt(~ζ, ~ξ)f(ξ) d~ξ = f(~ζ) (4.16)

for any C∞ function f : WN → R, whose support is compact and has a distance of at
least some ε > 0 to the boundary of WN .

Proof. At first consider the contribution to the determinant in (4.2) coming from the
diagonal. For k = l the products in (4.3) cancel out, so we are left with a simple gaussian
density. This contribution is thus given by the multidimensional heat kernel, which is
well known to converge to the delta distribution. The remaining task is to prove that for
all other permutations the integral vanishes in the limit.

Let σ be such a permutation. Its contribution is∫
RN

d~ξ f(~ξ)

N∏
k=1

Fk,σ(k)(ξN+1−σ(k) − ζN+1−k, t), (4.17)

where we have extended the domain of f to RN , being identically zero outside of WN .
We also omitted the prefactor since it is bounded for ξ in the compact domain of f .

There exist i < j with σ(j) ≤ i < σ(i). Let

W̃1 = {~ξ ∈ RN : ξN+1−σ(i) − ζN+1−i < −ε/2}
W̃2 = {~ξ ∈ RN : ξN+1−σ(j) − ζN+1−j > ε/2}.

(4.18)

It is enough to restrict the area of integration to these two sets, since on the complement
of W̃1 ∪ W̃2, we have

ξN+1−σ(i) ≥ ζN+1−i − ε/2 ≥ ζN+1−j − ε/2 ≥ ξN+1−σ(j) − ε, (4.19)

so we are not inside the support of f .
We start with the contribution coming from W̃1. Notice that by

Fk,l(ξ, t) = e−ξµN+1−l
d

dξ

(
eξµN+1−lFk,l+1(ξ, t)

)
, (4.20)

all functions Fk,l with k > l can be written as iterated derivatives of Fk,k and some
exponential functions. For each k 6= i with k > σ(k) we write Fk,σ(k) in this way and then
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use partial integration to move the exponential factors and derivatives onto f . The result
is∫

W̃1

d~ξ f̃(~ξ)Fi,σ(i)(ξN+1−σ(i) − ζN+1−i, t)
∏
k 6=i

Fk,max{k,σ(k)}(ξN+1−σ(k) − ζN+1−k, t) (4.21)

for a new C∞ function f̃ , which has compact support and is therefore bounded, too. We
can bound the contribution by first integrating the variables ξN+1−σ(k) with k ≥ σ(k),
k 6= i, where we have a gaussian factor Fk,k:

|(4.21)| ≤ sup
~x

∣∣f̃(~x)
∣∣ ∫
W̃ ′1

∣∣Fi,σ(i)(ξN+1−σ(i) − ζN+1−i, t)
∣∣dξN+1−σ(i)∏

k<σ(k),k 6=i

∣∣Fk,σ(k)(ξN+1−σ(k) − ζN+1−k, t)
∣∣dξN+1−σ(k).

(4.22)

W̃ ′1 consists of the yet to be integrated ξ-components that are contained in the set
W̃1 ∩ supp(f̃). In particular, W̃ ′1 is compact, so the functions Fk,σ(k), k 6= i, are bounded
uniformly in t by Lemma 4.3. The remaining integral gives:

|(4.21)| ≤ const

∫ −ε/2
−∞

∣∣Fi,σ(i)(x, t)
∣∣dx, (4.23)

which converges to 0 as t→ 0 by (4.25).
The contribution of W̃2 can be bounded analogously with j playing the role of i. The

final convergence is then given by (4.24).

Lemma 4.3. For each ε > 0 we have

lim
t→0

∫ ∞
ε

|Fk,l(x, t)|dx = 0, 1 ≤ l ≤ k ≤ N, (4.24)

lim
t→0

∫ −ε
−∞
|Fk,l(x, t)|dx = 0, 1 ≤ k, l ≤ N. (4.25)

In addition, for each 1 ≤ k < l ≤ N the function Fk,l(x, t) is bounded uniformly in t on
compact sets.

Proof. Let x < −ε, and choose a µ which is positive. By a transformation of variable we
have

|Fk,l(x, t)| =
∣∣∣∣ 1

2πi

∫
iR+µ

dw etw
2/2+xw

∏k−1
i=1 (w + µN+1−i)∏l−1
i=1(w + µN+1−i)

∣∣∣∣
=

∣∣∣∣ 1

2πi

∫
iR+µ

dv
√
t
l−k−1

ev
2/2+xv/

√
t

∏k−1
i=1 (v +

√
tµN+1−i)∏l−1

i=1(v +
√
tµN+1−i)

∣∣∣∣
≤ (2π)−1

√
t
l−k−1

exµ/
√
t

∫
iR+µ

|dv| eRe(v2/2)g(|v|),

(4.26)

where g(|v|) denotes a bound on the fraction part of the integrand, which grows at most
polynomial in |v|. Convergence of the integral is ensured by the exponential term, so
integrating and taking the limit t→ 0 gives (4.25). To see (4.24), notice that by l ≤ k the
integrand has no poles, so we can shift the contour to the right, such that µ is negative,
and obtain the convergence analogously.

We are left to prove uniform boundedness of Fk,l on compact sets for k < l. For x ≤ 0

we can use (4.26) to get

|Fk,l(x, t)| ≤ (2π)−1

∫
iR+µ

|dv| eRe(v2/2)g(|v|) (4.27)
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for t ≤ 1. In the case x > 0 we shift the contour to negative µ, thus obtaining contribu-
tions from residua as well as from the remaining integral. The latter can be bounded
as before, while the residua are well-behaved functions, which converge uniformly on
compact sets.

4.2 Transition density for random initial positions

To obtain a representation as a signed determinantal point process we have to
introduce a new measure. This measure P+ coincides with P on the sigma algebra
which is generated by ζk+1 − ζk, k ∈ Z, and the driving Brownian motions Bk, k ∈ Z.
But under P+, ζ0 is a random variable with an exponential distribution instead of being
fixed at zero. Formally, P+ = P⊗Pζ0 , with Pζ0 giving rise to ζ0 ∼ exp(λ− ρ), so that
P is the result of conditioning P+ on the event {ζ0 = 0}. This new measure satisfies a
determinantal formula for the joint distribution at a fixed time.

Proposition 4.4. Under the modified initial condition specified by P+, the joint density
of the positions of the reflected Brownian motions {xn(t), 0 ≤ n ≤ N − 1} is given by

P+(~x(t) ∈ d~ξ) = (λ− ρ)λN−1e−tρ
2/2+ρξ0 det

1≤k,l≤N
[F̃k−l(ξN−l, t)] d~ξ (4.28)

with

F̃k(ξ, t) :=
1

2πi

∫
iR+ε

dw
etw

2/2+ξwwk

w + λ
. (4.29)

For the related model, the totally asymmetric simple exclusion process, a formula
similar to the one of Proposition 4.4 also exists [7]. Here we provide a direct proof of it.

Proof of Proposition 4.4. The fixed time distribution can be obtained by integrating the
transition density (4.1) over the initial condition. Denote by p+(~ξ) the probability density
of ~x(t), i.e., P+(~x(t) ∈ d~ξ) = p+(~ξ)d~ξ. p+(~x) equals

∫
WN∩{ζ0>0}

d~ζ eρ(ξ0−ζ0)−tρ2/2(λ− ρ)λN−1eρζ0e−λζN−1 det
1≤k,l≤N

[Fk,l(ξN−l − ζN−k, t)]

=(λ− ρ)λN−1e−tρ
2/2+ρξ0

∫
WN∩{ζ0>0}

d~ζ eλζN−1

× det
1≤k,l≤N

[
1

2πi

∫
iR+µ

dwk e
tw2
k/2eξN−lwke−ζN−kwkwk−lk

]

=(λ− ρ)λN−1e−tρ
2/2+ρξ0

∑
σ∈SN

(−1)|σ|
N∏
k=1

∫
iR+µ

dwk
2πi

etw
2
k/2eξN−σ(k)wkw

k−σ(k)
k

×
∫ ∞

0

dζ0 . . .

∫ ∞
ζN−2

dζN−1 e
−λζN−1e−ζN−1w1e−ζN−2w2 . . . e−ζ0wN

=(λ− ρ)λN−1e−tρ
2/2+ρξ0

∑
σ∈SN

(−1)|σ|
N∏
k=1

∫
iR+µ

dwk
2πi

etw
2
k/2eξN−σ(k)wkw

k−σ(k)
k

w1 + · · ·+ wk + λ
.

(4.30)
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Since all wk are integrated over the same contour, we can replace wk by wσ(k):

(4.30) = (λ− ρ)λN−1e−tρ
2/2+ρξ0

×
∑
σ∈SN

(−1)|σ|
N∏
k=1

∫
iR+µ

dwk
2πi

etw
2
k/2eξN−σ(k)wσ(k)w

k−σ(k)
σ(k)

wσ(1) + · · ·+ wσ(k) + λ

= (λ− ρ)λN−1e−tρ
2/2+ρξ0

N∏
k=1

∫
iR+µ

dwk
2πi

etw
2
k/2eξN−kwkw−kk

×
∑
σ∈SN

(−1)|σ|
N∏
k=1

wkσ(k)

wσ(1) + · · ·+ wσ(k) + λ
.

(4.31)

We apply Lemma 4.5 below to the sum and finally obtain

p+(~x) = (λ− ρ)λN−1e−tρ
2/2+ρξ0

N∏
k=1

∫
iR+µ

dwk
2πi

etw
2
l /2eξN−lwlw−ll det

1≤k,l≤N

[
wkl

wl + λ

]
= (λ− ρ)λN−1e−tρ

2/2+ρξ0 det
1≤k,l≤N

[
F̃k−l(ξN−l, t)

]
.

(4.32)

Lemma 4.5. Given N ∈ N, λ > 0 and w1, . . . , wN ∈ C \R−, the following identity holds:∑
σ∈SN

(−1)|σ|
N∏
k=1

wkσ(k)

wσ(1) + · · ·+ wσ(k) + λ
= det

1≤k,l≤N

[
wkl

wl + λ

]
. (4.33)

Proof. We use induction on N . For N = 1 the statement is trivial. For arbitrary N ,
rearrange the left hand side of (4.33) as∑

σ∈SN

(−1)|σ|
N∏
k=1

wkσ(k)

wσ(1) + · · ·+ wσ(k) + λ

=

N∑
l=1

wNl
w1 + · · ·+ wN + λ

∑
σ∈SN ,σ(N)=l

(−1)|σ|
N−1∏
k=1

wkσ(k)

wσ(1) + · · ·+ wσ(k) + λ

=

N∑
l=1

wNl
w1 + · · ·+ wN + λ

∑
σ∈SN ,σ(N)=l

(−1)|σ|
N−1∏
k=1

wkσ(k)

wσ(k) + λ
,

(4.34)

where we applied the induction hypothesis to the second sum. Further,

(4.34) =
∑
σ∈SN

(−1)|σ|
wσ(N) + λ

w1 + · · ·+ wN + λ

N∏
k=1

wkσ(k)

wσ(k) + λ

=
1

w1 + · · ·+ wN + λ

N∏
l=1

wl
wl + λ

×
( ∑
σ∈SN

(−1)|σ|wσ(N)

N∏
k=1

wk−1
σ(k) + λ

∑
σ∈SN

(−1)|σ|
N∏
k=1

wk−1
σ(k)

)

=
1

w1 + · · ·+ wN + λ

N∏
l=1

wl
wl + λ

×
(

det
1≤k,l≤N

[
w
k−1+δk,N
l

]
+ λ det

1≤k,l≤N

[
wk−1
l

])
,

(4.35)
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with δk,N being the Kronecker delta. Inserting the identity

det
1≤k,l≤N

[
w
k−1+δk,N
l

]
= (w1 + · · ·+ wN ) det

1≤k,l≤N

[
wk−1
l

]
, (4.36)

we arrive at

(4.34) =

( N∏
l=1

wl
wl + λ

)
det

1≤k,l≤N

[
wk−1
l

]
= det

1≤k,l≤N

[
wkl

wl + λ

]
. (4.37)

To show (4.36) we introduce the variable wN+1 and consider the factorization

det
1≤k,l≤N+1

[
wk−1
l

]
=

N∏
i=1

(wN+1 − wi) det
1≤k,l≤N

[
wk−1
l

]
, (4.38)

which follows directly from the explicit formula for a Vandermonde determinant. Expand-
ing the determinant on the left hand side along the (N + 1)-th column gives an explicit
expression in terms of monomials in wN+1. Examining the coefficient of wN−1

N+1 on the left
and right hand side respectively provides (4.36).

4.3 Proof of Proposition 2.4

We can rewrite the measure in Proposition 4.4 in terms of a conditional L-ensemble
(see Lemma 3.4 of [11] reported here as Lemma 4.6) and obtain a Fredholm determinant
expression for the joint distribution of any subsets of particles position. Then it remains
to relate the law under P+ and P, which is the law of the reflected Brownian motions
specified by the initial condition (2.10). This is made using a shift argument, analogue to
the one used for the polynuclear growth model with external sources [5, 20] or in the
totally asymmetric simple exclusion process [29, 15, 4].

Proof of Proposition 2.4. The proof is divided into two steps. In Step 1 we determine
the distribution under P+ and in Step 2 we extend this result via a shift argument to P.

Step 1. We consider the law of the process under P+ for now. The first part of the
proof is identical to the proof of Proposition 3.5 [16], so it is only sketched here. Using
repeatedly the identity

F̃k(ξ, t) =

∫ ξ

−∞
dx F̃k+1(x, t), (4.39)

relabeling ξk1 := ξk−1, and introducing new variables ξkl for 2 ≤ l ≤ k ≤ N , we can write

det
1≤k,l≤N

[
F̃k−l(ξ

N+1−l
1 , t)

]
=

∫
D′

det
1≤k,l≤N

[
F̃k−1(ξNl , t)

] ∏
2≤l≤k≤N

dξkl , (4.40)

where D′ = {ξkl ∈ R, 2 ≤ l ≤ k ≤ N |xkl ≤ xk−1
l−1 }. Using the antisymmetry of the

determinant and encoding the constraint on the integration variables into indicator
functions, we obtain that the measure (4.28) is a marginal of

const · eρξ11
N∏
n=2

det
1≤i,j≤n

[
1ξn−1

i ≤ξnj

]
det

1≤k,l≤N

[
F̃k−1(ξNl , t)

]
= const ·

N∏
n=1

det
1≤i,j≤n

[
φ̃n(ξn−1

i , ξnj )
]

det
1≤k,l≤N

[
F̃k−1(ξNl , t)

] (4.41)

with
φ̃n(x, y) = 1x≤y, for n ≥ 2

φ̃1(x, y) = eρy,
(4.42)
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and using the convention that ξn−1
n ≤ y always holds.

The measure (4.41) has the appropiate form for applying Lemma 4.6. The composition
of the φ̃ functions can be evaluated explicitly as

φ̃0,n(x, y) = (φ̃1 ∗ · · · ∗ φ̃n)(x, y) = ρ1−neρy, for n ≥ 1,

φ̃m,n(x, y) = (φ̃m+1 ∗ · · · ∗ φ̃n)(x, y) =
(y − x)n−m−1

(n−m− 1)!
1x≤y, for n > m ≥ 1.

(4.43)

Define

Ψn
n−k(ξ) :=

(−1)n−k

2πi

∫
iR−ε

dw
etw

2/2+ξwwn−k

w + λ
, (4.44)

for n, k ≥ 1 and some 0 < ε < λ. In the case n ≥ k the integrand has no poles in the
region |w| < λ, which implies Ψn

n−k = (−1)n−kF̃n−k. The straightforward recursion

(φ̃n ∗Ψn
n−k)(ξ) = Ψn−1

n−1−k(ξ) (4.45)

eventually leads to condition (4.64) being satisfied.
The space Vn is generated by

{φ̃0,n(ξ0
1 , x), . . . , φ̃n−2,n(ξn−2

n−1 , x), φ̃n−1,n(ξn−1
n , x)}, (4.46)

so a basis for Vn is given by

{eρx, xn−2, xn−3, . . . , x, 1}. (4.47)

Choose functions Φnn−k as follows

Φnn−k(ξ) =


(−1)n−k

2πi

∮
Γ0

dz z+λ
etz2/2+ξzzn−k+1

2 ≤ k ≤ n,
(−1)n−1

2πi

∮
Γ0,−ρ

dz z+λ
etz2/2+ξzzn−1(z+ρ)

k = 1.
(4.48)

By residue calculating rules, Φnn−k is a polynomial of order n− k for k ≥ 2 and a linear
combination of 1 and eρξ for k = 1, so these functions indeed generate Vn. To show (4.66)
for ` ≥ 2, we decompose the scalar product as follows:∫

R−

dξΨn
n−k(ξ)Φnn−`(ξ) +

∫
R+

dξΨn
n−k(ξ)Φnn−`(ξ). (4.49)

Since n − k ≥ 0 we are free to choose the sign of ε as necessary. For the first term,
we choose ε < 0 and the path Γ0 close enough to zero, such that always Re(w − z) > 0.
Then, we can take the integral over ξ inside and obtain∫

R−

dξΨn
n−k(ξ)Φnn−`(ξ) =

(−1)k−l

(2πi)2

∫
iR−ε

dw

∮
Γ0

dz
etw

2/2wn−k(z + λ)

etz2/2zn−`+1(w + λ)(w − z) . (4.50)

For the second term, we choose ε > 0 to obtain Re(w − z) < 0. Then again, we can take
the integral over ξ inside and arrive at the same expression up to a minus sign. The net
result of (4.49) is a residue at w = z, which is given by

(−1)k−l

2πi

∮
Γ0

dz z`−k−1 = δk,`. (4.51)

The case ` = 1 uses the same decomposition and requires the choice ε > ρ resp. ε < 0,
finally leading to

(4.49) =
(−1)k−1

2πi

∮
Γ0,−ρ

dz
z1−k

z + ρ
= δk,1. (4.52)
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Furthermore, both φ̃n(ξn−1
n , x) and Φn0 (ξ) are constants, so the kernel has a simple

form (compare with (4.67))

K̃(n1, ξ1;n2, ξ2) = −φ̃n1,n2
(ξ1, ξ2)1(n2>n1) +

n2∑
k=1

Ψn1

n1−k(ξ1)Φn2

n2−k(ξ2). (4.53)

However, the relabeling ξk1 := ξk−1 included a index shift, so the kernel of our system is
actually

K(n1, ξ1;n2, ξ2) = K̃(n1 + 1, ξ1;n2 + 1, ξ2)

= −φn1,n2(ξ1, ξ2)1(n2>n1) +

n2∑
k=1

Ψn1+1
n1−k+1(ξ1)Φn2+1

n2−k+1(ξ2).
(4.54)

Note that we are free to extend the summation over k up to infinity, since the integral
expression for Φnn−k(ξ) vanishes for k > n anyway. Taking the sum inside the integrals
we can write∑

k≥1

Ψn1+1
n1−k+1(ξ1)Φn2+1

n2−k+1(ξ2) =
1

(2πi)2

∫
iR−ε

dw

∮
Γ0,−ρ

dz
etw

2/2+ξ1w(−w)n1

etz2/2+ξ2z(−z)n2
η(w, z), (4.55)

with

η(w, z) =
z + λ

(w + λ)(z + ρ)
+
∑
k≥2

zk−2(z + λ)

wk−1(w + λ)
. (4.56)

By choosing contours such that |z| < |w|, we can use the formula for a geometric series,
resulting in

η(w, z) =
z + λ

(w + λ)(z + ρ)
+

z + λ

(w + λ)w

1

1− z/w

=
1

w − z +
λ− ρ

(w + λ)(z + ρ)
.

(4.57)

Inserting this expression back into (4.55) gives the kernel (2.12), which governs the
multidimensional distributions of xn(t) under the measure P+, namely

P+

( ⋂
n∈S
{xn(t) ≤ an}

)
= det(1− χaKχa)L2(S×R). (4.58)

Step 2. The distributions under P and under P+ can be related via the following shift
argument. Introducing the shorthand

Ẽ(S,~a) :=
⋂
n∈S
{xn(t) ≤ an}, (4.59)

we have

P+(Ẽ(S,~a)) =

∫
R+

dxP+(x0(0) ∈ dx)P+(Ẽ(S,~a)|x0(0) = x)

=

∫
R+

dx (λ− ρ)e−(λ−ρ)x
P(Ẽ(S,~a− x))

= −e−(λ−ρ)x
P(Ẽ(S,~a− x))

∣∣∣∞
0

+

∫
R+

dx e−(λ−ρ)x d

dx
P(Ẽ(S,~a− x))

= P(Ẽ(S,~a))−
∫
R+

dx e−(λ−ρ)x
∑
k∈S

d

dak
P(Ẽ(S,~a))

= P(Ẽ(S,~a))− 1

λ− ρ
∑
k∈S

d

dak
P+(Ẽ(S,~a)).

(4.60)
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Combining the identity

P(Ẽ(S,~a)) =

(
1 +

1

λ− ρ
∑
k∈S

d

dak

)
P+(Ẽ(S,~a)) (4.61)

with (4.58) finishes the proof.

Lemma 4.6 (Corollary of Theorem 4.2 [10]). Assume we have a signed measure on
{xni , n = 1, . . . , N, i = 1, . . . , n} given in the form,

1

ZN

N∏
n=1

det[φn(xn−1
i , xnj )]1≤i,j≤n det[ΨN

N−i(x
N
j )]1≤i,j≤N , (4.62)

where xnn+1 are some “virtual” variables and ZN is a normalization constant. If ZN 6= 0,
then the correlation functions are determinantal.

To write down the kernel we need to introduce some notations. Define

φ(n1,n2)(x, y) =

{
(φn1+1 ∗ · · · ∗ φn2)(x, y), n1 < n2,

0, n1 ≥ n2,
. (4.63)

where (a ∗ b)(x, y) =
∫
R

dz a(x, z)b(z, y), and, for 1 ≤ n < N ,

Ψn
n−j(x) := (φ(n,N) ∗ΨN

N−j)(y), j = 1, . . . , N. (4.64)

Then the functions

{φ(0,n)(x0
1, x), . . . , φ(n−2,n)(xn−2

n−1, x), φn(xn−1
n , x)} (4.65)

are linearly independent and generate the n-dimensional space Vn. Define a set of
functions {Φnn−j(x), j = 1, . . . , n} spanning Vn defined by the orthogonality relations∫

R

dxΦnn−i(x)Ψn
n−j(x) = δi,j (4.66)

for 1 ≤ i, j ≤ n.
Further, if φn(xn−1

n , x) = cnΦn0 (x), for some cn 6= 0, n = 1, . . . , N , then the kernel takes
the simple form

K(n1, x1;n2, x2) = −φ(n1,n2)(x1, x2) +

n2∑
k=1

Ψn1

n1−k(x1)Φn2

n2−k(x2). (4.67)

5 Asymptotic analysis - Proof of Theorem 2.6

Remark 5.1. The change in variables

x 7→ λ−1x t 7→ λ−2t (5.1)

reproduces the same system with new parameters λ̃ = 1 and ρ̃ = ρ
λ . We can therefore

restrict our considerations to λ = 1 without loss of generality.

Fix λ = 1 from now on. According to (2.18) we use the scaled variables

ni = t+ 2t2/3ri

ξi = 2t+ 2t2/3ri + t1/3si

ρ = 1− t−1/3δ,

(5.2)
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with δ > 0. Correspondingly, consider the rescaled (and conjugated) kernel

Kresc(r1, s1; r2, s2) = t1/3eξ1−ξ2K(n1, ξ1;n2, ξ2), (5.3)

which naturally decomposes into

Kresc(r1, s1; r2, s2) = −φresc
r1,r2(s1, s2)1(r1<r2) +Kresc

0 (r1, s1; r2, s2). (5.4)

Remark 5.2. Instead of integrals over Airy functions (2.17) can also be written as
contour integrals:

Kr1,r2(s1, s2) =
−1

(2πi)2

∫ e2πi/3∞

e−2πi/3∞
dW

∫ e−πi/3∞

eπi/3∞
dZ

eZ
3/3+r2Z

2−s2Z

eW 3/3+r1W 2−s1W
1

Z −W

fr1(s1) =
1

2πi

∫ e2πi/3∞

e−2πi/3∞, right of 0

dW
e−(W 3/3+r1W

2−s1W )

W

gr2(s2) =
1

2πi

∫ e−πi/3∞

eπi/3∞, left of δ
dZ

eZ
3/3+r2Z

2−s2Z

Z − δ .

(5.5)

In the integral defining K, the path for W and Z do not have to intersect. In addition,
the Gaussian part has a representation in terms of an integral over Airy functions:

Vr1,r2(s1, s2) =
e

2
3 r

3
2+r2s2

e
2
3 r

3
1+r1s1

∫
R

dx e−x(r1−r2)Ai(r2
1 + s1 + x)Ai(r2

2 + s2 + x). (5.6)

This is obtained employing identities in Appendix A of [4] as well as the identity (D.3)
of [15].

In order to establish the asymptotics of the joint distributions, one needs both a
pointwise limit of the kernel, as well as uniform bounds to ensure convergence of the
Fredholm determinant expansion. The first time this approach was used is in [18]. These
results are contained in the following propositions.

Proposition 5.3. Consider any r1, r2 in a bounded set and fixed L. Then, the kernel
converges as

lim
t→∞

Kresc(r1, s1; r2, s2) = Kδ(r1, s1; r2, s2) (5.7)

uniformly for (s1, s2) ∈ [−L,L]2.

Corollary 5.4. Consider r1, r2 fixed. For any L there exists t0 such that for t > t0 the
bound

|Kresc(r1, s1; r2, s2)| ≤ constL (5.8)

holds for all (s1, s2) ∈ [−L,L]2.

Proposition 5.5. For fixed r1, r2, L and δ > 0 there exists t0 > 0 such that the estimate

|Kresc
0 (r1, s1; r2, s2)| ≤ const · e−min{δ,1}s2 (5.9)

holds for any t > t0 and s1, s2 > 0.

Proposition 5.6 (Proposition 5.4 of [16]). For fixed r1 < r2 there exists t0 > 0 and C > 0

such that ∣∣φresc
r1,r2(s1, s2)

∣∣ ≤ Ce−|s1−s2| (5.10)

Now we can prove the asymptotic theorem:
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Proof of Theorem 2.6. The joint distributions of the rescaled process X(δ)
t (r) under the

measure P+ are given by the Fredholm determinant with series expansion

P+

( m⋂
k=1

{
X

(δ)
t (rk) ≤ sk

})

=
∑
N≥0

(−1)N

N !

m∑
i1,...,iN=1

∫ N∏
k=1

dζk 1(ζk>ξik ) det
1≤k,l≤N

[K(nik , ζk;nil , ζl)] ,

(5.11)

where ni and ξi are given in (5.2). Using the change of variables σk = t−1/3(ζk − 2t− 2t2/3rik)

and a conjugation we obtain

(5.11) =
∑
N≥0

(−1)N

N !

m∑
i1,...,iN=1

∫ N∏
k=1

dσk 1(σk>sik )

× det
1≤k,l≤N

[
Kresc(rk, σk; rl, σl)

(1 + σ2
l )m+1−il

(1 + σ2
k)m+1−ik

]
,

(5.12)

where the fraction inside the determinant is the new conjugation, which does not change
the value of the determinant. Using Corollary 5.4 and Propositions 5.5, 5.6, we can
bound the (k, l)-coefficient inside the determinant by

const1

(
e−|σk−σl|1(ik<il) + e−min{δ,1}σl

) (1 + σ2
l )m+1−il

(1 + σ2
k)m+1−ik

, (5.13)

assuming the rk are ordered. The bounds

(1 + x2)i

(1 + y2)j
e−|x−y| ≤ const2

1

1 + y2
, for i < j,

(1 + x2)i

(1 + y2)j
e−min{δ,1}x ≤ const3

1

1 + y2
, for j ≥ 1,

(5.14)

lead to

(5.13) ≤ const4
1

1 + σ2
k

. (5.15)

Using the Hadamard bound on the determinant, the integrand of (5.12) is therefore
bounded by

constN4 N
N/2

N∏
k=1

1(σk>sik )
dσk

1 + σ2
k

, (5.16)

which is integrable. Furthermore,

|(5.11)| ≤
∑
N≥0

constN5 N
N/2

N !
, (5.17)

which is summable, since the factorial grows like (N/e)N , i.e., much faster than the
nominator. Dominated convergence thus allows to interchange the limit t→∞ with the
integral and the infinite sum. The pointwise convergence comes from Proposition 5.3,
thus

lim
t→∞

P+

( m⋂
k=1

{
X

(δ)
t (rk) ≤ sk

})
= det

(
1− χsKδχs

)
L2({r1,...,rm}×R)

. (5.18)

It remains to show that the convergence carries over to the measure P. The identity

dsi
dξi

= t−1/3 = δ−1(1− ρ) (5.19)
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leads to

P

( m⋂
k=1

{
X

(δ)
t (rk) ≤ sk

})
=

(
1 +

1

δ

m∑
i=1

d

dsi

)
P+

( m⋂
k=1

{
X

(δ)
t (rk) ≤ sk

})
. (5.20)

Notice that in (5.12), si appears only in the indicator function, so differentiation just
results in one of the σk not being integrated but instead being set to si. Using the same
bounds as before we can again show interchangeability of the limit t → ∞ with the
remaining integrals and the infinite sum.

Before showing Propositions 5.3 and 5.5, we introduce some auxiliary functions and
establish asymptotic results for them.

Definition 5.7. Define

αt(r, s) :=
t1/3

2πi

∫
iR

dw et(w
2−1)/2+ξ(w+1)(−w)n

=
t1/3

2πi

∫
iR

dw et(w
2−1)/2+(2t+2t2/3r+t1/3s)(w+1)(−w)t+2t2/3r

βt(r, s) :=
t1/3

2πi

∮
Γ0

dz e−t(z
2−1)/2−ξ(z+1)(−z)−n

=
t1/3

2πi

∮
Γ0

dz e−t(z
2−1)/2−(2t+2t2/3r+t1/3s)(z+1)(−z)−t−2t2/3r.

(5.21)

Lemma 5.8. For fixed r and L the limits

α(r, s) := lim
t→∞

αt(r, s) = Ai(r2 + s)e−
2
3 r

3−rs

β(r, s) := lim
t→∞

βt(r, s) = −Ai(r2 + s)e
2
3 r

3+rs
(5.22)

hold uniformly for s ∈ [−L,L].

Proof. Let Hn(x) be the normalized n-th order Hermite polynomial with respect to the
weight e−x

2/2, i.e., satisfying∫
R

Hm(x)Hn(x)e−x
2/2dx = δmn. (5.23)

There exist two explicit integral representations for these polynomials:

Hn(x) =
1

i(2π)3/4
√
n!
ex

2/2

∫
iR+ε

dw ew
2/2−xwwn

Hn(x) =

√
n!

i(2π)5/4

∮
Γ0

dz e−(z2/2−xz)z−(n+1).

(5.24)

From [33], p. 201, one obtains the asymptotic behaviour

n1/12e−x
2/4Hn (x) = Ai(u) +O(n−2/3), x = 2

√
n+ n−1/6u (5.25)

uniformly for any bounded u.
Introducing the shorthands x = 2t1/2 + 2t1/6r + t−1/6s, n = t + 2t2/3r and applying

the change of variables w 7→ −wt−1/2, we can write

αt(r, s) =
t1/3

(2π)1/4
e−t/2+t1/2xt−(n+1)/2

√
n!e−x

2/2Hn(x). (5.26)
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Brownian motions with one-sided collisions: the stationary case

Using Stirling’s approximation and Taylor expansion in the exponents one can further
analyze this as

αt(r, s) = e−
2
3 r

3−rs+O(t−1/3)
(

1 +O(t−1/3)
)
n1/12e−x

2/4Hn(x), (5.27)

with with the error terms being uniform for s ∈ [−L,L]. The observation

u = n1/6(x− 2
√
n)→ r2 + s, (5.28)

as t→∞, settles the convergence of αt.
Using the second integral representation of the Hermite polynomials one can rewrite

βt, too:

βt(r, s) = −t1/3(2π)1/4et/2−t
1/2xtn/2(n!)−1/2Hn(x). (5.29)

Analyzing the prefactor as done before finishes the proof.

Lemma 5.9. For fixed r, there exist t0, L such that for all t > t0 and s > L the following
bounds hold

|αt(r, s)| ≤ e−s

|βt(r, s)| ≤ e−s
(5.30)

Proof. We start by analyzing βt. Defining functions as

f3(z) = −(z2 − 1)/2− 2(z + 1)− ln(−z)
f2(z) = −2r(z + 1 + ln(−z))
f1(z) = −s(z + 1),

(5.31)

we can write G(z) = tf3(z) + t2/3f2(z) + t1/3f1(z), leading to

βt(r, s) =
t1/3

2πi

∮
Γ0

dz eG(z). (5.32)

−1

ω

Γ

θ

R

Figure 2: The contour Γ = γ1 ∪ γ2(R) ∪ γ2(R) ∪ γ3(R) used for obtaining the uniform
bounds.

Define a new parameter ω given by

ω = min
{
t−1/3

√
s, ε
}
, (5.33)
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Brownian motions with one-sided collisions: the stationary case

for some small, positive ε chosen in the following, and let θ ∈ (π/6, π/4). As shown in
Figure 2, we change the contour Γ0 to γ1 ∪ γ2(R) ∪ γ2(R) ∪ γ3(R), with

γ1 = {−1 + ω(1 + iu tan θ), u ∈ [−1, 1]}
γ2(R) = {−1 + ueiθ, u ∈ [ω/ cos θ,R]}
γ3(R) = {−1 +Reiu, u ∈ [−θ, θ]}.

(5.34)

Since we will only estimate the absolute value of the integrals, the direction of integration
does not matter.

If t and s are fixed, the integrand is dominated by the exp(−z2) term for large |z|. Thus
the contribution coming from γ3(R) converges to 0 as R→∞. With γ2 = limR→∞ γ2(R)

our choice for the contour of integration is now γ1 ∪ γ2 ∪ γ2.

We start by analyzing

t1/3

2πi

∫
γ1

dz eG(z) = eG(z0) t
1/3

2π

∫
[−ω tan θ,ω tan θ]

du eG(z0+iu)−G(z0), (5.35)

where z0 = −1 + ω.

Let us consider the prefactor eG(z0) at first. Since ω is small we can use Taylor
expansion, as well as (5.33), to obtain the bounds

tf3(z0) = t
(
ω3/3 +O(ω4)

)
≤ 1

3
ωst1/3 (1 +O(ε))

t2/3f2(z0) = t2/3r
(
ω2 +O(ω3)

)
≤ ω√st1/3|r| (1 +O(ε))

t1/3f1(z0) = −ωst1/3.

(5.36)

All error terms are to be understood uniformly in s, t, r. The f1 term dominates both f2,
if L is chosen large enough, and f3, for ε being small. This results in

eG(z0) ≤ e− 1
2ωst

1/3 ≤ e− 1
2 s

3/2

. (5.37)

To show convergence of the integral part of (5.35) we first bound the real part of the
exponent:

Re (G(z0 + iu)−G(z0))

=Re

[
t

(
u2 − 2z0iu

2
− 2iu− ln

z0 + iu

z0

)
+ t2/3 · 2r

(
iu+ ln

z0 + iu

z0

)
− t1/3siu

]
=t

(
u2

2
− 1

2
ln

(
1 +

u2

z2
0

))
+ t2/3r ln

(
1 +

u2

z2
0

)
≤tu

2

2

(
1− 1

z2
0

+
u2

2z4
0

)
+ t2/3r

u2

z2
0

=: −ηt2/3u2.

(5.38)

η satisfies:

η =
t1/3

2

(
1

(1− ω)2
− 1− u2

2(1− ω)4

)
− r

(1− ω)2

= t1/3ω (1 +O(ω))− r (1 +O(ω)) ,

(5.39)

where we used |u| < ω. Given any ε we can now choose both L and t0 large, such that
the first term dominates. Consequently η will be bounded from below by some positive
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constant η0. The integral contribution coming from γ1 can thus be bounded as

|(5.35)| = eG(z0) t
1/3

2π

∣∣∣∣∣
∫

[−ω tan θ,ω tan θ]

du eG(z0+iu)−G(z0)

∣∣∣∣∣
≤ e− 1

2 s
3/2 t1/3

2π

∫
R

du e−η0t
2/3u2

= e−
1
2 s

3/2 1

2π

∫
R

du e−η0u
2

= e−
1
2 s

3/2 1

2
√
πη0
≤ e−s.

(5.40)

Finally we need a corresponding bound on the γ2 contribution to the integral. By
symmetry this case covers also the contour γ2. Write

t1/3

2πi

∫
γ2

dz eG(z) = eG(z1) t
1/3eiθ

2πi

∫
R+

du eG(z1+ueiθ)−G(z1), (5.41)

with z1 = −1 + ω(1 + i tan θ). From the previous estimates one easily gets∣∣∣eG(z1)
∣∣∣ ≤ eG(z0) ≤ e− 1

2 s
3/2

, (5.42)

so the remaining task is to show boundedness of the integral part of (5.41).
At first notice that the real part of the f1 contribution in the exponent is negative, so

we can omit it, avoiding the problem of large s. By elementary calculus, we have for all
u ≥ ω/ cos θ,

d

du
Re
(
f3(−1 + ueiθ)

)
< 0, (5.43)

that is, γ2 is a steep descent curve for f3. We can therefore restrict the contour to a
neighbourhood of the critical point z1, which we choose of magnitude δ, at the expense
of an error of order O(e−constδt):∣∣∣∣∣ t1/32π

∫
R+

du eG(z1+ueiθ)−G(z1)

∣∣∣∣∣ ≤ (1 +O(e−constεt)
) ∫ δ

0

du
∣∣∣etf̂3(ueiθ)+t2/3f̂2(ueiθ)

∣∣∣ (5.44)

where f̂i(z) = fi(z1 + z)− fi(z1). Taylor expanding these functions leads to

Re(tf̂3(ueiθ)) = tRe(e3iθ)u
ω2

cos2 θ
(1 +O(δ)) (1 +O(ε))

≤ −χ3t
1/3ω · t2/3uω

Re(t2/3f̂2(ueiθ)) = 2Re(e2iθ)t2/3ru
ω

cos θ
(1 +O(δ)) (1 +O(ε))

≤ χ2|r| · t2/3uω,

(5.45)

for some positive constants χ2, χ3, by choosing δ and ε small enough. For large L and t0,
−χ3t

1/3ω dominates over χ2|r|, so we can further estimate:∫ δ

0

du
∣∣∣etf̂3(ueiθ)+t2/3f̂2(ueiθ)+f̂0(ueiθ)

∣∣∣ ≤ ∫ ∞
0

du e−χ3tω
2u/2 ≤ 2

χ3tω2
. (5.46)

This settles the uniform exponential bound on βt.
Combining (5.26) and (5.29) one obtains

αt(r, s)

βt(r, s)
= ft(r)e

−2rs−s2t−1/3

(5.47)

for some function ft(r). From the convergence of αt and βt it is clear that ft converges,

too. Since we already know that βt is uniformly bounded by a constant times e−s
3/2/2,

the exponential bound on αt follows.
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Proof of Proposition 5.3. Regarding the first part of the kernel, we notice, that ni = 0

does not appear in our scaling, so we can use the formula (for n2 > n1)

φn1,n2
(ξ1, ξ2) = (φn1

∗ . . . φn2−1)(ξ1, ξ2) =
(ξ2 − ξ1)n2−n1−1

(n2 − n1 − 1)!
1ξ1≤ξ2 . (5.48)

This is the same function as in [16], proof of Proposition 5.1, so the limit

lim
t→∞

φresc
r1,r2(s1, s2) =

1√
4π(r2 − r1)

e−(s2−s1)2/4(r2−r1)
1(r1 < r2), (5.49)

is not proven here.
The different parts of the remaining kernel can be rewritten as integrals over the

previously defined functions α and β. For K̃, choose the contours in such a way that
Re(z − w) > 0 is ensured.

t1/3eξ1−ξ2K̃(n1, ξ1;n2, ξ2)

=
t1/3

(2πi)2

∫
iR−ε

dw

∮
Γ0

dz
etw

2/2+ξ1(w+1)

etz2/2+ξ2(z+1)

(−w)n1

(−z)n2

1

w − z

=
−t1/3
(2πi)2

∫
iR−ε

dw

∮
Γ0

dz
et(w

2−1)/2+ξ1(w+1)

et(z2−1)/2+ξ2(z+1)

(−w)n1

(−z)n2

∫ ∞
0

dx t1/3e−t
1/3x(z−w)

=−
∫ ∞

0

dxαt(r1, s1 + x)βt(r2, s2 + x)

(5.50)

Also rewrite f as follows:

e−t/2+ξ1f (n1, ξ1) =
1

2πi

∫
iR−ε

dw
et(w

2−1)/2+ξ1(w+1)(−w)n1

w + 1

= 1 +
1

2πi

∫
iR−ε−1

dw
et(w

2−1)/2+ξ1(w+1)(−w)n1

w + 1

= 1− 1

2πi

∫
iR−ε−1

dw et(w
2−1)/2+ξ1(w+1)(−w)n1

∫ ∞
0

dx t1/3et
1/3x(w+1)

= 1−
∫ ∞

0

dxαt(r1, s1 + x).

(5.51)

Similarly,

et/2−ξ2g(n2, ξ2) = Resg ,−ρ +

∫ ∞
0

dxβt(r2, s2 + x)eδx, (5.52)

with
Resg ,−ρ = et

2/3δ−t1/3δ2/2−ξ2t−1/3δ(1− t−1/3δ)−n2 . (5.53)

The residuum satisfies the limit

lim
t→∞

Resg ,−ρ = eδ
3/3+r2δ

2−s2δ (5.54)

uniformly in s2. The prefactor of the last part of the kernel is simply t1/3(1− ρ) = δ.
Combining all these equations gives

Kresc
0 (r1, s1; r2, s2) = −

∫ ∞
0

dxαt(r1, s1 + x)βt(r2, s2 + x)

+ δ

(
1−

∫ ∞
0

dxαt(r1, s1 + x)

)(
Resg ,−ρ +

∫ ∞
0

dxβt(r2, s2 + x)eδx
)
.

(5.55)
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Using the previous lemmas we can deduce compact convergence of the kernel. Indeed
(omitting the r-dependence for greater clarity) we can write:

sup
s1,s2∈[−L,L]

∣∣∣∣∫ ∞
0

dxαt(s1 + x)βt(s2 + x)−
∫ ∞

0

dxα(s1 + x)β(s2 + x)

∣∣∣∣
≤
∫ ∞

0

dx sup
s1,s2∈[−L,L]

|αt(s1 + x)βt(s2 + x)− α(s1 + x)β(s2 + x)| .
(5.56)

By Lemma 5.8 the integrand converges to zero for every x > 0. Using Lemma 5.9 we
can bound it by const · e−2x, thus ensuring that (5.56) goes to zero, i.e., K̃ converges
compactly. In the same way we can show the convergence of f and g . Applying the limit
in (5.55) and inserting the expressions for α and β finishes the proof.

Proof of Proposition 5.5. Since the convergence (5.54) is uniform in s2 we can deduce∣∣Resg ,−ρ
∣∣ ≤ const1 · e−s2δ. (5.57)

Inserting this as well as the bounds from Lemma 5.9 into (5.55) results in

|Kresc
0 (r1, s1; r2, s2)| ≤

∫ ∞
0

dx e−(s1+x)e−(s2+x) + δ

(
1 +

∫ ∞
0

dx e−(s1+x)

)
×
(

const1 · e−s2δ +

∫ ∞
0

dx e−(s2+x)eδx
)

=
1

2
e−(s1+s2) + δ

(
1 + e−s1

)(
const1 · e−s2δ +

e−s2

1− δ

)
≤ const · e−min{δ,1}s2 .

(5.58)

6 Path-integral style formula

Using the results from [9] we can transform the formula for the multidimensional
probability distribution of the finite-step Airystat process from the current form involving
a Fredholm determinant over the space L2({r1, . . . , rm} ×R) into a path-integral style
form, where the Fredholm determinant is over the simpler space L2(R). The result of [9]
can not be applied at the stage of finite time as one of the assumption is not satisfied.

Proposition 6.1. For any parameters χk ∈ R, 1 ≤ k ≤ m, satisfying

0 < χm < · · · < χ2 < χ1 < max
i<j
{rj − ri, δ} , (6.1)

define the multiplication operator (Mrif)(x) = mri(x)f(x), with

mri(x) =

{
e−χix for x ≥ 0

ex
2

for x < 0.
(6.2)

Writing Kδ
ri(x, y) := Kδ(ri, x; ri, y), the finite-dimensional distributions of the finite-step

Airystat process are given by

P

( m⋂
k=1

{
A(δ)

stat(rk) ≤ sk
})

=

(
1 +

1

δ

m∑
i=1

d

dsi

)
det
(
1+Mr1QM

−1
r1

)
L2(R)

, (6.3)

with
Q = −Kδ

r1 + P̄s1Vr1,r2 P̄s2 · · ·Vrm−1,rm P̄smVrm,r1K
δ
r1 , (6.4)

where P̄s = 1− Ps denotes the projection operator on (−∞, s).
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Remark 6.2. The operator Vrj ,ri for ri < rj is defined only on the range of Kδ
ri and acts

on it in the following way:

Vrj ,riKri,rk = Krj ,rk , Vrj ,rifri = frj . (6.5)

In particular, we have also Vrj ,ri1 = 1.

Proof. We will denote conjugations by the operator M by a hat in the following way:

V̂ri,rj = MriVri,rjM
−1
rj , f̂ri = Mrifri ,

K̂δ
ri = MriK

δ
riM

−1
ri , ĝri = griM

−1
ri ,

K̂ri,rj = MriKri,rjM
−1
rj .

(6.6)

Applying the conjugation also in the determinant in (2.15), the identity we have to show
is:

det
(
1− χsK̂δχs

)
L2({r1,...,rm}×R)

= det
(
1− K̂δ

r1 + P̄s1 V̂r1,r2 P̄s2 · · · V̂rm−1,rm P̄sm V̂rm,r1K̂
δ
r1

)
L2(R)

(6.7)

This is done by applying Theorem 1.1 [9].
It has three groups of assumptions we have to prove. We merged them into two by

choosing the multiplication operators of Assumption 3 to be the identity.

Assumption 1

(i) The operators Psi V̂ri,rj , PsiK̂
δ
ri , Psi V̂ri,rj K̂

δ
rj and Psj V̂rj ,riK̂

δ
ri for ri < rj preserve

L2(R) and are trace class in L2(R).

(ii) The operator V̂ri,r1K̂
δ
r1 − P̄si V̂ri,ri+1

P̄si+1
· · · V̂rm−1,rm P̄sm V̂rm,r1K̂

δ
r1 preserves L2(R)

and is trace class in L2(R).

Assumption 2

(i) Right-invertibility: V̂ri,rj V̂rj ,riK̂
δ
ri = K̂δ

ri

(ii) Semigroup property: V̂ri,rj V̂rj ,rk = V̂ri,rk

(iii) Reversibility relation: V̂ri,rj K̂
δ
rj = K̂δ

ri V̂ri,rj

The semigroup property is clear. To see the reversibility relation, start from the
contour integral representation (5.5) of Krj ,rj and frj and use the Gaussian identity:∫

R

dz
1√

4π(rj − ri)
e−(z−x)2/4(rj−ri)e−rjW

2+zW = e−riW
2+xW . (6.8)

This results in V̂ri,rj K̂
δ
rj = K̂ri,rj + δf̂ri ⊗ ĝrj . On the other hand we have∫

R

dz
1√

4π(rj − ri)
e−(z−y)2/4(rj−ri)eriZ

2−zZ = erjZ
2−yZ , (6.9)

so K̂δ
ri V̂ri,rj = K̂ri,rj + δf̂ri ⊗ ĝrj , which proves Assumption 2 (iii). Noticing Remark 6.2,

the right-invertibility follows immediately.
Assumption 1 (ii) can be deduced from Assumption 1 (i) as shown in Remark 3.2, [9].

Using the previous identities we thus are left to show that the three operators Psi V̂ri,rj ,

for ri < rj , as well as PsiK̂ri,rj and Psi f̂ri⊗ĝrj , for arbitrary ri, rj ∈ R, are all L2-bounded
and trace class.
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First notice that Vri,rj (x, y) = V0,rj−ri(−x,−y). Using the shorthand r = rj − ri and
inserting this into the integral representation (5.6) of V we have

Vri,rj (x, y) = e
2
3 r

3

∫
R

dλAi(−x+ λ)er(−y+λ)Ai(r2 − y + λ) =
(
V (1)V (2)

r

)
(x, y), (6.10)

with the new operators

V (1)(x, y) = Ai(−x+ y)

V (2)
r (x, y) = e

2
3 r

3

er(x−y)Ai(r2 + x− y).
(6.11)

Introducing yet another operator, (Nf)(x) = exp (−(χi + χj)x/2) f(x), we can write

Psi V̂ri,rj = (PsiMriV
(1)N−1)(NV (2)

r M−1
rj ). (6.12)

The Hilbert-Schmidt norm of the first factor is given by∫
R2

dxdy
∣∣∣(PsiMriV

(1)N−1)(x, y)
∣∣∣2

=

∫ ∞
s1

dx

∫
R

dym2
ri(x)Ai2(−x+ y)e(χi+χj)y

=

∫ ∞
s1

dxm2
ri(x)e(χi+χj)x

∫
R

dzAi2(z)e(χi+χj)z.

(6.13)

The asymptotic behaviour of the Airy function and the inequalities χi > χj > 0 imply that
both integrals are finite. Similarly,∫

R2

dx dy
∣∣∣(NV (2)

r M−1
rj )(x, y)

∣∣∣2
= e

4
3 r

3

∫
R2

dx dy e−(χi+χj)xe2r(x−y)Ai2(r2 + x− y)m−2
rj (y)

= e
4
3 r

3

∫
R

dz e−(χi+χj)ze2rzAi2(r2 + z)

∫
R

dym−2
rj (y)e−(χi+χj)y <∞,

(6.14)

where we used 2r > χi + χj as well. As a product of two Hilbert-Schmidt operators,

Psi V̂ri,rj is thus L2-bounded and trace class.

We decompose the operator K̂ri,rj as

PsiK̂ri,rj = (PsiMriK
′
−riP0)(P0K

′
rjM

−1
rj ) (6.15)

where
K ′r(x, y) = e

2
3 r

3

er(x+y)Ai(r2 + x+ y). (6.16)

Again, we bound the Hilbert-Schmidt norms,∫
R2

dx dy
∣∣(PsiMriK

′
−riP0)(x, y)

∣∣2
= e−

4
3 r

3
i

∫ ∞
si

dx

∫ ∞
0

dym2
ri(x)e−2ri(x+y)Ai2(r2

i + x+ y)

≤ e− 4
3 r

3
i

∫ ∞
si

dxm2
ri(x)

∫ ∞
si

dz e−2rizAi2(r2
i + z) <∞,

(6.17)

as well as ∫
R2

dxdy
∣∣∣(P0K

′
rjM

−1
rj )(x, y)

∣∣∣2
= e

4
3 r

3
j

∫ ∞
0

dx

∫
R

dy e2rj(x+y)Ai2(r2
j + x+ y)m−2

rj (y)

= e
4
3 r

3
j

∫
R

dym−2
rj (y)

∫ ∞
y

dz e2rjzAi2(r2
j + z).

(6.18)
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The superexponential decay of the Airy function implies that for every c1 > |rj | we can
find c2 such that e2rjzAi2(r2

j + z) ≤ c2e−c1z. This proves finiteness of the integrals.
Regarding the last operator, start by decomposing it as

Psi f̂ri ⊗ ĝrj = (Psi f̂ri ⊗ φ)(φ⊗ ĝrj ) (6.19)

for some function φ with L2-norm 1. Next, notice that∫
R2

dxdy |(PsiMrifri ⊗ φ)(x, y)|2 =

∫ ∞
si

dxm2
ri(x)f2

ri(x) (6.20)

It is easy to see that lims→∞ fri(s) = 1, so fri is bounded on the area of integration. But
then the m2

ri term ensures the decay, implying that the integral is finite. Furthermore,∫
R2

dxdy
∣∣∣(φ⊗ grjM−1

rj )(x, y)
∣∣∣2 =

∫
R

dym−2
rj (y)g2

rj (y). (6.21)

Analyzing the asymptotic behaviour of grj we see that for large positive arguments, the
first part decays exponentially with rate −δ and the second part even superexponentially.
δ > χj thus gives convergence on the positive half-line. For negative arguments, it is
sufficient to see that grj does not grow faster than exponentially.

7 Analytic continuation - Proof of Theorem 2.2

First of all let us show that the choice of x0(0) = 0 is asymptotically irrelevant. Denote

by X(0)
t (r) the rescaled process as in (2.18), where x0(0) = 0, and Xt(r) the rescaled

process as in (2.1), where −x0(0) ∼ exp(1). This corresponds to a finite shift of the
system, which is therefore irrelevant in the large time limit.

Lemma 7.1. For any m ∈ N, r1 < r2 < . . . < rm and s1, . . . , sm, it holds

lim
t→∞

P

( m⋂
k=1

{
Xt(rk) ≤ sk

})
= lim
t→∞

P

( m⋂
k=1

{
X

(0)
t (rk) ≤ sk

})
(7.1)

Proof. We can construct the processes x(0)
n and xn on the same probability space so that,

for any n ∈ Z, x(0)
n (t) = xn(t)− x0(0) and with x0(0) being independent of xn(t)− x0(0).

After scaling we have X
(0)
t (r) = Xt(r) − x0(0)t−1/3. As x0(0)t−1/3 converges to 0 is

distribution, the result follows.

We know from Theorem 2.6 and Proposition 6.1 that:

lim
t→∞

P

( m⋂
k=1

{
X

(δ)
t (rk) ≤ sk

})
=

(
1 +

1

δ

m∑
i=1

d

dsi

)
det(1− P̂K̂δ

r1). (7.2)

In this section we prove the main Theorem 2.2 by extending this equation to δ = 0. The
right hand side can actually be analytically continued for all δ ∈ R (see Proposition 7.4).
Additionally we have to show that the left hand side is continuous at δ = 0. This proof
relies mainly on Proposition 7.2, which gives a bound on the exit point of the maximizing
path from the lower boundary in the last passage percolation model.

Proof of Theorem 2.2. We adopt the point of view of last passage percolation discussed
in Section 3.3. The superscripts of x, L and w indicate the choice of ρ, while λ is always
fixed at 1. It is clear that for any path ~π the weight w(ρ)(~π) is non-decreasing in ρ. But
then the supremum is non-decreasing, too, and:

x(ρ)
n (t) ≤ x(1)

n (t), (7.3)
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for ρ < 1. We know that there exists a unique maximizing path ~π∗ ∈ Π(0, 0; t;n). We can
therefore define Zn(t) := s∗0, the exit point from the lower boundary specifically with
ρ = 1. We want to derive the inequality

x(1)
n (t) ≤ x(ρ)

n (t) + (1− ρ)Zn(t). (7.4)

This can be seen as follows:

L
(1)
(0,0)→(t,n) − (1− ρ)Zn(t) = sup

~π∈Π(0,0;t,n)

w(1)(~π)− (1− ρ)Zn(t)

= w(1)(~π∗)− (1− ρ)s∗0 = w(ρ)(~π∗).

(7.5)

Note that ~π∗ maximizes w(1)(~π) and not necessarily w(ρ)(~π). In particular we have

w(ρ)(~π∗) ≤ sup
~π∈Π(0,0;t,n)

w(ρ)(~π) = L
(ρ)
(0,0)→(t,n). (7.6)

Combining the last two equations results in (7.4).
(7.3) and (7.4) imply that for the rescaled processes X(δ)

t , see (2.18), we have

X
(δ)
t (r) ≤ X(0)

t (r) ≤ X(δ)
t (r) + δt−2/3Zt+2t2/3r(t). (7.7)

For any ε > 0 it holds

P

( m⋂
k=1

{X(δ)
t (rk) ≤ sk}

)
≥ P

( m⋂
k=1

{X(0)
t (rk) ≤ sk}

)

≥ P
( m⋂
k=1

{X(δ)
t (rk) + δt−2/3Zt+2t2/3r(t) ≤ sk}

)

≥ P
( m⋂
k=1

{X(δ)
t (rk) ≤ sk − ε}

)
−

m∑
k=1

P

(
δt−2/3Zt+2t2/3r(t) > ε

)
.

(7.8)

Then, taking t→∞, we obtain

P

( m⋂
k=1

{A(δ)
stat(rk) ≤ sk}

)
≥ lim sup

t→∞
P

( m⋂
k=1

{X(0)
t (rk) ≤ sk}

)

≥ lim inf
t→∞

P

( m⋂
k=1

{X(0)
t (rk) ≤ sk}

)

≥ P
( m⋂
k=1

{A(δ)
stat(rk) ≤ sk − ε}

)
−

m∑
k=1

lim sup
t→∞

P

(
Zt+2t2/3r(t) > t2/3ε/δ

)
.

(7.9)

Using Proposition 7.2 on the last term and Proposition 7.4 on the other terms, we can
now take the limit δ → 0, resulting in

P

( m⋂
k=1

{Astat(rk) ≤ sk}
)
≥ lim sup

t→∞
P

( m⋂
k=1

{X(0)
t (rk) ≤ sk}

)

≥ lim inf
t→∞

P

( m⋂
k=1

{X(0)
t (rk) ≤ sk}

)
≥ P

( m⋂
k=1

{Astat(rk) ≤ sk − ε}
)
.

(7.10)

Continuity of (2.7) in the sk finishes the proof.

Proposition 7.2. For any r ∈ R,

lim
β→∞

lim sup
t→∞

P

(
Zt+2t2/3r(t) > βt2/3

)
= 0. (7.11)
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Proof. By scaling of t and β, (7.11) is equivalent to

lim
β→∞

lim sup
t→∞

P

(
Zt(t+ 2t2/3r) > βt2/3

)
= 0, (7.12)

for any r ∈ R, which is the limit we are showing. We introduce some new events:

Mβ := {Zt(t+ 2t2/3r) > βt2/3}
Eβ := {L(0,0)→(βt2/3,0) + L(βt2/3,0)→(t+2t2/3r,t) ≤ 2t+ 2t2/3r + st1/3}
Nβ := {L(0,0)→(t+2t2/3r,t) ≤ 2t+ 2t2/3r + t1/3s}.

(7.13)

Notice that if Mβ occurs, then

L(0,0)→(t+2t2/3r,t) = L(0,0)→(βt2/3,0) + L(βt2/3,0)→(t+2t2/3r,t), (7.14)

resulting in Mβ ∩ Eβ ⊆ Nβ . We arrive at the inequality:

P(Mβ) = P(Mβ ∩ Eβ) +P(Mβ ∩ Ecβ) ≤ P(Nβ) +P(Ecβ). (7.15)

We further define new random variables

ξ
(t)
spiked =

L(βt2/3,0)→(t+2t2/3r,t) − 2t− 2t2/3(r − β/2)

t1/3
+ (r − β/2)2,

ξ
(t)
GUE =

Lstep
(0,1)→(t+2t2/3r,t)

− 2t− 2t2/3r

t1/3
+ r2,

ξ
(t)
N =

L(0,0)→(βt2/3,0) − βt2/3√
βt1/3

.

(7.16)

By Theorem 7 [35], for any fixed r ∈ R,

ξ
(t)
GUE

d→ ξGUE, (7.17)

where ξGUE has the GUE Tracy-Widom distribution. ξ(t)
spiked follows the distribution of the

largest eigenvalue of a critically spiked GUE matrix, as will be shown in Lemma 7.3. ξ(t)
N

has the distribution of a standard normal random variable ξN for any β > 0, t > 0.
Combining these definitions, we have:

P(Eβ) = P
(√

βξ
(t)
N + ξ

(t)
spiked ≤ (r − β/2)2 + s

)
. (7.18)

Fix s = 3r2 − β2/16, such that:(
r − β

2

)2

+ s = 4r2 − rβ +
β2

16
+
β2

8
≥ β2

8
. (7.19)

Using the independence of ξ(t)
N and ξ(t)

spiked, we obtain

P(Eβ) ≥ P
(√

βξ
(t)
N + ξ

(t)
spiked ≤

β2

16
+
β2

16

)
≥ P

(
ξ

(t)
N ≤

β3/2

16
and ξ(t)

spiked ≤
β2

16

)
= P

(
ξ

(t)
N ≤

β3/2

16

)
P

(
ξ

(t)
spiked ≤

β2

16

) (7.20)

Further, the inequality

Lstep
(0,1)→(t+2t2/3r,t)

≤ L(0,0)→(t+2t2/3r,t) (7.21)
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leads to
P(Nβ) ≤ P

(
ξ

(t)
GUE ≤ 4r2 − β2/16

)
. (7.22)

Inserting (7.20) and (7.22) into (7.15), we arrive at

P(Mβ) ≤ P
(
ξ

(t)
GUE ≤ 4r2 − β2

16

)
+ 1−P

(
ξ

(t)
N ≤

β3/2

16

)
P

(
ξ

(t)
spiked ≤

β2

16

)
(7.23)

By (7.17) and Lemma 7.3 we can take limits:

0 ≤ lim sup
β→∞

lim sup
t→∞

P (Mβ)

≤ lim
β→∞

[
P

(
ξGUE ≤ 4r2 − β2

16

)
+ 1−P

(
ξN ≤

β3/2

16

)
P

(
ξspiked(β) ≤ β2

16

)]
= 0.

(7.24)

Lemma 7.3. Let r ∈ R be fixed. For any β > 2(r + 1), as t→∞, the random variable

ξ
(t)
spiked =

L(βt2/3,0)→(t+2t2/3r,t) − 2t− 2t2/3(r − β/2)

t1/3
+ (r − β/2)2 (7.25)

converges in distribution,

ξ
(t)
spiked

d→ ξspiked(β). (7.26)

In addition, ξspiked(β) satisfies

lim
β→∞

P
(
ξspiked(β) ≤ β2/16

)
= 1. (7.27)

Proof. The family of processes L(βt2/3,0)→(βt2/3+t,n) indexed by n ∈ N0 and time param-
eter t ≥ 0 is precisely a marginal of Warren’s process with drifts, starting at zero, as
defined in [14]. In our case only the first particle has a drift of 1, and all the others zero.
By Theorem 2 [14], the fixed time distribution of this process is given by the distribution
of the largest eigenvalue of a spiked n× n GUE matrix, where the spikes are given by
the drifts.

Thus we can apply the results on spiked random matrices, more concretely we want
to apply Theorem 1.1 [6], with the potential V (x) = −x2/2. Since

L∗ := L(βt2/3,0)→(t+2t2/3r,n) (7.28)

represents a n×n GUE matrix diffusion M(t) at time t = t+2t2/3(r−β/2), it is distributed
according to the density

pn(M) =
1

Zn
exp

(
−Tr(M − tI11)2

2t

)
, (7.29)

where I11 is a n × n matrix with a one at entry (1, 1) and zeros elsewhere. In order to
apply the theorem we need the density given in equation (1) [6], i.e., consider the scaled
quantity L∗/

√
nt. The size of the first-order spike is then:

a = t/
√
nt =

√
1 + 2t−1/3(r − β/2) = 1 + (r − β/2)t−1/3 +O(t−2/3). (7.30)

We are thus in the neighbourhood of the critical value ac = 1. For α ≥ 0, let

Cα(ξ) =

∫ 0

−∞
eαxAi(x+ ξ)dx. (7.31)
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With F0(s) being the cumulative distribution function of the GUE Tracy-Widom distribu-
tion, and K0,0(s1, s2) as in (2.17), define:

F1(s;α) = F0(s)
(

1−
〈
(1− PsK0,0Ps)

−1Cα, PsAi
〉 )
. (7.32)

Applying (28) [6], we have

n2/3(L∗/
√
nt− 2)→ ξspiked(β), (7.33)

with
P
(
ξspiked(β) ≤ β2/16

)
= F1(β2/16, α), (7.34)

where α = β/2− r. Since in our case α > 1, we can estimate:

|Cα(ξ)| ≤
∫ 0

−∞
eαxe−x−ξdx = e−ξ

1

α− 1
. (7.35)

Combining this with the usual bounds on the Airy kernel and the Airy function, we see
that as β →∞, the scalar product in (7.32) converges to zero and we are left with the
limit of F0 which is one.

On the other hand,

n2/3(L∗/
√
nt− 2) ≤ s ⇔ L∗ ≤

√
nt(2 + n−2/3s), (7.36)

and
√
nt(2 + n−2/3s) = 2t+ 2t2/3(r − β/2) + t1/3

(
s− (r − β/2)2

)
+O(1), (7.37)

from which the claim follows.

Proposition 7.4. The function δ 7→ δ−1 det(1 − P̂K̂δ
r1) can be extended analytically in

the domain δ ∈ R. Its value at δ = 0 is given by

Gm(~r,~s) det (1− PK)L2(R) . (7.38)

Proof. We use the identity det(1+A) det(1+B) = det(1+A+B +AB) and Lemma 7.5
to factorize

δ−1 det
(
1− P̂K̂δ

r1

)
= δ−1 det(1− P̂K̂δ

r1) = δ−1 det
(
1− P̂K̂ − δP̂ f̂r1 ⊗ ĝr1

)
= δ−1 det

(
1− δ(1− P̂K̂)−1P̂ f̂r1 ⊗ ĝr1

)
· det

(
1− P̂K̂

)
=
(
δ−1 −

〈
(1− P̂K̂)−1P̂ f̂r1 , ĝr1

〉)
· det

(
1− P̂K̂

)
L2(R)

=
(
δ−1 −

〈
(1− PK)−1Pfr1 , gr1

〉)
· det

(
1− PK

)
L2(R)

.

(7.39)

Since the second factor is independent of δ, the remaining task is the analytic continua-
tion of the first. Using (5.5), decompose fr1 as

fr1(s) = 1 +
1

2πi

∫
〉0
dW

e−W
3/3−r1W 2+sW

W
=: 1 + f∗(s). (7.40)

Now,

〈Ps11, gr1〉 =

∫ ∞
s1

ds
1

2πi

∫
0〈δ

dZ
eZ

3/3+r1Z
2−sZ

Z − δ

=
1

2πi

∫
0〈δ

dZ
eZ

3/3+r1Z
2−s1Z

Z(Z − δ)

=
1

δ
+

1

2πi

∫
〈0,δ

dZ
eZ

3/3+r1Z
2−s1Z

Z(Z − δ) =:
1

δ
−Rδ.

(7.41)
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The function Rδ is analytic in δ ∈ R. Using these two identities as well as (1− PK)−1 =

1+ (1− PK)−1PK, we can rearrange the inner product as follows:

1

δ
−
〈
(1− PK)−1Pfr1 , gr1

〉
=

1

δ
−
〈
(1− PK)−1P1 + (1− PK)−1Pf∗, gr1

〉
=

1

δ
−
〈
P1 + (1− PK)−1(PKP1 + Pf∗), gr1

〉
=

1

δ
− 〈Ps11, gr1〉 −

〈
(P − Ps1)1 + (1− PK)−1(PKP1 + Pf∗), gr1

〉
= Rδ −

〈
(1− PK)−1 (Pf∗ + PKPs11 + (P − Ps1)1) , gr1

〉
(7.42)

Since gr1 is evidently analytic in δ ∈ R, we are left to show convergence of the scalar
product.

All involved functions are locally bounded, so to establish convergence it is enough
to investigate their asymptotic behaviour. gr1 may grow exponentially at arbitrary high
rate, depending on r1 and δ, for both large positive and large negative arguments. We
therefore need superexponential bounds on the function:

(1− PK)−1 (Pf∗ + PKPs11 + (P − Ps1)1) . (7.43)

For this purpose we first need an expansion of the operator P:

P =

n∑
k=1

P̄s1Vr1,r2 . . . P̄sk−1
Vrk−1,rkPskVrk,r1 . (7.44)

Notice that all operators Psi , P̄si and Vri,rj map superexponentially decaying functions
onto superexponentially decaying functions. Moreover Psi and P̄si generate superexpo-
nential decay for large negative resp. positive arguments.

The function f∗ decays superexponentially for large arguments but may grow expo-
nentially for small ones. Since every part of the sum contains one projection Psk , Pf∗
decays superexponentially on both sides.

Examining (P − Ps1)1, notice that the k = 1 contribution in (7.44) is equal to Ps1 ,
which is cancelled out here. All other contributions contain both P̄s1 and Psk , which
ensure superexponential decay.

Using the usual asymptotic bound on the Airy function, we see that the operator K
maps any function in its domain onto one which is decreasing superexponentially for
large arguments. By previous arguments, functions in the image of PK decay on both
sides, in particular PKPs11.

Now, in order to establish the finiteness of the scalar product, decompose the inverse
operator as (1 − PK)−1 = 1 + PK(1 − PK)−1. The contribution coming from the
identity has just been settled. As inverse of a bounded operator, (1 − PK)−1 is also
bounded. Because of the rapid decay, the functions Pf∗, PKPs11 and (P − Ps1)1 are
certainly in L2(R) and thus mapped onto L2(R) by this operator. Finally, the image of an
L2(R)-function under the operator PK is decaying superexponentially on both sides.

The expression (7.42) is thus an analytic function in δ in the domain R. Setting
δ = 0 returns the value of Gm(~r,~s). Combining these results with (7.39) finishes the
proposition.

Lemma 7.5. The operator 1− PK is invertible.

Proof. We employ the same strategy as in [4]. For that purpose we use the following
equivalence

det(1+A) 6= 0 ⇐⇒ 1+A is invertible. (7.45)
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Let smin = mink sk.

det(1− PK) = P

( m⋂
k=1

{A2(rk)− r2
k ≤ sk}

)

≥ P
( m⋂
k=1

{A2(rk)− r2
k ≤ smin}

)
≥ P

(
max
r∈R

(A2(r)− r2) ≤ smin

)
= FGOE(22/3smin) > 0

(7.46)

for any smin > −∞, where FGOE is the GOE Tracy-Widom distribution function. For the
last equality see [23, 13]. The tails of the GOE Tracy-Widom distribution have been
studied in great detail in various publications, see for instance [3].

8 Gaussian increments

In this section we prove that the Airystat process has Brownian increments for
nonnegative arguments:

Theorem 8.1. Let 0 ≤ r1 < r2 < · · · < rm. Then

P

( m⋂
k=2

{Astat(rk)−Astat(rk−1) ∈ dσk}
)

=

m∏
k=2

e−σ
2
k/4(rk−rk−1)√

4π(rk − rk−1)
d~σ. (8.1)

Proof. Without loss of generality we can assume that r1 = 0. Denoting the partial
derivative with respect to the i-th coordinate by ∂i, we have

P

( m⋂
k=1

{Astat(rk) ≤ sk}
)

=

m∑
i=1

∂iΛ (s1, . . . , sm) , (8.2)

with
Λ (s1, . . . , sm) = Gm(~r,~s) det (1− PK)L2(R) . (8.3)

With a small abuse of notations, in what follows we will write

P

( m⋂
k=1

{Astat(rk) ∈ dsk}
)
≡ P

( m⋂
k=1

{Astat(rk) = sk}
)

ds1 · · · dsm. (8.4)

Then,

P

( m⋂
k=1

{Astat(rk) = sk}
)

=

m∏
i=1

∂i

m∑
j=1

∂jΛ (s1, . . . , sm) . (8.5)

The crucial identity is:

P

( m⋂
k=2

{Astat(rk)−Astat(rk−1) = σk}
)

=

∫
R

dσ1P

( m⋂
k=1

{Astat(rk) = σ1 + · · ·+ σk}
)

=

∫
R

dσ1

( m∏
i=1

∂i

m∑
j=1

∂j

)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)

=

∫
R

dσ1
d

dσ1

( m∏
i=1

∂i

)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)

=

( m∏
i=1

∂i

)
Λ (σ1, σ1 + σ2, . . . , σ1 + · · ·+ σm)

∣∣∣∣σ1=∞

σ1=−∞
.

(8.6)
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We therefore have to study the asymptotics of Λ as σ1 → ±∞.

First we decompose Λ as

Λ = Λ1 + Λ2,

Λ1 := (R− 1) det (1− PK)L2(R) ,

Λ2 := det
(
1− PK − (Pf∗ + PKPs11 + (P − Ps1)1)⊗ g

)
L2(R)

.

(8.7)

Since r1 = 0 some functions simplify as

R = s1 +

∫ ∞
s1

dx

∫ ∞
x

dyAi(y),

f∗(s) = −
∫ ∞
s

dxAi(x),

g(s) = 1−
∫ ∞
s

dxAi(x) =

∫ s

−∞
dxAi(x),

K(s1, s2) =

∫ ∞
0

dxAi(s1 + x)Ai(s2 + x),

(8.8)

where we used the identity (D.3) from [15].

Now consider Λ1.( m∏
i=1

∂i

)
Λ1(~s) = (R− 1)

( m∏
i=1

∂i

)
det(1− PK) + ∂1R

( m∏
i=2

∂i

)
det(1− PK). (8.9)

Regarding the first term, notice that the multiple derivative of the Fredholm determinant
gives exactly the multipoint density of the Airy2 process, which is known to decay
exponentially for both large positive and negative arguments. This exponential decay
dominates over the linear growth of R. Similarly, the (m− 1)-fold derivative is smaller
the (m− 1)-point density of the Airy2 process, so this contribution vanishes in the limit,
too.

Continuing to Λ2, using f∗ = −K1, we first simplify the expression

Λ2 = det
(
1− PK +

(
PKP̄s11− (P − Ps1)1

)
⊗ g
)
L2(R)

(8.10)

We introduce the shift operator S, (Sf)(x) = f(x+σ1), which satisfies SVri,rjS
−1 = Vri,rj

and Pa+σ1 = S−1PaS, and consequently also

1− P̄s1+σ1
Vr1,r2 P̄s2+σ1

· · ·Vrm−1,rm P̄sm+σ1
Vrm,r1 = S−1PS. (8.11)

Using det(1−AB) = det(1−BA), we have

Λ2(~s+ σ1) = det
(
1− PSKS−1 +

(
PSKS−1P̄s11− (P − Ps1)1

)
⊗ Sg

)
L2(R)

. (8.12)

Now the dependence on the vector ~s is only in the projection operators, while the
dependence on σ1 is only in these two operators:

(Sg)(s) =

∫ s+σ1

−∞
dxAi(x),

(SKS−1)(s1, s2) =

∫ ∞
σ1

dxAi(s1 + x)Ai(s2 + x).

(8.13)
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For large σ1, we have Sg → 1 and SKS−1 → 0 (both strong types of convergence from
the superexponential Airy decay). So

lim
σ1→∞

Λ2(~s+ σ1) = det
(
1− (P − Ps1)1⊗ 1

)
L2(R)

= 1− 〈(P − Ps1)1,1〉L2(R) (8.14)

Applying the expansion (7.44), we arrive at:( m∏
i=1

∂i

)
lim

σ1→∞
Λ2(~s+ σ1) = −

( m∏
i=1

∂i

) m∑
k=2

〈P̄s1Vr1,r2 . . . P̄sk−1
Vrk−1,rkPsk1,1〉

= −
( m∏
i=1

∂i

)
〈P̄s1Vr1,r2 . . . P̄sm−1Vrm−1,rmPsm1,1〉

(8.15)

Writing out this scalar product and applying the fundamental theorem of calculus leads
to:

(8.15) = Vr1,r2(s1, s2)Vr2,r3(s2, s3) . . . Vrm−1,rm(sm−1, sm), (8.16)

which is the desired Gaussian density after setting si =
∑i
k=2 σk as in (8.6).

For large negative σ1, we have Sg → 0 and SKS−1 → 1. The rank one contribution
is thus (

PP̄s11− (P − Ps1)1
)
⊗ 0. (8.17)

We have to be somewhat careful here, as the convergence is weak (only pointwise) and
(Sg) is not even L2-integrable. But the first factor decays superexponentially on both
sides for finite σ1 and also in the limiting case PP̄s11 − (P − Ps1)1 = (1 − P)Ps11, so
one should be able to derive nice convergence properties. Neglecting this rank one
contribution we are left with

lim
σ1→−∞

Λ2(~s+ σ1) = det
(
1− P1

)
L2(R)

= 0. (8.18)
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